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Foreword

INTERACT 2009 was the 12th of a series of INTERACT international con-
ferences supported by the IFIP Technical Committee 13 on Human–Computer
Interaction. This year, INTERACT was held in Uppsala (Sweden), organized by
the Swedish Interdisciplinary Interest Group for Human–Computer Interaction
(STIMDI) in cooperation with the Department of Information Technology at
Uppsala University.

Like its predecessors, INTERACT 2009 highlighted, both to the academic
and to the industrial world, the importance of the human–computer interaction
(HCI) area and its most recent breakthroughs on current applications. Both ex-
perienced HCI researchers and professionals, as well as newcomers to the HCI
field, interested in designing or evaluating interactive software, developing new
interaction technologies, or investigating overarching theories of HCI, found in
INTERACT 2009 a great forum for communication with people of similar inter-
ests, to encourage collaboration and to learn.

INTERACT 2009 had Research and Practice as its special theme. The rea-
son we selected this theme is that the research within the field has drifted away
from the practical applicability of its results and that the HCI practice has come
to disregard the knowledge and development within the academic community.
However, to continue to develop and prosper, the HCI community needs to pay
more attention to the cooperation and mutual learning between research and
practice. We witness accidents happening in health care, airplanes crashing due
to problems in their operation, we see tremendous money losses due to inefficien-
cies in computer support. On a smaller scale we find many tools and applications
that are, if not difficult, annoying to use for reasons that are well known. At the
same time we see an amazing development of new IT designs, games, robots and
applications designed for pleasure and fun. IT is an essential source for efficiency
and productivity in work as well as a large source of problems. For the future
we need to learn from the positive development and reach for an understanding
of the mechanisms behind the successes in order for us to let such processes
influence the more challenged application domains. We hope that INTERACT
2009 provided such an inspiring meeting between research and implementation.

INTERACT 2009 brought the conference to Sweden and the Nordic coun-
tries. Through conferences such as NordiCHI, the Nordic countries have come
to be recognized as one of the major local communities within the field of HCI.
Nordic participants are one of the biggest regional participation categories at
HCI conferences in the world. The Nordic tradition of HCI focuses on utility,
equality, participation and quality of our everyday life and work. We aim at
continuing these traditions while being in the forefront of development of the
HCI field.



VI Foreword

We hope that INTERACT 2009 will be remembered as a conference that
brought research and practice closer together, focusing on making the comput-
erized world a better place for everyone, regardless of functional abilities or
particular requirements.

August 2009 Jan Gulliksen
Lars Oestreicher



Note from the Technical Co-chairs

You are holding the proceedings of the 12th Human–Computer Interaction Con-
ference INTERACT 2009. The creation of this document is really a testament to
the enthusiasm and collegial spirit amongst the HCI research and practitioner
community worldwide. Thank you to all the authors who chose INTERACT
2009 as the vehicle to publish their research: a total of 723 submissions were
received for the conference this year. Of these submissions, 244 were accepted
for presentation at the conference. These include:

– 104 Full Research Papers
– 79 Short Research Papers
– 7 Interactive Poster Papers
– 17 Workshops
– 12 Tutorials
– 3 Special Interest Groups
– 6 Demonstrations
– 3 Panels
– 13 Doctoral Consortium Papers

The acceptance rate for the research papers was 29% of full papers submitted
for review and 20% of initial abstracts submitted. The acceptance rate for the
short research papers and interactive posters was 39%. Each research paper was
reviewed by between three and six members of the International Programme
Committee.

Our sincere gratitude goes to the all the International Programme Committee
members who willingly helped out and ensured the high quality of the INTER-
ACT Conference papers was properly maintained. Although some people had to
be bullied into reviewing (sorry about that), everyone submitted their reviews
on time without a murmur of complaint. Thank you all for the effort that you
so obviously put into this task.

Finally we wish to express a special thank you to the Proceedings Publication
Chair, Marco Winckler, who painstakingly put this volume together.

August 2009 Paula Kotzé
Tom Gross



IFIP TC13

Established in 1989, the International Federation for Information Processing
Technical Committee on Human–Computer Interaction (IFIP TC13) is an in-
ternational committee of 30 member national societies and 7 Working Groups,
representing specialists in human factors, ergonomics, cognitive science, com-
puter science, design and related disciplines. INTERACT is its flagship confer-
ence, staged biennially in different countries in the world.

IFIP TC13 aims to develop the science and technology of human–computer
interaction (HCI) by encouraging empirical research, promoting the use of knowl-
edge and methods from the human sciences in design and evaluation of computer
systems; promoting better understanding of the relation between formal design
methods and system usability and acceptability; developing guidelines, models
and methods by which designers may provide better human-oriented computer
systems; and, cooperating with other groups, inside and outside IFIP, to pro-
mote user-orientation and humanization in system design. Thus, TC13 seeks to
improve interactions between people and computers, encourage the growth of
HCI research and disseminate these benefits worldwide.

The main orientation is toward users, especially the non-computer profes-
sional users, and how to improve human–computer relations. Areas of study
include: the problems people have with computers; the impact on people in in-
dividual and organizational contexts; the determinants of utility, usability and
acceptability; the appropriate allocation of tasks between computers and users;
modelling the user to aid better system design; and harmonizing the computer
to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general princi-
ples rather than particular systems, it is recognized that progress will only be
achieved through both general studies to advance theoretical understanding and
specific studies on practical issues (e.g., interface design standards, software sys-
tem consistency, documentation, appropriateness of alternative communication
media, human factors guidelines for dialogue design, the problems of integrating
multimedia systems to match system needs and organizational practices, etc.).

IFIP TC13 stimulates working events and activities through its Working
Groups (WGs). WGs consist of HCI experts from many countries, who seek to
expand knowledge and find solutions to HCI issues and concerns within their
domains, as outlined below.

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for
the most outstanding contribution in the form of a refereed paper submitted to
and delivered at each INTERACT. The award draws attention to the need for
a comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into
account. Since the process to decide the award takes place after papers are
submitted for publication, the award is not identified in the proceedings.
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WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI
education at all levels of higher education, coordinate and unite efforts to develop
HCI curricula and promote HCI teaching.

WG13.2 (Methodology for User-Centred System Design) aims to fos-
ter research, dissemination of information and good practice in the methodical
application of HCI to software engineering.

WG13.3 (HCI and Disability) aims to make HCI designers aware of the
needs of people with disabilities and encourage development of information sys-
tems and tools permitting adaptation of interfaces to specific users.

WG13.4 (also WG2.7) (User Interface Engineering) investigates the na-
ture, concepts and construction of user interfaces for software systems, using a
framework for reasoning about interactive systems and an engineering model for
developing user interfaces.

WG13.5 (Human Error, Safety and System Development) seeks a frame-
work for studying human factors relating to systems failure, develops lead-
ing edge techniques in hazard analysis and safety engineering of computer-
based systems, and guides international accreditation activities for safety-critical
systems.

WG13.6 (Human-Work Interaction Design) aims at establishing relation-
ships between extensive empirical work-domain studies and HCI design. It will
promote the use of knowledge, concepts, methods and techniques that enable
user studies to procure a better apprehension of the complex interplay between
individual, social and organizational contexts and thereby a better understand-
ing of how and why people work in the ways that they do.

WG13.7 (Human–Computer Interaction and Visualization) is the newest
of the working groups under the TC.13. It aims to establish a study and research
program that will combine both scientific work and practical applications in the
fields of Human–Computer Interaction and Visualization. It will integrate sev-
eral additional aspects of further research areas, such as scientific visualization,
data mining, information design, computer graphics, cognition sciences, percep-
tion theory, or psychology, into this approach.

New Working Groups are formed as areas of significance to HCI arise. Further
information is available at the IFIP TC13 website: http://www.ifip-hci.org/
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Kristina Höök, Sweden
John Hosking, New Zealand
Aaron Houssian, USA
Nancy Houston, USA
Stefan Hrastinski, Sweden
William Hudson, UK
Jina Huh, USA
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Cećılia Sik Lányi, Hungary
Gavin Robert Sim, UK
Carla Simone, Italy
Mikael B. Skov, Denmark
Andy Smith, UK
Andrew Smith, South Africa
Marc Smith, USA
Eva Snee, USA
Hugo Solis, USA
Jan Stage, Denmark
Emil Stanescu, Romania
Christian Stary, Austria
Gunnar Stevens, Germany
Didier Stricker, Denmark
Sriram Subramanian, UK
Noi Sukaviriya, USA
S. Shyam Sundar, USA
Yngve E Sundblad, Sweden
John Tang, USA
Jean-Claude Tarby, France
Deborah Tatar, USA
Patrice Terrier, France
Nadia Thalmann, Switzerland
Jakob Tholander, Sweden



XXII INTERACT 2009 Technical Committee

Michael Toomim, USA
Stefan Trausan-Matu, Romania
Daniela Trevisan, Brazil
Sanjay Tripathi, India
Manfred Tscheligi, Austria
Maurizio Tucci, Italy
Tuomo Tuikka, Finland
Phil Turner, UK
Susan Turner, UK
Jaime Urquiza-Fuentes, Spain
Kaisa Väänänen-Vainio-Mattila,

Finland
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Science and Technology, at the Faculty of Social Science and at the Faculty of
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The research conducted by the HCI group at the department of Information
Technology at Uppsala University concerns the analysis and design of computer-
ized work environments. A goal is to ensure usability (satisfaction, efficiency and
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computer systems intended for professional users in their everyday work. This
also involves studying organizational aspects and work environment problems.
Current research domains are:

– Human control of complex systems: high-speed ferry operation, train driver
operation, train traffic control, simulators

– Administrative work environments: case-handling, call center operation
– Health care: decision support systems, tele-radiology, home health care
– Visualization: tactical control and command systems, virtual learning lab,

3D tools
– Work environment: Physical, psychosocial and cognitive work environment

in computer supported work
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Table of Contents – Part II XLV

Using Avatars for Improving Speaker Identification in Captioning . . . . . . 916
Quoc V. Vy and Deborah I. Fels

Part Six: Panels

Biometrics in Practice: What Does HCI Have to Say? . . . . . . . . . . . . . . . . 920
Lynne Coventry, Graham I. Johnson, Tom McEwan, and Chris Riley

Demarcating User eXperience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 922
Virpi Roto

Mobility, Emotion, and Universality in Future Collaboration . . . . . . . . . . . 924
Mark Chignell, Naotsune Hosono, Deborah Fels,
Danielle Lottridge, and John Waterworth

Part Seven: Special Interest Groups

Designing Interaction for Next Generation Personal Computing . . . . . . . . 926
Giorgio De Michelis, Marco Loregian, Claudio Moderini,
Patrizia Marti, Cesare Colombo, Liam Bannon,
Cristiano Storni, and Marco Susani

Postgraduate Studies in the Field of HCI . . . . . . . . . . . . . . . . . . . . . . . . . . . 928
Teija Vainio, Veikko Surakka, Roope Raisamo, Kari-Jouko Räihä,
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Abstract. After a decade of work in our research labs on mobile and ubiquitous 
technology, often formed by the early visions of ubiquitous computing, with the 
urge to move interaction from the desktop out into the wild, these technologies 
have now moved out into the world – into the wild. We are in the middle of a 
second IT-revolution, caused by the spread of mobile and ubiquitous services, 
in combination with a broad consumer-oriented market pull. The first IT-
revolution, the introduction and deployment of Internet and the World Wide 
Web during the 1990’s, had a major impact on all parts of our society. As 
mobile, ubiquitous technology now becomes wide-spread, the design and 
evaluation of mobile services – i.e. information technology that can be accessed 
and used in virtually any setting – represents an important business arena for the 
IT- and telecom industry. Together we have to look for a sustainable web of 
work, leisure and ubiquitous technology we can call the mobile life. 

But what impact does this have on HCI research? In particular, what is our 
role in innovating new services, new technologies, new interaction models and 
new ways of living with this technology? Obviously, new methods for design 
and evaluation of interfaces are needed, especially when those interfaces are not 
always clearly ‘interfaces’ anymore, but blend in with various new materials in 
our environments or even worn on our bodies. Usage situations are shifting, 
unstable, mobile settings – interaction in the wild. There is a need for design 
methods that help structure a multitude of different sources of inspiration and 
fieldwork, and synthesize it into concrete requirements and service or technology 
concepts. In our work we have used a variety of such methods, such as 
ethnography as a basis for design, Laban-notation to analyse body behaviours, 
novel forms of quick sketching of mobile service interaction, cultural probes to 
understand emotional processes in people’s everyday lives, bodystorming for 
situating ideas in the real world, and the experience clip method for user self-
evaluation to evaluate mobile services in their realistic setting. We have also 
developed our own methods, such as e.g. user-driven innovation - studying 
extreme or specialised user groups and then innovating services for other user 
groups based on those experiences. 

But we also see trends that will turn these ways of approaching innovation 
upside down. Producers and consumers blend together in what we name Mobile 
2.0-services, creating content dependent on the mobile setting. Sketching in 
hardware and software combinations becomes accessible not only to technology 
experts, but to all. How can HCI-practice change to make the ‘digital materials’ 
accessible to all rather than supporting only HCI-experts to develop innovative 
design?  
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As pointed out in the vision “Being Human: Human-Computer Interaction in 
the year 2020”, HCI needs to orient towards the values shaped by the 
interaction between technology and people in our everyday lives. As digital, 
interactive technology enters every aspect of our lives we must do justice to the 
full complexity of actual human lived experience, where people actively and 
individually construct meaningful experiences around technology. We might 
even have to take responsibility for how society is shaped by this second digital 
revolution - making values such as privacy, autonomy or trust, but also living a 
good, rich life, explicitly part of our design processes and study methods, 
creating for a sustainable, human-friendly society.  

In the Mobile Life centre, we work around a vision of a ludic society where 
work mixes with leisure, private with public – a society where enjoyment, 
experience and play are adopted into all aspects of life. It becomes important to 
recognise that private and leisure life should not have to be as polished and 
efficient as your work performance when practices and technology travel 
between these spheres of our life.  

In my talk, I will discuss the implications for academic research in HCI as 
well as how this fosters a novel work practice in industry. The ICT and telecom 
industry will be less focused on identifying needs and more focused on values, 
in particular, ludic aspects of life. 
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Abstract. The field of HCI has evolved and expanded dramatically since its 
origin in the early 1980’s. The HCI community embraces a large community of 
researchers and practitioners around the world, from a variety of disciplinary 
backgrounds in the human and social sciences, engineering and informatics, and 
more recently, the arts and design disciplines. This kaleidoscope of cultures and 
disciplines as seen at INTERACT Conferences provides a rich pool of resources 
for examining our field. Applications are increasingly exploring our full range 
of sensory modalities, and merging the digital and physical worlds. WiFi has 
opened up a huge design space for mobile applications.  A focus on usability of 
products and services has been complemented by an emphasis on engagement, 
enjoyment and experience. With the advent of ubiquitous computing, and the 
emergence of “The Internet of Things”, new kinds of more open infrastructures 
make possible radically new kinds of applications. The sources of innovation 
have also broadened, to include human and social actors outside of the 
computing and design organizations. The question is to what extent is our 
mainstream thinking in the HCI field ready for the challenges of this Brave 
New World? Do the technological and social innovations that we see emerging 
require us to re-shape, or even, re-create, our field, or is it a case of a more 
gradual evolution and development of that which we already know? In this 
closing Keynote, I will provide a perspective on the evolution and development 
of the HCI field, looking backwards as well as forwards, in order to determine 
what are some of the changes of significance in the field.  This “broad-brush” 
approach to what I term “ human-centred design” will be complemented by the 
examination of specific projects and applications, to help anchor some of the 
discussion.  Areas such as user-centred design, participatory design, computer-
supported cooperative work and learning, and interaction design, in which I 
have had some involvement over the years, will be mentioned. I will discuss the 
themes of “ecologies of artefacts”, appropriation, tinkering/bricolage, and the 
emergence of design anthropology, among other topics. The purpose of the talk  
is not to engage in a form of Futurism concerning the HCI field, but to examine 
some of the technical and social trends that can be observed, and to highlight 
some areas of particular significance that warrant further attention.  I argue for a 
multi-layered approach that, while exploring new avenues of research 
concerning people’s use of technology, does not necessarily dismiss the corpus 
of knowledge we have built up over the years concerning human-computer 
interaction. From a personal perspective, issues such as means and ends, our 
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underlying values, and  concern for our fellow human beings in an increasingly 
fragile world, are issues that, while perhaps seen as outside the remit of a 
narrow HCI brief, impact on the field in significant ways. In this regard, 
discussions of our future should not be the preserve of techno-determinists, but 
be open to all. For example, ubiquitous computing can be involved in many 
scenarios, not only that of “Ambient Intelligence”. We need to engage in the 
development and critique of these different perspectives and approaches. Being 
able to work in and with multidisciplinary teams embodying distint, and at 
times conflicting perspectives, being able to communicate ones ideas and 
information across a variety of  social and institutional boundaries, will become 
of great importance. Of particular concern, in the context of an IFIP 
INTERACT event, is the need to balance the heterogeneity of concepts and 
methods being used in research and practice with some form of quality control. 
Despite the heterogeneity of perspectives and disciplines nowadays involved in 
the field, I will argue that the HCI community, as a community,  still does have 
a significant role to play in the development and evolution of useful, usable and 
enaging ICT-enabled infrastructures and applications. 
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Abstract. Effective tutorial systems can help promote products by reducing 
barriers of learning new applications. With dynamic web applications becoming 
as complex as desktop programs, there is a growing need for online tutorial/help 
systems. For visually impaired users the key limitations of traditional help 
systems are 1) poor access to help content with assistive technology, and 2) 
frequent reliance on videos/images to identify parts of web applications and 
demonstrate functionality. In this paper, we present a new interaction model, 
targeted towards screen-reader users, that describes how to embed an interactive 
tutorial within a web application. The interaction model is demonstrated within 
a system called DTorial, a fully functional dynamic audio-based tutorial with 
embedded content. While remaining within the web application, users can 
rapidly access any tutorial content, injected inline near relevant application 
controls, allowing them to quickly apply what they just heard to the application 
itself, without ever losing their position or having to shift windows. The model 
and implementation are grounded in sighted user help-systems literature and an 
analysis of screen-reader and Web-Application interactions. Lessons learned 
from the incremental design and evaluations indicate that providing visually 
impaired users with dynamic, embedded, interactive audio-based tutorial 
systems can reduce the barriers to new Web-Applications. 

Keywords: Tutorial, Help Systems, Web 2.0, Screen Reader, Blind, Visually 
Impaired, Interactive Tutorial, Dynamic Content. 

1   Introduction 

There are many challenges that arise when ensuring equal opportunity access [6, 18, 
25] for visually impaired and blind users. Even with state of the art tools (e.g., screen 
readers), one major hurdle for this community is the adoption of new software. 
Visually impaired users must rely upon recall to remember the available interface 
options. Creating such a mental model is a time consuming process. This process is 
complicated by industry’s adoption of Web 2.0 applications (e.g. Dynamic Webmail, 
Web Document Editing, etc), complex and dynamic online programs that challenge 
users to use a computer in a completely new way: introducing multiple modes of 
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interaction, including one not in the vernacular of most screen-reader users. While 
literature would encourage the use of tutorials [23] existing mechanisms (e.g., video, 
flash and text+image) rely on visual presentations of context inaccessible to the VIU. 
Further, traditional Web-based tutorial systems provide poor access to content with 
assistive technology. 

This paper addresses the unique challenges for visually impaired users using web-
based tutorial and help systems. We have designed an interaction model specifically 
addressing the needs of audio-based tutorials systems for Web applications and screen 
readers. Our interaction model is demonstrated through our fully functional tutorial 
system, DTorial (Dynamic Tutorial). This model and implementation provide a 
mechanism allowing the VIU to learn the interface of a Web application through 
embedded tutorial information and an interactive control mechanism. The design is 
based on a set of interviews with visually-impaired computer users, best practices in 
existing literature, and an analysis of screen reader interaction with Web 2.0 
applications. Our system was further informed through a rapid design and evaluation 
cycle with 17 VIUs. The foremost contribution of our model is the demonstration of a 
functional and accessible tutorial that can be integrated easily into the Web-
application environment. 

2   Definitions and Terminology  

Visually impaired individuals range from those who are mildly near or far sighted, to 
those who are legally blind, to those who have no vision at all. Those with the most 
vision loss cannot rely upon sight at all to interact with the world around them. 
Approximately 1.5 million visually-impaired individuals live in the USA [3] and the 
worldwide statistics put the number at 161 million (about 2.6% of the world 
population [33]). For the purpose of this study, we define individuals who cannot rely 
upon sight for computer interaction as being Visually Impaired Users  or VIUs. 

Visually impaired individuals have learned to adapt to and augment many aspects 
of the world around them, for instance, with the Braille system [2]. As computer 
systems have become ubiquitous, technology also has adapted to meet the needs of 
these users [25]. One form of assistive technology, the Screen Reader, converts digital 
text to audio speech or Braille output. Common screen readers include Freedom 
Scientifics’ JAWS, GW Micro’s WindowEyes, and Apple’s VoiceOver. This 
software allows users to navigate computer applications and web pages through a 
series of keyboard commands, while having the content read back to them. This 
content can be presented as either speech or on a refreshable Braille display [4]. For 
this experiment, we used audio feedback. We use the term "read" or "reading" to 
indicate the user is listening to a screen reader converting text to spoken audio. In this 
experiment we used the JAWS Screen Reader, the most popular screen reader [13].  

3   Existing Technology and Limitations 

Research in screen readers is ongoing in HCI. Jim Thatcher captured the philosophy 
best in 1994: “blind users must have access to the same computing environment as 
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their sighted colleagues” [30]. Since then, much work has helped make computers 
accessible, with emphasis on improving Web accessibility [23, 26] for screen-reader 
users. There has also been rapid development of tools to help Web designers check 
for accessibility [14, 29]. Tools have also been developed to assist in the creation of 
more accessible Web pages [5, 10]. While new screen-reader based solutions may be 
invented, such solutions must be disseminated and adopted by the entire community 
to be effective. However, if new technologies are created and implemented server-
side by Web developers, the burden of adopting new assistive technology will not be 
placed on the millions of existing screen-reader users. 

While prior research into help systems and tutorials is rich and provides a strong 
foundation for future work, existing solutions do not take into account the unique 
needs and challenges of visually-impaired individuals. Research into tutorials and 
help systems [7, 19, 21, 22] has explored multimodal interfaces [16], behavior 
modeling [32], and intelligent help systems [1, 12, 27]. Many solutions have been 
created utilizing hypertext to provide easy access to help [11, 20]. Though some work 
has been done on web based help systems [8, 28], it has largely been based in the 
visual domain (images and Macromedia Flash [24]). Existing tutorials and help 
systems use video, PDF, Flash, and HTML, while relying heavily on pictures and 
animation. For VIUs, these modalities are inaccessible. The existing literature has not 
suitably addressed methods for embedded tutorials in Web 2.0 applications or 
targeted tutorial techniques for blind users. 

The standard form of instruction for VIUs is a separate HTML page containing a 
tutorial (and discovering the location of said tutorial is not always easy). Most HTML 
tutorials are not screen-reader friendly, lacking appropriate HTML headings for easy 
navigation and poor description of how to access/find content with a screen reader. In 
addition, these tutorials lack context for the content and require frequent switching 
between windows, often causing users to loose their “place” in both the tutorial and 
application as they switch between the two windows. 

With the advent of dynamic-asynchronous loading in 1999 [31], methods for users 
to interact with Web pages drastically changed from the world of static HTML. 
Dynamic Web pages, commonly referred to as Web 2.0 applications [15], often use 
AJAX to enable content to dynamically change without a page reloading. As a result, 
these Web applications function like a standard desktop application: the browser acts 
as a platform on which these new applications run. This facilitates dynamic content 
without page reloads and additional functionality such as application-based hot keys. 
Consider a Web e-mail application where a user uses the “c” key to compose an email 
or the “j” and “k” keys to cycle through the list of emails. Without JavaScript, this 
functionality would only be available via mouse interactions and not via hot-keys.  

Though AJAX provides useful features, Web 2.0 applications add complexity to 
screen–reader users. Consider functionality in Appendix A, illustrating a JAWS 
screen-reader interacting with Web pages. A typical screen-reader user operates in 
two modes: Forms Mode (used for text input) and Virtual Cursor Mode (VCM) (for 
page navigation and reading). Interaction is conceptually segregated into these two 
modalities, making a natural division so users know when to switch modes. 

Web 2.0 functionality (check marks in Appendix A) forces users to shift their 
interaction with the Web application to a third mode, PC Cursor Mode (PCM), to use 
Web-application specific keyboard commands. PCM stops JAWS from capturing 
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keystrokes and allows the user to invoke application-specific hot keys. However, 
PCM is not familiar to the typical screen-reader user. This shift in the way the screen 
reader is operated is needed so that Web applications can capture user keyboard input 
(normally intercepted by JAWS for screen-reader functionality). Unfortunately PCM, 
also lacks audio feedback for users (see Appendix A). 

For VIUs, Web 2.0 applications not only pose the common challenge of learning a 
new application, but also a burden in requiring new screen-reader interactions. VIUs 
must overcome both hurdles simultaneously. Thus, a Web-based tutorial system, 
designed for VIUs’ needs, is critical for accessibility of ubiquitous Web Applications.  

4   Interviews with Visually Impaired Users 

There are many guides for creating tutorials on the desktop [7, 19, 21, 22] and for the 
Web [8, 28], but less is known about how VIUs approach computer usage and their 
concerns with adopting new software. To gain further insight, we conducted five 2-
hour interviews with members of the visually impaired community. Participants were 
all screen-reader users from Silicon Valley (remunerated $75/hour). We attempted to 
recruit a representative user pool, individuals whose primary profession was not high 
technology. Each interview focused on participant’s computer usage specifically, file 
organization, application management, and inter-personal communication.  

Interviews were transcribed and video taped. All five participants reported large 
effort required to adopt new applications. However, each participant talked about new 
software adoption from a different perspective. One spoke about waiting to take a 
class to learn new software, while another said that she needed to wait for a large 
amount of time to be available to learn a new piece of software due to trial and error. 
Another individual wished to see a “guardian angel” that would show him around his 
programs and answer his questions. Participant issues revolved around the screen 
reader world-view that comes from memorization of key commands and Web 
page/application layout.  

From our observations, we concluded that an accessible Web-based tutorial and 
help system would improve Web application adoption (akin to the findings of [23]). 
An examination of the existing practices of sighted users, detailed analysis of 
AJAX/screen-reader technologies, and comments from interviewees lead us to a 
proposed set of 4 key requirements that such a system should have: 

 
• Embedded Content - Because layout and context is critical to users, any help 

system should provide its content in the context of the target application to 
reduce chances of losing position from window switching. 

• Interactive and Dynamic Content - Users should be able to quickly gain 
access to and change their tutorial/help system content while in their 
application, thus reducing trial-and-error by allowing topic lookup as an easy 
alternative. Note: while the concept of dynamic content is not new [9], the 
application to a non-visual domain is novel. 

• Audio Based Content - Because users rely entirely on audio cues, developers 
should ensure that content is presented in such a way to be fully understood 
through audio only and existing screen readers. 
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• Mitigate AJAX - Due to the complications created by screen reader interaction 
with Web 2.0 applications, tutorial systems must address this new complexity 
(for their own interaction model and the model of the target application). 

5   DTorial and Incremental Design/Evaluation 

In response to the complexity of learning new applications and the elaborate Web 2.0 
+ screen reader interaction techniques, we developed an initial design for embedded 
Web-based help systems for VIUs. In order to develop and evaluate our design, we 
built the DTorial system. By evaluating, testing and incrementally improving DTorial, 
we are able to analyze user behavior, reaction, and resulting design changes to create 
a higher-level interaction model. 

5.1   DTorial  

The DTorial system is a fully functional embedded tutorial, built using JavaScript. We 
used Grease Monkey to implement DTorial on top of Google’s Web 2.0 Gmail, chosen 
because email is ubiquitous and is crucial to most individuals. Participants in our initial 
interviews said that email is empowering and central to their communications at work 
and at home. We used a set of JavaScript libraries called AxsJAX [10] to facilitate 
audio feedback and audio alerts. 

DTorial works by moving a user around a Web page while simultaneously 
providing the user with audio feedback and describing the new content, what to 
expect, and how to interact. In other words, DTorial teaches the user how to interact 
with the computer while using the tool they are learning. As a result, the user is easily 
able to apply the skills learned without switching environments.  

For example, consider a fictional VIU, Alice. When Alice wishes to understand the 
concept of the Folders List in Gmail (Inbox, Drafts, etc), she locates the Drop Down 
List on Gmail’s webpage entitled “Tutorials.”  Alice selects the tutorial entitled 
“Folders” and then presses the Go Button to launch her content.  The web browser’s 
focus is automatically moved, via JavaScript, from her current element (e.g. Go 
Button) to the Folder List in Gmail. Simultaneously, tutorial text explaining Folders 
is injected into the DOM, at the top of the Folder list, within the now focused region.  
While having no visual impact to the layout of the page (using CSS markup), screen 
reader users like Alice can now access the entire body of injected text, including 
navigation by headings, lists, and other HTML elements. Alice can immediately 
explore the tutorial and test out her new knowledge without having to leave the 
instructional guide, because the guide AND environment, are side-by-side. DTorial 
further blurs the line between instruction and execution by ensuring a mechanism for 
re-reading the instructions at any time. It should be noted that the method for injecting 
text and re-reading content evolved through the incremental design process, and this 
example is representative of the final iteration of the DTorial system. 

5.2   Incremental Design and Evaluation Methodology 

In order to test learning via DTorial, we compared it against the standard form of 
instruction for VIUs, separate HTML web pages containing a tutorial. While most 
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HTML online tutorials are not screen-reader friendly, we eliminated bias towards 
DTorial by ensured that the HTML tutorial had marked headers, no references to 
video or images, and provided the same content as the interactive counterpart. 

We followed a rapid cycle of evaluation and redesign. Visually impaired subjects 
were recruited from centers and organizations for the visually impaired in California’s 
Silicon Valley and San Francisco. See Table 1 for demographics. Though we 
recruited 20 users, 17 individuals participated (eight men and nine women). Two were 
determined to be ineligible for the study when it was discovered that they were not 
visually impaired. One was removed from the study due to technical difficulties that 
arose during the session. A typical session with one subject lasted for one-and-a-half 
hours. Subjects were remunerated ($75/hour). Participants had no prior experience 
with Gmail, though some had accounts that were forwarded to desktop email clients. 

Tutorial text was based on Gmail’s Getting Started guide. We limited Gmail’s 
feature set to Compose Mail, Inbox, Drafts, Spam, Trash, and Message Threads so we 
could focus on the tutorial and the learning experience. Because Web 2.0 applications 
require users to be in PCM when using hot-keys, we added audio feedback via 
AxsJAX, to increase accessibility (e.g., so that audio-based alerts were spoken when 
pages changed and updated). 

During a session, a participant was exposed to each tutorial for approximately 30 
minutes. The participant was instructed to “do as you normally would, as if trying this 
out for the first time on your own and as if we were not here.” During a session with 
the HTML tutorial, a participant was provided with two windows, one pointing to 
Gmail and the other to the tutorial. After an exposure, each participant was asked a 
series of questions focusing on usability of the tutorial, accessibility of the tutorial 
content, how much the participant had learned about using the application, and 
methods for improvement. Following exposure to both tutorials, a series of questions 
were asked comparing the two methods. Participants were asked to indicate and 
justify a preference between the two tutorials. 

The order of exposure was randomized to overcome learning effects. Overall, eight 
participants were shown DTorial as the first exposure, and nine were shown the 
HTML version as the first exposure. DTorial went through five iterations, and 
averaged four participants per cycle. Table 1 summarizes user demographics, 
experience, and conditions. DTorial went through five major design and evaluation 
cycles. Each cycle had 3-4 users. Revisions after each cycle were based directly upon 
user feedback and researcher observation. 

Table 1. Demographic in Iterative Usability Study 

Number of Users 17 
Mean Age 40 years 

20-29 (4) 30-39 (2) 40-49 (4) Number of Users Per Age Group 
50-59 (3) 60-69 (4) 

Computer Experience (years) 1.5-23 Average 12.1 years 
JAWS Experience (years) 1.5-16 Average of 10.5 years 
Number of Users Exposed to DTorial First 8 

Number of Users Exposed to HTML Tutorial First 9 
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6   Findings from Design and Evaluation Cycle 

From the incremental design and evaluation with 17 real world users, we analyzed the 
behavior and design changes of DTorial and created a high-level interaction model. 
This set of design requirements is based on the results from our users and our iterative 
design and evaluation cycle.  

At the conclusion of 17 studies, most participants were extremely positive about 
the prospect of using DTorial for their day-to-day learning. Through the design cycle, 
we noticed a distinctive shift in comments from users. Originally, feedback focused 
on the difficulty in switching modes and the complexity of Web 2.0 applications. At 
the conclusion of our studies, feedback was primarily about phrasing of the content, 
what topics to discuss, and adding additional functionality for a more robust user 
experience. Overall, 12 of our users wanted to use DTorial in their learning process. 
Out of the 5 who did not, all but one used the earliest versions of our software, 
without the benefits of our incremental improvements. Moreover, their concerns were 
addressed in iterative process of designing DTorial benefiting the later participants. 
One participant who teaches other VIUs said the following about DTorial: 

This [interactive tutorial] is a very smoothly integrated environment 
for learning and getting your task accomplish… I think they are 
both good, but I think the learning curve will be a little bit more 
[steep] in [the HTML tutorial]. – P7 

The remainder of this section, we will focus on what Web 2.0 designers can do to 
help incorporate tutorials into their applications.  

6.1   User Found 3 Modes of Interaction Confusing 

The first requirement is based upon users’ aggravation with the complexity of Gmail 
when using a screen reader: not all functionality was evenly distributed between the 
three Screen Reader modes. In Appendix A, we notice that users can always read in 
VCM and can control the Web application in both VCM and PCM. To control some 
features of Gmail, a mode switch was required (e.g., using a hot-key), while others 
times, mode switches were optional (e.g., accessing a check box). One user 
characterized this complexity by saying:  

You have [the Virtual Cursor] off to read, and off to perform some 
of the keyboard commands, and you have other commands that you 
have to use when the virtual cursor is on, and then you have to 
remember that you have to have the virtual cursor on to turn forms 
mode on, which confused me a couple of times... it just seems to be 
a lot of steps. - PP1  

Because users relied on memory to recall hot keys and link locations, they were 
unable to remember every mechanism for content access, relying on a smattering of 
recalled access methods across the different modes.  

RECOMMENDATION:  
Enable Interaction Based Modes (Reading & Control Mode) 
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Due to the interaction limitations imposed upon screen-reader users when using 
Web 2.0 applications, user interaction must be simplified to easily categorized modes 
of interaction, to reduce user recall burden. To this end, we made a sharp division 
between control commands and reading commands to eliminate the mixing of 
metaphors (Appendix B). During the tutorial, we dubbed PCM as Control Mode and 
VCM as Reading Mode [17]. Navigation of Gmail was relegated to hot keys accessed 
in Control Mode. Though there may be multiple ways to achieve a goal (both with hot 
keys and by clicking links), tutorials (and applications) should clearly differentiate 
between reading (both tutorial and emails) and interacting with the application.  

While audio feedback was limited in Control Mode, AxsJAX was used to provide 
audio feedback. Appendix B illustrates this modal breakdown. We ensured that all 
information and controls presented to users fit in one of two discrete modes. As the 
user becomes advanced, lines between the modes can be blurred. However, for novice 
Web 2.0 users, ensuring a clear distinction is essential. It will make the difference 
between the application seeming Accessible and Inaccessible.  

6.2   Users wanted Non Linear Access to Content 

Providing an easy mechanism for the user to navigate content by topic before reading 
is essential. If the user is presented with a long list of topics and their content (as in 
HTML tutorials), he can be overwhelmed and inclined to skim through rather than 
focus on learning specific details. One user summarized why she liked DTorial better: 

If you got [the HTML tutorial] in one window and you are reading, 
you tend to zone out and read-read-read, and then you go back to 
the other window to try it out and say 'now what did I just read?'... I 
just read it and I forgot it! - PP12 

Initially, DTorial had users moved from topic to topic via hotkey (move forward, 
back, and repeat), forcing them to iterate over all topics in turn. However, this 
resulted in the same difficulty as iterating over the long HTML tutorial. 

RECOMMENDATION:  
Facilitate Random Access to Tutorial Content via Quick Access 
Technique (e.g. Search, Drop Down List) within Application 

In a later iteration, DTorial avoided the nonlinear content access difficulty through 
a combo-box mechanism. Users could quickly iterate over possible tutorial topics, and 
from that list, select the instructional segment they wish to explore. This resulted in 
one of the most successful aspect of DTorial, the ability to quickly select and learn 
one specific aspect of a program via tutorial. The random content access system can 
be further enhanced through tutorial searching. Designers must remember that 
“finding” is universal. Blind or sighted, users want to find an answer to a specific 
question. Allowing random access to content ensure a quick resolution.  

6.3   Users Felt That They Did Not Know What Was Occurring and Were Not in 
Control of Navigation 

In an AJAX application where pages change dynamically without page reloads, the 
screen-reader user relies upon the application to notify him when content changes. 
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Though this is critical for Web 2.0 application design, it also influences the design of 
tutorials. For example, early in the DTorial design cycles, all tutorial content was 
injected directly to the screen reader. However, when text was injected in this manner, 
users were unable to reread in their traditional manner; reading by paragraph, 
sentence, or even words. One user stated that: 

I didn't have to read a whole section at a time, I could go back 
through an read word by word, line by line... - PP1 

Lack of notifications when content changed, and the inability to read at one’s own 
pace, caused considerable distress and made users feel like the “were not in control.” 

RECOMMENDATION:  
Always Keep Users Informed and in Control With Feedback 

Tutorials and Web 2.0 applications can address this problem though a solution like 
AxsJAX and inject content to be read when dynamic changes are made to the DOM. 
Further, when the screen-reader user wants to jump to a chapter, he must be able to 
select the new topic, and be notified that he is at a new location on the page. In 
addition, content in the tutorial must be book-ended, with both a header up front and a 
textual warning at the end that he is leaving the tutorial and returning to the Web 
application. This allows him to easily find the content again, and alerts him when he 
is leaving the tutorial information and reentering the application. 

In the above example relating to DTorial content, we modified the system to inject 
tutorial text directly into the DOM, so that browsers treated it as actual page text, 
permitting users to read the tutorial content in the same manner as they read other web 
pages (whole text, line-by-line, and/or word-by-word). The text was inserted directly 
above the topic of discussion (e.g., the chapter on folders would be injected just 
before the folder list). As users moved from chapter to chapter, the old tutorial text 
would be removed and new text would be added. Yet as long as the user was in one 
section/chapter/topic of the tutorial, the content remained for reference at any point, 
so users could try out what they learned along the way. We further demonstrated that 
the text could be hidden with CSS and still be accessed by screen readers, thus 
making the tutorial only visible to a screen reader user. 

6.4   Users Requested Both Upfront Tutorial and Embedded Help System 

At the conclusion of our user studies many participants liked DTorial. However most 
requested an up-front tutorial document in HTML to give an overview of many or 
most of the topics. Getting a good all-in-one-read tour is necessary before exploring. 
The following quote illustrates why presenting a mental map of page content upfront 
is so important to users: 

One key component of learning for a visually impaired person is 
orientation; I like to know where I am in the big picture - PP4 

However, an HTML tutorial alone still presents many of the difficulties experienced 
with the current state of online help systems. 

RECOMMENDATION:  
Provide Tutorials with Embedded Quick Help 
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Users explicitly requested a system design with both an upfront HTML tutorial (as 
a getting started guide) with embedded quick help system (that is accessable within 
the web application via search, list, or dropdown menu). Having a quick in-line 
reference like DTorial is a complement to facilitate trial and error, experimentation, 
quickly learning how to execute new functions, or get refreshers on forgotten features 
without leaving the application. One individual described having both systems as:  

It would be the Cadillac, you would give me both of these... give it 
all to me and charge me not extra for it. – P4 

Another user described how having DTorial as a persistent element of the interface 
can provide constant support: 

It seems like the fact that you have gotten rid of the complexity of 
having to change windows to do anything. I think the other thing is 
that this type of setup you could leave around, even if you, as you 
got more familiar with it, since it has the hide tutorial option, and if 
you did forget something... So basically, it seems that if you did 
temporary forget something, or want to go back look up a function 
that you didn't quite remember or didn't use often. The fact that you 
had that there would be really helpful – P17 

6.5   Users Complain about Readability 

Since VIUs cannot skim a page visually, screen reader users are dependent on 
features in a screen reader to help them navigate the page to the textual content. Users 
must either listen to all the content in order, or use methods to stop and skip around 
on the page. One user specifically stated that: 

The less irrelevant information the better… The less information, as 
long as you’re deleting irrelevant information, I think it is better [or 
a JAWS user]  

Because listening is slower than reading, verbose language slows reading down, and 
if rushed, may skip sections not realizing where the vital material is located. 

RECOMMENDATION: 
Facilitate Methods of Reading Content through Screen Readers 

Though often overlooked, following well-accepted accessibility practices when 
creating content is critical (e.g., bulleted lists that are clear, concise, terse, and to the 
point). For the visually impaired community, markers (such as headings and bullets) 
not only serve as demarcation between content and sections, but also facilitate aural 
skimming of content. Therefore, textual content should be well marked and language 
should be task based, in step-by-step format, simple, concise, and to the point to 
facilitate screen reader scanning. 

7   Sighted Users and Future Work 

We propose two main thrusts for future research to continue to explore this metaphor 
of the interactive tutorial. First, a system like DTorial should be tested in a full-scale 
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system and deployed to numerous individuals. Testing the scalability and usability 
over a longer term will help validate this design in day-to-day scenarios.  

Following the completion of the design cycle, we speculated on how a similar 
model on interactive tutorial could be applied to the sighted community. This form of 
DTorial would function by highlighting and enlarging the selected area, while 
providing an overlay of tutorial content for the user (Appendix C). This would 
provide the same functionality for the sighted user as for the screen-reader user, but in 
the modality that is most applicable. We created both an interactive prototype and a 
static visual mock-up of such a system. We took our design to the cafeteria of a large 
Silicon Valley, CA. company and asked both technical and non-technical employees 
their opinion was of such a model. Though many mentioned that they would like to 
have search capabilities and a version with all the content in one place (like the user 
of a screen reader), 100% of the 15 individuals asked felt this would be a “fantastic” 
solution. “Great idea, love it!” Others specifically mentioned that “[this tutorial] 
would be great for my parents.” We encourage additional work to test the DTorial 
model for the sighted user and to examine how lessons learned from web accessibility 
can help all individuals learn to use new and complex web applications.  

8   Conclusions 

Equal accessibility for all users is a critical part in software design and deployment. 
With the advent of Web 2.0 technology, visually impaired individuals are forced to 
use their computer in new ways. One user described this paradigm shift as: 

Driving on the opposite side in Europe. Because every time they go 
into this program they are going to have to junk everything that is 
in their head… - P10 

Because there is such a burden on these users for adopting new technology, it is 
incumbent upon us as researchers to explore new techniques and technologies to help 
educate and inform users on how to use new software and the changing Internet. 

This paper presents a new interaction model and its demonstration, called DTorial. 
Unlike traditional tutorials that rely on images and video (inaccessible to VIUs), 
DTorial is an interactive guide to a Web 2.0 application. DTorial was iterated upon 
through five rounds of evaluation and redesign, with a total of 17 VIUs. Not only 
were VIUs excited by our design, but there are interesting applications to the sighted 
community as well. 

Using the framework outlined by DTorial, we believe that Web 2.0 applications 
can move from inaccessible obstacles to the visually impaired user, to just another 
application to accomplish their goals. Our design cycle with visually impaired users, 
indicate the potential effectiveness of DTorial and our model for teaching screen-
reader users new web applications. 
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Abstract. An often-heard complaint about hearing aids is that their amplification 
of environmental noise makes it difficult for users to focus on one particular 
speaker. In this paper, we present a new prototype Attentive Hearing Aid (AHA) 
based on ViewPointer, a wearable calibration-free eye tracker. With AHA, users 
need only look at the person they are listening to, to amplify that voice in their 
hearing aid. We present a preliminary evaluation of the use of eye input by 
hearing impaired users for switching between simultaneous speakers. We 
compared eye input with manual source selection through pointing and remote 
control buttons.  Results show eye input was 73% faster than selection by 
pointing and 58% faster than button selection.  In terms of recall of the material 
presented, eye input performed 80% better than traditional hearing aids, 54% 
better than buttons, and 37% better than pointing.  Participants rated eye input as 
highest in the “easiest”, “most natural”, and “best overall” categories. 

Keywords: Eye Tracking, Attentive User Interface, Assistive Technology, 
Hearing Impairment, Input Devices, Multi-Modal Input. 

1   Introduction 

The most common reason cited by hearing impaired individuals for rejecting the use 
of a hearing aid is intolerance of the large amount of background noise associated 
with such devices [14]. Traditional hearing aids amplify all sounds in the user’s 
environment, whether the user is interested in them or not [5]. The problem of 
unwanted background noise has been shown to result in the avoidance of social 
situations, as well as negative physiological and psychological behavioral changes in 
users [15]. Over 80% of potential hearing aid wearers opt out of using a hearing aid 
altogether, reporting this as their chief reason [14]. Our Attentive Hearing Aid project 
hopes to address this problem by allowing users to target only the voices they wish to 
listen to, while attenuating background noise.  

The technology behind AHA is based on ViewPointer calibration-free eye tracking 
[28]. It features a small wearable camera pointed at the eyes, which senses when users 
are looking at one of several infrared tags. These tags are mounted on lapel 
microphones that are handed out and worn by interlocutors during a conversation. It is 
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our hope that the ability to focus on individual speakers and sound sources allows 
AHA wearers to enjoy a better quality of life than they would with a traditional 
hearing aid. 

Other directional hearing aid technologies exist, such as the Phonak Directional 
Hearing Aid [22], that help users direct their hearing towards one particular speaker in 
multiparty conversations. These technologies typically rely on a directional 
microphone mounted on the hearing aid, that is pointed toward the sound source via 
head orientation. While it has been shown to improve intelligibility of speech in 
simulated room conditions, benefits of directional hearing aids are limited, with one 
study quoting improvements in speech intelligibility of only about 20% over omni-
directional aids [22]. The reason for this is that like omni-directional aids, directional 
hearing aids are not equipped to cut out extraneous environmental noise sources 
entirely. Instead, AHA switches microphone sources directly, allowing full control 
over potential sources in or outside of (visual) attention.  

We designed a preliminary study into the performance of AHA as a mechanism for 
switching, rather than as a specific embodiment of any particular hearing aid 
technology. We did not include head orientation in our original study for several 
reasons. Multiple studies have confirmed that eye movements precede head 
movements when targets are not predictable by time and location [3]. The real world 
use cases and study addressed by this paper feature target selection that is not 
predictable by time and location. Head orientation is also known to be inaccurate in 
target selection tasks [19], users tend not to move their heads when visual targets are 
within 15 degrees of one another [7], and head orientation relies on neck muscles that 
are known to be some of the slowest in the human body [16]. The discussion section 
of this paper describes a subsequent study that further addresses head orientation 
input. In this study, we focused on comparing eye input with the switching of auditory 
sources via manual pointing, as well as with the kind of manual switches widely 
available in hearing aid controls. Performance of these manual input devices is known 
to be superior to that of head orientation, and we expected eye input to be superior to 
these manual inputs. The paper is structured as follows. First, we discuss existing 
literature on hearing impairment and on eye-based selection, after which we describe 
our prototype AHA.  We then discuss our preliminary evaluation. We conclude by 
discussing possible implications of this technology for both hearing-impaired and 
normal hearing individuals. 

2   Hearing Impairment 

A recent survey [14] estimated that there are 31.5 million Americans with some form 
of hearing impairment, equaling about eight percent of the population.  By 2050, it is 
estimated that about 50 million Americans will suffer from hearing loss [14].  
Financially speaking, untreated hearing impairments cost the U.S. economy roughly 
$56 billion dollars: by way of medical care, lost productivity and special education 
and training [20]. 

2.1   Hearing Aids 

A hearing aid is defined as “a compact electronic amplifier worn to improve one’s 
hearing, usually placed in or behind the ear” [12].  Hearing aids work by amplifying 
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(and sometimes altering) sounds in the environment in order to compensate for the 
malfunctioning anatomy in the ear itself. Although there are several different styles of 
hearing aids on the market, most devices have the same four basic components [12]: 
 

• A microphone that receives sounds in the environment and converts the sound 
into an electrical signal; 

• An amplifier that makes the signal louder; 
• A speaker that outputs the amplified signal into the ear; 
• A small battery that powers the electrical parts of the hearing aid. 
 

Research has shown that the use of hearing instruments dramatically improves the 
quality of life for hearing-impaired individuals.  A survey of more than two thousand 
hearing impaired people found that hearing instrument users were more socially 
active, more emotionally stable, and both physically and emotionally healthier than 
non-users with a hearing loss [15]. A particularly disturbing reality is the fact that 
only one in five people who could benefit from a hearing aid actually wears one [14].  
This begs the question: Why do so few hearing-impaired people take advantage of 
this technology? 

2.2   Background Noise 

One important reason is the inherent problem of standard hearing aids: they amplify 
everything in the environment, from useful sounds (voices, televisions, radios) to 
irrelevant sounds (background chatter, air conditioners).  Although it is not entirely 
clear why, most hearing aids do not appear to allow users to separate the sounds that 
they want to focus on from unwanted sounds in the environment.  Research has 
shown that the presence of background noise negatively affects people in terms of 
attention tasks, recognition, reaction time, and verbal memory [26], as well as blood 
pressure, heart rate, skin temperature, and hormone release [17]. Currently, there are 
three main ways of reducing background noise in commercial hearing aids: 

 

• Personal FM Systems. Personal FM systems consist of a portable microphone that 
is placed near the person who is speaking, and an FM receiver worn by the hearing-
impaired individual [10].  The microphone broadcasts a signal on a special frequency, 
which is picked up by the receiver.  The receiver can either connect to the hearing aid 
via an induction loop, or can be used with a headset.  These systems are very useful in 
settings where there is just one sound source; for example classrooms, churches, and 
cinemas. However, there may be issues with interference when multiple FM systems 
are used in the same location, and it can be difficult to select between multiple 
sources. 
• Directional Hearing Aids. Directional hearing aids function by comparing the 
input from microphones at two (or more) different locations on the hearing aid.  By 
summing the sound signals received from the multiple microphones, sounds in front 
of the user are emphasized and sounds from the sides or rear of the user are reduced.  
Directional hearing aids work on the assumption that most desirable sounds will be in 
front of the user.  Research has shown that speech understanding in noisy 
environments can be improved in this way [30].  However, when noise and signal are 
diffuse, these hearing aids perform no better than conventional hearing aids [21]. 
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Researchers recently unveiled a pair of “hearing-glasses” [31] that work similarly, 
with a total of eight microphones embedded in the arms. 
• Digital Noise Reduction Hearing Aids. Digital noise reduction hearing aids take 
advantage of the frequency of speech, rather than its direction.  Human speech has a 
frequency range of approximately 200 to 8000 Hz, and the range for common sounds 
is even narrower.  Hearing aids equipped with digital noise reduction work by 
reducing sounds that fall outside of the frequency range of speech.  There are two 
cases when these systems break down: when the noise falls in the same frequency 
range as speech and when the noise itself is unwanted speech [20].  Since background 
speech is the most difficult type of noise for humans to filter out [18], this is a very 
serious issue.   

3   Eye-Based Selection 

A large body of research exists on the use of eye input for selection tasks, both on-
screen as well as in the real world. As detailed in [6], there are many arguments for 
the use of eye gaze for focus selection in hearing aids: 

 

• The use of eye movements requires very little conscious or physical effort [13].  
• Eye gaze is used in human-human communication to indicate whom the next 

speaker should be [34], and correlates very well with whom a person is 
listening to [34]. Hearing aid users would likely already be looking at a 
speaker, for example, to gauge responses or perform lip reading. 

• Eye input prevents overloading of the hands because the eyes form a parallel 
input channel. It does not require hearing aid users to hold a pointing device. 

• Eye movements precede head movements when targets are not predictable by 
time and location [3]. 

• Eye movements are much faster than either hand or head movements [7, 8]. 
 

Eye input also has its issues. Eye trackers are still expensive, requiring calibrations 
and bulky head gear when used in mobile scenarios [7]. However, new portable 
calibration-free technologies such as ViewPointer [28] have become available that 
address many, if not all of these problems. The Midas Touch problem is often cited in 
literature [24]. In auditory focus selection, it is easily avoided by not allowing binary 
selection: Using subtle amplification of selected sources, attenuating other sources of 
audio, eye input mimics the attentive mechanisms of the brain. Eye contact is known 
to trigger the very attentional processes that allow focusing on conversations [34], 
making eye input a natural technique. 

3.1   Alternative Approaches 

There have been many systems built upon the premise of using head orientation as a 
source of audio selection; we highlight only a small selection of systems in this 
review. Eye-R [23] is a glasses-mounted device that stores and communicates 
information based on both eye movement and infrared (IR) LEDs positioned in the 
environment.  Users wear an IR receiver, and a transmitter that broadcasts a unique IR 
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code.  The receiver allows the system to determine when the wearer’s head is oriented 
towards another user or device in the environment.  

The Visual Resonator [37] is a recent project designed to be a realization of the so-
called “Cocktail Party Phenomenon” first described by Cherry [5], and defined as “the 
ability to focus one’s listening attention on a single talker among a cacophony of 
conversations and background noise” [1]. Similar to [2], Visual Resonator is an 
auditory interface that allows the user to hear sound only from the direction that she is 
facing. The device consists of a pair of headphones with a microphone and an infrared 
transmitter and receiver mounted on top. Visual Resonator is direction-sensitive 
because both the transmitter and receiver are always oriented in the direction that the 
user is facing. Incoming signals are received by the IR receiver, and then sent to the 
headphones where they are translated into sound.  Outgoing speech sound is recorded 
by the microphone, translated into an infrared signal, and then beamed into the 
environment.  

Most of these systems do not track where the user is actually looking.  Therefore, if 
the user’s head was oriented towards Person A, but he was actually listening to Person 
B; the system would incorrectly infer that the user was listening to Person A. This 
problem can be addressed by selecting targets using eye rather than head movement. 

3.2   Performance of Eye Input 

There have been many studies on the use of eye tracking as an input device for 
targeting in human-computer interaction. Ware and Mikaelian [35] compared three 
eye pointing styles for selecting targets on a CRT: (1) dwell time click, where the 
target was selected if the observers’ gaze fixated on it for more than .4 s; (2) screen 
button, where the observer had to fixate on a button on the screen after looking at the 
target; and (3) hardware button, where the observers pushed a keyboard button while 
fixating on the target. Results showed click times compared favorably to those of the 
mouse, with an intercept approximately twice as small. Wang et al. [36] discussed an 
evaluation of eye-based selection of Chinese characters for text entry. In their task, 
users chose one of 8 on-screen Chinese characters by looking at the character while 
pressing the space bar. Results showed eye-based selection was not significantly 
faster than traditional key-based selection. They attributed this to the fact that the 
overall time required to complete their task was dominated by decision time, rather 
than movement time.  

Zhai et al. [38] evaluated the use of eye input in gaze assisted manual pointing. In 
their MAGIC pointing technique, an isometric joystick was used to select targets on a 
screen. However, to speed up isometric pointing, they positioned the cursor at a 
location close to the current eye fixation point whenever the user initiated movement 
with the joystick. MAGIC pointing only marginally improved movement time in a 
Fitt’s Law task. Sibert and Jacob [24] evaluated the use of a mouse and eye tracker 
with dwell-time activated click in a pointing task that involved selecting one of 16 
circles on a screen. They found that trial completion time with the eye tracker was 
almost half that of the mouse. EyeWindows [8] compared the use of hotkeys for 
selection of windows with that of the mouse and two eye input techniques. Results 
showed that on average, eye input was about twice as fast as manual techniques when  
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hands were overloaded with a typing task. LookPoint [6] is a system that allows for  
hands-free switching of input devices between multiple screens or computers. A 
multi-screen typing task was used to evaluate a basic version of the system, 
comparing eye input with multiple keyboards, hotkeys, and mouse.  Results showed 
that eye input was 111% faster than the mouse, 75% faster than function keys, and 
37% faster than multiple keyboards. User satisfaction surveys generally show that 
participants prefer using the eye input techniques over manual conditions. However, 
eye input is often inaccurate, with a proneness to wrongful selection. 

4   The Attentive Hearing Aid 

Our prototype Attentive Hearing Aid (AHA) consists of a wearable infrared camera, 
which is pointed at the user’s eye and connected to a wearable Sony U70 computer 
(see Figure 1). The user also wears one or two hearing aid ear piece(s), while 
interlocators wear a lapel microphone that is augmented with an infrared tag (see 
Figure 2). These lapel mikes broadcast to a portable lapel receiver/mixer and/or 
induction loop system that connects to the ear piece(s) of the AHA wearer. The 
wearable camera is based on ViewPointer, a calibration-free eye sensor [27, 28]. The 
U70 processes images from this sensor and determines whether the corneal reflection 
of an infrared light source, in this case the tag on the lapel mike, is central to the 
pupil. This works as long as the camera is within 45 degrees of the visual axis of the 
eye. For a detailed technical discussion of ViewPointer, please refer to [27, 28]. The 
battery-powered IR tags on the lapel microphone (see Figure 2) consist of a bank of 
LEDs triggered by a microcontroller programmed with a binary code that allows tags 
to be identified through computer vision. When an AHA wearer is looking at another 
person wearing a tagged lapel microphone, AHA can thus identify the sound source 
and select it for amplification. Note that microphones need not be lapel microphones, 
but can be Bluetooth headsets commonly worn by users. 

 

  

Fig. 1. The camera headpiece Fig. 2. Lapel mike with wireless infrared tag 
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4.1   Video Conferencing Applications 

If one does not accept that the above hardware is sufficiently practical for use in day-
to-day conversations, there are many other cocktail-party situations, such as multi-
person video conferencing, where participants are expected to have a microphone, and 
are represented within the confines of a screen. Due to the novelty of the equipment, 
and the large potential for measurement artifacts in a real-world setting, we used such 
a video conferencing setting during our experimentation. 

5   Preliminary User Study 

Initial evaluation consisted of hearing-impaired participants selecting targets on a 
videoconferencing screen in four conditions: ViewPointer input, pointing with a 
Nintendo Wii remote, button selection with a Nintendo Wii remote, and a control 
condition that simulated the use of an omni-directional hearing aid. Please note that 
this evaluation was preliminary, and aimed at determining the fastest and least 
disruptive technique for switching between sound sources. The participants’ task was 
to follow a story told by three recorded actors on the screen, simulating turn taking in 
a videoconference.  Every ten seconds, a switch occurred, and participants were 
required to select a new speaker as a source. This was done to mimic natural turn 
taking behavior in conversations in a controlled setting.  We measured the time taken 
for the participant to select the new target (switch time) as well as participants’ recall 
of the material presented in the story. We chose recall because it is indicative not just 
of the intelligibility of speech in various conditions, but the actual ability to 
comprehend that speech. For example, we expected this measure, but not 
intelligibility, to be sensitive to the mental load caused by the switching mechanism. 

5.1   Recall Passages 

We created nine passages on topics such as environmental issues, strange animals, 
and famous women in history.  The passages were carefully structured to contain 
seven target items for recall testing at the end of each trial. Recall was thus measured 
on a scale from 1 to 7 after each trial. 

We used seven of the nine passages as “foreground” stories in our actual 
experimentation, with the other two stories being used to simulate background 
conversation and noise.  For each of our seven foreground passages, we created a 
seven-item multiple-choice questionnaire in order to test the recall of the material 
presented in that particular trial. 

5.2   Task 

The participant’s task was to simply listen to a specific story told by the actors. The 
actor currently telling the target story was indicated with a red dot below his window.  
Each trial began with the audio of the target actor already amplified (i.e., a volume of 
100%). The other two actors also spoke simultaneously, but at a reduced volume (of 
10%) to simulate background chatter. After 10 seconds, the target randomly switched 
and the red dot moved to the next actor telling the story. The participant then had to  
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select this new actor. This switching procedure repeated every 10 seconds for the 
entire duration of the trial. After each trial, the participant was immediately presented 
with a multiple-choice recall test. Seven recall tests were graded afterwards, and the 
results used as the measure for our recall variable.  

5.3   Conditions: Switching Techniques 

We compared eye input with two manual selection techniques, and a control condition 
consisting of an omni-directional hearing aid.  For each participant, we ran one trial of 
the Control condition; and two trials of each of three experimental conditions.  Each 
participant completed the trials in random order.  
 

• Control. In this condition, participants were unable to select which actor they 
wanted amplified. This essentially represented performance of the most common 
of hearing aids, the omni-directional hearing aid.  For consistency, the red dot 
still moved from window to window, but the volume of all three actors remained 
at 100% for the entire duration of the trial.  

• Pointing. In this condition, participants used a Nintendo Wii remote to point at 
the target actor.  

• Buttons. Here, participants used the buttons labeled 1, 2, and 3 on the Wiimote to 
select the target actor. In a real-world environment, interlocutors would not 
necessarily stay in one place, thus limiting the usefulness of a location-based 
button mapping. Participants were asked to select the person instead. Participants 
were required to first memorize which button (1, 2, or 3) corresponded to which 
actor before each trial began. We trained participants on the randomized actor-
number mapping for a full practice trial before each trial began.  During the 
practice trial, the numbers were displayed on the screen below the actors’ 
window (see Figure 3), and the participants were encouraged to practice 
switching in order to memorize the mapping.  No numbers appeared during the 
trial, so that participants had to rely on memory.  In order to negate learning 
effects between trials, we used two different mappings in both Button trials. 

 

Fig. 3. Training screen in the Buttons condition. The numbers were displayed during training so 
the participant could memorize the actor-number mapping. IR tags for the eyes condition are 
also visible as yellow circles right below the actors. 
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• Eye Input. In this condition, the user simply had to look at the actor whose audio 
they wanted amplified. The IR tags mounted on the screen registered looks, and 
the audio of the corresponding actor was amplified within 0.5 seconds. 

 

The participants knew they had selected the correct target actor when the narrative 
continued correctly across voices. We avoided visual selection feedback as participants 
would not receive such confirmation in real life scenarios either. Instead, to avoid 
confusion caused by subjects not recognizing the voice of an actor, in all conditions, 
audible switches would only take place after the correct target was selected. Thus, 
participants were allowed to make erroneous selections, but erroneous selection would 
not allow them to follow the focus conversation. 

 

  

Fig. 4. Shure earpiece with foam insert Fig. 5. Wii remote with modification and labeling 

5.4   Participants and Experimental Design 

We initially recruited 14 hearing-impaired individuals to participate in our 
preliminary evaluation. One volunteer had had three major eye surgeries, resulting in 
a large amount of scar tissue on his eyeball which caused inconsistent corneal tag 
reflections. Another was suffering from severe allergies and as a result, his eyes were 
watering profusely, again interfering with the corneal reflection. The third volunteer 
was hearing-impaired due to a deformity in her outer ear canal, so we were unable to 
successfully insert earphones. Our final participant group consisted of three males and 
eight females, ranging from age 13 to age 69 (average age of 48.5 years) (Please note 
that our subsequent significant findings indicated this sample size was in fact 
sufficiently large for an initial evaluation). We recruited participants with a wide 
range of hearing impairments, ranging from people with mild impairment who chose 
not to wear hearing aids on a daily basis, to people with profound hearing loss who 
cannot function without their hearing aids. We recruited participants who did not wear 
glasses, as the current ViewPointer form factor does not accommodate glasses. Each 
session took approximately one hour, and participants received $10 in compensation. 
A within-subjects design was employed, with the order of presentation randomized 
between participants. 
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5.5   Procedure 

At the beginning of each session, the participants read and signed a Consent Form and 
filled out a questionnaire with details about their hearing impairment. Afterwards, the 
experimenter explained the procedure, and fitted the participant with sound-isolating 
earphones. Since hearing impairment varies immensely between individuals, 
participants first performed a short audio calibration task that we built into our 
software. We customized the audio by adjusting the overall volume, the balance 
between the left and right ear, and the relative volume of six different frequency 
bands. We also took participants’ knowledge of their hearing loss into account during 
this calibration session. Once the briefing and calibration were completed, the 
experiment began.  Before each of the seven randomly selected trials, the participant 
was allowed to practice with that selection technique until they were comfortable. 
After the experiment, we presented participants with a five-item questionnaire, asking 
their opinion on which condition they thought was best for Recall, fastest for 
Switching, easiest, most natural, and best overall. 

5.6   Video and Audio Design 

We recorded digital footage of three male actors each reading the nine passages, for a 
total of 27 movie files. We used movies rather than real conversations because it 
allowed for greater experimental control, particularly with regards to the turn 
switching process, that had to occur on a timed basis. We used a timed slideshow to 
present short phrases at the very top of a computer screen, placing the video camera 
directly above the screen. Thus actors appeared to maintain eye contact with 
participants for the entire duration of the recording.  It also ensured that the timing 
and rhythm of the stories was the same between actors.  When switching passages 
every ten seconds the story would continue seamlessly from one actor to the next.  
Audio was recorded, in stereo sound, with a lapel microphone clipped to the actor’s 
collar. Before trials commenced, participants removed their hearing aids and were 
outfitted with Shure E5c sound-isolating earphones (see Figure 4) that eliminated all 
environmental noise. Trials were further conducted in a sound-proof usability lab. 

5.7   Screen and Tag Design 

Figure 3 shows the screen setup: a 52” plasma screen displaying three videos of actors 
telling stories.  Below each of the three windows was a space where the red dot could 
appear, which helped participants identify the target window. 

We affixed a total of five infrared tags to the screen. Two tags with four infrared 
LEDs each were centered about 3 cm apart on the upper frame of the screen. These 
tags emulated the sensor bar in the Nintendo Wii system, emitting solid infrared light 
to provide triangulation data for the Wii remote pointer.  Three ViewPointer tags were 
mounted on the screen itself (see Figure 3), just below the actors’ faces, and were 
activated in the eye input condition. These tags measured 3 cm in diameter and each 
consisted of six infrared LEDs. To not have to rely on battery power during 
experimentation, these tags were connected to a MacBook Pro and directly operated 
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via a Phidget interface board [9]. The ViewPointer camera operated at 30 fps and the 
tags at 15 Hz. We used the following three eight-bit codes for our tags: 11111110, 
11110000, and 10101010. Because we required three tags for this study, the user 
needed to look at each tag for approximately 0.5 seconds (or 15 frames) before the 
software recognized and identified the tag. This is well within the average human 
fixation, between 100 ms and 1 second [32]. 

During the evaluation, the participant sat in a straight-backed stationary chair that 
was placed 1.65 m from the screen.  We placed a strip of black cardboard over the 
toolbar at the top of the screen so participants were not distracted. 

5.8   Wii Remote 

We adapted a Nintendo Wii remote (“Wiimote”, see Figure 5) for the two manual 
input conditions of our evaluation.  While we obviously do not expect hearing aid 
wearers to carry a Wiimote, it is representative for the kind of manual control device 
that could be considered optimal for this kind of real life task, as it is wireless, 
operates in 3-space, and relies on orientation only. In real-world conditions, we have 
observed hearing aid users using a similar small remote control to adjust their 
settings. Every time after using the remote, they would place it back in their pocket, 
or on their lap where it could easily be reached. Because it can be tiring to hold up a 
manual remote control, we allowed participants to relax their arm and place it on their 
lap in between selections, whenever they got tired of holding up the Wiimote. For the 
pointing condition, we switched the audio when the participant pointed at an 
activation box overlaid on the actor’s window.  For the button condition, we relabeled 
the –, HOME, and + buttons on the Wiimote to 1, 2, 3 and switched the audio when 
the participant pressed the correct button. Liquid plastic was applied to the buttons so 
they would be the same height, and have the same “feel”. Figure 5 illustrates the 
relabeled buttons, as well as the physical modifications made to the Wiimote. 

5.9   Software 

Max/MSP/Jitter [4] is a graphical programming environment designed for use with 
multimedia. The program ran in one of three different “modes”, with the mode 
randomly selected for every switch: 
 
1. Same actor/different position – The same actor continues telling the story, but in 

a different position on the screen.  In this case the red dot moves to the new 
position. 

2. Different actor/same window – A different actor continues the story, but in the 
same window.  In this case, the red dot stays in the same position. 

3. Different actor/different window – Both the actor and the window position 
change.  As in the first mode, the red dot moves to the new position in this case. 

 

We did not allow for the same actor/same window mode because we needed to force 
participants to switch every 10 seconds. 



30 J. Hart et al. 

5.10   Hardware 

Our evaluation required three computers.  A MacBook Pro was connected to the USB 
camera and ran computer vision software to analyze ViewPointer video. The 
MacBook Pro also ran the Phidget interface used to control and provide power for the 
infrared tags. The encoded tag number was sent to another PowerBook via the 
network connection.  This PowerBook ran a Max/MSP/Jitter patch with an embedded 
Java program.  This patch then sent out a single integer indicating the focus tag. An 
iMac ran the Max/MSP/Jitter software that controlled the audio and video switching 
based on which actor was identified as being in focus.  This allowed the iMac to make 
full use of its processing resources to ensure that the three videos ran seamlessly, and 
in lip sync. 

5.11   Hypotheses 

To summarize, our independent variable was switching technique; either (1) None 
(Control), (2) Buttons, (3) Pointing, or (4) Eye Input.  Our two dependent variables 
were recall (on a multiple choice test with seven questions), and switch time in 
milliseconds. We hypothesized that switch time would be best with eye input as 
pointing requires arm movement, and button presses imply a Hick’s law selection.  As 
a consequence, we predicted that participants would have the best recall with eye 
input, and the worst in the Control condition. 

5.12   Data Analysis 

For each participant, we had a total of six trials of data (two trials each of Buttons, 
Pointing, and Eye Input). As in [35], we defined switch time as the time between the 
instant the red dot flashed or appeared in a new location to the instant the user 
selected the correct actor. The switch time variable obviously could not be applied in 
the Control condition. For recall, we used the results of the multiple-choice test from 
each of the seven trials (one trial in Control condition, and two trials each of Buttons, 
Pointing, and Eye Input). The results indicated the number of correct answers out of a 
possible seven. Analyses of variance (ANOVAs) with the factor of selection method 
were performed separately on the switch time and recall variables.  

This was followed by post-hoc pairwise comparisons between each condition, 
using Bonferroni correction to account for multiple comparisons.  Questionnaire data 
was non-parametric and analyzed using Kruskal-Wallis tests. Significance level was 
assumed at p < .05 for all statistical analyses.  

Table 1. Mean Switch Time and Recall per condition 

 Control Buttons Pointing Eyes 

Mean Switch Time (ms) 
(s.e.) n/a 2211.8 (151.6) 2424.6 (166.4) 1404.3 (113.7) 

Mean Recall (s.e.) .82   (.30) 1.91 (.28) 2.60 (.30) 4.14 (.46) 
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Table 2. User Experience results per condition 

 Control Buttons Pointing Eyes 

Perceived Recall 0 5 1 5 

Perceived Switch Time 0 4 1 6 

Easiest 0 3 0 8 

Most Natural 0 1 0 10 

Overall 0 3 0 8 

6   Results 

Results show that Eye Input had a faster switch time than both manual techniques (see 
Table 1) (F2, 30 = 13.14, p < .001). Post-hoc pairwise comparisons with Bonferroni 
correction showed Eye Input was 73% faster than Pointing (p < .001) and 58% faster 
than Buttons  (p < .05). 

In terms of recall, Eye Input was 80% better than Control, 54% better than Buttons, 
and 37% better than Pointing (see Table 1) (F3, 40 = 16.33, p < .001).  Post-hoc 
comparisons with Bonferroni correction revealed that Eye Input had significantly 
better recall than Pointing (p < .05), Buttons (p < .001), and Control (p < .001).  In 
addition, recall in the Pointing condition was significantly better than in the Control 
condition (p < .01).   

In terms of errors, we found that Eye Input had an average of 6.7 errors per 
condition, compared to 7 in the Buttons condition and 0 in the Pointing condition.  
These errors are mostly attributed to participants continuing to hold down a button at 
inappropriate times in the Button condition, or wrongful detection of a tag activation 
in the Eye Input condition.  

6.1   User Experience  

Table 2 shows the results of the five-item User Experience questionnaire across 
conditions. In terms of subjective ratings, results showed that the AHA was the easiest, 
the most natural, and the best overall. Kruskal-Wallis tests suggested differences for all 
five items: perceived recall (p < .01), perceived switch time (p < .01), easiest (p < .001), 
most natural (p < .001), and best overall (p < .001).  

7   Discussion 

Overall, the results obtained for both switch time and recall were in line with 
expectations. This section presents a discussion of what we believe are the two key 
explanations for these results: movement time and mental load. 

7.1   Movement Time as a Limiting Factor 

For switch time, Eye Input was 73% faster than Pointing, and 58% faster than 
Buttons. The chief reason for this is that there is very little movement, and mostly 
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open-loop control involved in eye input. Selecting the actor required little to no 
cognitive processing, and the only movement required was a saccade. Similarly, in the 
Buttons condition, the only motion required was a thumb press to activate the correct 
button. However, it required a mental mapping and a Hick’s style 3-way decision, 
which we will discuss in a subsequent section.  

Pointing first typically involves an eye fixation, and a deliberate closed-loop 
coordination of the wrist and arm movement. We believe this resulted in a longer 
switch time. Both pointing and button conditions may have been affected by the need 
to lift up the arm in cases where participants were tired, and rested their arm prior to 
engaging in selections. However, we believe such bias is, in fact, reflective of real-
world limitations of the device. 

7.2   Mental Load as a Limiting Factor 

In terms of our second dependent variable our results were again in line with our 
hypothesis; with Eye Input performing 80% better than Control, 54% better than 
Buttons, and 37% better than Pointing. We believe these results were in part due to 
switch time as well: the higher the switch time, the more of the story was missed. 
However, recall was 26% better in the Pointing condition than in the Buttons 
condition. We believe this difference was due to a higher mental load in the Buttons 
condition. In that condition, participants could not rely on deixis, or a spatial mapping 
(i.e., point wherever the dot is) to select the correct actor.1  Every ten seconds, a 
Hick’s law decision was required: a selection of one of three possible buttons, and a 
mapping needed to be made between the actor identity and the number to press. We 
argue this limitation is inherent with any non-spatial device in mobile scenarios, and it 
presents a distinct limitation for the use of remote control buttons to select persons in 
real world environments. Participants confirmed that mental load was the lowest in 
the Eye Input condition. 

7.3   Difference between Perceived and Actual Recall 

An interesting observation was a large difference between participants’ self-reports 
and their actual data for the recall variable.  Participants seemed to overestimate their 
recall ability in the Buttons condition; and conversely, underestimate their recall in 
the Pointing condition.  One explanation could be that the mental load of 
remembering the actor-number mapping operates at a subconscious level, and 
participants therefore were unable to keep track of the extent to which memorization 
had affected their recall performance.  Tognazzini presented a similar argument on 
perception vs. reality in [29].  

7.4   Comparison with Head Orientation Input 

Subsequent to the above study, and in response to reviewer feedback, we studied the 
movement time of selection in the same task using head orientation input. We used a 
high-resolution webcam tracking a fiducial marker affixed to the participants’ heads, 

                                                           
1 Note that this is a fundamental and inherent limitation that was specifically not designed to 

favour pointing or eye input conditions. 
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tracking their orientation towards the on-screen target. Although due to the post-hoc 
nature we cannot directly compare data between experiments, trends do indeed 
suggest that selection through head orientation is slower. Participant recall was about 
one full point lower than with eye input, which is what we expected, and which is 
consistent with findings in [3]. 

7.5   Pros and Cons of the Current Design 

We would like to note that this represented a preliminary study aimed at evaluating 
the potential usefulness of eye input in such scenarios. Further studies are required in 
the field, in actual face-to-face conditions, and comparing other hearing aid 
technologies. 

One of the main issues with the current AHA design, as well as other directional 
hearing aids is that the user must always be oriented towards the sound source that 
they wish to listen to. This means that it would be impossible to listen to the radio 
next to you, or hear your spouse when she is behind you. The big advantage of AHA 
over directional hearing aids is that AHA actually selects a sound source, obtaining a 
signal directly from a lapel microphone, thus eliminating background noise. The use 
of eye movement rather than head movement also follows more closely what actually 
occurs in conversations [33], an allocation of brain resources based on a tuning of 
visual attention. Our results show it to be much faster than hand movements, which in 
turn are known to be much faster than neck muscles.  

In our evaluation, we chose a controlled environment, which effectively eliminated 
the Midas Touch Effect [13]. If the Attentive Hearing Aid were to be deployed in the 
real world, it would always amplify the audio of whoever the user would look at. 
However, users would also be familiar with the voices of their interlocutors, making 
wrongful selection easy to detect, and repair is as fast as a fixation on the correct 
speaker. Hypothesizing an error that occurs in every switch, adding another 500 ms to 
the mean measure would still find eye input significantly faster than either manual 
technique.  

8   Conclusions 

Research shows that the number one improvement sought by hearing aid users is 
better understanding of speech in noisy conditions.  Most hearing aids, including 
directional hearing aids, have a relatively poor signal-to-noise ratio because they are 
unable to sufficiently differentiate desired sounds from unwanted noise.  We 
presented the Attentive Hearing Aid, a system that uses eye input from a ViewPointer 
system to amplify tagged sound sources in the user’s environment. We conducted a 
preliminary evaluation where hearing-impaired participants were asked to follow a 
story presented on screen by three actors.  Participants selected the target actor every 
ten seconds in four different conditions: pressing a button, pointing with a remote 
control, using their eyes, and a Control condition in which actors were speaking 
simultaneously without filtering. Results suggest that selection with eye input was 
73% faster than pointing, and 58% faster than buttons. In terms of recall of presented 
material, eye input was 80% better than control (no selection/omnidirectional hearing 
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aid), 54% better than Buttons, and 37% better than Pointing.  User experience reports 
were also very positive, with eye input receiving the highest rating in all categories. 
With proper miniaturization and optimization of components, we believe our results 
support the tremendous potential for AHA technology to improve the quality of life of 
users with hearing disabilities in future hearing aids. 
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Abstract. In this study we evaluate how the use of audio-based technology can 
facilitate school integration of blind learners through the interaction with a 
science videogame. This experience consisted of designing and implementing 
The Natomy’s Journey Game to be played by blind and sighted middle school 
students. The use of the videogame and its impact on the integration of blind 
learners into mainstream schools was also evaluated, through the participation 
of both teachers and learners. In the end, the goal was for blind learners to be 
able to interact and become socially integrated through active science video 
gaming and the application of specific science content. The results of this study 
provide initial data and evidence that the use of video games such as The 
Natomy’s Journey Game can improve the process for the school integration of 
learners with visual disabilities. 

Keywords: Visual disability, sound interface, school integration, science learning. 

1   Introduction 

The use and integration of ICTs into education has been the focus of discussion for 
many researchers and developers [2,6]. The use of this kind of technology in 
education, and in particular for complex content such as science, make its integration 
for use by the visually disabled through educational activities especially complicated. 
This is mainly due to the kind of resources required and these students’ lack of one of 
the most important senses for the process of observing natural phenomenon: vision 
[9,14]. Children with visual disability have more problems accessing information, 
learning and putting basic operations into practice, and solving problems than their 
sighted peers [23,13]. However, the use of technology that is correctly adapted for 
this kind of disablement can lead to an efficient solution. 

As such, we might ask: In what way can we create a context in which sighted and 
blind students could work collaboratively for effective science learning? In general, in 
several countries there are special schools for children with visual disabilities that 
work only with legally blind students as a segregated population. In these cases, there 
are usually scarce resources, which impede working in the same conditions as their 
peers in school integrated classes (mainstreaming). 
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Several studies have shown that audio interfaces can be used to foment learning 
and cognition in blind children [22,24,33]. The use of these audio-based applications 
stimulates the utilization of general cognitive processes, such as tempo-spatial 
orientation, abstract memory and haptic perception [22,24,27].  

In recent years, video games have become a part of the daily life of children and 
school-aged youth [15,17]. With the progress of ICTs, video games have become a 
powerful force representing a part of the daily activities, concerns and interests of 
children and youth. In our country, 50% of students use the Internet to play games 
[1,32]. In the USA, young people between 8 and 18 years old play an average of 49 
minutes of video games daily, almost the same amount of time dedicated to doing 
homework (50 minutes) and reading (43 minutes) [18]. 

In this way, computer-based video games represent an alternative that has 
penetrated distinct areas of education, mainly in their use in the classroom [12,30]. 
Such data demonstrates the potential importance of video games in education as a 
structure for the development of different cognitive abilities, such as problem solving, 
analysis, communication, collaboration and information management [29,31].   

In taking into account the high degree of learners’ motivation and interest in video 
games, the potential of these games to develop abilities and the need to integrate their 
use into the formal education of both blind and sighted users, we designed and 
developed a video game called The Natomy’s Journey Game, for interactive 
collaboration between sighted and blind students. We also evaluated the usability of 
The Natomy’s Journey Game, as well as its impact on the process of school integration 
between blind students and their sighted peers. 

2   Related Work 

In the last few years several software applications [20,22,24] have been developed 
involving blind users as the main participants, in order to assist them in their learning 
with interactive technology, focusing mainly on haptic interfaces [27] and desktop 
applications [22,24]. Also, there are several studies that show the importance of using 
video games for education [12,29,31]. Some important cognitive aspects that can be 
developed through the use of video games are the development of competition and 
concentration skills, mobility skills, language and mathematical skills, visual skills 
and problem-solving skills [3,4,25]. 

However, there is consensus in the literature that problem solving is the most 
important one of all, in that it provides students with tools that can be used not only in 
a school context, but in social and work contexts as well.  

Polya [16] described the process for problem solving in four fundamental steps that 
consist of understanding the problem, devising a plan, carrying out the plan and 
examining the solution obtained. If this does not solve the problem, a new plan has to 
be devised.  

The current literature includes several studies related to virtual environments and 
problem solving for the blind. In [5], an aid system is proposed for the mobility of a  
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blind user through virtual reality mechanisms. In [26] the authors developed virtual 
reality tools so blind users could explore information constructively. In another study, 
a game with 3D navigation, Terraformers, was developed for stimulating development 
and solving tasks in an entertaining way [33]. Recently, some software programs for 
problem solving through interaction with virtual environments designed for users with 
visual disabilities have been developed [22,24]. These programs use labyrinths 
represented in different ways through spatial and stereo audio [34,35]. Access Invaders 
[36] is a video game that allows for online playing between blind users to solve a 
shared goal. 

School integration is a very important subject nowadays. There are several studies 
about the present state of integration in the classroom as shown in [10,11,28]. On the 
other hand, several studies on the way that technology can aid in the school 
integration of users with different kinds of disabilities in the classroom have been 
developed [7,8]. In another example, in [19, p.57] it was concluded that, “With the 
large number of mildly disabled students in our schools, it is very important that 
teachers make every effort to educate their students as best as possible. Evidence has 
shown that technology is one of the best ways to implement this successfully. Using a 
variety of software and technology tools this process is becoming easier every day. 
Teachers must also make sure that they are educated in how to use these tools to 
better instruct their students’ learning. As advancements in the field of technology 
continue to be made, more and more opportunities for this level of learning will be 
available to students and, as evidence has shown; more students will have better 
opportunities to receive the best education possible.” 

In this study, our proposal is The Natomy’s Journey Game, a sound-based game 
that uses mobile technology so that blind and sighted children can interact, become 
socially integrated and learn science. In the following we present the main 
characteristics of the software, as well as an evaluation of its use by blind users and its 
impact on the process of school integration with their sighted peers.  

3   The Video Game 

3.1   Video Game Description 

The Natomy’s Journey Game represents four systems of the human body in which the 
student adopts a character with which he/she can interact with other characters in the 
game or in his/her work group, and thus complete the collaborative tasks necessary to 
achieve a main goal. These four systems are: the digestive system, the respiratory 
system, the cardiovascular system and the nervous system. The main problem to solve 
is to heal certain sicknesses by using the clues that are provided to the students 
through their interaction and investigation throughout the video game.  

The video game was made to be used by workgroups of four students working 
simultaneously in a computer lab (with a maximum of 12 groups working at the same 
time). 
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The interaction with the legally blind students is based mainly on the use of the 
keyboard and feedback provided on their actions through a spatial sound system (4 or 
more speakers distributed in the end-user’s surroundings) (see Figure 3). 

The game can be played in an individual or a group mode. The user must interact 
with the characters and objects in the video game that provide clues and symptoms in 
order to solve the problem at hand. To these ends, the progress of each student 
depends on the progress of the rest of his/her team, thus creating a variety of 
interactions between the members of the group.  

The game consists of two sicknesses to be discovered (Cholera and Rubella). As 
the player interacts with the characters, they provide information on the sickness and, 
at the same time, on the different organs and specific functions of the human body 
necessary to make decisions. The students must get to a place in the human body 
called the Center of Operations, where they enter an area of mini-video games that 
they must successfully complete in order to pass to the next level and to beat the 
game. Each system of the human body consists of 12 scenes that make up the totality 
of the virtual world with which the users must interact.     

3.2   The Video Game Metaphor 

The video game metaphor consists of a journey to within a sick human body. This 
journey is taken by a group of four friends who must go to the city of Natomy, where 
a crazy genius (Uncle Isaiah) provides them with a pill that they must take in order to 
shrink in size, to be able to enter the human body.  

3.3   Video Game Architecture 

This game was developed for a PC platform in Macromedia Director using Lingo 
language. The following system requirements are needed to run the game: 1 GHz 
processor or higher, Microsoft Windows XP SP2, 256 MB RAM, 32 MB DirectX 8 
compatible video and sound card, 4 speakers or headphones for audio, and keyboard. 

The software architecture upon which The Natomy’s Journey Game is based has 
two main components: 1. Video game engine, responsible for controlling all the 
players’ interactions, the logical relations and the dependencies between the different 
systems, 2. Interfaces module, responsible for receiving the users’ actions through the 
keyboard and, at the same time, producing the necessary feedback through graphic 
objects and audio. 

Each of the participating users interacts with the interfaces available in the video 
game. The users with visual disabilities (legally blind) mostly used the audio 
interfaces, which orients them and provides updated information on the state of the 
video game. On the other hand, the sighted users use both interfaces (audio and 
visual) to receive all the necessary information to be able to play the game correctly. 

The information received through the interfaces is processed as input into the 
game’s engine, which evaluates and processes the different logical interactions 
between all the software’s components and the dependencies of these components. 
Afterwards, it takes the new information produced by the users’ interaction, which is 
then sent to the interfaces to be provided to the users (see Figure 1). 
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Fig. 1. Architecture of The Natomy’s Journey 
Game 

Fig. 2. Networking Architecture of The 
Natomy’s Journey Game 

3.4   Networking Architecture 

The video game’s multi-user interaction is carried out through architecture designed 
over a local network, in which both desktop computers and wireless mobile 
computers connected through WIFI can be used (see Figure 2). 

3.5   Interfaces 

Audio Interfaces. The audio interface developed for The Natomy’s Journey Game 
consists of a combination of stereo and spatial sound. The stereo sound is utilized 
mostly for the voices in the game used for the instructions, the different menus, 
dialogues and some objects in the different scenes. The spatial sound is used mostly to 
identify the objects in the spatial environment (see Figure 3). This last system was 
designed so that the students with visual disabilities could orient themselves and 
recognize the position of the objects, doors and characters in the scene. This 
corresponds to certain audio elements that are constantly reproduced during the game, 
such as the entry, exit and doors to the systems of the human body, as well as other 
elements that are reproduced on-demand, such as the position of objects and 
characters.   

To create a spatial immersion of the user into the virtual environment, the speaker 
system must be located properly. The front left and front right speakers must be 
placed in an angle of 45 or 60 degrees. In addition, the 3 frontal speakers must be 
placed at the same level. The rear speakers must be located behind the user and a little 
above his ears (see Figure 3). Depending upon how the sound was used, different 
levels of user immersion were attained. The use of the spatial sound attained the 
highest level of user’s immersion allowing for a high fidelity representation of the 
audio in a real environment which points out to the user the position of objects and 
their location within the environment. 

Audio interfaces were implemented using MS Directx, in particular the dxSound 
for Lingo library. This allowed for producing and controlling dynamically the spatial 
sound of the video game. 
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Fig. 3. Scenario for the use of the spatial sound 

Visual Interfaces. The visual interfaces developed for the video game The Natomy’s 
Journey Game correspond to caricaturized abstractions of the systems and organs of 
the human body as well as objects in the game. 

 

 

Fig. 4. Systems of the Human Body Representations in The Natomy’s Journey Game 

The graphic interfaces for the systems of the human body correspond to an 
integrated set of scenes that are coherently represented for the simulation of traveling 
through each of the systems. The figure 4 corresponds to the maps of each system of 
the human body, subdivided into 12 scenes with which the student interacts and 
through which he/she travels.  

 

Fig. 5. Some Avatars and Characters in The Natomy’s Journey Game 

Avatars and Characters. Each student can pick from a total of 8 characters. The 
characters designed correspond mainly to organs of the human body, made into 
caricatures so that the students interact with them naturally and in the context of the 
system in which they are playing. Figure 5 shows some characters in the biological 
systems.  

Main Interfaces. The game begins with an animated introduction according to the 
metaphor defined, which explains to the student the tasks that he/she has to undertake 
in the video game. Then there is an interface that corresponds to the main menu, 
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where the user can select the kind of play (stand alone or group work), the group with 
which he/she will play in the game and the avatar, which will be the character that 
will represent him/her in the video game (see Figure 6a). After this, the student begins 
to play and can travel through the systems where he/she will be able to meet up with 
the other members of his/her group (see Figure 6b).      

 

(a)    (b)  

Fig. 6. Visual Interfaces of the The Natomy’s Journey Game 

3.6   Model for the Virtual Environment 

The navigation through different virtual environments and spaces replicates a 
successful model used for commercial videogames which follow a third-person 
metaphor with a camera view fixed from an above and behind position.  This model 
of navigation has been adjusted to the needs of blind children, having added auditory 
cues of spatial sound which allows them to form a mental construction of the space.   

The representation of the surroundings is described in a XML file in which all the 
attributes that characterize the different scenes can be found. The XML structure 
contains a series of elements that define the storylines, which can also be modified, 
extended or eliminated. 

4   Evaluation 

4.1   The Sample 

To evaluate the impact of the use of The Natomy’s Journey Game, a study was made 
with sixth and seventh-grade blind and sighted children between the ages of 11 and 14 
years old. Tests were applied in seven mainstream public schools in Santiago de Chile 
during 4 months, with the participation of 15 teachers and 326 learners. Eight legally 
blind learners participated in this study (2 with partial vision and 6 totally blind). 

4.2   Evaluation Instruments 

End-user questionnaire: This instrument was applied to evaluate the interface of The 
Natomy’s Journey Game through 4 dimensions: game satisfaction, control and use, 
images and sounds quality [21]. This questionnaire consisted of 18 sentences for 
which the users must define to what degree each of them was fulfilled, on a scale 
from A Little to A Lot, with quantitative values from 1 (a little) to 10 (a lot). Some of 
the sentences were: “I like the videogame”, “The videogame makes me active”, “I felt 
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I could control the videogame’s situations”, “The videogame is interactive”, “The 
videogame allowed me to understand new things”, “I like the sounds in the 
videogame”, “The sounds in the videogame are clearly identifiable”, and “The sounds 
in the videogame provide me with information” 

 

Written guideline for the evaluation of school integration: To evaluate the level of 
integration, a written guideline was applied in which each participating student had to 
answer with opinions regarding the following four dimensions: 
 

- Autonomy refers to the help that the students received to carry out the activities, 
such as tasks or movements (on a scale of 1 to 5, the higher the score, the higher 
the autonomy). 

- Teaching/learning style refers to how the students perceived their learning style in 
relation to the way in which classes are held in the school (scale of 1 to 5, the 
higher the score the lower the agreement with the teaching style). 

- Belonging to the school refers to the sense of belonging that the students had 
regarding their school; this asked if they felt integrated and if they identified with 
their class and school (on a scale of 1 to 5, the higher the score the higher the sense 
of belonging).  

- School Integration refers to the opinion that they had on discriminatory practices or 
practices of school integration (on a scale of 1 to 5, the higher the score, the higher 
their disagreement with discrimination).   

4.3   Procedure 

The entire intervention lasted for 4 months in each school. This period was divided 
into 24 work sessions: 12 of group work with the software in the computer lab in each 
school, and 12 of group work in the classroom using material designed specifically 
for the study (board games, models and activities involving the building of objects 
having to do with the concepts of the human body).   

All throughout the execution of the study we also performed constant monitoring 
of the participating schools, which implied visits to the classrooms and computer labs, 
as well as communicating the activities through telephone and email. By the end of 
the fourth month of intervention and after the last gaming session, the students 
answered the end-user questionnaire.  

Among the methods for evaluating the results, a series of both qualitative and 
quantitative applications were used, collecting data from the actors involved in the 
development of the study, teachers and the participating students. In the case of the 
students, quantitative instruments were applied at the beginning and the end of  
the study, in order to obtain opinions on the development of the stuffy and to prove that 
the users accepted the video game, and that it motivated them to use these virtual tools.  

4.4   Results 

Usability Results: The results obtained from the application of the end user usability 
test could be grouped into 4 dimensions: Game satisfaction, control and use of the 
videogame, sound quality, and image and color quality. 
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Fig. 7. (a) Usability Results by Dimension. (b) Usability Results by Gender. 

As can be seen in the figure 7a, the means obtained in each of the dimensions were 
high and showed that there were no big differences between the learners´ valuations 
of the different areas analyzed regarding the usability of the software, as all the 
answers were located in the “agree” category. 

Although there were no big differences, it could be observed that the area with the 
highest score was that related to the quality of the game’s sounds (mean of 4 points 
out of a maximum of 5), which were agreeable and identifiable for the users. This 
ends up being very important considering that the game was designed so that learners 
with visual disabilities could participate. The game’s images and the satisfaction with 
the game came in a close second, having obtained 3.9 points, which indicated that the 
design of the images helped to transmit information to the user and that the students 
liked the software in general, had fun with it, were challenged by it, believed that they 
learned from it and that it was able to capture their attention. The evaluation of the 
control and use of the game was similar (3.8 points), based on the fact that the users 
felt in control of the game, that they could perform different actions or stop 
performing actions whenever they wanted to, and on their perception that the game 
was interactive and easy to play, easy to use, motivating and with an interface that 
allowed the users to do anything simply and quickly. 

It is important to point out the differentiation between the results obtained for the 
men and the women (figure 7b), as statistically significant differences were found in 3 
of the 4 dimensions. In all 4 dimensions the women presented higher means than the 
men, and it was in the areas concerning use and control of the game (t = 3.905; 
p<0.05), sound quality (t = 4.202; p<0.05) and image quality (t = 2.322; p<0.05) that 
the differences were statistically significant. As for the dimension having to do with 
“game satisfaction”, although the women presented a higher mean score than the men, 
this difference was not significant (t = 1.915; p>0.05). 

To better understand the result of the usability evaluation is necessary to do a 
context analysis where the game was used. As a collaborative game, learners played 
in a group of 4 students and synchronically, sometimes saturating the audio between 
the four games. In general, the game contained heavy load of speech audio; audio that 
could be boring for the sighted gamers. Although there were high quality graphics in 
The Natomy's Journey Game including significant details, color and animation, they 
were not 3D graphics as learners are used today. Being primarily oriented to legally 
blind learners, the interaction relied strongly on keyboard, leaving aside devices such 
as mouse, joystick or gamepad. 

 

School Integration Results: Regarding the items that referred to the students’ 
autonomy in carrying out their activities, we focused on the students with visual 
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disabilities. As shown in the figure 8a, there was an increase in the score between the 
pretest and the posttest for each one of the items. For the statement indicating that the 
students carried out most of their activities without assistance, there was an increase 
of 1.1 points between the pretest and the posttest (pretest = 2.2 points; posttest = 3.3 
points). For the item indicating that the students tried to carry out their activities 
without help, there was an increase of 0.9 points (pretest = 2.9 points; posttest = 3.8 
points); and for the item on whether or not the student studied with help from his/her 
parents or another person, there was an increase of 0.2 points (pretest = 4.2 points; 
posttest = 4.4 points).   

 

 
 

  

Fig. 8. Integration Results. (a) Autonomy. (b) Learning Style. 

As for the proximity between the classes and the students’ learning styles, the figure 
8b shows the means obtained from the students before and after having participated in 
the study, demonstrating very similar means. Only for the item that indicated that the 
students felt that their way of learning was different from their classmates was there a 
decrease pretest-posttest of 0.2 points (pretest = 3.6 points; posttest = 3.4 points) with a 
significant difference (t = 2.431; p<0.05; df= 546). This showed that after the study the 
blind students considered their way of learning to be closer to those of their sighted 
classmates than when they first began to use the video game. 

Regarding the sense of belonging that the students had with their class and their 
school, there were no major differences in the opinions provided before and after the 
study (see Figure 9). For the item indicating that they felt identified with the majority 
of their classmates, a higher mean was obtained (a difference of 0.4 points between 
the pretest and the posttest, pretest=2.2 points; posttest=2.6 points), which was also 
statistically significant (t= -2.374; p<0.05; df= 538). This is to say that by the end of 
the study the students’ experienced a higher degree of identification with their class, 
even though this was one of the lowest scoring items. The other items in which there 
was a pretest – posttest gain were: “I don’t feel that my classmates bother me” (0.1 
points difference, pretest=3.1 points; posttest=3.2 points; t= -0.077; p<0.05; df= 539) 

A. I carry out most of my activities without the help of my 
parents or another person. 
 
B. I study with the help of my parents or another person. 
 
C. I try to carry out my activities without help.  

 

A. I feel that my way of learning is different from that of 
my classmates. 
  
B. My way of learning has nothing to do with the classes 
taught by the teachers. 
 
C.  I wish the classes were different  
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and “I feel a part of my class” (0.2 points difference, pretest=3.7 points; posttest=3.9 
points; t= -1.610; p<0.05; df= 536). The items that had no variation were: “I identify 
with my group of classmates” (mean of 3.5 points in both tests, t= 2.793; p<0.05; df= 
538) and “I like my classmates” (mean of 3.1 points in both tests, t= 0.022; p<0.05; 
df= 538).  

 

 

Fig. 9. Integration Results. Sense of belonging to their school. 

The scores obtained for the opinions provided on the students’ perspectives on 
school integration or discriminatory practices did not present any pretest – posttest 
gains (see Figure 10). It is important to point out that the students’ opinions, both 
before and after the intervention, had means higher than 4.4 points, which indicated 
their rejection of discriminatory practices and their approval of the idea that all 
students have the right to an education and that everyone is different. 

As for the opinions provided by the participating teachers regarding school 
integration, measurements were taken both at the beginning of the study and at the 
end, to be able to compare the possible changes that took place. One important 
situation that was observed is that there was an increase in the percentage of teachers 
that stated having had experience with school integration, from 60% at the beginning 
to 72.7% at the end, so considering this experience with The Natomy’s Journey Game 
as school integration with technology.  

 

 

 

Fig. 10. Integration Results. School Integration. 

In asking the teachers if they had implemented some strategy in the past three 
months for the integration of a student with visual disability, we also found that there 
was an increase in the final measurement, in that while initially 77.8% of the teachers 
had indicated “yes”, at the end of the study 90.9% responded with a “yes”.  

Finally, in asking the teachers about how they felt working in the classroom with 
visually disabled students, an increase in those teachers that indicated feeling self-assured 

A. I feel like I identify with most of my 
classmates. 
B. I don’t feel that my classmates bother 
me. 
C. I feel a part of my class. 
D. I identify with my group of 
classmates. 
E. I like my classmates.  

A. Discrimination is a bad thing. 
B. All of us students have a right 
to education. 
 C. All of us students are 
different. 
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was observed, going from 50% for the initial measurement to 63.7% in the final 
measurement.  

It is important to mention that the integration of learners with visual disabilities 
with the classroom and school classmates requires extended and sustained amount of 
work time that must be transversal at all school activities. Even though this fact it was 
possible to observe some advances as some participating teachers mentioned: “ I felt 
that in some moments he (the blind child) became part of something”, “I saw him for 
the first time integrated to a team work…and the group accepted him for sharing 
purposes”, “I saw him integrated and a little more respected by their classmates 
because he tend to establish a negative relation with his classmates, in a defensive 
mode, but at the end of this experience his classmates accepted him well”. All this 
assertions evidence qualitative relevant changes for the learner’s integration 
considering that at the beginning it was observed that students were mostly excluded 
from their class, ending up as a result of participating in this study, with a more 
egalitarian participation in the project. 

5   Conclusions 

As a result of this study a video game for science learning by middle school blind and 
sighted learners was constructed and evaluated, to judge whether blind learners can 
interact and become socially integrated through the use of problem-solving skills and 
the application of specific science content. 

The results of this study provide initial data and evidence that the use of video 
games such as The Natomy’s Journey Game can improve the process for the school 
integration of learners with visual disabilities. 

During the implementation process we made a non-participant observation to collect 
information about how learners and teachers appropriated and learned the methodology 
used. From these observations we could detect similar behaviors between learners during 
video gaming, as far as understanding controls and discovering new paths and goals. The 
participation of blind learners in particular was active and with high motivation. 

The Natomy’s Journey Game proposes a new way to learn science, especially the 
systems of the human body. The main achievement after using this game is that 
learners take an active role, learning in an interactive and motivated way. The learners 
enjoyed this new way of learning, felt motivated and participated actively and 
collaboratively in the tasks they had to undertake in the game.   

In terms of school integration, this game helps to create a work environment in 
which differences are forgotten and children interact freely. They share ideas on how 
to solve the proposed problem as well as content knowledge among all four members 
of each team. 

The Natomy’s Journey Game allows blind children to become more socially 
integrated with their sighted classmates, to participate actively in society, and to be 
interested in the active learning of contents and new pedagogical ways of learning 
such as digital mobile gaming. Based on the children’s comments, we point to the fact 
that the game allowed legally blind children to work together with their sighted peers, 
feeling part of the group, and this is very important issue in order to achieve a better 
and more complete education not only in terms of learning contents, but of school 
integration and teamwork skills as well. 
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Abstract. Speech-based technology is a useful alternative to traditional 
input techniques such as the keyboard and mouse. For people with 
disabilities that hinder use of traditional input devices, a hands-free speech-
based interaction solution is highly desirable. Various speech-based 
navigation techniques have been discussed in the literature and employed in 
commercial software applications. Among them, grid-based navigation has 
shown both potential and limitations. Grid-based solutions allow users to 
position the cursor using recursive grids to ‘drill down’ until the cursor is in 
the desired location. We report the results of an empirical study that assessed 
the efficacy of two enhancements to the grid-based navigation technique: 
magnification and fine-tuning. Both mechanisms were designed to facilitate 
the process of selecting small targets. The results suggest that both the 
magnification and the fine-tuning capabilities significantly improved the 
participants’ performance when selecting small targets and that fine-tuning 
also has benefits when selecting larger targets. Participants preferred the 
solution that provided both enhancements. 

Keywords: MouseGrid, Speech-based Cursor Control, Accessibility. 

1   Introduction 

Speech recognition technology enables people to use speech as an alternative input 
method when interacting with computers. Some commercial operating systems like 
Windows VistaTM provide speech functions for a variety of graphical interface-based 
tasks such as interacting with the desktop applications and browsing the web [1]. 
When using computers, two types of tasks account for the vast majority of user 
activity: text generation and navigation [2]. Previous research has confirmed that 
modern speech recognition technology can be quite effective for text generation tasks 
[3], but it remains difficult for users to complete spatial navigation tasks using speech 
[4]. A number of researchers suggested that the use of pointing devices should not be 
completely eliminated when people use speech recognition to interact with computers 
[5]. Multimodal solutions that use speech for text generation and pointing devices for 
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spatial navigation are often recommended for people who can use their hands 
effectively [6]. 

However, people with disabilities experience lots of difficulties when using  
traditional input devices like the mouse. Therefore, a hands-free speech-based 
solution is likely to be more effective for disabled people. For example, there are a 
number of diseases and conditions that can affect the hands and arms, such as high 
level Spinal Cord Injuries (SCI), Amyotrophic Lateral Sclerosis (ALS), or stroke, 
making a mouse difficult to use [7]. Compared with other alternatives such as head-
controlled devices, eye-controlled interactions, or electrophysiological solutions, 
speech-based solutions are less expensive, provide a more natural interaction style, 
and can be easier to learn. In order for speech technologies to be widely adopted by 
users with disabilities that affect their hands or arms, more effective speech-based 
cursor control solutions are highly desired. 

Resources have been invested in this area, seeking to identify better ways for 
people to use speech recognition to easily complete the cursor control tasks. Grid-
based solutions, developed by Kamel for blind users [8], and subsequently evaluated 
by sighted users [9], provide a flexible, reliable, alternative but opportunities for 
improvement remain. The grid-based method allows the user to select targets on 
screen by ‘drilling-down’ to a smaller grid until the cursor is positioned in the desired 
location. However, in a recent field study that focused on how people interact with 
speech technologies in realistic environments, we found the widely adopted version of 
grid-based cursor control is inadequate, resulting in poor performance and satisfaction 
ratings [10]. 

Based on our previous research [10], we proposed two enhancements to the grid-
based solution: magnification and fine-tuning. A software prototype was developed 
integrating the two enhancements, and an empirical study was conducted to evaluate 
the efficacy of the enhancements. The results confirm that both fine-tuning and 
magnification resulted in significant improvements. In this paper, we discuss the 
motivation behind the two enhancements, how the empirical study was conducted, 
and the major results. Implications and directions for future research are discussed at 
the end of the paper. 

2   Related Research 

There are a number of research projects that used speech as one of the interface 
modalities. Substantial advancements have been made in speech recognition systems 
regarding both recognition speed and accuracy, with dictation accuracy reaching as 
high as 98% in controlled environments [11, 12]. However, a hands-free speech-
enabled system must support both dictation and cursor control [2] and difficulties 
dealing with spatial tasks using speech have been discussed for years [6].  

There are two main categories of cursor control for speech-enabled systems: 
direction-based and target-based solutions. Alternative speech-based cursor control 
solutions can also be discussed based on the type of movement that results: discrete or 
continuous movements [9]. For discrete direction-based navigation, users specify the  
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movement direction and distance, such as ‘Move left three words’. The distance can 
be specified in inches, centimeters, words or other units that are appropriate for the 
situation. In some situations, a default distance such as one word or line is assumed. 
For continuous direction-based solutions, users must begin by issuing a command that 
initiates the movement (e.g., move left). Responding to the command, the cursor 
moves smoothly in the specified direction at a fixed speed until being stopped by 
another command (e.g., ‘stop’). The direction-based approach can allow users to 
control the movement direction and distance, but it also has substantial disadvantages. 
First, performance is influenced by the relative position of the cursor and target 
location. Second, the interaction is not natural for many users. Third, it does not 
provide enough flexibility for different contexts. Fourth, selection of small targets can 
be both slow and error prone.  

Compared to direction-based navigation, target-based cursor control takes 
advantage of contextual information, allowing users to select targets by specifying the 
name of the desired object. For example, ‘select Friday’ could move the cursor to the 
word ‘Friday’ in a text document. For many users, this technique is more natural and 
direct, but it only works when all possible target have a name that is known by the 
user [13]. As graphical interfaces become more complex, many potential targets may 
not have clearly visible label accompanying them and the use of existing target-based 
techniques can become difficult. When the label is not visible, and multiple targets 
share the same name, target-based solutions become more difficult and less efficient.  

A number of studies have focused on making speech-based navigation techniques 
more effective. Some focused on speech-based navigation techniques in the context of 
text documents [3, 14] while others focused on general target-selection tasks [13]. In 
general, target-based navigation has proven effective in the context of text documents, 
but less effective in the context of desktop interaction when the names of icons or 
targets are not clearly labeled. Direction-based techniques that result in continuous 
cursor movement have been reported to be both slow and error prone [13], and 
direction-based techniques that use contextual information (e.g., number of lines and 
words) may prove challenging since the only units available to specify distances are 
pixels or physical distances (e.g., inches or centimeters) both of which users are likely 
to have difficulty estimating accurately. 

The grid-based technique was proposed as a way to select target without contextual 
information. Using this technique, the user recursively drills down through each grid 
until the cursor is placed on the desired object. Kamel and Landay [8, 15, 16] 
developed a speech-based grid drawing tool for blind people, employing a 3x3 grid, 
demonstrating the potential of grid-based speech cursor control. Dai [2] built on these 
results and evaluated two alternatives: the traditional solution with a single cursor in 
the middle of the grid and an alternative which placed a cursor in the center of each of 
the nine cells of the grid. The results indicated that the nine cursor solution was faster 
but resulted in more errors. To date, the grid-based approach has shown potential for 
desktop interactions when the target is fairly large (e.g., desktop icons), but it 
becomes increasingly cumbersome as targets get smaller (e.g., word, menu icons, 
letters). When targets are sufficiently small, grid-based navigation becomes slow and 
error prone. Some commercial speech-based business systems like Windows VistaTM 
provide variants of grid based cursor control. Within Windows VistaTM, grid-based 
navigation is available through the MouseGrid command.  
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Compared to the target-based technique, grid-based solutions should result in less 
cognitive load because the grid numbers can be both visible and intuitive and the 
target selection procedure is straight forward. Another advantage is that the grid-
based technique can position the cursor anywhere on the screen (e.g., a blank space on 
the screen), something that is not possible with target-based solutions. As discussed 
by Dai et al. [9], grid-based cursor control can place the cursor at any point on screen 
in N steps which can be calculated based on Formula 1:  

N = Logn(D/A). (1) 

In the formula, n is the number of grid rows/columns (normally three), D is the 
resolution of screen and A is the size of the target. The effectiveness of the grid-based 
approach is affected by the relative position of the cursor and target. If a target is 
located near the center of a grid, the user may be able to select it easily. More 
importantly, selecting small targets using the grid-based approach tends to be 
problematic. When the targets are small, the user may need to issue five or more 
commands to focus on smaller portions of the screen, with each command making it 
somewhat harder to determine the relative position of the target and the grid [13]. At 
the same time, grid lines and the numbers in the cells of the grid can become 
distracting. To address these challenges, we proposed the following two 
enhancements, magnification and fine-tuning to the grid-based approach.  

3   Software Prototypes 

To make it easier for users to select small targets, we proposed two enhancements to 
the grid-based technique: magnification and fine-tuning. Once the grid becomes 
sufficiently small, the magnification function shows the user a magnified version of 
the grid making it easier to see small targets. The fine-tuning function allows the user 
to fine-tune the cursor location using four simple commands: ‘up, down, right, and 
left’. Each command moves the cursor to the specific direction by a specific number 
of pre-defined units, making it easy to shift the cursor small distances when that is all 
that is required to select a target.  

The first version implements the basic grid-based navigation technique. The 
second implements the magnification capability. When user zooms a third time, the 
magnification capability is automatically activated simplifying the selection of small 
targets (See fig. 1a and 1b). The user can continue zooming if desired, with the 
selected cell being magnified each time. The third version implements the fine-tuning 
capability. After zooming a third time, the application stops zooming. Instead, a new 
cursor is presented indicating the current location (See fig. 1c and 1d). This cursor can 
be repositioned using the four fine-tuning commands. The fourth condition 
implements both magnification and fine-tuning (see fig. 1e and 1f).  

Fig 1a and fig 1b show the transition after the user issued the command ‘seven’ 
with the magnification capability. The standard technique would shrink the focus into 
the seventh cell of the grid. With the magnification capability, the system will not 
only focus on cell seven, but also magnifies that region to make it more visible. 
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

Fig. 1. (a) Before magnification. (b) After magnification. (c) Before fine-tuning. (d) After fine-
tuning. (e) Before magnification & fine-tuning. (f) After magnification & fine-tuning. 

Fig 1c and fig 1d show the transition after the user issued the command ‘nine’ with 
the fine-tuning capability. The basic grid-based technique just focuses on the ninth 
cell. With the fine-tuning function, the system focuses on cell three, then enables the 
direction-based fine-tuning commands (up, down, left, and right). The actual cursor is 
visualized using a black cross.   

Fig 1e and fig 1f show the transition after the user issued the command ‘eight’ with 
both magnification and fine-tuning capabilities.  
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4   Methods 

4.1   Participants 

Twenty native English speakers (12 Males, 8 Females) volunteered to participate in 
our experiment. None of them had any cognitive or motor impairments. The average 
age of our participants was 21.3 (stdev = 3.36), and the average computer experience 
was 13.3 years (stdev = 4.09). Most of the participants had information technology 
related backgrounds. Each participant completed all four conditions with each 
condition requiring the selection of 40 targets. 

4.2   Equipments 

A PC running Windows XP was used for this study. A 17-inch LCD non-wide screen 
monitor was used for the visual output with the resolution set to 1024x768. Participants 
sat at a comfortable distance from the display. Voice commands were processed using 
the Microsoft SAPI5.1 speech recognition engine. Each participant used the same 
Andrea NC61 headset microphone to complete the study. A C# application was used to 
implement the prototypes with logging functions that recorded interaction activities 
including task completion times and target/cursor positions. 

4.3   Experiment Design 

A within-group experiment design was adopted. Each participant finished all four 
conditions listed in table 1. Condition 1 was the baseline condition in which neither of 
the enhancements was offered. The order in which participants completed the 
conditions was randomized.  

Table 1. Four Experimental Conditions with different settings 

 Without magnification With magnification 
Without fine-tuning C1 C2 
With fine-tuning C3 C4 

 
At the beginning of the study, the participant was given a training session with four 

target selection tasks to allow them to become familiar with the speech-based cursor 
control solution. Multiple training sessions were given upon request. After the 
training session, the participant completed 40 target selection tasks as part of each 
condition. For each task, the location of the target was randomly defined. The target 
size was randomly selected among four choices: 10x10, 20x20, 40x40 and 80x80 
pixels (i.e., square targets 3.37, 6.74, 13.49 and 26.98 millimeters respectively). The 
four possible sizes were selected to represent the sizes of common graphical user 
interface components: letters (10), words/menus/small icons (20), buttons (40), and 
desktop icons (80). Under each condition, the participant selected a total of ten targets 
of each size.  
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4.4   Independent and Dependent Variables 

The independent variables of interest include the type of grid-based navigation 
supported and target size. The dependent variables examined include target selection 
time, error rates, and subjective satisfaction ratings. An error was documented when a 
participant issued the ‘ok’ command to select a target and the cursor was located 
outside of the target area.  

A questionnaire using a 5-point Likert-scale (1 as most positive and 5 as most 
negative) assessed the participants’ subjective perceptions of speed, accuracy, and 
comfort level after each condition. A general questionnaire was completed after all 
conditions asking the participants to rank order the four alternative solutions (1 as 
most favorable and 4 as least favorable). Demographical information was also 
collected via the general questionnaire. 

4.5   Hypothesis 

We investigated the impact of magnification and fine-tuning capabilities on user 
performance and user satisfaction. User performance is measured by task completion 
time and error rates. User satisfaction is measured via subjective ratings collected 
through questionnaire. We tested the following hypotheses: 
 

H1a: Task completion time will be shorter in the magnification condition than the 
baseline condition. 

H1b: Task completion time will be shorter in the fine-tuning condition than the 
baseline condition. 

H1c: Task completion time will be the shortest for the condition providing both 
magnification and fine tuning. 

H2a: Error rate will be lower in the magnification condition than the baseline 
condition. 

H2b: Error rate will be lower in the fine-tuning condition than the baseline 
condition. 

H2c: Error rate will be the lowest for the conditions providing both magnification 
and fine tuning. 

We expect that the size of targets play an important role for user performance, with 
smaller targets being harder to select. The following hypotheses are proposed with 
regard to target size and user performance. 

 
H3a:  Participants will spend longer selecting smaller targets. 
H3b:  Participants’ error rates will be higher when selecting smaller targets.  
 
Finally we examine whether there is significant difference in user satisfaction 

among the four conditions. The following hypotheses are proposed related to user 
satisfaction: 

 
H4a: The magnification and fine-tuning capabilities will lead to more positive 

subjective assessments. 
H4b: Users will prefer conditions with magnification and fine-tuning capabilities 

as compared to the control condition.  
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5   Results 

5.1   Selection Time 

Mean target selection times for each target size under each condition are reported in 
Table 2 and illustrated in Fig 2. A repeated measures ANOVA with target selection 
time as the dependent variable and target size and condition as independent variables 
confirmed a significant effect for both condition (F (3, 57) = 4.85, p < 0.005) and 
target size (F (3, 57) = 183.4, p < 0.001). The interaction between size and condition 
is not significant (F (9, 171) = 1.72, n.s.).  

Table 2. Average task completion time for each condition/size (standard deviations in 
parentheses) 

 size 10 size 20 size 40 size 80 
Basic (N/A) 143.1 (37.9) 109.2 (22.7) 92.8 (11.5) 89.0 (15.9) 
Magnification Only 125.4 (22.6) 100.9 (12.8) 92.7 (13.7) 87.3 (16.2) 
Fine-tuning Only 126.1 (11.0) 103.9 (8.4) 82.7 (6.2) 79.9 (6.2) 
Both 125.7 (15.4) 101.7 (10.6) 83.9 (8.9) 81.3 (6.6) 
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Fig. 2. Average task completion time for each condition/size 

The different grid-based solutions resulted in significantly different target selection 
times for targets of size 10, 40 and 80 (F (3, 57) = 2.91, p < 0.05; F (3, 57) = 6.39, p < 
0.001; F (3, 57) = 3.90, p < 0.05). However, difference for targets of size 20 was not 
significant (F (3, 57) = 1.51, n.s.). Table 3 summarizes the results of the one tailed 
Post Hoc tests comparing specific condition/target size combinations. When the target 
size was 10, participants spent significantly longer with the baseline solution as 
compared to any of the other solutions, suggesting both magnification and fine-tuning  
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improved performance. When the targets were size 40 or 80, participants spent 
significantly less time in conditions that offered the fine-tuning enhancement as 
compared to those that did not. Overall, the results suggest that the magnification 
function did not improve performance for relatively large targets, but when targets are 
sufficiently small magnification is beneficial. In contrast, fine-tuning was useful for 
both large and small targets. Therefore, H1a is supported for small targets only. H1b 
is supported for both large and small targets. H1c was not supported (i.e., the benefits 
of magnification and fine-tuning were not additive). 

Table 3. Summary of Post Hoc tests for Repeated Measure ANOVA 

Conditions under comparison Size 10 Size 40 Size 80 
Baseline vs. Magnification p < 0.05 n.s. n.s. 
Baseline vs. Fine-tuning p < 0.05 p < 0.001 p < 0.05 
Baseline vs. M & F-T p < 0.05 p < 0.05 p < 0.05 
Magnification vs. Fine-tuning n.s. p < 0.05 p < 0.05 
Magnification vs. M& F-T n.s. p < 0.05 p < 0.05 
Fine-tuning vs. M & F-T n.s. n.s. n.s. 

 
A regression analysis with time as the dependent variable and condition and target 

size as independent variables show a significant impact of both condition and size. 
Size explained substantially more variance in task time than condition (48.6% vs. 
2.5%). So H3a is supported. 

5.2   Accuracy 

The mean error rate for each target size and condition combination are reported in 
Table 4 and illustrated in Fig 3. A repeated measures ANOVA with error rates as the 
dependent variable and size and condition as independent variables confirms that 
condition did not have a significant effect on error rates (F(3, 57)=0.57, n.s.). H2a, 
H2b, and H2c are not supported.  

Target size did have a significant effect on error rates (F(3, 57)=6.84, p < 0.01) 
with participants making more errors when selecting smaller targets. The interaction 
between size and condition was not significant (F(9, 171) = 0.87, n.s.). H3b is 
supported. 

Table 4. Average error rates (%) for each condition/size (standard deviations in parentheses) 

  size 10 size 20 size 40 size 80 
Basic (N/A) 4.5 (8.8) 1.0 (3.0) 0.0 (0.0) 1.5 (3.6) 

Magnification Only 5.0 (0.0) 1.0 (4.4) 0.5 (2.2) 1.5 (4.8) 

Fine-tuning Only 2.5 (5.5) 1.5 (4.8) 0.0 (0.0) 0.0 (0.0) 

Both 2.0 (4.1) 0.5 (2.2) 1.5 (3.6) 1.0 (3.0) 
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Fig. 3. Average error rates (%) for each condition/size 

5.3   User Satisfaction Rating 

Mean user ratings concerning speed, accuracy and comfort are reported in Table 5. A 
repeated measures ANOVA confirmed that condition did not have a significant effect 
on user satisfaction with speed (F(3, 57)=1.5, n.s.), accuracy (F(3, 57)=3.0, n.s.), and 
or comfort (F(3, 57)=1.2, n.s.). H4a is not supported. 

A CHI squared test did identify a significant difference among the rankings 
provided for the four solutions (X2 (9) = 35.6, p < 0.001). Table 6 indicates the  
 

Table 5. Subjective rating or speed, accuracy, and ease of use Ratings were provided from 1 
(most positive) to 5 (most negative) (Standard deviations in parentheses) 

 Speed Accuracy Comfort 
Basic (N/A) 2.05 (0.75) 1.55 (0.68) 1.55 (0.60) 

Magnification Only 1.80 (1.00) 1.50 (0.82) 1.40 (0.59) 
Fine-tuning Only 1.80 (0.69) 1.35 (0.58) 1.35 (0.58) 

Both 1.75 (0.78) 1.40 (0.50) 1.40 (0.50) 

Table 6. The number of participants who rated each solution as their first, second, third, or 
fourth preference 

 First Second Third Fourth 
Basic (N/A) 3 1 5 11 

Magnification Only 3 8 5 4 

Fine-tuning Only 3 4 10 3 

Both 11 7 0 2 
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number of participants who rated each condition as their first, second, third, or fourth 
preference. Eleven participants rated the solution that offered both magnification and 
fine-tuning as the best. Only three participants rated each of the other solutions as the 
best. H4b is supported. 

6   Discussion 

The data confirmed that the new capabilities (magnification and fine-tuning) did 
result in improved performance. Both magnification and fine-tuning significantly 
decreased task completion times compared to the baseline condition. However, 
neither magnification nor fine-tuning decrease the error rate significantly. We believe 
one possible reason is that the participants completed the tasks without time pressure. 
Therefore, they could spend as much time as necessary to achieve a desired level of 
accuracy. As we can see from Table 4, the highest error rate occurred under the 
magnification condition for targets of size 10, but even under this condition the 
participants’ average error rate was just 5%. In general, users rarely made mistakes 
even for the smallest targets. It will be interesting to examine accuracy and efficiency 
in more detail. For example, it may prove useful to analyze the number of commands 
participants issued and the minimum number of commands required to select each 
target as well as the specific commands used.  

Participants preferred the solution that provided both magnification and fine-
tuning. While performance measures reveal no differences between this condition and 
those that provide a single enhancement, these results confirm that participants 
preferred to have both options available to be used if and when they desired. By 
providing both capabilities, users could fine-tune the cursor location as necessary 
including some situations when they were selecting large targets and the cursor was 
very close to being on the target. Similarly, users could take advantage of the 
magnification function when selecting small targets.  

As expected, target size plays an important role with regard to performance, having 
a significant effect on both task completion times and error rates, which is consistent 
with the existing literature [9]. In addition, size explained a large portion of the 
variance in task completion time. While more effective grid-based navigation 
solutions can make selecting small target significantly faster, small targets will still 
require more time than larger targets. Therefore, designers of graphical user interfaces 
should still pay attention to the size of interface component to facilitate smooth 
interactions.  

The pattern of results for task completion times is interesting. Clearly, 
magnification provided no benefit when selecting the two largest targets. For targets 
of size 20, a difference begins to emerge but it is not significant. Finally, when 
selecting the smallest targets, magnification allowed for significantly faster task 
completion times as compared to the baseline condition. It is possible that the lack of 
benefit for larger targets may be due directly to the size of the target or because users 
did not zoom in enough to activate magnification. A more detailed analysis of the 
specific commands issued may provide useful insights. For example, such an analysis 
may help provide a more definitive answer as to how small a target must be before 
magnification is useful. 
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The pattern of results is quite different for the solutions that provided the fine-
tuning capability. In these conditions, users were able to select both large and small 
targets faster than they could with the baseline solution. While magnification was not 
useful when selecting large targets, it appears that there are some situations where the 
cursor may be close enough to a target that fine-tuning is still a useful alternative.  

The results for the targets of size 20 may suggest that these targets are near the 
threshold where magnification first becomes useful. If this is the case, it could be that 
users end up spending more time deciding which enhancement to use, slowing the 
overall process of selecting the target. In future studies, we plan to examine the effect 
of target size in more detail by using a larger variety of target sizes.  

While the solution that provided both magnification and fine-tuning was no more 
efficient than the solution that provided just fine-tuning, more than half of the 
participants rated the solution with both enhancements as the best. We suggest that 
this may be because this solution provides more flexibility than any of the other 
alternatives. Magnification is likely to be useful only for small targets, but fine-tuning 
could prove useful regardless of target size. Most importantly, users are free to use 
both magnification and fine-tuning if and when they believe it would be useful.  

7   Conclusions 

To address the limitations of existing grid-based navigation solutions, especially 
inefficiencies when selecting small targets, we proposed, implemented, and evaluated 
two enhancements: magnification and fine-tuning. Our empirical evaluation with 20 
participants suggests that the fine-tuning function significantly reduced target 
selection time for both large and small targets while magnification was only useful 
when selecting small targets. Neither enhancement had a significant effect on error 
rates. Importantly, there was a clear preference for the solution that provided both 
magnification and fine-tuning. Besides, the results from this study imply the possible 
benefits for people with disabilities who are not able to use traditional input devices. 
We are currently conducting a study that involves individuals with physical 
disabilities to evaluate whether the results observed with able-bodied users can be 
generalized to users with disabilities. 
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Abstract. The paper presents an empirical model of acceptance of mobile 
phones by elderly people. It is based on an extension of the widely used TAM-
Technology Acceptance Model and aims specifically at investigating the 
relationship among intrinsic and extrinsic motivations to use. The data consists 
of 740 questionnaires from people over 65 years old. The validated model 
shows that intrinsic motivations play an important role albeit always mediated 
by utilitarian motives. Similarly, it emerges a strong influence of the reference 
social group (children and relatives) in increasing the utilitarian values of the 
use of mobile phones. These findings suggest that mobile phone usage by 
elderly might not be, after all, too much different, from a motivational point of 
view, from that of younger or adult people. 

Keywords: TAM, mobile phones, elders, intrinsic motivation. 

1   Introduction 

Currently, people aged over 65 represent approximately 13% of the population, a 
figure that is expected to increase by 2030 [8]. Although the elderly is still under-
considered in the technology world and seen as a “non technological” person, a 
substantial amount of studies contend this stereotype [see for example 9]. Indeed, 
there is no evidence that older people reject technology more than people of other 
ages; elderly, as anyone else, accept and adopt technology when the latter meets their 
needs and expectations [49]. Older people can be expected to have a different 
approach to technology from younger people. Because of sensory, motor, and 
cognitive changes due to ageing, older people might need more time to learn, be more 
error-prone, and need more steps to operate the system.  

In this paper, we first propose and then investigate on a large group of elderly 
people living in northern Italy, a model for the acceptance of mobile phones (MP), 
operationalizing acceptance as the “intention to use” the technology. A major goal of 
the proposed model is to empirically investigate the motivational structure underlying 
MP acceptance, by considering both extrinsic (utilitarian) and intrinsic (hedonic) 
motivations. The results confirm the importance of utilitarian considerations, and 
particularly of the perceived usefulness, as a driving factor for the intention to use the 
MP. Yet they also show how intrinsic motivations, and in particular those concerning 
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self-realization and enjoyment, play an important role, even if the latter is still 
mediated by utilitarian consideration. Much as for younger people, social pressure is 
important also for older people, the difference mostly concerns the type of reference 
group: the children and the relatives for the elders and the peers for young people.  

Another important aspect emerging from our study is that the perceived ease of use 
and the need for support to use MP persist even after years of usage. Compared with 
the evidence found in the literature showing that those relationships are typical of 
early stages of technology usage, our findings suggest that older people do not go 
beyond an initial approach to the MP, but maintain a certain distance with respect to 
it, even after years of frequent usage.  

2   Related Works 

Despite its enormous growth and social diffusion, the amount of studies in the area of 
acceptance of mobile phones is relatively small. In recent years, however, researchers 
have started to focus on the social and psychological aspects of the MP diffusion, and 
on its impact on people’s daily lives and relationships. In consideration of the 
enormous adoption of the MP among young people, most efforts have been devoted 
to this age group, with only few studies at present targeting older people. Indeed, 
younger people have for long been the most active MP users, but in the last few years 
its usage by people over 60 has also been growing very rapidly. According to a recent 
survey, in Italy 58.5% of the people between 65 and 74 and 26.6% of those above 75 
use the MP, with a much higher growth trend in this age group than in others [21]. 

According to Ling et al. [28] MPs gained so much popularity because they allow 
people to stay in touch and have easy access to information anywhere and anytime. 
Among younger people, the motivations towards the use of the MP are social and 
psychological [10]. Adolescents feel the power of the group, need to be part of a 
social network, and through the mobile phone they can nurture active networks of 
social relationships, and prevents the exclusion from the group. With adult users, the 
initial adoption of the MP seems to rest on safety and job-related reasons rather than 
social and hedonic ones. The flexible access to information has permitted both an 
increased productivity, and a timely access to help and support in case of need, 
improving users’ feeling of personal and family security. Safety and security are 
recognized as most important reasons for MP adoption also among frailer (older and 
disabled) people, with a positive impact on personal independence [1] and self-image 
[35]. Aecent work in the tradition of acceptance modelling [45] has highlighted the 
importance of the distinction between utilitarian and hedonic technologies, and of the 
related distinction between intrinsic and extrinsic motivations, for the construction of 
explicit models of technology acceptance. Utilitarian technologies are meant to 
provide outcomes that go beyond the interaction with the system, usually aiming to 
provide as much instrumental added value as possible in terms of efficiency and 
performance. In contrast, hedonic-oriented technologies provide self-fulfilling value 
to the user; people do not have specific objectives to accomplish, nor do they worry 
about how and/or when to achieve it. In typical hedonic scenarios e.g. computer 
games, the focus is not on the instrumental function, but on the interaction with the 
system, whose value is as higher as greater is the fun experienced by the user during 
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the interaction. The distinction between hedonic and utilitarian technologies reflects 
in the kind of motivations people have when interacting with them. Intrinsic 
motivations underlie the execution of an activity for the very sake of the execution 
itself, and not for the attainment of separable consequences; hence, they typically 
support the usage of hedonic systems. On the other hand, if separable consequences 
are a target of the activity (hence, with utilitarian systems), extrinsic motivations 
come into play [45]. It is not straightforward to map the dimensions taken into 
considerations by the studies mentioned above onto the intrinsic/extrinsic distinction. 
However, at a first attempt we might suggest that the main motivations for younger 
people to use the MP are of the extrinsic type: improve and nurture own social 
network [51]. As to older people, the literature suggests that they prioritize intrinsic 
motivations (quality of experience, self-image, etc.).  

3   The Model 

The model we propose builds on the Technology Acceptance Model (TAM) [11]. 
TAM aims to discover the impact of external variables on internal beliefs, attitudes 
and intentions. It assumes that the actual usage of a technology depends on the 
individual’s intention to use it, which is, in turn, influenced by the perception of the 
advantages and of the easiness related with technology usage. TAM has been widely 
used in the literature for investigating technology acceptance, receiving extensive 
empirical support, as well as extensions to make it more capable to cope with 
different aspects of technology acceptance. According to Davis et al. [12] we used a 
modified version of TAM, where the intention to use a system (BI) is directly and 
significantly influenced both by the Perceived Usefulness of it (PU) and the Perceived 
Ease of Use it (PEU), without passing through attitude as in the original TAM. This 
version has been named Parsimonious TAM (pTAM) by Sharp [41]. Below we briefly 
review studies that modified TAM to account for mobile technology acceptance; none 
of them targeted a specific age group. 

Kwon and Chidambaram’ [24] model included: individual characteristics, 
Perceived Ease of Use, Perceived Usefulness, Enjoyment (an intrinsic motivation), 
and Social Pressure. Results pointed out a non significant general effect of individual 
characteristics (gender, income, occupation) on BI to use the mobile phone; age had a 
significant and positive association with Social Pressure, meaning that older people 
experience more social pressure in their usage of the MP. The Perceived Ease of Use 
was also an important factor influencing MP acceptance, and was strongly associated 
with Enjoyment. Nysveen et al. [34] studied the acceptance of mobile services by 
extending TAM with Perceived Enjoyment as an antecedent of Attitude and Intention 
to Use. The results supported a stronger effect of Perceived Usefulness and Perceived 
Ease of Use for utilitarian than for hedonic services. The situation was reversed for 
Perceived Enjoyment and Expressiveness. Hong and Tam [19] used Need of 
Uniqueness and Perceived Enjoyment as antecedents of Perceived Usefulness and 
Intention to Use in a study about acceptance of mobile data services. Van Biljon and 
Kotzé [44] proposed a Mobile Phone Technology Adoption Model (MOPTAM), 
which emphasises the importance of Social Influence and Facilitating Conditions like 
system service, costs and quality. 
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In building our model, we have focused on: a) the motivational structure of MP 
acceptance (intrinsic vs. extrinsic motivations), b) the influence of the social 
environment, c) facilitating conditions that may make the usage of the MP easier for 
the older person and, d) a specific outcome of MP usage consisting of an increased 
sense of safety. Here follows a review of works that have considered similar constructs 
in the investigation of the relationship between older people and advanced 
technologies. According to Ling and Haddon [30], there are several motives associated 
with the acceptance of the mobile phone, both for young and older people, including 
accessibility to information, display characteristics, arranging appointments, and safety 
that is a relevant factor especially for older people. Oksman [35] investigated the use 
of, and opinions about, the mobile phone by Finnish older people, reporting that many 
of them wanted to purchase it to increase security and communication, mostly with 
family member; recently, however, the usage of the mobile phone for communications 
with friends and acquaintances has increased. Kurniawan [23] reported that older 
people find the mobile phone more useful if it supports personal communication and 
provides sense of security, acting as a means of social integration and enhancing 
autonomy. Phang et al. [37] used TAM to examine the acceptance of an e-government 
system by older people. They introduced another intrinsic motivator, Self-
Actualization as antecedent of Perceived Usefulness. They also investigated the effect 
of declining physiological conditions on Perceived Ease of Use, failing to find any, 
probably because of adaptive/compensatory behaviours by older people. 
 

 

Fig. 1. The research model 

The proposed model is displayed in Figure 1. It integrates a pTAM core with 
Social Influence (SI), Enjoyment (ENJ; an intrinsic motivation), Perceived safety (PS, 
a relevant outcome), Support to the use of mobile phone (SUP, a facilitating 
condition) and Self-actualization (SA, another intrinsic motivator). The next 
subsections discuss the model in greater detail. 

3.1   pTAM Constructs: Behavioural Intention to Use (BI), Perceived Usefulness 
(PU), and Perceived Ease of Use (PEU) 

Following a common practice, we operationalize the notion of acceptance by means 
of the construct of Behavioural Intention to use the system (BI) [13]. 
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To capture extrinsic motivation we exploit TAM’s Perceived Usefulness (PU), 
defined as the extent to which a person believes that using the given technology will 
enhance his/her performance [12]. PU picks up utilitarian concerns and the 
instrumental value attributed to the technology. A significant body of research has 
shown that PU is a strong determinant of BI [48]. Initial evidence that the PU→BI 
relationships might hold for elderly was provided by Phang et al. [37], though with a 
different technology (e-government systems).  

Perceived Ease of Use (PEU) is defined as the degree to which a person believes 
that using a system will be free of effort [12]; in a way, it measures the degree of 
perceived workload due to the usage of the system: the higher PEU, the lower the 
perceived workload, and vice versa. Several studies pointed out the influence of PEU 
on BI and on PU [26], providing support to the idea that an easier technology is felt as 
more useful, and induces a stronger intention to use the system. It should be noted, 
however, that there is a certain consensus that the PEU→PU relationships holds 
mainly at the initial stages of technology usage, vanishing when acquaintance with it 
solidifies. Initial confirmation for the PEU→BI link with the MP was provided by 
Kwon and Chidambaram [24]. Phang et al.[37], in turn, found support for both 
PEU→BI and PEU→PU relations for seniors in their study on e-government services 
acceptance. In the context of our study, these hypotheses assume that a lower 
perceived workload when using the mobile phone will make elders keener to use it, 
and will increase its instrumental value. 

 
H1. Perceived Usefulness has a positive effect on BI. 
H2. Perceived Ease of use has a positive effect on PU. 
H3. Perceived Ease of use has a positive effect on BI. 

3.2   Social Influence (SI) 

We define Social Influence as the degree to which an individual believes that people 
who are important to her think she should perform the behaviour in question [48]. We 
understand it as the feeling of being influenced by relatives and friends (Significant 
Others) in own usage of the MP. Several works [25, 43, 48] have investigated the 
possibility that SI affect BI, both directly and indirectly through the mediation of PU. 
Lee et al. [25] concluded that SI has an unclear effect on BI appearing as a weak 
predictor in some studies, while having a significant relevance in others. Concerning 
the mobile phone, SI has been investigated by Teo and Pok [43] as a construct 
influencing the adoption of a WAP mobile phone among Internet users. They found a 
positive association between SI and BI, suggesting that people’s BI towards adopting 
a WAP-enable mobile phone is positively related to the influence of their reference 
groups. Teo and Pok [43] reported that Social Influence has greater effect when the 
behaviour is new and at the initial stages of adoption. Hypothesising that older people 
are little experienced with technology in general, they might be expected to follow 
relatives’ opinions in their adoption choices.  

 
H4. Social Influence has a positive effect on PU. 
H5. Social Influence has a positive effect on BI. 
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3.3   Enjoyment (ENJ) 

Enjoyment (ENJ), an intrinsic motivation, refers to the extent to which the interaction 
with the system is perceived to be enjoyable in its own right, apart from any 
performance consequence that may be anticipated [13].  

A growing number of studies suggest that people purchase a mobile phone not just 
as a business tool but also as a source of enjoyment [24]. Usually ENJ has been 
studied in relation to technology adoption by young people. We hypothesise that it 
plays an important role also with older people. Many studies [2, 45] use Enjoyment as 
an antecedent of PEU and PU, meaning that an enjoyable system is also easier to use 
and more useful. That is, a high level of Enjoyment increases the instrumental value 
of the technology [2] and lowers the cognitive burden (the more I enjoy, the more the 
technology is easy to use). In this work we extend these considerations to the 
relationship between older people and the MP. Several authors [e.g. 49] found that 
there is no direct effect of Enjoyment on BI. Chesney [5], however, pointed out the 
importance for this relation of the system (hedonic vs utilitarian) and of the context 
where it is used. Following Heerink et al. [17], we assume that with mobile phones 
(being them at least partially hedonic), enjoyment directly influences the intention to 
use the mobile phone. 

 
H6. Enjoyment has a positive effect on PU. 
H7. Enjoyment has a positive effect on PEU. 
H8. Enjoyment has effect on the BI. 

3.4   Perceived Safety (PS) 

Safety is the state of being "safe", the condition of being protected against physical, 
social, financial, psychological, etc., damages. In this study we consider the 
possibility that with seniors such a feeling is supported by the usage of the MP, e.g., 
to face unwelcome situations.  

According to Aoki and Downes [3], personal safety is the initial motivation for 
many young people to obtain a mobile phone from their parents. The few studies 
about older people and the mobile phone [23] confirm that one of its most important 
functions is securing a sense of safety. We hypothesize that PS unfolds its effects by 
directly affecting both PU and BI, so that the more the MP fosters a sense of safety, 
the more people will find it useful and the more willing to use it they will be.  

 
H9. Perceived Safety has a positive effect on Perceived Usefulness. 
H10. Perceived Safety has a positive effect on Behavioural Intention. 

3.5   Mobile Phone Support (SUP) 

Originally, Support referred to the help provided by others to the person in her usage 
of a computer, in form of resources and knowledge [21]. This definition readily 
extends to the MP and older people. Getting support is very important to help users to 
overcome barriers with technology, especially during the early stages of use [48]. 
Igbaria et al [21], Venkatesh and Morris [48], and Phang et al [37] all showed that 
Support is positively linked to PEU with several technologies. Richardson et al. [39] 
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found similar results for older people’s use of internet in non-workplace settings, 
where participants expressed their explicit need for support from relatives and friends.  

We hypothesize that, since older people may be relatively unfamiliar and unsure of 
mobile phone usage, support by other people such as family members or friends can 
be a facilitating condition that increases PEU. Following Nysveen et al. [34], we also 
speculate that receiving support in using the MP increases the intention to use it.  

 
H11. Support has a positive effect on PEU. 
H12. Support has a positive effect on BI. 

3.6   Self-Actualization (SA) 

Self-actualization refers to the motivation to achieve everything one is capable of 
[31]. In Maslow’s pyramid of needs, SA sits on the top, meaning that it is one of the 
most important needs to satisfy, by attempting to develop one’s identity, increasing 
expectations and potentials, and achieving a significant social status. A high level of 
self-actualization co-occurs with people openness to new experiences and to the 
learning of new ideas and skills [37]. New technologies, in particular computers, 
allow people to exchange and gather information, and explore more and more of the 
world, contributing to actualize the self. Technologies that connect individuals, peers 
and social groups (as the MP does) hold great potential for learning, personal growth 
and life enhancement. Finally, the self-actualization tends to be more salient in later 
adulthood [31]. 

Following Phang et al [37] we exploit SA as a potential antecedent of PU, 
hypothesising that a higher SA increases the instrumental value of the mobile phone. 
Moreover, since SA is connected to intrinsic motivation [4], we theorize that it will 
also affect Enjoyment in MP usage. Finally, we hypothesise that a highly motivated 
person who wants to actualize herself by using a MP will experience less effort in 
using it.   

 
H13. Self-actualization has a positive effect on PU. 
H14. Self-actualization has a positive effect on Enjoyment. 
H15. Self-actualization has a positive effect on PEU. 

4   The Study 

To explore the model presented above, a survey was conducted by means of mailed 
questionnaires. Each participant received an envelope containing the questionnaire, a 
letter of presentation and a second pre-stamped envelope for returning the filled 
questionnaire. No replying incentive was provided.  

Each construct of the research model was measured using standard scales from the 
literature; when necessary, the scales were adapted to the domain of the study. 
Subjects were asked to indicate the extent of their agreement/disagreement with each 
statement of the various scales by means of seven-point Likert scales, anchored to 
0=“strongly disagree” and 7=”strongly agree”. Social Influence was measured by the 
three-item scale used by Hong and Tam [19] to investigate the adoption of mobile 
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data services. We measured Perceived Usefulness through Venkatesh and Morris’ 
scale [48, cit. in 26]. Perceived Ease of Use was investigated by means of the scale by 
Nysveen et al.[34]. Safety was measured by the seven-item scale used by Aoki and 
Downes [3]. To address Enjoyment we used a three-item scale by Davis et al.[13]. 
Support was measured by a four-item scale found in [14]. For BI we used Wixom and 
Todd’s [52] scale, while for Self-Actualization, Porter’s scale [cit. in 37] was 
exploited. More details about the scales can be found at the following url:  
http://www.mediafire.com/?mytwmyrz4cl. 

A pilot study was conducted to assess the content of the questionnaire in terms of 
intelligibility, format and wording. The study involved 24 senior citizens (mean age: 
70 years) who were contacted in several Elders Aggregation Centres in Trento, Italy. 
They compiled the questionnaire together with an experimenter who took notes of 
doubts and observations. The subjects were then interviewed about their personal 
experiences with mobile phones and their attitude towards them, reasons for use and 
not use and anecdotal facts. The results of this pilot study were used to finalize the 
questionnaire. 

4.1   Participants 

The sample consisted of 2970 people participating in the activities of the Third Age 
University of Trento. We received 1193 replies, with a response rate of 40%. After 
discarding incomplete questionnaires, 740 of them were retained for analysis. Among 
the respondents, 26% of them were male and 74% female. The distribution according 
to age was: (65-69) 33%, (70-74) 37%, (75-79) 20%, (≥80) 10%. The majority 
reported to own a mobile phone for longer than one year; 33% of the subjects 
declared to use it every day, 40% several times per week, 24% several times per 
month, and 3% to never use it. 

4.2   Data Analysis  

To analyze the model, PLS-Graph [7] was used. The assessment of the validity of the 
measurement model (convergent and discriminant validity; reliability) was conducted 
according to guidelines in [16]. All the relevant criteria were satisfied. For reasons of 
space, the details of the analysis of the measurement model (including loadings and 
cross loadings, values of average variance extracted, composite reliability and so on) 
are not presented here but can be found at http://www.mediafire.com/?mytwmyrz4cl.  

The structural model was assessed by computing the significance of the path 
coefficients through t-testing the results of a bootstrap procedure (200 iterations); the 
results are reported in Table 1. As can be seen, all the relations are significant except 
for PS→BI and ENJ→BI. Perceived Usefulness, Perceived Ease of Use, Social 
Influence, and Support were significantly related to the Behavioural Intention to use 
the MP, hence supporting H1, H3, H5, and H12; the hypothesised influences of 
Perceived Safety and Enjoyment on BI were not supported (H8 and H10). Perceived 
Usefulness was significantly affected by Social Influence, Perceived Safety, Self-
Actualization, Enjoyment, and Ease to use (H2, H4, H6, H9, and H13). Perceived 
Ease of Use is significantly influenced by Enjoyment (H7), Support (H11) and Self-
Actualization (H15). Though, since the relation between SUP and PEU is negative,  
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Table 1. Results of Hypothesis Testing* p<0.05; ** p<0.01; *** p<0.001 

Hypothesis Path Coefficient T-Value Support 
H1. PU  BI 0.236 3.734*** Yes 
H2. PEU  PU 0.111 2.923** Yes 
H3. PEU  BI  0.225 5.798*** Yes 
H4. SI  PU 0.196 3.904*** Yes 
H5. SI  BI 0.155 3.014** Yes 
H6. ENJ  PU 0.118 2.894** Yes 
H7. ENJ  PEU 0.448 10.329*** Yes 
H8. ENJ  BI 0.088 2.132 No 
H9. PS  PU 0.398 8.095*** Yes 
H10. PS  BI 0.089 1.548 No 
H11. SUP  PEU -0.198 5.822*** No 
H12. SUP  BI 0.191 4.180*** Yes 
H13. SA  PU 0.146 4.318*** Yes 
H14. SA  ENJ 0.541 17.820*** Yes 
H15. SA  PEU. 0.166 3.534*** Yes 

 

Fig. 2. Final Model 

H11 is not supported. Finally, the strong relation between Self-Actualization and 
Enjoyment supports H14. Once non-significant relationships are dropped, the final 
model reproduced in Figure 2 is obtained, which reports both the path coefficients and 
the values of the explained variance, R2. 

4.3   Discussion 

In accordance with the results reported in the literature, feeling safe is a crucial issue 
for older people; it acts on the intention to use the MP only indirectly, by increasing 
its utilitarian value. Intrinsic motivations are important factors for older people’s 
adoption of the mobile phone. Enjoyment, which has mostly been studied in relation 
to young people, has the hypothesised effects of increasing the utilitarian value of the 
mobile phone, as well as its perceived ease of use. Hence, experiential aspects 
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(enjoyment, fun, etc.) are efficacious on mobile phone acceptance in so much as a) 
they acquire an instrumental value (“I enjoy myself using the mobile phone, hence it 
is useful, hence I intend to use it”), and b) they contribute to lower the perceived 
cognitive load. Acceptance of the MP by the elder seem to be built up from utilitarian 
considerations [3], which are, however, strongly modulated by experiential aspects. 
Self actualization, the other intrinsic motivator, plays a very similar role to that of 
Enjoyment: it increases the utilitarian value (PU), lowers the cognitive load and 
improves the quality of experience (Enjoyment), providing support to Burleson’s 
theory about the synergy among self-actualization, creativity and intrinsic 
motivations. Thanks to these influences, SA has an important, even if indirect, impact 
on BI, mediated again by utilitarian considerations.  

There is distance between the old person and the mobile phone, though. This is 
shown by the highly significant relationship between PEU and BI. From the literature 
we know that in the adoption of technology in organizational settings the perceived 
ease of use is an important factor at the early stage of adoption, losing its force later 
on. This is a variety of the novelty effect: technologies that are new, and with a 
mainly utilitarian value (as the MP, as it turns out), motivate the users to carefully 
consider the ease of use of the technology when forming their intentions to use it. 
This effect tends to disappear with practice and with the increase in proficiency in 
technology usage. Our subjects patterned like early and non-proficient users of 
utilitarian technologies, in spite of the high frequency of use, and the fact that almost 
the totality of our subjects has owned a MP for more than 4 years. These findings 
suggest that even after years of frequent usage, the MP is still perceived as a new and 
distant technology by older people. This conclusion finds further support in the 
confirmed effect of SUP on BI. Much as PEU, also the need for support is typically 
more important at the initial stages of technology adoption. The persistence of its 
importance for the intention to use the MP (and its inverse relationship to PEU) is 
coherent with the idea of a stable distance between the MP and older people. Finally, 
the importance of the pressure from the social environment (in our case, mainly 
children and other relatives) is confirmed, both as a determinant of extrinsic 
motivation (PU) and, directly, on the intention to use the MP. 

5   Conclusion 

The contribution of this study is the development and testing of a model addressing a 
number of dimensions that the literature indicates as potentially relevant to the 
acceptance of mobile phones by older people. The model builds on pTAM, extending 
it with constructs that a) complete the motivational structure (Enjoyment and Self 
Actualization), b) consider the roles of relevant outcomes of the MP usage (Perceived 
Safety), facilitating condition (Mobile Phone Support) and social environment. As far 
as we know, this is one of the first attempts aimed at developing and testing a 
comprehensive model of older people acceptance of the MP.  

We believe that the conclusions of this study are quite robust, because of both the 
statistical method used to analyse the data (PLS) and the size of the sample exploited 
(740 valid questionnaires). In this connection, we notice that no attempt was made to 
make the sample representative of the population of reference (e.g., through stratified 
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sampling), and, indeed, it would be advisable that our study be replicated by adopting 
sampling procedures granting representativity. Still, due to the characteristics of the 
sample, which includes people from urban and rural areas, with different socio-
economical conditions, and an age distribution that is very close to that of the 
population of reference, we believe our study provides a good and reliable account of 
the factors underlying MP acceptance by older people. 

A key contribution of this study is that it highlights and details the role that 
intrinsic motivations play in MP acceptance by older people and their interplay with 
extrinsic ones. Although the basic motivational structure of MP usage turned out to be 
utilitarian, the fact that extrinsic motivations are strongly modulated by intrinsic one 
is of the utmost importance for HCI research, suggesting that designers and producers 
of MPs can leverage on hedonic and self-realization aspects to increase the value of 
the MP usage and, ultimately, its acceptance. Finally, although it is not possible to 
draw any straightforward comparisons with other age populations, due to the lack of 
similar studies for younger or adult people, a comparison with the literature reviewed 
above suggests that the motivational structure for MP acceptance in older people 
might share with that of younger and adult ones the emphasis on extrinsic 
motivations. Nothing can be derived, from those studies, about the way (if any) 
extrinsic motivations are modulated by intrinsic ones. It might well be that the most 
interesting differences among age populations is at this level; further studies, based on 
explicit acceptance models, are needed to explain probable effects.  

Another important contribution to the understanding of the factors affecting MP 
acceptance by older people is the fact that the need for support and the influence of 
perceived ease of use on intention to use persist even after years of frequent usage. 
Since these two aspects are typical of early stages of adoption, we have argued that 
their persistence suggests that older people do not go beyond an initial acquaintance 
with the MP always maintaining a certain distance with respect to it. According to our 
model there are at least two ways to improve the overall confidence of older people in 
the MP: a) contrasting the importance of ease of use by improving long term usability 
of the MP, and b) given the relationships of Enjoyment and Self Actualization to 
PEU, leveraging on hedonic and experiential aspect, and on functionalities enhancing 
self-realization in older people.  
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Abstract. We investigated the differences in information seeking behaviours 
between low and high literacy users on an on-line social service system called 
the “Adviseguide” website. Ten volunteers participated in the study. Using the 
UK’s National Skills for Life Survey, five were classified as high literate; five 
as low literate. Participants had four information search tasks that vary in 
difficulty: easy, medium and difficult. Observations, video recording, and a 
semi structured interview technique were used. The data were analysed using 
Grounded Theory and Emergent Themes Analysis approach. We identified 
eight information seeking behaviour characteristics; Reading/ Scanning, Focus, 
Satisfied, Verification, Recovery, Trajectories, Representation and Abandon. 
Results showed that low and high literacy users demonstrated critically 
different characteristics.   

Keywords: Low & high literacy users, information search task, information 
seeking behaviour characteristics. 

1   Introduction 

The purpose of this study is to investigate information seeking behaviours of low and 
high literacy users of an online social service system called “Adviceguide”. This 
system is part of the services provided by the Barnet Citizens’ Advice Bureau which 
provide support to clients from socially disadvantaged backgrounds. Literacy is the 
ability to read, write and count in one’s primary language, taking advantages of the 
information sources available to them [1-3].  An adult can be categorised as a low 
literate when unable to read, write above UKs’ national curriculum level 4. Literacy is 
measured using the National Skills for Life Survey which evaluates a person ability to 
read, write and listen and answer to questions or instructions. According to the UKs’ 
National Skills for Life survey carried out in 2003, 16% or equivalent to 5.2 million 
of the UK population presented low levels of literacy [4]. Research show low literacy 
users are more likely to be socially disadvantaged and also more likely to be 
unemployed [4, 5].  
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A study by [6] show that low literacy users perform significantly worse than high 
literacy users as they were unable to find the information they were searching for or 
users assumed to have found the relevant information.  

A previous study investigating low-literacy users reading strategies and 
navigational behaviour characteristics showed that low literacy users tend to read 
word by word, have a narrow field of focus, skip chunks of text if confronted by long 
and dense pages, quickly being satisfied with information found, minimise the amount 
of reading by skipping from one link to the another, and avoid searching as it requires 
spelling and typing [7]. 

As government and social services information are placed online, the problems 
faced by the low literacy users should be considered to enable digital inclusion. We 
analyse the information seeking behaviour characteristics between low and high 
literacy users of the “Adviceguide” website. 

2   Study 

An overview of the study is described below for more information about the 
experiment, participants, design, methodology and procedure please read [8]. 

Ten clients of the Citizens Advice Bureau volunteered for the study. They 
comprised six females and four males with an average age of 45 years. Using UK’s 
National Skills for Life literacy assessment survey, five participants were classified as 
high literate, and the remaining five were classified as low literate.  Low literacy 
participants showed a reading level below UKs’ National Curriculum Level 4 while 
high literate users showed reading levels above 5. None of the participants had used 
the “Adviceguide” website previously, although all the participants had some 
experience in using the Internet.  

Four information search tasks were developed based on the highest type of advice 
provided to the clients of the Barnet Citizens’ Advice Bureau during April 2005 to 
May 2007. Information search task required the participant to find a specific piece of 
information, such as eligibility to receive benefits, money advice, assistance on giving 
up smoking, details of local child care availability, information on children hospital, 
and advice on council tax arrears. Users were refrained from using any internal or 
external search. 

Multiple Cognitive Task Analysis (CTA) methods were used to extract and 
understand the human decision process during their cognitive work [9]. CTA methods 
used in our study were process tracing, observation and interview methods. Users were 
prevented from using the sites or other search facilities, users were asked to follow the 
web site menu links. The qualitative data were transcribed using HyperRESEARCH, 
and analysed using [10] Grounded Theory (GT) and [11] Emergent Themes Analysis 
(ETA) approach.  

3   Results 

Eight information seeking behaviour characteristics were identified: Verification, 
Reading/ Scanning, Recovery, Trajectories, Focus, Satisfied, Representation and 
Abandon. For detail results read [8]. 
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Verification when users find information they need and examine other related links 
to support the information found for correctness.  We did not observe this behavior in 
low literacy. For the purpose of this study, Reading behaviour took place when users 
read word by word, while Scanning behaviour referred to, users glancing through 
headings and subheadings or start, middle of a paragraph until they found something 
relevant or interesting. We observed low literacy users read word by word and that do 
not scan. Recovery refers to recuperate from a wrong or irrelevant information search 
to a more focused or relevant one resulting in finding the required information. We 
observed low literacy users were unable to recover from a mistake. The trajectories 
are information search paths taken by users. The paths taken by low literacy users 
were dissimilar. Focus when users are not likely to notice content above, below or to 
the side of their focus, results a narrow field of focus. We observed low literacy users 
had a narrow focus of attention. Satisfied as soon as the user assumes they have 
sufficient information and abandon the search task at an inappropriate place, due to 
being satisfied quickly.  We observed low literacy users got satisfied with information 
quickly. Representation users’ mental representation of information categories 
becomes a mismatch to system.  We found low literacy users representations of 
information categories was a mismatch to the system. Abandon: when users show a 
higher tendency to give up their search due to many reasons. We found that low 
literacy users are likely to abandon an information search task.  

4   Discussion and Conclusion 

Our study was consistent with the findings of [7]. Both studies showed that low 
literacy users read word by word trying to make sense of information and do not 
present the ability to scan (reading).  They have a narrow field of view and are not 
likely to notice content above, below or to the side of their focus (focus). They were 
likely to be satisfied and abandon the search early assuming they found relevant 
information (satisfied).  However, we did not observed users tendency to skip chunks 
of text when faced with dense pages as described [7].  

Our study found when users were presented with dense pages with anchor links, 
they were very likely to get lost and disoriented, this resulted low literacy users to 
abandon the search.  We also identified the following characteristics: Low literacy 
users do not verify the information found for correctness (verification). They were 
unable to recover from a mistake even if they did identify wrong or irrelevant content 
(recovery). They did not share similar clues that lead to very different (trajectories) 
during their search paths. Low literacy users mental representations of the categories 
were a mismatch to the system (Representation).  Finally, low literacy users had 
several reasons to abandon an information search task, (a) unable to find the 
information, (b) unable to recover from a mistake, (c) mental representation of the 
categories being a mismatch to the systems representation, (d) being satisfied quickly.  

In conclusion, low literacy users demonstrated a critically different strategy from 
high literacy users when searching information using the “Adviceguide” website. 
They spend a lot of time reading instead of scanning, usually terminating the search 
before finding the right information.  Verification was inexistent and a recurrent 
attitude to give up and terminate the search was presented. Their ability to recover 



80 N. Kodagoda, B.L. William Wong, and N. Kahan 

from encountering wrong information was very low and they demonstrated a very 
narrow focus in all the cases.  These behavioural patterns provoked low literacy users 
to use different search paths or trajectories.  

These characteristics might help understand the low literacy user information 
seeking behaviour.  Better interfaces design should help reduce low literacy users 
memory load, while maintain their attention by presenting less textual information; 
use high level linked clusters to afford rapid scanning so that they can see overall 
relationship structure; text which is simple to read; use of visual and audio where 
appropriate; assist users to recover from a search; try to match users mental 
perception with the interface design.    
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Abstract. When a person, due to brain injury or other disease, suffers in his or 
her ability to speak, it becomes inherently cumbersome to share needs, 
emotions, and experiences through personal stories and social interaction. We 
report on our early design exploration to share everyday experiences by photos 
for people having expressive aphasia. We also introduce the concept of a 
multimodal narrative template to help persons with aphasia to reconstruct their 
experiences and hence promote face-to-face communication and social 
interaction from everyday activities. 
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1   Introduction 

Much of our social life consists of sharing daily stories with other people. However, 
sharing personal stories can be extremely difficult for people with limited verbal 
ability, such as those suffering from expressive aphasia. As a result, aphasia often 
leads to increased social isolation and possibly to depression. Enabling persons with 
aphasia to share their daily experiences will help them to become more socially active 
and to re-engage with their preferred life style. Aphasia is an acquired communication 
disorder that is caused by brain injury or trauma. Aphasia affects language 
comprehension and generation [4], such that people’s ability to express themselves 
verbally suffers. Speech Generating Devices (SGD) such as TouchSpeak [6] are 
widely used in aphasia therapy as well as during the post-therapy period though there 
are various limitations of SGDs such as (a) They contain isolated symbols whose 
meanings have to be learned and need to retrieve phrases or words to construct 
meaning which supports very simple stories. Therefore, these activities pose cognitive 
challenges for the users. (b) SGDs support needs-based interaction for functional 
communication. They lack the support for sharing experiences based on real-life 
events, which are key aspects to social interaction. 

Sharing experiences from real-life events require evidence captured in different 
forms such as photos. Photographs have several functions such as preserving 
memories about the past, narrating and organizing everyday experiences, and 
communicating and building social relations [3]. Photography has been proposed 
within ‘Aphasia Talks’ [5] as a way of facilitating self-expression in persons with 
aphasia for reintegration, improving socialization and allowing recreation. The issue 
of how people with special needs can be empowered to use photos to share experience 
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does not yet seem to have been explored in depth. A study has been reported to help 
persons with aphasia in building stories [2]. However, there were several limitations 
of the prototype such as the editing has to be done at the time of capture and lack of 
support for organizing the captured photos. Moreover, the story-building task was 
limited just by adding simple emoticons or sound and lacking the support to build a 
meaningful narrative for persons with aphasia. Therefore, our objective is to design a 
supporting system for sharing personal experiences by taking into account the 
limitations described above. 

2   Design Process 

Several design methods have been used to design for aphasics [1]. As a first step in 
the design process, it became essential to ascertain how aphasics and their partners are 
involved in the communication process. Moreover, we wanted to explore how photos 
could be used to share experience for aphasics and their communication partners.  
 

Contextual Interview. We interviewed an aphasic (Gender: Male, Age: 65+) and his 
partner. He has been living with aphasia for seven years and he has problems in 
finding appropriate words and depends on his partner for confirmation. In response to 
the question of how the aphasic shared his past events, he said that he could not share 
due to his inability to express by words and lack of alternative support. Later on, his 
partner added that, he could not retell anything that he heard, saw or experienced. In 
such cases, captured photos could be helpful for sharing his experience. His partner 
also added, ‘…You would have used it if you were not able to communicate as you are 
now’. The aphasic also emphasized that it (i.e. sharing experience through photos) 
would be helpful for other aphasics who can barely speak.  
 

Sharing Experience through Photos. The final part of the interview consisted of an 
experiment to explore how the aphasic would tell stories from photos. First, he was 
shown a single picture where an old woman was playing cards and we tried to find 
out what he would tell if he would show this picture to others. He expressed that if he 
finds that the other person (‘who’) in the picture is not familiar, he would tell that first 
and then ‘what' he/she/it is doing. If the person or object displayed on the picture is 
familiar to him, then the most important thing is to tell ‘what’ it is or he/she is doing. 
When he used pictures that he was familiar with, he naturally started to narrate about 
these pictures such as who they were in the picture and how they were related to him. 
This was observed when he showed two pictures that were hanging on the wall, a 
picture of his partner and her sisters, and a picture of his partner and her tennis group. 
Therefore, providing personally relevant cues with ‘who’ and ‘what’ would help him 
to share if he was unable to find personal relevance of the pictures. Later on, a series 
of four pictures were shown in order to find out whether or not he would combine 
those pictures into a larger story. He reflected on the pictures separately, since he did 
not consider that there was a meaningful connection between them.  
 

Insights from the Interview. The key implications are summarized below:  
 

• Photos can be used to capture and report past events for aphasics. Identifying 
‘who’ and ‘what’ property from photos would be the first step for building and 
narrating an experience.  
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• Contextually rich image could invoke memories of the aphasics and 
consequently could help them to express their experiences. The contextually 
rich image should have clear personal association for aphasics. 

• Support should be provided for ‘why’ and ‘how’ questions, that is why a picture 
has been taken and how it relates to a particular experience of aphasics. 

 
Concept Design and Evaluation. We realized that it was not easy to intensively 
engage aphasics and elicit design requirements. Therefore, we did an experiment with 
a non-aphasic person to understand aphasic’s experience and sharing capabilities. Our 
goal was to generate design requirements and later validate those with speech 
therapists. A voluntary non-aphasic participant was asked to capture daily 
experiences, later share it with us in a less familiar language, and act as if that he 
could only use his left hand for gesturing like aphasics. The experiment was done 
over two days. After the participant shared the experience in French (since he was less 
familiar with French language) from the captured photos, we expressed what we 
understood from what the participant told. The photos captured were related to his 
daily activities such as having lunch with friends, doing household work etc. It was 
observed that the participants had difficulties in expressing. He clustered the photos 
according to related activities and time to reflect each of them as a coherent story. The 
participant took in total eleven pictures that constituted two different stories. Since he 
was having problem in narrating the experience, he was given a template (template 
contains a grid such as who, where, what, emotion etc.) to help building the narrative. 
It was deduced that it was much easier for him to add relevant picture(s) for indicating 
and for us to understand the context as a whole story. The participant realized that he 
could take some more relevant pictures to express the right thing. However, next day 
he took ten pictures to tell three different stories. He also realized that he missed some 
joining phrases to tell experience from photos. It was also revealed that not many 
pictures were required to share the key daily experiences. 

Based on the above findings we have designed an application that could help 
persons with aphasia to organize, build and share personal experiences from everyday 
photos. Firstly, the application helps to organize captured photos according to clusters 
on date and time to find out related events. The right side panel shows the most recent 
captured information (date and time) which is extracted from digital photos. 
Moreover, photos can be retrieved according to different clusters such as ‘who’, 
‘where’ ‘what’. Each of these clusters are subdivided into some basic categories such 
as ‘who’ cluster contains picture of family, friends and others. To help in building 
narrative of experiences a template is provided. The template has the option to fill 
appropriate picture according to ‘who’, ‘where’, ‘what’ and ‘emotion property’ (see 
Fig. 1). The template is a guided approach to construct a particular experience. If 
required the user can edit individual picture with text or inbuilt icons. There is an 
option for adding other media such as sound, video fragments if they are captured 
since these will enrich the understanding of the target experience by contextualizing it 
to others. In Fig 1, an example is shown where a narrative is constructed using the 
template. The relevant part of the template is filled to tell about the person, Pintu who 
is in the birthday party and the narrator is enjoying. This template helps to build photo 
driven or event driven narrative depending on the preference of users.  
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Designing an appropriate interface for person with aphasia is challenging and needs 
iterations. We are still refining the conceptual prototype by evaluating it with speech 
therapists. Based on the feedback we will develop a working system. An appropriate 
capturing device will be designed to actively capture contextually rich images, which 
can easily be operated by one hand. The complete system (capturing, editing and 
sharing) will be evaluated in field tests with aphasics and their communication 
partner(s). 

 

                         

 

Fig. 1. Snapshot of the interface (top), a template to build a multimodal narrative of experiences 
(bottom) 
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Abstract. Physical attractiveness is an important cue for social interaction. Psy-
chology studies have long shown that physical attractiveness can elicit positive 
personality attributions as well as positive behaviour towards other people. This 
effect is explained by the attractiveness stereotype. In this paper, we investigate 
whether this stereotype apply to the interaction with virtual agents. We report 
the results of two experiments where the attractiveness stereotype was tested 
with and without interaction with the agent. Results indicate a strong effect of 
the attractiveness stereotype, showing that users tend to form and maintain a 
better evaluation of attractive agents than of unattractive ones independent of 
actual interaction with the agent or the agents’ ethnicity. Implications for design 
are discussed.   

Keywords: Embodied conversational agents, user evaluation, virtual bodies. 

1   Introduction 

Since the media equation paradigm posited a link between computers and social ac-
tors [1], a large corpus of research has investigated the role of social cognition in HCI 
[2, 3]. Embodied Conversational Agents (ECA’s) are a favourite target for this type of 
research as their anthropomorphic aspect tends to elicit social inference. There is evi-
dence that virtual bodies carry with them stereotypical attributions and that users re-
spond differently to ECA’s based on their gender [4, 5], age [5, 6], and ethnicity  
[2, 5]. Stereotypes are widely shared generalisations about people as members of a 
social group, whereby group members are attributed similar characteristics on the ba-
sis of the categories to which they belong regardless of actual variation [8]. Stereo-
types strongly influence social behaviour by providing default setting information for 
perception and action. Stereotype-based expectations are also believed to shape per-
sonality development due to social pressure [9]. 

In this paper, we investigate the effect of the attractiveness stereotype on the per-
ception of, and behaviour with, ECA’s. According to the attractiveness stereotype, nice 
looking people are perceived as more socially competent, more intelligent, friendlier, 
and more successful in life than less attractive people. Results of two experiments pro-
vided strong evidence that users apply the attractiveness stereotype in the evaluation of 
ECA’s, independently of actual interaction with the agent or its ethnicity. 
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2   Related Work 

Despite popular belief that “beauty is in the eye of the beholder”, social scientists 
have demonstrated that attractiveness is defined by social consensus both within and 
across cultures and independently of gender [10]. Three main factors make a face at-
tractive: symmetry, averageness and sexual dimorphism [11]. The more symmetrical 
a face is, then the more attractive it is perceived to be. Averageness refers to typicality 
of traits constituting a face, whereas sexual dimorphism signals the reproductive po-
tential and sexual maturity of an individual. Research on sexual dimorphism suggests 
that attractive feminine traits corresponds to large eyes, high eyebrows, full lips, small 
nose, small chin, prominent cheekbones and narrow cheeks. Whilst, masculine traits 
such as square chins, thin lips, small eyes, and thick brows tend to signal dominance 
and status which enhance their mating value. 

One of the earliest evidence of the attractiveness stereotype was reported by Dion 
and colleagues [12]. The authors asked participants to rate three photographs of  
fellow undergraduate students in terms of personality traits and behavioural character-
istics. The stimuli differed on physical attractiveness: one picture represented an unat-
tractive face, the second an average looking face, and the third an attractive face.  
Participants consistently attributed to attractive individuals more socially desirable 
traits than to unattractive individuals. Attractive individuals were also deemed to lead 
better lives in terms of occupational success and relationship satisfaction than their 
unattractive counterparts. Since this work, a large corpus of psychological research 
has investigated the reliability of the attractiveness stereotype. This research can be 
differentiated into three main streams according to objectives and methodology.  

The first stream focused on the definition of the content of the stereotype adopting 
the stranger-attribution paradigm [7, 9]. Participants were invited to rate personality 
traits, as well as behavioural, social and emotional characteristics of hypothetical in-
dividuals depicted in photographs, sometimes enriched by minimal written informa-
tion. Two independent meta-analyses of the stranger-attribution literature confirmed 
the strength of the attractiveness stereotype independently of gender and age of both 
evaluators and targets [7, 9]. Both meta-analyses concentrated on North American 
participants and highlighted very similar trait components of the stereotype [13]. 
Large to medium sized effects were found on all dimensions related to social behav-
iour, confirming that attractive people are perceived as possessing better social skills, 
and being more popular and more extrovert than unattractive individuals. Large ef-
fects also appeared in the perception of sexual warmth, suggesting that attractive  
people, and in particular attractive females, are perceived as being more sexually re-
sponsive. Medium sized effects were evinced for dimensions related to cognitive 
skills and dominance: attractive people are perceived as more intelligent, rational and 
bright, as well as being more dominant and assertive than unattractive people. No  
effect of attractiveness was found on character perception (e.g., trustworthiness, sin-
cerity and honesty) or on concern for other. Negative effects emerged on modesty, 
implying that attractive people are perceived as vainer than unattractive people.  

The second stream of research [9] investigated the objectivity of the attractiveness 
stereotype via correlational research looking at the relationship between self-rated at-
tractiveness and measures of personality, social skills and mental ability. A meta-
analysis of this research provided evidence in favour of the attractiveness stereotype 
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only with regard to personality traits related to social behavior (e.g., loneliness, self-
consciousness and social anxiety), social behavior measures (e.g., number of friends 
and popularity with the opposite sex), and self-reported measures of sexual permis-
siveness. 

The third research stream extended the stranger-attribution literature to more  
ecologically valid situations [10] with studies of social interaction, whereby the at-
tractiveness stereotype was measured after actual interaction with a target. A set of 
meta-analyses revealed the persistence of the attractiveness stereotype even when the 
perceiver could make an informed judgment [10]. Attractive individuals (child or 
adult) were evaluated and treated more favourably than unattractive individuals by 
other people, even by those who knew them. These meta-analyses also revealed that 
attractive adults and children tended to display significantly more positive behavior 
than unattractive individuals.  

Several theoretical frameworks have been invoked to explain the attractiveness 
stereotype. Fitness-related evolutionary theories posit that attractiveness is linked to 
health and reproduction fitness [10]. On the contrary, social expectancy theories stress  
the influence of socialization mechanisms, claiming that expectations about an attrac-
tive person influence people’s interaction with that person who eventually change 
their self-perception and behavior in line with the social expectations [10]. Although 
no individual theory seems to explain the complexity of the effect, there is no doubt 
that attractiveness is a powerful and cultural independent cue driving interaction [10, 
13].  

A growing number of studies have investigated social affordances of ‘virtual bod-
ies’, showing that their demographics subtlety affect user behaviour. For example, 
people tended to be more influenced by a virtual agent of the opposite sex [4] and pre-
ferred interacting with an agent of their same ethnicity [2, 5]. Attractive agents were 
regarded by users as being more persuasive and effective sales agents in purchasing 
goods [14]. A relevant corpus of research has addressed the perception of avatars, as 
mediators of human-human interaction in virtual environments [15, 16]. Results 
showed that people tended to perceive feminine avatars as being more attractive than 
masculine avatars, and anthropomorphic avatars as being more credible and attractive 
[15]. In online dating environments, users tended to create more attractive avatars, 
and  participants represented by attractive avatars were more willing to approach 
members of the opposite gender [17, 18]. Investigations into user behaviour in Second 
Life [19] have found that users report on making their avatars not only similar, but 
also somewhat more attractive than themselves. Such users with avatars that are more 
attractive than their real selves reported being more outgoing, extrovert, loud, and 
risk-takers in Second Life than in real life [19]. 

3   Experiment 1 

This experiment was designed to test the reliability of the attractiveness stereotype in 
the evaluation of ECA’s within the stranger-attribution paradigm. It applied as closely 
as possible the procedure proposed by [12] for stimuli selection and testing but it used 
pictures of agent faces instead of real faces. Similarly to the original study, which  
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selected photographs from a University yearbook, the agent faces were selected from 
a large data-base of agent embodiments used in ECA research [6]. Contrary to [12], 
however, only female faces were tested as the variance in attractiveness and realism 
of male faces was more limited and did not allow proper differentiation between 
stimuli. Based on the face-to-face literature, we formulated the following hypothesis: 
(H1) Attractiveness will affect the initial impressions on embodied conversational 
agents: the more attractive the virtual agent, the more positive the user evaluation.  

3.1   Method 

Participants and Design. A total of 30 students at the University of Manchester (15 
Male, 15 Female) took part in the experiment. Approximately 36% of participants 
were 18-25 years old, and the rest were between 26 and 35 years old. Attractiveness 
(3) was manipulated within–subjects. All participants evaluated three agents 
(attractive, average and unattractive).  
 
Stimulus Materials. Six pictures of young female agents were used as stimuli in the 
study. These pictures were previously rated for attractiveness and realism by 545 in-
dependent evaluators. The 6 pictures were selected following the procedure applied in 
[12]. The 6 agents were assigned to one of two sets, each containing one attractive, 
one average and one unattractive face (Table 1). 

Table 1. Agents used in the study 

Agent Set 1 

   
Attractiveness: 1.68 Attractiveness: 3.09 Attractiveness: 4.63 
Realism: 1.98 Realism: 3.71 Realism: 4.39 

 
Agent Set 2 

   
Attractiveness: 2.02 Attractiveness: 3.23 Attractiveness: 4.15 
Realism: 2.39 Realism: 3.04 Realism: 3.37 
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The following selection criteria were applied: (a) human-looking faces from a white 
ethnic background; (b) high inter-rater agreement as to their physical attractiveness; 
(c) faces representing the very attractive and the very unattractive target were not at 
the extreme end of the attractiveness distribution; (d) faces had a neutral expression 
and; (e) neck and shoulders were displayed in the picture.  
 
Procedure. The experiment took place in a usability laboratory. Participants were in-
troduced to it as a study looking into the user’s opinion of ECA’s. Before the experi-
ment, each participant was shown a short video giving examples of four online agents 
available on the Internet and invited to provide comments on them. They were then 
shown one of the three pictures from either agent set 1 or set 2 on a computer screen 
and invited to evaluate them filling an on-line questionnaire. Presentation order was 
randomized and each picture was visible in a prominent position of the screen until 
the participants submitted the questionnaire. On completion, participants were pre-
sented with all three images of the agents they had evaluated and asked further ques-
tions about their physical appearance. 
 

Dependent Variables. Participants were invited to record their impressions of each 
face along 7 dimensions. A measure of physical attractiveness was collected to vali-
date the reliability of the experimental manipulation. It was measured by the relevant 
sub-scale of the Interpersonal Interaction Scale [20]. Social competence (unsociable – 
sociable, unfriendly – friendly, introvert – extrovert), intellectual competence (unin-
telligent – intelligent, emotional - rational, unambitious – ambitious), social adjust-
ment (unstable – stable, immature – mature, poorly adjusted – well adjusted), potency 
(weak – strong, unassertive – assertive, submissive – dominant) and integrity (dishon-
est – honest, untrustworthy – trustworthy, insincere – sincere) were measured for hy-
potheses testing. These dimensions are well-known components of the attractiveness 
stereotype [13] and were used in this study as they may also apply to the evaluation of 
ECA’s. The items within this investigation were taken from [13]. Anthropomorphism 
was measured by two likert-items (The Agent is human Like, The agent is machine 
like) from [21].  

3.2   Results 

Reliability analyses returned satisfactory results for each dimension tested in the study 
and each level of attractiveness (Cronbach alpha > 0.80). Seven indexes were com-
puted averaging scores on individual items for each attractiveness level. Mean scores 
were entered as dependent variables into seven 3*2 mixed-design ANOVAs, with at-
tractiveness (3) as within-subjects factor and agent-set (2) as between-subjects factor. 
Linear contrasts were run to test the difference between consecutive values of attrac-
tiveness based on a linear model [22]. Partial eta-squared (η2) was computed as  
estimate of effect size. Partial η2 = .01 indicate small effects, partial η2 = .06 medium 
effects, and partial η2 = 14 large effects [23]. 
 
Manipulation Check. The ANOVA on physical attractiveness returned a very strong 
effect for agent attractiveness (F(2,56) = 135.88, p < 0.001, partial η2 = .83), and a sig-
nificant interaction attractiveness * agent-set (F(2,56) = 12.29, p < 0.001, partial η2 = 
.31). The interaction was due to the unequal distribution of attractiveness levels  
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Fig. 1. Physical attractiveness scores as a function of experimental conditions 

between the two agent-sets (Fig. 1). Although a significant linear trend was evident in 
each agent-set, the relative difference between attractiveness levels differed.  
 
Test of Hypotheses. Perception of social competence was strongly influenced by at-
tractiveness, F(2,56) = 97.68, p < 0.001, partial η2 = .77, with no interaction effect. Par-
ticipants’ evaluations increased linearly showing an improvement of about 1.5 points 
between consecutive levels of attractiveness.  

The evaluation of intellectual competence and social adjustment revealed very 
similar patterns (Fig. 2). Both ANOVAs indicated a large main effect of attractiveness 
(in the order, F(2,56) = 51.99, p < 0.001, partial η2 = .65; F(2,56) = 45.52, p < 0.001, par-
tial η2 = .62) and a significant 2-way interaction attractiveness * agent-set (F(2,56) = 
7.22, p < 0.01, partial η2 = .21; F(2,56) = 9.19, p < 0.001, partial η2 = .25). 

Although each agent set was affected by a significant linear trend, the increase be-
tween consecutive values of attractiveness was different. Set 2 followed a straight 
line, while the relative increase between the unattractive and the average looking 
agent in set1 was much larger than any other comparison, probably due to the lowest 
attractiveness scores of this agent. 

Participants evaluated more attractive agents systematically better on the integrity 
dimension, F(2,56) = 54.5, p < 0.001, partial η2 = .66. The amount of improvement dif-
fered between the two agent-sets as reflected by the significant interaction attractive-
ness * agent set, F(2,56) = 3.3, p < 0.05, partial η2 = .12 (Fig. 3). The evaluation of 
agents in set 1 was more strongly affected by attractiveness than the evaluation of 
agents in set 2. Both sets however returned significant results to the linear trend test.  

The ANOVA on potency as dependent variable displayed a different trend of  
results, due to the large interaction effect attractiveness * agent-set, F(2,56) = 7.52,  
p < 0.05, partial η2 = .21. Set 1 followed the linear trend evinced in all other analy-
ses. In contrast, the most unattractive agent of set 2 was assigned the highest level 
on potency. 
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Fig. 2. Intellectual competence and social adjustment as a function of experimental conditions 
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Fig. 3. Integrity and Potency scores as a function of experimental conditions 

Anthropomorphism returned only a large main effect for attractiveness (F(2,56) = 
41.59, p < 0.001, partial η2 = .59). Both agent set 1 and 2 indicated a significant linear 
trend, but the increase varied between consecutive values of attractiveness.  

3.3   Conclusion  

The study provided strong support to the hypothesis that the attractiveness stereotype 
applies to ECA’s, following the stranger attribution paradigm [7, 9, 13]. The compo-
nents of the stereotype closely mirrored those of real humans. The large effect sizes 
for social competence, social adjustment and intellectual competence equalled the ef-
fect sizes reported in social psychology experiments. On the contrary, the effect size 
for integrity was much larger than that reported in studies with real human-beings. 
This suggests that the association between trustworthiness and beauty may be exas-
perated when the target is artificial and thus susceptible to limited attributions of  
intentionality.  
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The only exception to the attractiveness stereotype was the dimension of potency. 
This variable was found to be subject to variation also in studies with real human be-
ings and it was hypothesised to reflect the North American stereotype which may not 
apply to collectivistic cultures [13]. The sample tested in our study was evenly split be-
tween Europeans and people from Eastern countries who may pay more attention to 
collectivistic values. However, the lack of effect on potency may also be due to the 
specific target analysed in this study. Indeed, it is reasonable to believe that potency as-
sumes differential valence when applied to artificial agents or to real human beings. 
Users want ECA’s to serve them [24]. Hence, in this context, dominance, assertiveness 
and strength may be associated to negative traits rather than to positive ones. This hy-
pothesis was supported by several comments reported by participants during the final 
interview which highlighted difficulties in understanding and rating the dimension. 

4   Experiment 2 

To address the reliability of the attractiveness stereotype towards ECA’s in a more 
ecological setting, a second experiment was designed whereby evaluations were col-
lected before and after actual interaction with the agent [10] Participants were invited 
to engage in a spontaneous conversation with an embodied chatterbot for 10 minutes. 
Given the very strong impact of attractiveness on first impression of ECA’s evinced 
in experiment one, and following the interaction studies literature [10] we hypothe-
sized that (H1) an advantage of attractive agents over unattractive agents would be 
evident also after actual interaction with the agent. However, we also expected that 
(H2) the effect should be weaker after interaction as participants acquired more con-
textualized information to inform their evaluation. Therefore, we predicted to find 
smaller differences between the evaluation of attractive and unattractive agents after 
usage. This decrease was expected to be associated to (H3) a more negative view of 
the attractive agents after interaction, as they may pay the price of the high expecta-
tions raised at first impressions.  

To account for the problems evinced in study 1 using existing embodiments, the 
stimuli for experiment 2 were created by manipulating the appearance existing agents.  

4.1   Method 

Participants. Forty-eight students (21 female, and 27 male) at the University of Man-
chester participated in this experiment. Over 60% of participants were 26-35 years of 
age, and around 30% were 18-25. Participants were randomly assigned to experimen-
tal conditions in equal size groups. 

Stimuli. Six Oddcast female agents of different races were systematically manipulated 
to decrease their physical attractiveness, based on the literature on facial attraction. 
Modification criteria are summarised in Table 2 below. A total of 15 agents were 
designed and pilot tested for attractiveness and realism with a sample of 58 
participants. Four stimuli were selected from two models (one White and one Black 
female) which achieved the highest difference between the most and the least attractive 
pairs (Table 2). 
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Table 2. Attractive and Unattractive Agents 

Attractive Agent Unattractive Agent 
Nose - Proportional to face. Nose - Widened by 50%. 
Lips - Full. Lips - Thinned by 25%. 
Symmetry - Head and shoulders pro-
portional to each other. 

Asymmetry - Head width reduced by 
16.5%. Head height reduced by 25%. 
Shoulder width increased by 30%.  

  
Attractiveness: 4.98 Attractiveness: 2.86 

Realism: 4.78 Realism: 3.31 

  
Attractiveness: 4.76 Attractiveness: 2.76 

Realism: 4.28 Realism: 3.28 

 
Design. The experiment was based on a 2*2*2 design. Agents’ attractiveness 
(attractive vs. unattractive) and ethnicity (white vs. black) were manipulated between-
subjects. Evaluations were collected prior and after interaction with the agents.  

Procedure. Participants were introduced to the experiment as a user evaluation of 
ECA’s. Prior interaction, participants were required to evaluate a static image of one 
of the four targets using the same array of instruments employed in experiment one. 
Then, they were invited to chat with the agent on any topic they pleased for 10 
minutes and left alone in the laboratory. The user wrote their input into a conversation 
window, whereas the agent spoke its answer back. Finally, participants evaluated the 
agent image using all the evaluation instruments. 

4.2   Results 

Mean scores were computed for all 7 dimensions measured in the pre- and post-test 
(Cronbach alpha > 0.80). Mean scores were entered into 7 mixed-design ANOVAs 
with Attractiveness (2) and Ethnicity (2) as between-subjects factors and Time (2) as 
within-subjects factors.  
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Manipulation Check. The ANOVA on physical attractiveness returned only a strong 
main effect for attractiveness, F(1,44) = 46.23, p < 0.001, partial η2 = .51, supporting 
the reliability of the manipulation (mean difference = 1.15). 

Test of Hypotheses. The analysis of social competence indicated a large main effect 
of attractiveness (F(1,44) = 48.38, p < 0.001, partial η2 = .52) and evaluation time (F(1,44) 
= 23.79, p < 0.001, partial η2 = .35). The interaction attractiveness * time was also 
significant, F(1,44) = 6.63, p < 0.001, partial η2 = .13. Fig. 4 reports mean and standard 
errors. (score values on social competence as a function of attractiveness and time). It 
is evident that participants gave better evaluation to the most attractive agents; and 
their evaluation improved after the interaction. However, this effect was mostly due to 
people who interacted with the unattractive agent, as they improved their evaluation 
significantly more (mean = difference .95) than participants who interacted with the 
attractive avatar (mean difference = .25).  

The analysis on integrity returned similar results, although all effect sizes were 
smaller. The main effect of attractiveness (F(1,44) = 9.76, p < 0.01, partial η2 = .18) and 
evaluation time (F(1,44) = 16.25, p < 0.001, partial η2 = .27) were significant. Attractive 
agents were evaluated better than unattractive ones (Fig. 4). The evaluation improved 
with time especially for unattractive agents, although the interaction does not reach 
statistical significance (p = .11).  
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Fig. 4. Social competence and Integrity scores as a function of experimental conditions 

The ANOVAs on intellectual competence (IC), social adjustment (SA) and an-
thropomorphism (A) returned significant effects for attractiveness (IC; F(1,44) = 10.14, 
p < 0.01, partial η2 = .19; SA: F(1,44) = 18.45, p < 0.001, partial η2 = .29; A: F(1,44) = 
16.79, p < 0.001, partial η2 = .28) and time (IC: F(1,44) = 12.49, p < 0.01, partial η2 = .16; 
SA: F(1,44) = 8.64, p < 0.05, partial η2 = .16; A: F(1,44) = 152.69, p < 0.001, partial η2 = 
.77). Attractive agents were evaluated systematically better than unattractive agents in  
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Fig. 5. Social Adjustment, Intellectual Competence and Anthropomorphism scores as a func-
tion of experimental conditions 

all dimensions (Fig. 5). All evaluations significantly decreased after interaction. This 
drop was particular drastic in the case of anthropomorphism, as evinced by the higher 
effect size (A mean difference = .65). 

The evaluation of potency followed a completely different pattern, showing a me-
dium sized effect for ethnicity (F(1,44) = 7.54, p < 0.01, partial η2 = .14) and a margin-
ally significant interaction ethnicity * attractiveness (F(1,44) = 3.74, p = 0.06, partial η2 

= .08). The interaction effect was due to the unattractive white agent being scored 
lowest in potency and to the unattractive black agent being scored highest.  

4.3   Conclusion 

Results of study 2 are summarized in Table 3, which displays effect sizes of signifi-
cant effects. The effect of attractiveness (A) is robust showing that attractive agents 
are regarded better in all experimental dimensions, confirming H1. Participants 
changed their evaluation over time (T), but the direction of this change differed ac-
cording to the dimension. In particular, social competence and integrity increased, 
whereas intellectual competence, social adjustment and anthropomorphism decreased. 
Thus, we reject H2 and H3.  

Table 3. Summary of Experiment 2 results 

 A T E A*T A*E 
     Physical Attractiveness .51     

Social Competence .52 T1<T2  .35  .13  
Social Adjustment .29 T1>T2  .16    
Intellectual Competence .19 T1>T2  .22    
Potency   .15   
Integrity .18  T1<T2 .27    
Anthropomorphism .28  T1>T2 .77    
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The only exception to the attractiveness stereotype was the dimension of potency, 
which also returned the only effect of ethnicity (E) found in the experiment. We argue 
that this dimension is rather subjective as participants may interpret it as being either 
a positive or negative trait in relation to an agent. It is worth noting that the agent’s 
ethnicity did not have any major effect on the other dimensions.  

5   Discussion 

This paper contributes to the emerging literature on social implications of ECA’s by 
showing that virtual bodies afford the attractiveness stereotype. This effect is very 
strong in first impressions (experiment 1 and experiment 2), but it pertains also to ac-
tual interaction (experiment 2). As in real life interaction, the stereotype particularly 
influences people’s opinion of social competence, social adjustment and intellectual 
competence. The effect on integrity is generally stronger that in real life study, show-
ing that appearance may influence character perception more strongly in ECA’s than 
in real human beings, probably because ECA’s are perceived as not to have hidden 
motives and agenda. Finally, the attributes of potency was found to be unaffected by 
attractiveness, probably because this is a culturally relevant attribute, or because of 
the specific target of judgment.  

More research is needed to unveil the subtleties of user evaluation of embodied 
agents, this research provide some preliminary results and a methodology to foster 
this field.  
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Abstract. This paper investigates the impact of contradictory emotional content 
on people’s ability to identify the emotion expressed on avatar faces as 
compared to human faces. Participants saw emotional faces (human or avatar) 
coupled with emotional texts. The face and text could either display the same or 
different emotions. Participants were asked to identify the emotion on the face 
and in the text. While they correctly identified the emotion on human faces 
more often than on avatar faces, this difference was mostly due to the neutral 
avatar face. People were no better at identifying a facial expression when 
emotional information coming from two sources was the same than when it was 
different, regardless of whether the facial expression was displayed on a human 
face or on an avatar face. Finally, people were more sensitive to context when 
trying to identify the emotion in the accompanying text. 

Keywords: Emotions, avatars, virtual reality, collaborative virtual world, facial 
expression. 

1   Introduction 

The importance of emotional displays in face-to-face communication has led designers 
of virtual worlds and intelligent avatars to incorporate emotional states into their 
avatars. There have been various attempts to automate the recognition of a person’s 
emotional state in order to animate that person’s avatar with the proper emotional 
expression in real time. These attempts have included extracting the emotion from text 
[1], from voice cues [24] or through real-time facial tracking [2,9]. However, errors 
may potentially occur during these automated extractions – even real-time facial 
tracking could lead to errors if the person’s face is occluded in some way. If such an 
error occurs, people might be confronted with contradictory emotional information 
from an avatar. How would they react in such a situation?  

Researchers in human emotions have been studying the impact of contradictory 
emotional information for decades [10]. This early research was aimed at exploring 
the facial dominance theory. This theory, originally put forward in the 1960s by 
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Tomkins [27], states that there are a small number of prototypical facial expressions 
intrinsically associated with specific basic emotions (happiness, surprise, fear, anger, 
disgust, sadness, contempt) [see also 8,13,19]. According to this theory, people will 
use a person’s facial expression to base their decision on what emotion that person is 
feeling above any other source of information, as long as the facial expression is one 
of the basic emotions. Early research on people’s reactions to contradictions in 
emotional information seemed to support this theory [15]. However, Carroll and 
Russell [10] have suggested that this might at least partially be due to the 
experimental designs adopted. For example, by forcing participants to select an 
answer from a small set of prototypical emotions, previous researchers excluded the 
possibility that participants’ responses could have been something other than one of 
the basic emotions. By modifying several elements of the experimental design, 
including offering more choices and presenting the context orally, Carroll and Russell 
were able to produce situations where their participants tended to describe the facial 
expression by using the emotion contained in the scene description rather than the 
emotion supposedly displayed by the face. These results supported their theory of 
limited situational dominance, which states that assigning an emotion to someone is 
based not only on the facial expression but also on the context, and that there are no 
prototypical emotional facial expressions.  

More recently, De Gelder and Vroomen [12] presented a series of pictures ranging 
from happy to sad which they combined with a sad voice, a happy voice, or no voice. 
People responded more slowly when the emotions were mismatched. Voices had an 
impact on how a face was judged: a sad voice caused a happy face to be judged less 
happy and a happy voice caused a sad face to be judged less sad. This result appears 
to support the limited situational dominance theory. 

These studies have looked at how people interpret information presented on real 
human faces. We turn now to studies that used synthetic humans as stimuli. 

While research has shown that people can recognize emotions presented on avatar 
faces [6,21], results suggest that people have more difficulty identifying emotions that 
are presented on a virtual face as compared to a real human face [17,20,26; although 
see 3,4,5]. However, by varying the position of various facial elements, Fabri et al. 
[17] were able to find a virtual face whose recognition rate was similar to that of a 
human face for all of the emotions they tested. The only exception was that of disgust, 
which they attributed to the lack of detail in the avatar face, which couldn’t display 
the wrinkled nose normally associated with this emotion. 

Recent studies have investigated the impact of contradictory information in the 
presence of synthetic human faces or voices. Hong et al. [18], for example, paired 
neutral happy and sad voices with neutral happy and sad synthetic or real faces. Their 
results suggest that it was harder to identify emotions with contradictory than with 
congruent information. However, no statistical evidence was provided to support this 
hypothesis, which weakens the evidence considerably. 

Nass et al. [22] paired emotional human and digitized voices (happy, sad) with 
emotional text (happy, sad) such that the two either had congruent or contradictory  
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emotional content. When text and voice matched emotional content, people rated the 
content higher on emotion than when they did not match: happy stories were judged 
as happier and sad stories were judged as sadder. People also preferred content with 
matching stimuli, but found the stories more credible when the voice and text did not 
match. 

Creed and Beale [11] investigated the impact of mismatches between facial 
emotional content and vocal emotional content, combining an animated avatar face 
with a female human voice. They used happy, warm, neutral, and ‘concern’ emotions. 
Mismatched stimuli that had either a happy or a warm element, be it in the voice or 
the face, were judged warmer and happier than those that had no such element. 

The results from these three studies suggest that people viewing emotional avatar 
faces may be influenced by other contextual clues. However, the contradictory results 
from the studies concerning the impact of context on emotional identification for 
human faces and the paucity of studies on avatar faces leave us with many unanswered 
questions. In this paper, we set out to answer two main questions. Do people who are 
presented with contradictory emotional information identify the expression on a face 
differently than people who are presented with congruent emotional information? And 
does emotional information have a different impact depending on whether the 
displayed face is that of a human or that of an avatar?     

2   Method 

2.1   Participants 

The 56 participants were recruited from the student population of a local university in 
return for course credit. Four participants were removed, two because English was not 
their first language1 and two because they had made a mistake following instructions. 
The 52 remaining participants were placed randomly into four groups of nine females 
and four males each. Age varied between 17 and 51, with an average of 19.8 years. 

2.2   Stimuli 

Stimuli were static emotional images and short texts. The images were of a male 
avatar face and of a male human face showing five different emotions (anger, 
happiness, neutral, sadness, surprise). The avatar face (see Figure 1) is a Facial Action 
Coding System (FACS) [14] compliant face, originally created by Fabri et al. [17]. 
The facial expressions selected were based on an earlier experiment testing the 
recognition rate of various emotions [23].  

The human face images (see Figure 1) were taken from DaFEx, a database of 
animated human facial expressions [7]. From the DaFEx’s short clips, we selected 
single frames from movies made by the same actor. The selection criterion was to 
match as closely as possible the avatar’s facial expressions.  

                                                           
1 This was done in order to ensure that participants understood the list of emotion names 

presented to them. 
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Fig. 1. Surprised avatar and human faces 

The texts were short two-sentence comments as told from the point of view of the 
person represented by the avatar or the human face (see Figure 2). For each of the 
emotions, we created five texts. 

 

 
 
 
 

Fig. 2. Happy text #5 

We used 10 pictures (five avatar, five human) and 25 texts (5 for each emotion). 
Each facial emotion was associated with five texts of different emotional content. For 
example, the happy human face could be presented with a happy text (congruent 
situation) or with an angry, neutral, sad or surprised text (incongruent situations). The 
same texts were presented for the avatar and the human face in each condition (i.e., if 
sad text #4 was associated with a happy human face, it was also associated with a 
happy avatar face). 

2.3   Measures 

For each picture/text combination, participants were asked to accomplish two tasks. 
The ratings task consisted of judging each face on trustworthiness, sincerity, 
appropriateness, intensity, and convincingness. Because of the large amount of data 
created by this task, these results are not presented here. The identification task 
consisted of identifying the emotional content of the text and the image separately. 
This paper presents the results from the identification task only. The ratings and the 
identification tasks were presented on two different screens. 

2.4   Procedure 

Participants saw only human faces or avatar faces, but they all performed both the 
identification and the rating tasks. The order in which these tasks were presented was 

I applied for a really great job last week. They just 
called me to tell me that I got the job 
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counter-balanced to avoid serial position effects. Thus the four groups of participants 
were as follows: 

 
1. Avatar faces, identification first 
2. Avatar faces, ratings first 
3. Human faces, identification first 
4. Human faces, ratings first 

 
For the identification-first groups, the identification screen (Figure 3) was always 

presented first, followed immediately by the ratings screen (Figure 4). The order was 
reversed for the ratings-first groups. Participants were randomly assigned to one of 
these four groups. 

 

 

Fig. 3. Identification screen 

After noting the participants’ age and gender, the experimenter asked them to 
imagine either that they were using a text chat system that could display static images 
of chatters’ faces (for the human face conditions) or that they were in a virtual world 
where people communicated through text (for the avatar face conditions). They were 
asked to imagine that the person they were talking to had just typed a short text 
message and displayed the image to go with it, and that they would be asked to 
answer a series of questions on that person. 
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For each of the five emotions tested, the participant saw five combinations of 
image and text (one congruent and four incongruent), for a total of 25 stimuli. The 
order of the combined text and image stimuli was randomized for each subject. A 
computer application was used to present the text-face combinations. There was no 
limit on the amount of time that participants could take to answer the questions. 

 

 

Fig. 4. Ratings screen 

For the identification task, participants were asked to describe, separately, the 
emotional content of the text as well as of the face. To do this, they were asked to 
choose from a list of seven different possible emotions (angry, disgusted, fearful, 
happy, neutral, sad, surprised). There was also an “other” choice, in which case they 
were invited to type in the emotion they thought was displayed. In total, people 
entered an original emotion name that did not appear in the list 134 times for both 
faces and texts (approximately 5 percent of all answers).  

2.5   Apparatus 

The experiment was run on a Mac Powerbook G4 laptop with a 12-inch screen. A 
special application was created to present the stimuli and record the participants’ 
answers. The screen size of the image was 8 cm wide by 10.5 cm high. 
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3   Results 

In the following text, the “expected emotion” corresponds, for the faces, to the 
emotion typically associated to the facial expression according to Ekman and 
Friesen’s [14] FACS coding; and, for the texts, to the emotion originally assigned to 
the text by the researchers.  

3.1   Pictures 

In this section, we present the results for the identification of the emotions presented 
on the faces. We begin by checking whether the order of the two tasks (identification 
first or ratings first) had an impact on the identification task. We then verify whether 
people are assigning the expected emotion more often than another emotion for both 
face types. We next test to see if there is a difference in the identification task 
depending on the face type. Finally, we explore the impact of the various emotional 
texts (congruent and incongruent) on the identification of each facial expression.  

To test for any effects of presentation order, we compared the number of correct 
identifications made by participants in the groups who completed the ratings task first 
to the number made by participants in the groups who completed the identification 
task first. The ratings-task-first groups selected the expected emotion 559 times and 
some other emotion 91 times, while the identification-task-first group selected the 
expected emotion 535 times and some other emotion 115 times. This difference did 
not reach statistical significance (χ2 (1) = 3.3, p>0.05). Therefore we have ignored the 
task order in the following analyses.  

In order to ascertain the frequency with which participants assigned the expected 
emotions to the faces, we examined all participants’ responses to all the stimuli, both 
congruent and incongruent. This showed that participants gave the expected answer 
1094 times and gave another answer 206 times. This is significantly different (χ2 (1) = 
606.6, p<0.001). Contrary to Carroll and Russell’s [10] results, but in agreement with 
other studies [15], our participants overwhelmingly described the face as displaying 
the emotion typically associated with the facial expression.  

The data were then examined to determine if the performance of participants who 
saw a photorealistic face differed from that of participants who saw an avatar face. 
Participants in the photorealistic face condition selected the expected emotion 574 
times and they selected another emotion 76 times, while those in the avatar condition 
selected the expected emotion 520 times and another emotion 130 times. This 
difference is significant (χ2 (1) = 16.8, p<0.001). Participants in the photorealistic 
condition thus assigned the expected emotion to a human face more often than 
participants in the avatar condition.  

Table 1 presents the percentage of time people gave the expected emotion for the 
human and the avatar faces for each stimulus combination. For both the human and 
the avatar faces, participants had a strong tendency to assign the expected emotion to 
the face, with the exception of the sad human face and the neutral avatar face. 

In an effort to determine if performance differed between the human and the avatar 
faces on the various stimuli combinations, a series of Mann-Whitney U tests were 
performed.  To take into account the numerous pairwise comparisons undertaken, we 
adjusted the threshold to 0.001. There were significant differences between the human 
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and the avatar faces in the cases of the neutral face combined with an angry text 
(U=169, p<0.000) and the neutral face combined with a sad text (U=143, p<0.000). In 
both these cases, participants gave the expected emotion more often for the human 
face than for the avatar face. Perhaps this difference is due to our participants being 
more sensitive to context when presented with an avatar rather than a photorealistic 
face. Looking at the answers that people gave for the avatar face, we find that, for the 
neutral face combined with an angry text, the answers most often given were 
“neutral” (11 times) and “sad” (11 times), while for the neutral face combined with a 
sad text, the answers most often given were “sad” (14 times) and “neutral” (8 times). 
These results show that many people confused the avatar neutral face with a sad 
expression, particularly when the context was one of negative affect.   

Table 1. Percentage of people assigning the expected emotion to a facial expression, according 
to facial type, facial emotion, and text emotion (congruent stimuli are in bold) 

 Text  
Face Angry Happy Neutral Sad Surprised  
 Human Face Average 
Angry 84.6% 84.6% 92.3% 96.2% 92.3% 90.0% 
Happy 100% 100% 100% 100% 100% 100% 
Neutral 92.3% 96.2% 96.2% 88.5% 96.2% 93.9% 
Sad 69.2% 57.7% 57.7% 80.7% 65.4% 66.2% 
Surprised 88.5% 92.3% 88.5% 100% 88.5% 91.5% 
 Avatar Face  
Angry 84.6% 69.2% 65.4% 84.6% 80.8% 76.9% 
Happy 88.5% 100% 96.2% 96.2% 84.6% 93.1% 
Neutral 42.3% 69.2% 69.2% 30.8% 69.2% 56.2% 
Sad 80.8% 92.3% 76.9% 88.5% 76.9% 83.1% 
Surprised 92.3% 92.3% 88.5% 84.6% 96.2% 90.8% 

 
The faces that showed the most variance in percentage of expected responses as the 

accompanying text differed are the human sad face and the avatar neutral face. A 
Cochrane Q was used to assess any differences between the various stimuli 
combinations. It revealed marginally significant differences between the various texts 
combined with the human sad face (Q(4)=9.9, p=0.042). For the sad human face, the 
congruent condition increased somewhat people’s tendency to assign the expected 
emotion to that face as compared to incongruent conditions. In the case of the avatar 
neutral face, these differences were significant (Q(4) = 16.6, p=0.002). This appears 
to be due to the low recognition score for the sad text (30.8%). Removing this 
particular condition resulted in a non-significant Q (Q(3)=6.8, p=0.079). As noted 
earlier, when the neutral face was combined with a sad text, participants tended to 
assign a sad emotion as often as a neutral emotion to the avatar face. 

In summary, our participants chose the expected emotion more than any other 
emotion, and they did this more often for the human than for the avatar face. The 
difference between the two face types was greatest with the neutral expression – 
people tended to confuse the neutral avatar face with a sad face, especially when the 
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accompanying text contained a negative affect. Finally, the only face whose 
identification was different for congruent vs. incongruent emotion combinations was 
that of the human sad face, although this effect was marginal.  

3.2   Texts 

In this section, we look at how people perceived the emotions contained in the texts. 
As with the pictures, we begin by checking for any impact of task order on the text 
identification task. We then verify whether people were assigning the expected 
emotion to the texts and whether the facial type (human or avatar) had an impact on 
this identification task. Finally, we explore the impact of the accompanying facial 
expressions on the identification of each emotional text. 

Does task presentation order have an impact on the identification of the emotions 
contained in each text? The two groups who completed the ratings task first selected 
the expected emotion 465 times and some other emotion 185 times, while the two 
groups who completed the identification task first selected the expected emotion 488 
times and some other emotion 162 times. This difference was not significant (χ2 (1) = 
2.1, p>0.10). Therefore we ignored task order in the following analyses. 

In order to determine the degree to which participants assigned the expected 
emotion to the texts, we examined all participants’ responses to all of the congruent 
and incongruent stimuli. The expected emotion was assigned to the text 953 times and 
another emotion was provided 347 times. This difference was significant (χ2 (1) = 
282.5, p<0.001).  

Participants in the human face group chose the expected emotion 476 times (and 
another emotion 174 times) while the avatar group chose the expected emotion 477 
times (and another emotion 173 times). There is no significant difference between the 
two groups (χ2 (1) = 0.004).  

Since there was no difference between the two face-type conditions, we combined 
the data from the two conditions for the next analysis. Table 2 presents the percentage 
of participants who assigned the expected emotion to the texts for each stimulus 
combination. Was there a difference between the various emotion combinations for 
each emotional text? Assigning a threshold of 0.001, we found a significant difference 
between the various text and emotional face combinations for the angry text 
(Q(4)=18.9, p=0.001), the neutral text (Q(4) = 29.5, p<0.001), the sad text 
(Q(4)=61.8, p<0.001), and the surprised text (Q(4) =28.0, p<0.001). The only one that 
does not achieve significance is the happy text (Q(4)=10.9, p=0.027). Could these 
differences be due to people giving the expected emotion more often for the 
congruent stimuli as compared to the incongruent stimuli? In the case of the angry 
text, this appears to be the case. When the angry text is combined with an angry face, 
75% of the people gave the expected answer, while the number drops below 54% for 
the surprised, happy, and sad faces. Although 73% of people assigned the expected 
emotion to the neutral face combined with the angry text, this is not a true counter-
example, since the neutral face is de facto without an emotional expression. For that 
stimulus combination, the only source of emotional information should be the text, 
and so it is not surprising to see that the text emotion dominates. This pattern (high 
response rate for the congruent stimuli and the neutral face combined with the 
emotion text; low response rates for all other incongruent combinations) is also found 
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for the sad text. However, this is not the case for the surprised text, where not only 
does the congruent combination (surprised text and surprised face) not receive the 
highest percentage of identification (this goes rather to the combination of surprised 
text and sad face), but the neutral face combination shows the lowest rate of 
identification of the expected emotion. Finally, in the case of the neutral text, the 
percentage of people who chose the expected emotion was similar when it was 
accompanied by either the angry, neutral or sad face.  

Table 2. Percentage of people assigning the expected emotion to the text according to emotion 
in text and on face, for all groups (congruent stimuli are in bold) 

 Text 
Face Angry Happy Neutral Sad Surprised 
Angry 75.0% 73.1% 100% 42.3% 75.0% 
Happy 46.2% 94.2% 80.8% 44.2% 67.3% 
Neutral 73.1% 80.8% 98.1% 88.5% 46.2% 
Sad 46.2% 78.8% 96.2% 88.5% 88.5% 
Surprised 53.9% 76.9% 75.0% 63.5% 80.8% 
Average 58.9% 80.8% 90.0% 65.4% 71.6% 

 
In summary, our participants chose the expected emotion for the text more than 

any other emotion. There was no difference between the groups that saw a human 
face and those that saw an avatar face. People were sensitive to context: the 
percentage of people who gave the expected emotion varied significantly according to 
the accompanying face, except in the case of the happy texts. Congruent stimuli 
combinations were better recognized than incongruent stimuli combinations in the 
case of the angry and the sad text (although when the facial expression was neutral, 
people also gave the expected emotion at a very high rate), but not in the case of the 
neutral or the surprised texts.  

4   Discussion 

The main goal of this experiment was to investigate the impact contradictory 
emotional information might have on people’s ability to identify an emotion on a 
virtual or a human face.  

Our participants overwhelmingly assigned the expected emotion to the face, 
regardless of whether that face was a photorealistic human face or an avatar face, 
although people in the avatar condition were somewhat less likely to do so. However, 
the difference between the human and the avatar face was only significant for two 
stimuli combinations: a neutral face with a sad text and a neutral face with an angry 
text. In these conditions, many people tended to interpret the neutral avatar face as 
sad. Finally, while we might have expected that people would assign the expected 
emotion more often in the congruent condition, this was not the case. The only 
emotional face that showed some difference between the various stimuli combinations 
was the neutral avatar face and this result was due solely to the very low recognition 
rate when that face was paired with a sad text.  
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These results are different from those obtained by Carroll and Russell [10]. One 
possible explanation for this is the differences in the design of the two experiments. 
Carroll and Russell limited their stimuli to a few combinations of text and face 
emotions that could be mistaken for each other, while our stimuli contained a variety 
of emotion combinations, including some that could not be confused (e.g., happy and 
angry). In addition, our text stimuli were very short and presented visually, while 
Carroll and Russell’s were long and were read to the participants.  

Our results also differ from others that studied the impact of contradictory emotions 
using synthetic human faces or voices [11,18,22]. While Hong et al. [18] thought that 
there was a difference between congruent and incongruent data, we found no such 
difference. Nass et al. [22] found that people judged a specific emotion as more intense 
when presented with two congruent sources of emotional information as opposed to 
two incongruent sources. Creed and Beale [11] found that people judged a specific 
emotion as more intense in incongruent stimuli when at least one of the two sources of 
emotion contained that emotion than when neither source contained the emotion. 
However, our research differed from these last two in that they asked their participants 
to judge the intensity of each emotion on a scale, whereas we asked participants to 
name the emotion being presented. It is possible that we might have obtained similar 
results if we had asked people to judge each individual emotion on a scale2.  

Our results agree with the predictions made by the facial dominance theory [27]. 
Apart from the neutral avatar face, the majority of our participants assigned the 
expected emotion to the facial expression. In the case of the neutral face, combining it 
with a text containing a negative emotion caused a large number of our participants to 
interpret the face as sad. It is possible that some of the neutral avatar traits are 
somewhat similar to those on the sad face such that the inclusion of text with negative 
affect was enough to push some people into interpreting the neutral face as sad. 
However, these results do not necessarily support Carroll and Russell’s [10] limited 
situational dominance. If that had been the case, then the neutral face should have 
been interpreted as angry with the angry text and as sad with the sad text. This was 
not the case.  

In the case of assigning emotions to the texts, although our participants generally 
selected the expected emotion, the various combinations of facial expressions and text 
had more impact on people’s choices than they did when assigning emotions to the 
faces, except for the happy text. There were two cases where congruent stimuli (and a 
neutral face combined with an emotional text) were assigned the expected emotion 
more often than for incongruent stimuli: the angry text and the sad text. However, this 
was not the case for the surprised text or the neutral text. There are several possible 
explanations for these results. Our text stimuli were very short, using only two 
sentences to establish an emotion, compared to Carroll and Russell’s [10] use of a full 
paragraph to set the mood in their experiment. This may have resulted in ambiguous 
text stimuli, which would explain why people were more sensitive to the various 
combinations of facial expressions and text emotions. Another potential explanation is 
that people interpret others’ words based on several different input sources. Thus, if a 
person says they are angry and at the same time they are crying, the viewer may rightly 

                                                           
2 While we did have a question in the ratings task on intensity, this was overall intensity of the 

facial expression, not the intensity of each of the possible emotions. 
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conclude that the speaker is hurt and sad. This may have had an impact on how people 
interpreted the text stimuli. However, it is important to note that, for most of the stimuli 
combinations, a majority of people did select the expected emotion for the texts.  

In conclusion, people appear to interpret facial emotions in a similar way 
regardless of whether the face expressing the emotion is that of a human or of a 
medium fidelity avatar. The only exception was the avatar with a neutral face, which 
was more difficult to interpret in the presence of text with an unpleasant emotion. 
People are more sensitive to other sources of emotional information when trying to 
interpret the emotion in short texts, though people’s reactions differ depending on the 
emotion presented in the text.  

It is generally safe to use avatars for conveying emotions in an application, but care 
should be taken when attempting to convey neutrality. We cannot be sure if, in this 
case, the difficulty with the neutral avatar face was due to the particular avatar used. 
Independent testing of avatar facial expressions should therefore be performed prior 
to implementation.  
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Abstract. Emotions are an important part of the user experience in human ma-
chine interaction. More standardized methods of emotion measurement are re-
quired to assist in evaluating and comparing these experiences. This research 
introduces the concept of Emotional Bandwidth, a psychometric property of 
self-reported emotion measured through a continuous, quantitative slider. Emo-
tional Bandwidth is illustrated in a videoconference watching case study. The 
Shannon-Weaver measure of informational entropy was used to quantify the 
rating usage bandwidth, which relates to the number of levels of emotional rat-
ing effectively utilized by participants. Significant differences in rating usage 
strategy were found, with four groups being identified; across the four experi-
mental blocks, entropy either increased, decreased, remained constant or irregu-
lar. Emotional Bandwidth, the information-theoretic analysis of affect ratings 
collected with a continuous slider, may be used to characterize changes in par-
ticipants’ emotional self-rating during experiments and evaluations. 

Keywords: Emotional Bandwidth, Psychometrics, Self-reported Emotion,  
Information Theory, Affective Responses, Sliders, Evaluation. 

1   Introduction 

There is increasing focus on affective interfaces and associated emotions such as 
delight or frustration (eg., [1])., and yet there is no standardized and well-accepted 
way to characterise participants’ emotional responses. This work aims to contribute to 
a better understanding of self-reported emotion measurement using a continuous 
slider.  Recent work has proposed sliders to measure self-reported emotion [2]. We 
wish to extend this work, to examine: what are the behavioural characteristics of how 
people self-report their emotions with continuous sliders?  

Rating scales are often used to report participant experiences in tasks. Examples of 
self-reported scales include the NASA-TLX scale for mental workload assessment 
and Likert scales of agreement. These are often used to measure subjective effects 
after an experience. However, drawbacks of this method are that respondents are 
required to provide a summary of their experience, which may correspond to mode, 
average or end feelings [3]. Current methods of continuous self-report use sliders 
[2,4,5] and dials [6]. While continuous sliders have been used quite frequently to 
measure affective responses, relatively little attention has been paid to the properties 
of the ratings that are made using sliders. In this paper we introduce Emotional 
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Bandwidth, an entropy measure of informational complexity of rating scale usage that 
can reveal important properties of the scale and individual differences in its use. We 
report the results of a case study where self-reported ratings of affect (satisfaction) 
were collected using a slider, and where participants’ emotional bandwidth demon-
strated differences in rating scale usage. 

2   Emotion Bandwidth 

The capacity of participants’ scale usage is one type of behavioural characteristic 
concerning how people self-report their emotions[7]. Individuals can display varying 
capacities, which may change over time in response to the stimuli, environment and 
context. We use the Shannon-Weaver measure of informational entropy to quantify 
the rating usage bandwidth, which we refer to as Emotional Bandwidth. In this paper, 
the emotional bandwidth corresponds to the effective number of rating points or lev-
els utilized on the continuous slider scale1.  

Equations 1 and 2 show the informational entropy formula to determine Emotional 
Bandwidth: the number of levels utilized on the continuous slider scale. In this 
formula, n refers to the total number of levels on the scale, and p, to the proportion of 
the total time (x) spent at that level.  

 

entropy = -     p(xi) log2  p(xi) (1) 

emotional bandwidth = 2entropy (2) 

For example, if a scale has 7 levels and a participant used all levels equally often, the 
bandwidth score is 7. Those who use the equivalent of two levels would receive a 
bandwidth of two, regardless of whether those levels are -3 and -2, 1 and 5, or -3 and 
+3. These patterns are similar in their bandwidth capacity (binary view of emotional 
state) and that they differ in the strength of the levels reported. Other behavioural 
characteristics complement bandwidth, such as whether the individual tends to dwell 
on the positive or negative end of the scale (average), and whether the individual 
tends to use extreme or neutral levels (variance).  

Variance in ratings can be displayed as a histogram, or as an average with standard 
deviations.  A relative advantage of the emotional bandwidth score is that it is a single 
number, comparable across individuals, and across temporal blocks as participants 
progress through an experiment or evaluation. Moreover, bandwidth does not depend 
on the level placement in the scale. In the case mentioned above, the variance of the 
first individual would be large (moving between -3 and 3) and the second (moving 
between -1 and 1) would be small, which misses their similar binary capacity. 

3   Case Study 

Ranjan, Birnholz and Balakrishnan [8] carried out a study to compare the effective-
ness of automatic multi-camera capture of a meeting with cinematographic rules  
                                                           
1 Emotion Bandwidth has been used to refer to the richness of a media channel such as video or 

text. For e.g., http://www.kapor.com/writing/Emotional-Bandwdith.htm  

n 

Σ 
i=1 
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versus capture using a professional film crew. Participants watched two 15 minute 
videos of 3 people discussing a ‘survival scenario’, where a group chooses the most 
useful 3 out of 10 tools for survival purposes. The videos were similar in terms of 
their overall patterns of interaction and artifact usage. A professional crew filmed one 
video; the other was filmed automatically.  

11 participants (7 males, mean age = 26 years) were instructed to pay attention to 
both the content and the quality of the recording. They were provided with a physical 
slider to continuously express their satisfaction (on a 7 point scale that varied from -3 
to +3, with a neutral (0) center). Participants were instructed to move the slider as 
often as necessary to best represent their affective feelings of satisfaction with the 
video coverage. A small window on the screen showed the numerical slider position.  

The information complexity was calculated for each participant in terms of bits, 
based on the frequencies with which each point on the rating scale was used. Roughly 
30 minutes of data was collected for each participant with slider positions being sam-
pled at a rate of once per second for a total of about 1800 slider position assessments 
per participant. Data from one participant (ID = 3) was removed because it was in-
complete. If a level was dwelled on for one second or less, it was treated as an inter-
mediate level, and not included in the bandwidth calculations.  

For number of bits H, the equivalent number of rating points used was then  
calculated as 2H. The corresponding rating bandwidths had an average of 5.44 (std 
dev =.77). These rating bandwidths are interpreted as the effective number of rating 
points used by each participant. For this sample, they ranged from just under 4.2 rat-
ing points to just over 6.5 rating points. 

 
Blocks. The consistency of rating scale usage was then assessed by dividing the data 
into four blocks each of approximately 7.5 minutes in duration. While some partici-
pants showed a relatively constant level of rating bandwidth across the four blocks, 
others show more variability. Five participants were selected as having relatively 
constant rating bandwidth across blocks. Based on visual inspection of the data, we 
classified remaining participants into three groups: two participants with a decreasing 
trend across the blocks, one with an increasing trend, and three with a blip (i.e., a 
temporary drop in one of the blocks followed by recovery).  

 

Fig. 1. Average rating bandwidths across four blocks for four groups of participants 
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We carried out repeated measures ANOVA to examine the interaction between 
blocks, and found a significant interaction effect of subject group and block on rating 
bandwidths (F[3,7]=12.74, p<.005). Using Mauchly’s test, sphericity was not found to 
be violated.  

This statistic should be interpreted cautiously since the groups were extracted from 
visual inspection of the data. This result suggest that the type of information theoretic 
analysis used here on slider data can be used to capture meaningful differences be-
tween participants in terms of how rating scales are used. Figure 1 shows the average 
rating bandwidths across the blocks for the four inferred groups.  
 
Conclusions. Continuous sliders collect individual’s impressions of their affective 
state. We contribute a novel application of information theory to characterize those 
ratings: emotional bandwidth. Emotional bandwidth is a psychometric property that 
represents participants’ capacity, or the number of scale rating points that he or she is 
effectively utilizing. A case study showed variations in emotional bandwidth that 
distinguished different styles of rating scale usage. The present work is a first step in 
terms of research on the use of continuous sliders to collect detailed information on 
participants’ motivation, affect, and capacity during experiments and evaluations. 
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Abstract. Persuasive technologies are growing in popularity and many design-
ers create systems which intentionally change users attitudes or behaviors. This 
study shows that peoples individual differences in susceptibility to persuasion, 
as implemented using the six persuasion principles proposed by Cialdini 2,  
relates to their compliance to a persuasive request which is accompanied by a 
persuasive cue. This result is a starting point for designers to start incorporating 
individual differences in susceptibility to persuasive cues in their adaptive per-
suasive systems. 

Keywords: Persuasion, Persuasive technologies, Individual differences. 

1   Introduction 

Persuasive technologies are defined as a class of technologies that are intentionally 
designed to change a person’s attitude or behavior 4. Roughly a decade after the 
seminal work of B. J. Fogg 5 the field of persuasive technologies has taken a big 
flight and the literature is increasingly populated by records of persuasive applications 
and case studies to demonstrate their persuasive powers 6. This literature though has 
not yet provided us with appropriate tools to characterize different individuals as sub-
jects of persuasion; we set out to address this limitation. 

In this paper we focus on the idea that people differ in their susceptibility to per-
suasion; their compliance to specific persuasive cues. We believe that for persuasive 
technologies to be effective, adaptivity to individual users is of great importance; like 
in interpersonal contacts the persuader has to choose a different strategy to approach 
different individuals. In the remainder of the paper we first summarize Cialdini’s six 
principles of persuasion 23 - six ways of framing a persuasive request to increase be-
havioral compliance - and then show individual susceptibility to these cues to be re-
lated to compliance to a persuasive request. The six principles are summarized below: 



116 M. Kaptein et al. 

1. Principle of reciprocation: People feel obligated to return a favor. 
2. Principle of scarcity: When something is scarce, people will value it more.  
3. Principle of authority: When a request is made by a legitimate authority, people are 

inclined to follow / believe the request. 
4. Principle of commitment and consistency: People do as they told they would.  
5. Principle of consensus: People do as other people do.  
6. Principle of liking: We say ‘yes’ to people we like.  

 
Individual differences in effective methods to increase compliance have been stud-

ied previously 78. Studies in the field of attitude change have identified personality 
and mood characteristics, as well as individual need for cognition 1 as moderating 
variables in compliance to a persuasive request. However, these works do not provide 
concrete guidance in choosing the most appropriate persuasion strategy. 

We create a questionnaire to measure individual susceptibility to the six persuasion 
principles. Next, we conduct an experiment showing that people differ in their suscep-
tibility to persuasive requests and that this measurement correlates to compliance. In 
this experiment we hypothesize the following:  

 
1. Compliance to a persuasive request is increased by using a persuasive cue. 
2. Compliance when a cue is present depends on participant’s susceptibility to per-

suasion.  

2   Method 

To test our hypothesis we set up a study in which respondents were asked to fill in  
an online questionnaire. Respondents were recruited from a HCI mailing list, and  
consisted mainly of undergraduate and graduate students in the HCI field. The ques-
tionnaire consisted of 42 items and contained 12 items measuring respondent’s sus-
ceptibility to persuasion and 30 dummy questions – the dummy questions where of 
use for another research project. After filling in the questionnaire respondents were 
asked to provide the experimenter with email addresses of friends that might be  
willing to participate in the same study. This request was either not cued (Condition 1 
– No-Cue) or cued (Condition 2 – Cue) with 2 persuasive arguments. The first cue 
relied on the principle of consensus: “All of the other participants provided several 
email addresses to us”. The second statement relied on the principle of reciprocation: 
“In return for providing us with your friend’s addresses, we will send you a copy of 
the results of our study”. 

The twelve items used to measure susceptibility to persuasion were derived from 
the six principles of persuasion. For each of these principles two items were created to 
measure respondents’ susceptibility. This resulted in the items presented in table 1 to 
be rated on a 7 point scale (1 totally disagree to 7 totally agree). 

3   Results 

Out of the 454 initially invited participants 82 took part in the study leading to a re-
sponse rate of 18.1%. Of the people who responded, and thus completely filled in the  
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Table 1. The 12 item susceptibility questionnaire 

Reciprocation 1. When a family member does me a favor, I am very inclined to 
return this favor. 

  2. I always pay back a favor. 
Scarcity 1. I believe rare products (scarce) are more valuable than mass 

products. 
  2. When my favorite shop is about to close, I would visit it since it 

is my last chance. 
Authority 1. I always follow advice from my general practitioner. 
  2. When a professor tells me something I tend to believe it is true. 
Commitment 1. Whenever I commit to an appointment I do as I told. 
  2. I try to do everything I have promised to do. 
Consensus 1. If someone from my social network notifies me about a good 

book, I tend to read it. 
  2. When I am in a new situation I look at others to see what I 

should do. 
Liking 1. I accept advice from my social network. 
  2. When I like someone, I am more inclined to believe him or her. 

study, 57.3% were males and 43.7% were females. The average age of the respon-
dents was 37 years (SD = 13.3). 

We first tested the 12 susceptibility to persuasion items on their internal consis-
tency. Using reliability analysis we obtained a Cronbach’s Alpha of 0.609; just  
sufficient to assume that the items measured one scale. Omission of items did not in-
crease Cronbach’s Alpha and we decided to continue the analysis using one averaged 
susceptibility score for each respondent. 

The distribution of our dependent variable significantly deviated from the normal 
distribution. (KS=.319, p<0.001; KW=.651, p<0.001). Thus we used nonparametric 
statistics to test our two hypotheses. 

To test hypothesis one a Mann-Whitney U test was performed on the number of 
email addresses provided. This resulted in a higher mean rank score for the Cue con-
dition (50.35) than in the No-cue condition (31.74). This difference in mean rank was 
significant (p < 0.001) and confirmed hypothesis one. 

To test hypothesis two we looked at the Spearman Rho coefficient of the correla-
tion between individual susceptibility scores and the number of email addresses pro-
vided. There was a significant positive relationship between individuals susceptibility 
to persuasive cues and the number of email addresses provided (rs = .227, p < .05).  

Hypothesis two states explicitly an interaction effect: The relationship between 
susceptibility to persuasive cues and the number of email addresses provided is only 
present in the Cue condition. In the No-cue condition the relationship between partici-
pants persuasion scores and the number of email addresses provided was low and not 
significant (rs = .161, p = .328). In the Cue condition the correlation was higher, but 
not significant. (rs = .236, p < .128). The effect in the Cue condition was stronger than 
in the No-cue condition.  
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4   Discussion 

Our results show that incorporating a persuasive cue can increase the compliance to a 
persuasive request. This in itself is not surprising: it is in line with the work of Ciald-
ini 2 and confirms the persuasive powers of a technological artifact in line with the 
Fogg 5. We also showed that respondent’s susceptibility to cues related to their com-
pliance to a request. Additional ad hoc analysis of individual items showed that the 
correlations between scores on specific items of the questionnaire corresponding to 
the cues that were used were much higher than analysis of the full scale. For example 
the rating on susceptibility to consensus cues was strongly related to the number of 
email addresses provided in the Cue condition (rs = .672, p < .000). Future work 
should thus focus on developing a more detailed scale to measure subject’s suscepti-
bility to specific cues. 

Designers of persuasive systems should adapt their persuasive strategies to their 
users to increase compliance to their behavioral request. This article showed that  
participant’s susceptibility to persuasive cues can be measured and relates to their 
compliance. Incorporating a user profile of susceptibility to specific cues, and adopt-
ing the persuasive strategy deployed by a persuasive system, could greatly enhance its 
effectiveness. 
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Abstract. This paper explores the possibility to predict positive aesthetic  
impression and user preference of website design through a combination of ob-
jective and subjective factors. The objective factors used are symmetry, order, 
balance, complexity while the subjective ones include familiarity - novelty rat-
ings. The advantages of such an approach is the reduction of user involvement 
since the ratings of objective factors may be provided by a small number of de-
sign experts. We found indications that balance between certain factors maxi-
mize the possibility of users having a positive aesthetic impression. 
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1   Introduction 

One of the main goals of a website’s homepage is to attract users and to elicit positive 
first impressions. First impressions are based mainly on usefulness of content, infor-
mation structure, visual attractiveness and are influenced by user expectations, ex-
perience and training [1]. Research suggests that aesthetic factors are detected first 
and impressions based on them can influence subsequent website judgments [2]. 
However, the question on how to design for or how to measure positive aesthetic 
impressions seems to raise the ancient argument about whether beauty lays on the eye 
of the viewer or in the object itself.  

According to Coates [3] balance between the opposing factors of “Information” 
and “Concinnity” creates a positive aesthetic impression. Concinnity relates to the 
order and sense while information relates to contrast and novelty perceived in design. 
Both constructs have objective (e.g. symmetry, contrast) as well as subjective (e.g. 
novelty) components. Perception of attractiveness is expected to reach a maximum, if 
a design is balanced in regard to these constructs. High concinnity results in boring 
and well structured designs and high information in very novel but confusing designs. 
Coates assumptions bear similarities to Berlyne’s theory of experimental aesthetics 
[4] which suggest that there is an inverted–U shape relationship between preference 
and psychological arousal. Berlyne investigated the impact of a number of collative 
variables such as complexity, ambiguity and novelty on pleasure. In a more recent 
study Lavie and Tractinsky [5] identified two dimensions of website aesthetics: 
“Classical” and “Expressive”. The “Classical” dimension of aesthetics relates to con-
cepts such as symmetry, order and clear design while the “Expressive” dimension 
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relates to creativity and originality. There are similarities between the two dimensions 
and the notions of information and concinnity; however Lavie and Tractinsky do not 
see their dimensions as two ends of the same continuum. Additionally, they do not 
distinguish between objective and subjective components in their dimensions.  

The goal of this study is to explore the usefulness of Coates “Information –  
Concinnity” theory for website aesthetic impression predictions. There are clear  
advantages for such an approach since predictions could be made with less user in-
volvement. Objective components of information and concinnity such as symmetry 
and contrast can be investigated by design experts and user involvement could be 
reduced to familiarity - novelty judgments. Although symmetry, contrast and com-
plexity have been labeled as objective factors, users could perceive them subjectively 
due to differences in background or training. Therefore agreement between experts 
and user’s as well as within users for these factors needs also to be investigated.  

2   Methodology  

In order to explore the usefulness of Coates theory an experiment was conducted in 
which the participants evaluated three alternative homepage designs of a university 
department’s website. Each design was prior assigned to one of the high concinnity, 
high information and balanced areas of the “Information –Concinnity” continuum 
(figure 1). In the initial phase of the study the three experimental designs were se-
lected out of the six homepages which were identical in terms of text, images and 
logo but they differed in accordance to form, color, general layout and style. The 
homepages were designed with the intent to differ considerably in the “Information -
Concinnity” scale. Given the complexity of the information and concinnity constructs 
we had the participants to evaluate their constituent components and then we calcu-
lated a score for each design. To that end forty four volunteer students (28 male, 16 
female) of the university department in question evaluated the six homepages on 
Symmetry, Order, Contrast, Balance, Complexity and Novelty on a 9 point scale.  

 

Fig. 1. University departments home page designs used in the experiment. Design A represents 
the high concinnity condition, B the balance condition, and C the high information. 

From these factors the “Information – Concinnity” construct was computed for 
each design. Equal weight has been assigned to subjective and objective factors. In 
addition three design experts were asked to do the same in order to detect inconsisten-
cies between them and website users without visual design training. 
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In the second phase another group of fifty three volunteer students (35 male, 18 
female, age: mean = 22.2 SD = 0.92) from the same department evaluated the three 
selected designs. The evaluation took place on an eye-tracking device on which the 
three designs were presented randomly, first in pairs and then one by one. In the pair 
condition users had to choose which design they preferred most while eye-tracking 
data were simultaneously collected. Shortly afterwards, participants had to evaluate 
each design on visual appeal, overall preference and novelty on a 9 point scale. 

3   Results 

Factorial Repeated measures ANOVA for visual appeal and preference was per-
formed with gender as a between subject factor. There was a significant main effect of 
“Information – Concinnity” on preference F(2,168) = 33.364, p < .001 as well as for 
visual appeal F(2,168) = 29.650, p < .001. Preference and visual appeal judgment 
peaked in the B (balance between “Information – Concinnity”) condition as predicted 
by the theory.  

 

Fig. 2. Preference (left) and Visual appeal (right) ratings for Designs A (high concinnity), B 
(balanced) and C (high information), for male and female ratings 

The A (high concinnity) design was perceived slightly better in visual appeal than 
C (high information) design. Although, there was agreement between gender in over-
all design preference we found an interaction effect between gender and “Information 
–Concinnity” ”F(2,166) = 5.033, p < .008 for preference. In figure 2 we can see that 
male participants were more tolerant to the high concinnity design than female in both 
preference and appeal judgments. The eye-tracking data collected showed that design 
A had a smaller number of fixations and less observation time (mean 2.95 sec) in the 
pairwise comparison than the other designs. The design with the lengthiest observa-
tion duration was design B (mean 3.705 sec) followed by design C (mean 3.612 sec). 
Gaze time and fixation number can be indicators of attractiveness as well as for diffi-
culty of the user to make sense of the stimuli. We used the eye-tracking data to  
confirm “objectively” that the designs were correctly assigned to each experimental 
condition. Although, the eye-tracking data confirmed our assumptions for the concin-
nity and information condition it is difficult to differentiate between attractiveness and 
information as a cause for high values in the balanced condition.  
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In order to investigate inter-rater agreement in the objective factors ratings of the 
first phase we transformed them into rankings and Kendall’s W was calculated. 
Kendall's coefficient of concordance takes values from zero (total disagreement) to 
one (total agreement). Results on all factors were significant, however agreement 
varied from moderate to high with balance achieving the lowest agreement (0.372, df 
= 5, p < .001) and symmetry the highest (0.723, df = 5, p < .001). It could be argued 
that low agreement levels indicates that some factors shouldn’t be labeled “objective” 
since judgments about them were influenced by individual perceptions. However, 
agreement levels between average user ratings and expert evaluations were consid-
erably high (Kendall’s W from 0.886 -0.971). This means that safe results about the 
objective constructs can be achieved by a small number of design experts or a large 
number of users with no experience in design. 

4   Conclusions 

In the presented study Coates “Information – Concinnity” theory has been explored 
for its ability to predict user’s positive aesthetics impressions of websites. The advan-
tage of this theory is that it recognizes both subjective and objective components of its 
constructs. In our study we found evidence that balance between information and 
concinnity results in higher attractiveness and higher preference ratings. Results also 
suggest that preference criteria for females differ from males in that they appreciate 
creativity and novelty in web design more in contrast to males who are in favor of 
order and symmetry. It could be argued that males prefer websites that are perceived 
as usable since “Concinnity” as well as Lavie’s dimension of Classical aesthetics 
have striking similarities to usability advocated design principles. However the design 
that successfully combines form and function, sense and novelty seems to be pre-
ferred overall by both genders.  
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Abstract. Understanding of embodied interaction in the context of walk-
through displays and designing for it is very limited. This study examined chil-
dren’s intuitive embodied interaction with a large, semi-visible, projective 
walk-through display and space around it using observation. We identified sev-
eral interaction patterns for passing, staying and moving inside the screen, using 
whole body and its parts for manipulating surface and content on the screen, 
and ways of expanding the actual interaction environment outside of the pro-
jected screen. We summarize the interaction patterns in the form of palette for 
rich embodied interaction with projected walk-through displays. 

Keywords: Human factors, Interaction, Design, Experimentation, Displays, 
FogScreen, Embodied interaction. 

1   Introduction 

Interaction research has shifted its focus from hand-mouse interaction to wider areas 
such as embodied techniques, which enables the user to interact with applications by 
using bodily movements. For the development of new input techniques that overcome 
hand-mouse interaction, the understanding of embodied actions is a starting point of 
the design process.  

Various frameworks have been presented to understand, model and design human 
embodied actions or physical interaction in different levels of details. For example, a 
design-oriented framework for sensing-based interaction, presented by Benford et al. 
[1] categorizes user’s movements to expected, sensed by system and desired by  
application. Similarly, an analytic framework developed by Suchman [2] aims at 
highlighting asymmetrical resources available to user and to machine. Both of these 
frameworks require a relatively well understood interaction design problem to be 
modeled or finalized application to be retrospectively analyzed. Instead of focusing 
on interaction design, the third approach called labanotation [3] focuses on detailed 
analysis of movements providing a comprehensive description of the movement in-
cluding the analysis of body and its parts, space, time and dynamics. However, the 
approach has been criticized being overly specific in the embodied interaction design 
process [4]. All of these frameworks have been applied in the different phases of in-
teraction design process [3] but none of them can easily be adapted for understanding 
embodied interaction with novel display technologies. 
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Walk-through displays are non-solid displays that the viewer can reach through or 
even walk through them. They can facilitate a new type of embodied interaction by 
enabling the user to penetrate the display. Different types of walk-through displays, 
e.g., water screens have existed for decades, but their use is very limited. With the 
advent of dry and high image quality mid-air FogScreens™ [5, 6], the walk-through 
displays are becoming applicable for wider exploitation and more applications. The 
emerging mid-air displays have created an opportunity also for novel user interfaces 
and direct interaction techniques, as the images floating in thin air are reachable. The 
user occupies the same space as the image, and the mid-air displays can also be room-
sized. Even though the walk-through displays are increasingly used in various appli-
cations and venues, there are no previous studies aiming at understanding the patterns 
for embodied interaction and design for it in these novel environments. 

The use of interactive technology has an important role in the life of children. 
Children encounter and use software technologies in their daily lives, e.g. cellular 
phones to communicate, computer games for individual or collaborative entertain-
ment, or educational technologies for learning [7]. Thus, children have been involved 
as users in the design process of new hardware and software products in recent years 
since the early work of Druin [8] and Kafai [9]. In various studies [e.g. 7, 10, 11, 12, 
13] research methods have been developed or adapted to children’s technology de-
sign. Studies have been conducted both, in natural setting environments and in the lab 
to design or to evaluate new products. 

This paper targets on understanding children’s intuitive embodied interaction with 
a walk-through display and space around it. We use a term intuitive interaction to 
emphasize that our research interest is constrained to spontaneous or natural way of 
starting the interaction. We present an observational study of children’s embodied 
interaction with multimedia material on a walk-through display. The results are  
summarized in the form of palette of interaction patterns. The results benefit both 
academia and practitioners. For the former, it increases the understanding of forms of 
embodied interaction in the context of walk-through display and its space. For the 
latter, our results inform design and development of applications and interaction tech-
niques to promote and enable rich embodied interaction in such novel environments. 

The paper is structured in the following way: In Section 2 we give an overview on 
embodied interaction and its frameworks. Walk-through displays are defined and a 
user study on children’s game experiences with walk-through displays is outlined in 
Section 3. After describing our research method and the used study setup in Section 4, 
we present the results in Section 5. Finally, in Section 6 conclusions are given and the 
paper closes with some open issues that are discussed. 

2   Interaction and Its Frameworks 

To define interaction, the modern human-computer interaction has taken classical J.J. 
Gibson’s ecological approach to perception as one aspect to interaction [14]. Accord-
ing to him we perceive objects as affordances showing possibilities for acting in the 
environment. Later, Norman [15] has introduced as a slightly modified version of 
affordances for interaction design but still highlighting properties and cues that object 
can offer for use. However, affordances are only one point of view to interaction. 
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Human interactions with the environment can be modeled using continuous output-
input chain from user’s perspective. This chain has the aspects to user goals, execu-
tion of goals in environment to evaluation of actions in relation to goals [15]. These 
definitions of interaction originate mainly from desktop computing. 

During last ten years the research focus has emerged from hand-mouse interaction 
to embodied interaction. Embodied interaction emphasizes the role of action. The 
work of phenomenological philosopher Merleau-Ponty [16] has motivated interaction 
researchers [e.g. 3, 17, 18, 19, 20]. He described that our bodily experiences enable us 
to access the world of objects. For example, Svanaes [20] emphasizes that our lived 
body and its relation to environment is a key factor for understanding user’s perspec-
tive in system development. Dourish [17] continues that, embodied interaction “is 
creation, manipulation, and shearing of meaning through engaged interaction with 
meaning through engaged interaction with artifacts”. Finally, Hornecker [21] has un-
derlined a more practical approach to embodied interaction. She calls it as embodied 
facilitation in which any technology can provide a structure for implicitly guiding 
user behavior by making some actions easier while constraining the others. Recently, 
Jacobs et al. [22] have developed a framework for Reality Based Interaction (RBI) 
aiming at understanding, comparing and analyzing all emerging interaction styles 
which go beyond conventional desktop computing. RBI includes four layers from 
identifying 1) naive physics, 2) body awareness and skills, 3) environment awareness 
and skills and 4) social awareness and skills. Taken together, embodied interaction 
sets the bodily actions into the focus of interaction and underlines that these actions 
enable us to be especially inside or engaged in the world. For the practitioners, under-
standing the embodied actions is a key factor for system design. 

2.1   Frameworks of Studying and Designing for Embodied Actions 

For studying and designing for embodied actions, different frameworks offer fruit-
fully different insight. Benford et al. [1] have presented framework for sensing-based 
interaction by categorizing user’s movements to expected, sensed and desired. The 
natural movements of user, like walking, are expected movements. Sensed move-
ments are recognized by a computer whereas desired movements are required from 
user by an application. Their framework underlines the possible overlaps between 
expected, sensed and desired movements. It can help for identifying the potential 
source of the problems in interaction, inspire for new design ideas as well as applied 
to analyze existing taxonomies of input and output devices.  

The pioneering work of Suchman [2] emphasizes that action is situated, has impro-
visatory nature, and is constantly constructed and reconstructed in interaction. Em-
bodied interaction, like movements, replicates contextual characteristics like other 
actions. Suchman composed an analytic framework for highlighting asymmetrical 
resources available to user and to machine in her work. Later, Loke et al. [18] have 
adapted the framework for interaction analysis in physical gaming applications. They 
differentiated user’s actions/activities available and not available for machine and 
machines effects available for user. 

Labanotation, created by Rudolf Laban in the 1920’s [3], concentrates on careful 
analysis of movements. The method provides a symbolic notation, similar to music 
notation, for writing the symbols of body movements and their expressive quality 
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(e.g. weight, time, space). For example, the structural form of labanotation provides 
the broadest and most detailed description of the movement including the analysis of 
body and its parts, space (direction, level, distance, degree of motion), time (meter 
and duration) and dynamics (quality, texture, strong, elastic, accented). The laba-
notation is popular in dance in which it is used for observing and exploring natural 
and choreographed movements but it has also been applied in physical gaming  
[3, 18]. While Labanotation offers systematic language for the analysis of bodily 
movements in space and time, it has been criticized being too laborious, difficult and 
detailed to be used in iterative game design process for children [4]. 

In addition to the analytical models presented, the recent research has also de-
scribed the frameworks for designers to explore expressive and movement based 
interaction. The main idea behind the development work relies on Gibsonian way of 
thinking and is summarized by Hummels et al [23] from the viewpoint of designer as 
follows: “interaction creates meaning and it can stimulate designers to explore, study 
and design the relationship between variety of aspects such as sensation, dynamic 
character, story, interaction style, experience, emotion, function, form and seman-
tics”.For designer, the imaginations of ideas and temporally constrained sketching 
are not enough for searching and designing for expressive and rich behavior. To go 
beyond these limitations, design movement provides multidimensional tools and 
techniques including tasks of choreography of interaction, gestural design tools, in-
teractive installations and interactive tangible sketching [23]. The aim is to facilitate 
the construction of meaning through interaction, capture richness of it, design by 
moving, and explore the support movement. This approach offers emphatic design 
aspect, but its appropriateness for designing for certain user groups, like children, 
might be questioned. 

To sum up, there is variety of frameworks for understanding, modeling and design-
ing human embodied actions or physical interaction. To use the frameworks of  
sensing-based interaction and Suchman’s analytic frameworks, it requires relatively 
well-understood design problem to be proactively modeled or finalized application to 
be retrospectively analyzed. While these models focus on the input-output modeling, 
labanotation provides an insight for movement analysis. Its use is independent on the 
phase of system development. However, it might provide too detailed information for 
iterative system design and information which is possible not related to actual users’ 
actions with the system. Our approach is to examine children’s embodied interaction 
and movements with a large walk-through display. Instead of applying any actual 
input techniques or sensors, we are interested in children’s natural way of starting 
embodied interaction and movements resembling the input part of the interaction.  
The work aims at identifying interaction patterns and design ideas for further system 
development.  

3   Walk-through Displays 

Various stereoscopic, autostereoscopic, volumetric, holographic, and effect screens 
[24] can give an illusion of objects floating in mid-air, but they are not truly  
walk-through displays. All these displays have their proper uses and applications. 
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Nevertheless, walk-through displays are an intriguing new category of displays, 
which may have wide application potential.  

Large walk-through displays offer a good base for studying embodied interaction. 
Walk-through displays are non-solid displays that look and feel immaterial for the 
viewer, to the extent that the viewer can reach through or even walk through them. 
Examples of such displays are water screens, some particle screens such as smoke 
screens, and specifically the FogScreens, which enable high-quality projected images 
to hover in thin air and a dry walk-through experience. These mid-air displays attract 
the audience to move around and in front of the display, while offering a chance to 
touch the immaterial display medium. Example of such a display is given in Figure 1. 

In terms of dryness, ease of employment and image quality, the FogScreen is gen-
erally the best walk-through display option. The core of the invention is how to form 
a thin, planar and non-turbulent image plane, which has a paramount effect on image 
quality. It usually employs dry, tiny fog droplets as a scattering medium. It is also a 
short-cut technology to create StarWars™-type mid-air displays [25]. The FogScreen 
requires rear projection, as it produces about 100-fold brighter image than front pro-
jection. While the side being viewed towards the projector has a bright image, the 
other side of the screen is nearly transparent. This enables also to create independent 
two-sided projection without noticeable interference.  

Jumisko-Pyykkö et al. [26] examined children’s game experiences between phys-
ical gaming on the mid-air FogScreen with hand-held pointer interaction technique 
and a conventional desktop computing. Their results underlined that the players were 
delighted in novel gaming environment, its stimulation for moving around and natu-
ralness, but the interaction with the display was very demanding.  

Previous results are good triggers for our work. Instead of focusing on certain  
applications or interaction techniques, we aim at understanding natural or intuitive 
way of approaching walk-through display and space around it. We argue that the 
knowledge about these factors is beneficial in two ways. Firstly, they increase the 
awareness of affordance that the walk-through display and its space can offer. These 
factors might likely differ from conventional displays in which user activities takes a 
place in front of the display. Secondly, they inform the design and development of 
applications and interaction techniques for maximizing the possibilities for embodied  
 

 

 
 

Fig. 1. The Whack-a-mole-type game played on FogScreen 
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interaction in such novel environments. Our study employs only the FogScreen, but 
the results should be applicable also for the other types of walk-through displays, 
apart from their more material substance and/or worse image quality.  

4   Research Method  

The nature of the research problem required an open-ended and exploratory method. 
We conducted an observational study in a laboratory environment by taking notes and 
using visual technology. The observation was non-participating, unstructured and 
open, since the children were informed about being observed during the experiment. 
The collected qualitative data should offer insights into children’s actions in different 
circumstances, while exploring and playing with the mid-air FogScreen, which is 
conceptually a new kind of a display and media platform.  

Participants. Ten children participated in the observational study (6 girls and 4 
boys. The youngest child was 5 years old and the oldest child was 10 years old. Two 
children were each at the age of 7 and 8 years and four children at the age of 9 years. 
Our sample was also multi-cultural, as the participating children originally came 
from several countries and could speak at least English or German. None of the chil-
dren had seen or played with the FogScreen before. The study was conducted in 
pairs of siblings or friends to make the experimental situation more relaxed for the 
children [27].  

Study Setup. The exploratory study was carried out at Tampere University of Tech-
nology which has a fully functional FogScreen with the screen width of 1.4 meters. 
The content was projected with an Epson EMP-74 projector (1024x768, 2000 ANSI 
lumen) on one side of the screen. For rendering, a PC (Intel Core 2 Duo, 1.86 GHz, 
1GB RAM, Windows XP, Intel Graphics Media Accelerator 3000) was used.  

The FogScreen was mounted in such a height that the children could reach the 
whole screen area. In front of the screen and behind the screen there was 2-3 meters 
of free space as well as on one side of the screen. For the interaction with projected 
2D or 3D graphics objects, a Sick™ infrared laser range scanner (for plain hand 
pointing) and a modified eBeam™ whiteboard tracker (employing a hand-held 
pointer) were used. The contents, especially the games, required an audio presentation 
that was realized through a stereo loudspeaker setup behind the screen. 

Procedure. Before actual starting, the experimenter engaged the children in some 
small talk to find out more about one another, showed the lab and explained in a 
child-friendly parlance how the FogScreen works and briefly explained the procedure. 
Children were given the task to explore and play with the fog while different contents 
appeared on the FogScreen. We allowed them to do whatever crossed to their minds 
and avoided to restrict and direct their movements and actions in any way. Therewith 
this part had a more exploratory and open-ended than task-oriented character.  

Various contents were projected on the FogScreen to motivate the children to in-
teract and get in touch with the screen. During the exploring part the complexity of 
the content increased (see Figure 2). First, still pictures of single and multiple colors 
were presented, followed by pictures that showed surface textures (mushroom, 
feather, snailshell, shamrock, ice cubes). Especially images with bright colors brought  
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Fig. 2. The visual complexity of the presented content in the exploration phase was increased 
over the time 

out the fog turbulence and the projected surface textures motivated the children to 
reach for and touch the projection. Subsequently, animated objects on black back-
ground (rain, fireworks, spirals, kaleidoscope, moving bubbles, flying balloons and 
butterflies) that gave the impression to be in mid-air were also shown. Finally, we 
presented short video sequences of moving carrousels and animals as well as short 
clips from Ice Age and Finding Nemo. The contents were shown one by one and chil-
dren were allowed to play as long as they were interested in particular content. Explo-
ration took about 20 minutes.  

Children’s interaction with the FogScreen was video recorded using indirect obser-
vation with two cameras for coverage in breadth. In addition the experimenter observ-
ed the children and made hand-written notes to focus on special areas of interest. At 
the end of session, the children together with the experimenter filled a short question-
naire about their age, gender, PC gaming and TV watching habits.  

 

Method of analysis. Qualitative analysis following the principles of grounded theory 
was applied on the observational data. Grounded theory can be applied for data-driven 
analysis and to the phenomenon which are not well-understood [28]. The data ob-
tained from the observation through video tapes and hand-written notes were ana-
lyzed. In the open coding process the video recordings were reviewed by marking  
 

Table 1. The number of concepts and total frequency of codes for each category 

Category Nr. of concepts Nr. of codes 
Pass projection plane     4 47 
Manipulate fog surface 6 50 
Inside-fog motion/gesture 10 105 
Hand movements 11 91 
Natural/intuitive gestures/motion 9 58 
Sidestep projection 2 9 
Catch/reach for objects 7 71 
Oral interaction 3 9 
Shadow games 1 14 
Expand game environment 2 5 
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meaningful segments of the recordings and concepts were assigned to observed chil-
dren’s movements. Based on actual codes we further hierarchically categorized them 
to higher level concepts and finally to categories. All categories, number of concepts, 
and frequency codes are shown in Table 1. The whole data set was analyzed by one 
researcher. Concepts and coding were reviewed by one independent researcher to 
improve the reliability of analysis.  

5   Results 

Children were eager to play with the fog and the projected 2D and 3D objects both on 
their own and together as a pair. The children played next to each other in front of the 
screen or on opposing sides of the screen, whatever they preferred. We observed 
small games such as catching as many objects as possible, parcour or shadow games. 
The majority of the movements were similar across all participants. In the following 
the gathered children’s movement styles during the “exploring” part of the study are 
presented. Various gestures and motion ranged from movements of the upper body 
(e.g. hand, head, and torso) to holistic (full body) movements such as jumping, run-
ning and crawling. Figure 3 shows examples of some of the actions.  

Pass projection plane. Passing the plane of fog contained various movement styles. 
Children walked and ran through the plane of fog and also targeted through projected 
objects from the front side of the screen to the back side and the other way around, 
thereby the children flapped their arms and hands up and down or stretched them to 
the side or upwards. The body stood up straight or was ducked by doing these move-
ments. Moreover, projected objects were crossed or avoided by walking through the 
screen. To reach the other side of the screen, children also crawled under the fog so 
that the body touched the floor. In addition, jumping in or through the plane of fog or 
targeted through a projected object was observed. Hereby, the arms were near to the 
body, to the fore or stretched to the top of the projection plane. 

Manipulate fog surface. Children used various hand movements to change the sur-
face of the fog. For example, hands were run over the fog; the fog was moved and 
pushed aside with the hands like moving a curtain away. Children compressed the fog 
with both hands or performed wheels in the fog. The fog was whirled to and fro, up 
and down with one hand, both hands and the whole arm. Furthermore, some children 
put their mouth near to the plane of fog and blew strongly, causing the fog to whirl.  

Inside-fog motion and gesture. The children spent couple of minutes in the fog. 
Thereby, they walked inside the plane of fog from the left to the right side and back-
wards respectively, jumped, span with stretched arms or stood straight for a while in 
line with the projection plane or rotated 90 degrees. One girl started dancing in the 
fog. Other children lay down on the floor horizontal to the fog plane and viewed to 
the fog. Thereby, their legs and arms were stretched towards the fog. Children put 
also their hands inside the fog and moved them in various ways. The hands were 
folded, rubbed or built to a plane and beckoned. While standing on one side of the 
screen children put their head in or through the fog, through projected objects.  

Movement of the hand. The children performed various movements with hands and 
fingers. They waved hand over the fog, put hand into fog and beckon to shadow  
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Fig. 3. Movements and gestures with walk-through display (the projected images are nearly 
invisible in order to highlight interaction in great detail)  

games with their hands. The children used their hands and fingers like a pen and paint 
in the fog. They fold their hands, rubbed them and built a plane with them on the fog. 
The hands were moved through the fog up and down, whereas the movements were 
fast, slow or careful. The children opened their arms and hugged the fog either to 
touch or to catch it. The fog and projected objects were whirled to and fro, up and 
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down with one hand, both hands or whole arm and fast movements. Children moved, 
pushed the fog aside with the hands and tried to compress the fog with hands.  

Natural and intuitive gestures and motion. Several gestures and motion that the 
children performed while interacting with the walk-through display remind us of natu-
ral and intuitive movements that normally can be observed with real objects. Children 
ran their hands over the plane of fog, over projected objects and followed shapes and 
structures of projected objects with their fingers. When 2D or 3D objects were shown 
on the screen, the children pointed a finger at those objects or reached with their 
hands for them. While standing on one side of the screen hands and fingers were put 
in the fog or touched projected objects. Thereby the palms of hands were to the top, 
built a plane or the backs of hands were to the top. Furthermore, some children put 
their hands carefully in the fog under projected objects as if they wanted to collect 
them. While walking through the fog some children covered their face with their 
hands. We could observe that some children put their head in the fog, through pro-
jected objects or through the plane of fog like through a window.  

Sidestep projection. Children sidestepped the projected content with the whole body 
while crawling or walking through the fog from one side to the other. In addition they 
tried to avoid touching selected projections on the floor. Also while standing in front 
of the fog, children sidestepped the objects with whole body movements that were 
shown on the screen. 

Catch and reach for objects. Children tried to catch objects that were shown on the 
fog with palm of one or both hands by putting or moving the hands in the fog. To 
catch the objects, hands were clapped or moved through the fog whereas the palms of 
hands built a bowl. The tongue was also used to catch the fog or projected objects. 

Mouth interaction. To catch the flowing fog or the projected objects, many children 
opened their mouth and stick the tongue out, blew strongly or bit in the fog.  

Shadow games. While staying in front of the FogScreen, one hand or both hands 
were put through the fog, resulting as a dark shadow on the projection plane. Children 
varied the shape of the shadow through different positions of the hands and fingers. 
Shadow games reached from just putting the palm or back of a hand through the fog 
to imitate shapes of animals. Hereby, the arms were stretched through the fog and 
sometimes moved behind the fog. During this game children did not pay attention to 
the content that was projected on the screen.  

Expanded game environment. In front of the FogScreen the projection eventually 
landed on the floor. Children used this projection to extend their gaming environment. 
While starting to run from the space behind the screen and jumping through the screen 
to the front side of the screen they sidestepped the projected content on the screen and 
on the floor with the whole body. Some children tried to catch the projection on the 
floor with their feet or hands. Use of physical space is summarized in Fig. 4.  

5.1   Summary – Palette for Rich Embodied Interactions with Walk-through 
Displays 

To summarize the results, we provide a palette for rich embodied interaction with a 
projected walk-through display. It can be used in interaction research and design  
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Fig. 4. Physical space children used while performing the movements and actions 

(designers, developers and content producers), and applied for other type of walk-
through displays, like water screens. Designing rich embodied interaction with walk-
through displays offers multiple ways for the following: 

1. Passing the projection plane vertically from crawling to stretched body from one 
side to other side. 

2. Manipulating surface from running over, whirling, smoothing down, compress-
ing, to destroying display medium. 

3. Staying inside of fog from lying, standing, moving along to putting some parts of 
body outside of it. 

4. Using whole body for touching, catching, following or manipulating objects.  
5. Using different parts of body with the natural ways of acting for touching, catch-

ing, following or manipulating objects from mouth and tongue to head, from  
fingers to arm and from foot to leg. For mouth design affordances for blowing, 
catching with mouth and biting. For hands, design affordances also for two-handed 
actions like clapping and hugging. 

6. Expanding the interaction space outside the screen space, e.g. to the floor. 

6   Conclusions 

This study examined children’s intuitive embodied interaction with walk-through dis-
plays and space around it. We identified several interaction patterns for passing, stay-
ing and moving inside screen, using whole body and its parts for manipulating surface 
and content on the screen, and ways of expanding the actual interaction environment 
outside of the projected screen. We summarized the interaction patterns as a palette 
for rich embodied interaction with projected walk-through displays. 

The results of our study highlighted that intuitive embodied interaction with walk-
through displays is rich, vivid and multi-faceted. Even though the display category is 
named as a walk-through display, it offers more diverse affordances for moving 
through, manipulating and staying in than the name let us understand. Our results also 
underline that the affordances from such environment can be different from existing 
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standing in-front-of displays. For designers it is important not to restrict their mind to 
the conventional displays when designing for this novel environment. 

Our results show that input techniques for walk-through displays should allow 
natural and intuitive movements and actions for body and its parts. Besides using the 
upper body (e.g. hand, head, and torso), children enjoyed acting with full body move-
ments such as jumping, running and crawling. Additionally, the large walk-through 
displays motivated to play and perform physical activities. Children included the pro-
jected image landing on ground through the screen in their play with the FogScreen. 
The projection on the floor, unintentionally made by the projecting system, is not nec-
essarily a drawback, but can be a feature which can be taken advantage of. By track-
ing the floor also, the application area can be extended to the floor instead of being 
confined to the screen area, thus creating more engagement and physical challenge. 
Especially physically challenging games for children are imaginable applications, e.g. 
sports-like activities or action games [29, 30] or adventure games with possibilities of 
physical sensor-based interaction [31]. Children’s movements could be used to re-
motely control the displayed game or avatars like it was done in Höysniemi’s vision-
based action games for children [27]. 

Our results of mouth-related interaction as well as staying under the flow of the 
display highlighted novel aspects for design. Mouth, especially biting as action, and 
tongue was used to catch the flowing fog and presented objects. These identified pat-
terns can inspire design for taste-based interaction which as a research area is still rare 
in human-computer-interaction [32]. Walk-through displays with scented air or water 
flows could also provide a possible ground for prototyping. Staying or moving under 
the display stream triggered also to think the role of different modalities in interac-
tion. To design for this interaction pattern, the use of different temperatures in streams 
could be an interesting issue to try out. Similarly, further work may also examine the 
possibilities to use scent in interaction design with these environments.  

Our results are promising, underlining new interaction patterns for intuitive em-
bodied interaction. However, the limitations of the current study and the need for fur-
ther work are worth mentioning. Firstly, our study focused on the children’s intuitive 
or natural way of starting interaction resulting that it mainly covered just part of the 
input-output chain. However, these interaction patterns can be used by designers for 
thinking the whole chain of interaction. Secondly, our work aimed at identifying the 
interaction patterns in relatively general level, but we did neither identify issues in 
multimodality or relation between content and interaction nor the co-play of children 
in detail. This was left for further work. Thirdly, participants of our study were chil-
dren. Even though children are curious to try out different things and approach world 
through play using several senses, we assume that many ideas presented here can be 
utilized also in entertaining applications for older user groups. The further work needs 
to confirm this assumption. 

 To conclude, our study carried out with children has identified novel ways for  
embodied interaction with semi-visible walk-through displays. There has not been 
previous work aiming at understand embodied interaction in such context. Our results 
presented various vivid interaction patterns for acting in different positions in relation 
to screen (passing, staying and moving inside screen) and expanding the actual inter-
action environment, and finally using whole body and its parts in interaction. The 
results presented can be exploited for further design of interaction techniques for 
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walk-through displays and for designing entertainment or physically demanding ap-
plications. 
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Abstract. Simultaneously pressing two keys on a keyboard (Zero Time key-
strokes) is a unique typing occurrence. To understand the cause of Zero Time 
keystrokes, typing data were collected from young children and undergraduate 
computing students. The results show that, in both students and children, the 
most frequent cause of Zero Time keystrokes were errors in aiming for the  
intended key, resulting in the intended and an adjacent key being pressed  
together. The second most frequent errors were Transposition Errors, which 
were errors in the ordering of the intended two letters.  

Keywords: Typing error analysis, Simultaneous keystrokes, Zero Time  
keystrokes, Adjacent letter Errors, Transposition Error. 

1   Introduction 

In text input evaluation experiments, key loggers with timestamps are often used to 
record which keys were pressed and when they were pressed [1]. The logger records 
the time of each key pressed and allows researchers to see how long a participant took 
to complete a typing task and the time taken between each keystroke. Timing of key-
strokes has been widely used in text input analysis for various purposes. 

Using timestamps, Grudin [2] analysed behavioural differences between experts 
and novices (8 novices and 6 experts) and found that potentially, more than half of 
Insertion Errors examined (e.g. ‘fox’ for ‘foix’) involved two keys struck by the same 
finger. This led him to conclude that the error was in the execution, because it is as-
sumed to be the result of faulty implementation of the keystroke. Salthouse [3] found 
that 54% of his Intrusion Errors were adjacent letters to the intended key. He used 
timestamps to investigate pauses in typing around Intrusion Errors and found that 
when an adjacent key is struck with the intended key, the timing between the two 
keystrokes was much shorter (less than 0.1 second) than average. He thus concluded 
that adjacent insertions occurred by a finger being incorrectly positioned between two 
keys, resulting in the two keys being pressed together. 

Kano & Read [1] defined the Zero Time keystroke as a keystroke where the time 
between it and the keystroke before it is recorded as 0.000 seconds by a key logger 
recording to the nearest 0.001 seconds. The NT/CT rules states that if the two keys 
had Zero Time interval, and they were Next-To or Close-To to each other, it can be 
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assumed that the two keys were pressed with one finger and at the same time. They 
used this rule to decide whether the letter insertion occurred simultaneously with 
intended letters, or on its own, and were able to resolve ambiguities between insertion 
errors. 

So far, an analysis of what error types could result in Zero Time keystrokes is yet 
to be found in literature. This paper focuses on Zero Time keystrokes to understand 
the causes of this unique typing anomaly. 

2   Experimental Design 

Two large studies using phrase copy typing were conducted to gather Zero Time  
keystrokes from undergraduate students and young children. Phrase copying was 
preferred to free text creation as it enables researchers to know what the participant 
intended to type [4].  

A four day study was carried out with undergraduate first year students from the 
computer science department at the authors’ university. Out of the 92 participants, 
there were 80 male and 12 female students, the majority (86) of whom were between 
the ages of 18-30, with 6 students in their 30s and 40s. All experiments were carried 
out in quiet computing labs, equipped with the same model of keyboard (HP KB-
0316). The investigator went into 7 practical classes of the same computing module 
and asked for volunteers to take part. There were less than 20 students per lab, and 
each had access to a PC. The procedure was explained to them fully before they 
started the task. 

A second, five day study was also carried out in three schools in the local area, 
with children aged 6 to 10 years old. Of the 94 participants from 3 different schools, 
58 were boys and 36 were girls. The children were from year 2 (6 to 7 year olds), year 
3 (7 to 8 year olds) and year 5 (9 to 10 year olds) with the majority of the participants 
(79 children) from year 5. The children had half an hour to carry out the typing in 
their schools’ ICT suites, which could hold 10 to 15 children. The procedure was 
explained to them fully beforehand and they worked on individual computers. As the 
child study was carried out in three schools, the equipment varied a little, with differ-
ent makes and models of keyboards (Labtec Y-SAM64, Dell SK-8115 and HP KB-
0136) However, they were all full sized, white letters on black keyboards with British 
keyboard layout. 

In both studies a data-collecting tool GetItAll [1] was used to collect personal in-
formation about the participants, present the phrases and collect the typing data. Al-
though adjustments were made between the students and the children in gathering 
personal information, the copy typing task itself was kept the same so the data re-
mained comparable. Each participant ran an individual copy of GetItAll on his or her 
PC, and had 10 randomly selected phrases from the CPSet [5] to copy. The phrases 
were shown one at a time in font style Verdana at size point 14, with a space for the 
participant to copy the phrase underneath. The data collector logged what phrases 
were shown, each key that was pressed, recorded its timestamp and the time between 
the keystrokes. 
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The key logs were analysed for any keystrokes that were Zero Time. If the Zero 
Time key press did not cause an error, e.g. the two keys pressed simultaneously were 
the correct letters in the correct order, then it was classified as No Error.  

For those Zero Time keystrokes that caused an error, these were divided according 
to what letters were involved. If the two letters pressed simultaneously were adjacent 
to each other, then they were categorised as NT-Mu or CT-Mu. Next To Error Multi-
ple Key Presses (NT-Mu) refers to when a key directly next to the intended key is 
pressed along with the intended key (e.g. ‘ourt’ for ‘out’). Close To error Multiple key 
presses (CT-Mu) refers to when one or more keys ‘close to’ but not next to the in-
tended key are pressed together with the intended key (e.g. ‘onl7y6’ for ‘only’).  

For the remaining Zero Time keystrokes, which caused an error but did not involve 
letters that were Next-To or Close-To each other, they were further divided into 
Transposition Errors (TE) or not. Transposition Errors (TE) refers to when consecu-
tive letters are switched, such as ‘tiem’ for ‘time’.  

3   Experimental Results 

23668 keystrokes were collected from the student study, of which 72 were Zero Time 
keystrokes. 22224 keystrokes were collected from the child study, of which 54 were 
Zero Time keystrokes. Figure 1 shows the number of Zero Time keystrokes found in 
each category for both students (shown in bold) and children (shown in italics) in 
percentages of the total Zero Time keystrokes found. 

There were 6 Zero Time keystrokes in the student study and 12 in the child study 
that resulted in No Error. These No Errors occurred when the two letters pressed 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Percentage of Zero Time Keystrokes Found in Each Category of Typing Errors for 
Students and Children 

 

Is error Is not error 

Are NT or CT letters Are not NT or CT letters

Is xy -> yx Is not xy->yx

NT-Mu CT-Mu TE Other

No Error 

Zero Time key press(100%) (100%) 

(91.7%) 

(79.2%) 

(73.6%) (5.6%) 

(8.3%) 

(12.5%) 

(12.5%)  (0%) 

(77.8%) 

(55.6%) 

(20.4%) (35.2%) 

(22.2%) 

(22.2%) 

(13.0%) (9.3%) 

Keys:  (91.7%) – Percentage of errors found in the student study 
 (77.8%) – Percentage of errors found in the child study 
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together were the correct letters, and despite the Zero Time, were recorded by the 
keyboard to have been pressed in the right order.  

Interestingly, the students had made considerably more NT-Mu errors (73.6%) than 
CT-Mu errors (5.6%), while children made higher number of CT-Mu (35.2%) than 
NT-Mu (20.4%). One possible explanation is that some children resting their hands 
below the keyboard between keystrokes, and to reach any key, their hands must move 
vertically first, whereas adults tend to hover their hands over the keyboard and move 
more sideways. It is hard to conclude a cause for this observation, without a detailed 
study on the starting position of hands in between keystrokes in both children and 
adults.  

Of all Zero Time keystrokes found, 91.7% in student study and 77.8% were either 
NT-Mu or CT-Mu. This suggests that the majority of Zero Time keystrokes are caused 
by pressing two adjacent keys when only one was intended. The next major group of 
errors were the Transposition Error at 12.5% for students and 13.0% children. 

4   Conclusion 

Zero Time keystrokes were collected from young children and undergraduate comput-
ing students and analysed. The results show that the in both children and students, the 
vast majority (average of 84%) of Zero Time keystrokes were due to misaim of the 
finger, resulting in the one finger pressing two keys together.  

With respect to ratio of the different error types found, there were some interesting 
variations between the student and children study, such as the children’s NT-Mu and 
CT-Mu ratio that were reversed in the student study. These variations require further 
investigation as to the causes.   
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Abstract. Tangible and tabletop interaction can be suitable for kindergarten 
children as educational material, expressive tool, or merely for fun. But only 
playfully interactive experiences will happen if technologies include aspects 
that are relevant to the child’s development, incorporating social experiences 
and easy control. Observation of children using these technologies is an impor-
tant feedback to improve designs but an appropriated method has to be used in 
the evaluations. The Structured Expert Evaluation Method (SEEM) not only  
assesses technologies’ usability but also fun aspects. This paper presents our  
research about the design and evaluation of a tabletop prototype oriented to 
children between 3 and 6 years, and the analysis of observations of children us-
ing our games. 

Keywords: Tangible Interaction, Children Usability, Tabletop, User Center De-
sign, SEEM, Games, Augmented reality. 

1   Introduction 

The educational and playful possibilities offered by tangible technologies are nowa-
days clear [8]. For the youngest, sympathetic interfaces such as “StoryMat” [4] and 
“Swamped!” [5] make use of toys in physical storytelling games. Other works, such 
as the “I/O Brush” [7] technologically enhance children toys for creativity and fun. 
Tabletop applications suitable for kindergarten children are less common, since inter-
action usually requires fine hand control that children less than 6 years old have not 
already achieved [6].  

Our research intends to explore tabletop interaction possibilities with children be-
tween 3 and 6 years through the manipulation of physical toys avoiding multi-touch 
interaction problems. The design prototype described in this paper goes beyond  
common tabletop constraints with a low cost hardware, easily mountable and dis-
mountable on kindergarten and schools rooms. During the design process periodical 
evaluation sessions were performed with small groups of children in order to observe 
and analyze the usability and fun of the tabletop prototype and games. The sessions 
were structured with the SEEM method [1] and after analysing their results general 
design recommendations can be obtained. 
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2   NIKVision Description 

As our prototype would be mainly used by small children, it was needed to be robust, 
safe, and suitable in size: 70 cm x 70cm surface table and a height of 45 cm (see 
fig.1). Interaction is carried out manipulating toys over the table surface. Visual rec-
ognition software [3] translates the physical condition of the table into a 3D virtual 
environment implemented with [2] and shown on the TV. In addition, it is possible to 
project images on the tabletop in order to georeference guidance. 

   

Fig. 1. Left: Tabletop prototype sketch: 1. Diffuse tabletop surface with toys. 2. USB webcam. 
3. PC computer with Tabletop software. 4. Video projector for tabletop image output. 5. Mirror 
for projection under the table surface. 6. TV set with speakers for image and audio output. 
Center: Tabletop working. Right: Toys with fiducials used by recognition software. 

3   Evaluating Tabletop Games with SEEM 

While designing our tabletop and games one of our worries was to bring up, as soon 
as possible, usability problems. Therefore, we carried out periodical tests with chil-
dren, that were structured with the help of SEEM questionnaires. SEEM questions 
focus on game goals, and how children perceive them in two aspects: usability and 
fun (see Table 1). 

Table 1. SEEM questionnaire by categories 

Category Usability questions Fun questions 
GOAL 
 

Can children perceive and 
understand the goal? 

Do children think the 
goal is fun? 

PLANNING AC-
TIONS 

Children perceive and 
understand the actions they 
have to execute in order to 
reach the goal? 

Do children think the 
actions they have to 
execute in order to reach 
the goal are fun? 

PHYSICAL AC-
TIONS 
 

Are children able to per-
form the physical actions 
easily? 

 

FEEDBACK Can children perceive and 
understand the feedback (if 
any)? 

Is the negative / positive 
feedback motivating? 
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Sessions were video recorded with two cameras: one took the TV image of the 
game evolution, and the other took the children actions with the toys over the table-
top. Additionally, the software recorded the toy’s paths on the table during the game.  

A competitive game, “Collecting strawberries”, was used to detect interaction 
problems. The 3D scenery is a field with several plants (see fig. 2). Each of the two 
players chooses one farm animal to play with. Some plants hide strawberries and 
children compete for collecting them. To do this, children have to move the toy ani-
mals onto a plant location. Here, we will briefly explain the problems observed during 
the test sessions, grouped by the SEEM category, and the solutions that were carried 
out to solve them. 

  

Fig. 2. The “Collecting strawberries” game 

Physical actions: It is important that children can handily play on the tabletop. At the 
beginning, children showed difficulties in reaching the far side of the table. Several 
modifications of the tabletop design were carried out in order to improve this. On the 
other hand, children had doubts on how to move the animals to collect the strawber-
ries. On the original game version, strawberries were collected by simply getting 
closer to the plants. Therefore, in the game final version the children shake the virtual 
plants with the toys in order to drop the fruits. This kind of movements, that have to 
be natural, improves the fun element of the game. 

Planning actions: In the first tests, children did not have georeferenced help on the 
table surface to locate the plants, only the virtual scene on the TV. Children showed 
difficulties on moving the animals to the right place (see fig.3.left). So, tabletop pro-
jection on the game with georeferenced help was implemented to locate the plants. In 
the new tests, children were able to locate plants faster (see fig.3.right), and fun was 
improved. 

  

Fig. 3. Recorded graphs showing the paths followed by the toys in the strawberries game. Left: 
No georeferenced game. Right: Georeferenced game. The squares represent the plants location. 
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Feedback: With very young children, positive and negative feedback becomes one of 
the main design aspects to consider. In our tabletop, as children need to divide their 
visual attention between tabletop image feedback and TV 3D scenery, sound becomes 
the best way of giving feedback. Short and funny sounds indicates if a strawberry has 
been found (positive feedback), or the plant is empty (negative feedback).  

4   Conclusions 

The main conclusions of our test sessions are the following: 

– Test sessions must be carried out as soon as possible during the development of the 
games to detect misconceptions on the designs. 

– It is important that children understand clearly the goals of the game. However, 
giving to much details and instructions rests fun as they would only follow the 
steps.  Letting them to explore and discover enhances fun and thus, learning.  

– In this freely conditions, feedback (sound and georeference) is crucial, enabling the 
children to know in every moment if they are doing right or wrong. 
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Abstract. We propose a new technique to help users to explore geometric 
shapes without vision. This technique is based on a guidance using directional 
cues with a pin array. This is an alternative to the usual technique that consists 
of raising the pins corresponding to dark pixels around the cursor. In this paper 
we compare the exploration of geometric shapes with our new technique in 
unimanual and bimanual conditions. The users made fewer errors in unimanual 
condition than in bimanual condition. However they did not explore the shapes 
more quickly and there was no difference in confidence in their answer. 

Keywords: Tactile interaction, Tactons, geometry, non-visual interaction.  

1   Introduction 

Many subjects at school rely on structured data such as schematics. These are 
essentially visual representations, which are difficult to interpret for children with 
visual impairment. Children with some residual vision may be able to use magnified 
schematics, but those who are blind or have little residual vision have to use another 
sense. Raised paper is widely used for this purpose. Children can explore raised paper 
schematics by running their fingers over the paper to feel the raised sections of the 
image. However this technique provides a static representation of the schematic and 
cannot easily benefit from the advantages of a computer-based system. Large Braille 
displays could potentially provide similar functionality for a computer-based system, 
but are prohibitively expensive for most situations. The goal of our research is to 
identify techniques that can provide accessible representations of structured data such 
as shapes or schematics, and both take advantage of the benefits of the technology-
based approaches without being too expensive. The VTPlayer mouse (figure 1) is an 
example of such a display, which has two 4x4 pin arrays on the top. It has previously 
been used to display tactile icons, which appeared to be a good way of conveying 
information [4]. We are interested in two aspects concerning the display of schematics 
with touch. The first one is the way the information is presented, and the second one 
is the way the schematic is explored. In this paper we propose a new presentation 
method, and will compare two exploration methods for it. 



146 T. Pietrzak et al. 

 
Fig. 1. VTPlayer mouse, with two 4×4 pins matrices on the top 

2   Presentation and Exploration Methods 

The common method to display schematics with pin arrays is a visual translation 
method that is a simple mapping of dark pixels into raised pins. It has been shown to 
be an inefficient method [2], unless it is enhanced by a guidance system [1,3]. 

The new method we propose consists of guiding users along the shape in order to 
help them explore it completely. It is based on a vectorial representation of the shape 
to explore. The shape is divided into line segments, which the user is guided around 
using directional Tactons. Tactons are structured tactile cues that convey information 
[4]. We use Tactons presented through one 4x4 pin array of a VTPlayer, which has 
been shown to be able to represent efficiently 8 directions (figure 2) [5]. A prelimi-
nary study of shape exploration with pin array Tactons in unimanual condition [6] 
shows that users were able to explore shapes with this technique. However they only 
provided directional information. The next step would be to enhance this system with 
more information. According to initial tests on Tactons, we can transmit successfully 
several pieces of information by varying several parameters on one Tacton [5]. For 
example, dynamic “blinking” Tactons are made with two individual animated frames. 
The Tacton is displayed by alternating a frame with a pattern made with raised pins 
and another frame with no raised pins with both frames being displayed the same 
duration. 

 

Lowered pin 
 
Raised pin 
 
Direction 

Fig. 2. Patterns used to encode direction  

Here we can display one piece of information through the pattern and another 
through the blink speed. We still use the pattern to encode the direction of the next 
vertex, and we use the blink speed to encode the distance to the next vertex. Initial 
studies varying blink speed showed that 3 blink speed values can be distinguished by 
participants with a high level of accuracy [5]. Here, we map increasing blink speed to 
decreasing distance to the start of the next line segment. Finally, we use a simple 
binary mapping on the second pin array of the VTPlayer which rests under the user’s 
middle finger to encode whether the user’s cursor is on the shape or outside the shape. 
The segments have a thickness, fixed after pilot studies. The opposite vertex is called 
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the target. It is represented by a half-circle whose radius is equal to the segment's 
thickness (figure 3). The user is guided from one vertex to the next one in a loop, and 
can move around the shape as many times as is required. The Tacton is displayed 
under the index finger, and its characteristics depend on the user's position with re-
spect to the current segment's position. If the user is on the segment, the Tacton's 
pattern aims at the target. Otherwise, it aims at the nearest point on the segment. 

 

Fig. 3. Guidance on a segment 

We explore two conditions: unimanual and bimanual. In the unimanual condition, 
users both navigates with the VT Player and feels the Tactons through their dominant 
hand,  In the bimanual conditions, users navigate using a stylus in their dominant 
hand, while feeling the stimulus on their non-dominant hand resting on a static VT 
Player (as in [1,3]). The advantage of the first one is that the kinesthetic sensation 
provided by the movement of the pointing device comes from the same part of the 
body as the tactile stimulation. The advantage of the second method is that it could 
provide an alternative solution for blind users, for whom previous work has suggested 
that the use of the mouse can be problematic [2]. The use of an absolute referential 
provided by a tablet could resolve these problems. 

3   Experiment 

In this preliminary experiment we will search for the best exploration methods for our 
new presentation method. The task was to identify a series of shapes as quickly and 
accurately as possible. Eight sighted but blindfolded users took part of this experi-
ment. They were 26 to 28 years old, and none of them suffers from a known tactile 
perception problem. All of them were regular computer users, but none had signifi-
cant experience of using tablets. Half of the users explored the shapes with the 
VTPlayer, and the others with the tablet. All participants explored one training shape 
until they felt comfortable with the system, and 10 shapes (including a square, a trian-
gle, a rectangle and simple polygons) they had 3 minutes to recognize. Response 
times as well as a confidence rate (on a scale of 1 to 7) were recorded for each shape. 
We make the hypothesis that users will make less errors, answer more quickly and 
will be more confident in their answers when exploring with the VTPlayer mouse 
rather than with the tablet. 

We notice that the users who used the tablet made more errors (8/40) than the oth-
ers who used the VTPlayer mouse to explore (4/40). Users who explored the shapes in 
unimanual condition gave a mean confidence of 5.85/7 (sd=1.28), compared to 5.6 
(sd=1.62) for users who explored in bimanual condition. A Wilcoxon rank sum test 
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does not show any significant difference (W=878, p=0.43). Concerning answer times, 
users who explored in the unimanual condition answered with a mean of 95.95s 
(sd=42.77s) compared to a mean of 93.45s (sd=52.54s) in the bimanual condition. 
Once again a Wilcoxon rank sum test doesn't show any difference (W=881.5, 
p=0.43). 

According to these results we cannot accept our hypothesis about the error rate, the 
confidence rate and the exploration time. Indeed users made few errors with the 
VTPlayer and with the tablet. Moreover the exploration method did not have any 
impact on the answer times nor on the confidence of the users on their answers. How-
ever, some users reported it was disturbing to explore with one hand and feel the 
shape with the other one.  These results are encouraging for the Tacton representation 
method as users were able to achieve a low error rate in both mouse and tablet explo-
ration modes with very little training. We must be aware however that results might 
differ for visually impaired users. 

4   Conclusion 

We proposed a new presentation method for geometrical shapes. In this preliminary 
study we have tested the difference between two exploration methods with this new 
presentation method. Our results show that sighted users could use a Tacton representa-
tion to successfully explore shapes non visually.  There were no significant differences 
in time or confidence when exploring shapes in unimanual condition or in bimanual 
conditions. The similar performance of these exploration methods encourages us to 
concentrate on exploration with a tablet as an input as this may be more suitable for 
visually impaired users due to the absolute positioning method used by this device. In 
future studies we will compare the efficiency of the new presentation method with the 
traditional tactile presentation method that consists of raising pins corresponding to dark 
pixels around the cursor, with sighted and visually impaired users. 
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Abstract. A survey on the initial design of a digital educational game was de-
veloped and administered to the target group in Germany and England. Some 
significant gender and cultural differences in game play habit, game type pref-
erences and game character perceptions were observed.  

1   Introduction  

Developing digital educational games (DEGs) that can cost-effectively foster learning 
with fun and pleasure is a vision for researchers and practitioners in the field of HCI 
and technology-enhanced learning. DEGs offer exciting and dynamic environments 
which engage players in meaningful and motivating learning activities, inspiring them 
to explore a variety of topics and tasks. Nonetheless, previous research suggests that 
children in general tend to find educational games uninteresting, and that gender dif-
ference existed with boys holding a more negative attitude towards edutainment 
games than girls [1]. Interestingly, while the number of girls playing computer games 
has been increasing, they still tend to be perceived as masculine activity that more 
boys than girls prefer and spend time on. Such a disparity is attributable to the stereo-
typical presentation within games and to a general lack of female characters in games 
[2]. Even children in elementary schools perceive that software is gendered by design. 
The implication is more than just the attitude towards games; more serious impacts 
are girls’ low confidence in working with computers and avoidance from technology-
related fields, adversely affecting their employability. Specifically, Kinzie and Joseph 
[1] identified some interesting gender issues in game character preferences, for in-
stance, the children in their study preferred characters to be of their same gender and 
ethnicity. Presumably, culture with its values, beliefs and norms plays an important 
role in shaping children’s perceptions of game characters.  

We are motivated to study gender and culture differences in the context of a DEG 
under development. The prototype topic is based on geography. An initial game de-
sign concept, prior to any implementation, was developed. Put briefly, the game story 
was about an alien kidnapping a boy and their flying round the world to collect rele-
vant geographical information. A survey was designed with three objectives: (i) to 
evaluate the acceptance of the representative users of the game towards the game 
design; (ii) to evaluate if there are any gender and cultural differences in perceiving 
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the game characters; (iii) to elicit feedback on improving the game concept; a practi-
cal means to gather user requirements. It was administered in two countries.  

2   Method and Procedure 

Design of the Questionnaire. The questionnaire consists of two major parts. Part A 
contains five close-end questions on the respondent’s gender, age, gameplay habit, 
gametype preference, and affinity for geography. Specifically, four gametypes – 
learning, action, strategic and sport – are provided as options to reduce the possible 
confusion in children; the other taxonomies are deemed rather complex (e.g. [3]). Part 
B addresses different aspects of the game. First a synopsis of the game story is pre-
sented. Then two close-end questions on the perceived interestingness of stories about 
aliens/UFO in general and of the game story in particular. An open-end question on 
describing improvement suggestions is presented. A set of four questions on under-
standing how respondents identify themselves with the story‘s main play characters 
are given. Another set of three questions on the preference of non-play character is 
posed.  The last question is to assess the respondent’s intention to play the game in the 
future. 

 
Participants. Two samples from Germany and England were involved in the survey. 
They were school children aged between 11 and 14, the target group of the game. In 
Germany, the survey was conducted in the context of computer games fair. In Eng-
land, the survey was administered in the classrooms of the five participating schools. 
Due to organizational constraints, the survey could only be conducted by the school 
teachers, who were asked to read aloud a script with similar wordings used in the 
German event. This step was taken to maximize the comparability of the data col-
lected from the two settings.   

Table 1.  Demographic data of the survey respondents in the two countries 

Country Number/Age Girls Boys Sub-total 
German Number 

Mean Age (SD) 
78 

12.6 (1.1) 
61 

12.8 (1.1) 
139 

12.7 (1.1) 
British Number 

Mean Age (SD) 
59 

12.5 (0.9) 
83 

12.7(0.9) 
142 

12.6 (0.9) 
 Sub-total 137 144 281 

3   Results, Discussions and Concluding Remarks 

Results show that half of the British boys (52%) play games everyday and half of the 
German boys (51%) play games more than twice per week.  Interestingly, 14% and 
12% of the British and German girls report that they have never played games, 
whereas all of the British boys have played games. 45% of the German girls  
play games less than once per week whilst 44% of their British girls play more than 
twice per week. These figures seem to suggest that (i) Boys tend to play games more 
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frequently than girls, irrespective of the country of residence; (ii) the British children 
tend to play games more frequently than their German counterparts. To investigate 
whether these observations are statistically significant, we performed the linear cate-
gorical regression analysis. The value of R2 = .25 indicates that the two predictor 
variables gender and country can explain only 25% of the variations of the gameplay 
frequencies. Results show the significant effect of the predictor gender (beta = .49,  
t = 9.32, p<.001)) and the non-significant effect of the covariate country (beta = -.017, 
t =-.136, p>0.05). Boys tend to play games more frequently than girls, and the country 

of residence does not have a strong effect on the children’s gameplay frequency. 
Cramer's V was used to evaluate if gender was associated with gametype prefer-

ences. The most preferable gametype for both the British girls (51.7%) and boys 
(49.5%) are Action, followed by Strategic and Sport. The least preferable gametype is 
Learning with only 3.2% and 2.2% for the girls and boys, respectively. The value of 
the Pearson chi-square equals 0.581 (p =. 901), indicating that gender and gametype 
preference for the British sample are not significantly related. In contrast, the German 
sample demonstrates a slightly different pattern from their British counterparts. The 
most preferable gametype for the German girls is Strategic (40.7%), followed by 
Action and then Sport; the most preferable gametype for the German boys is Action 
(54.3%), followed by Strategic and then Sport.  The least preferable gametype is 
Learning with 13.2% and 3.2% for the girls and boys, respectively.  The value of the 
Pearson chi-square equals 13.972 (p = .003), indicating that gender and gametype 
preference for the German sample are significantly related. 

With the aim of evaluating to what extent the respondents tended to associate the 
Boy’s (the main play character) attributes with their own, they were asked to rate first 
the Boy and then themselves, using a 7-point scale, with respect to six pairs of con-
trasting adjectives adapted from the instrument Speech Evaluation Instrument [4] 
consisting of three subscales – superiority, attractiveness and dynamism, against 
which the entity of interest is evaluated:  

• Superiority: Intelligent vs. Unintelligent; Uneducated vs. Educated;  
• Attractiveness: Friendly vs. Unfriendly; Cold vs. Warm; 
• Dynamism: Peaceable vs. Aggressive; Talkative vs. Shy 

The exercises resulted in a set of so-called “Boy-based ratings” and another set of 
“Me-based ratings”. We computed the correlations among them independently for the 
German and British samples. A number of statistically significant correlations are 
found.  Nonetheless, based on our research interest, we explore to see whether there 
are gender differences in perceiving the relationships between the Boy’s attributes, 
between the Me attributes, and between these two sets. Interestingly, results consis-
tently show that the German female respondents tended to perceive the attribute inter-
relations, be they applied to the Boy or themselves, in a more complicated manner 
than did their male counterparts.  Presumably, the German male respondents may 
associate their own attributes with the Boy’s (same gender) more strongly than  
the female respondents (opposite gender) do; the empirical results indicate otherwise.  
In contrast, the British respondents’ perceptions, irrespective of gender, are less  
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complicated than those of their German counterparts. Interestingly, the British male 
respondents tend to perceive the associations in a more complex way than their fe-
male ones – a reversed trend demonstrated by the German sample. Fig. 1 illustrate the 
results how the respondents perceive the associations between the game main play 
character (“Boy”) and themselves (“Me”). Contrasts are observed across gender and 
culture. We also aim to find out whether those who perceived a stronger “Boy-Me” 
association might have a higher tendency to play the game in the future (i.e. the last 
question of the survey) by summing the absolute differences in ratings over the six 
pairs of adjectives. While there is a moderately significant correlation for the British 
sample (r =-.24, N = 199, p<.05), it is not significant for the German sample.  

 

Concluding Remarks: Pre-
vious research suggests that 
children, especially boys, 
tend to find learning games 
boring. It is corroborated  
by our findings that among  
the four gametypes learning 
game is least preferable and 
girls are more positive to-
wards it than boys. Existing 
research also suggest that 
children tend to prefer game 
characters that are in some 
way “like me”. Cultural pref-
erences for normative per-
sonal qualities may influence 
children’s preferences for the 
characters they play. While 
there are some very interest-
ing gender and cultural dif-
ferences in interpreting the 
main play character’s quali-
ties and in associating those 
qualities to theirs, such asso-
ciations do not affect their 
intention to play the game. 
The setting where the survey 
was conducted could have 
impact on the children’s 
perception and acceptance of 
the game: the relaxing at-
mosphere in the game fair 

with the exhibitors as opposed to the more structured classroom environment with the 
teacher. We explore psychosocial theories to explicate the phenomena observed and 
their implications on future work. 
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Fig. 1. The British (left) and German (right) children per-
ceptions of the main game character. On both diagrams, 
boys are on the left and girls on the right.
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Abstract. Using media façades as a subcategory of urban computing, this paper 
contributes to the understanding of spatial interaction, sense-making, and social 
mediation as part of identifying key characteristics of interaction with media fa-
çades. Our research addresses in particular the open-ended but framed nature of 
interaction, which in conjunction with varying interpretations enables individual 
sense-making. Moreover, we contribute to the understanding of flexible social 
interaction by addressing urban interaction in relation to distributed attention, 
shared focus, dialogue and collective action. Finally we address challenges for 
interaction designers encountered in a complex spatial setting calling for a need 
to take into account multiple viewing and action positions. Our research-
through-design approach has included a real-life design intervention in terms of 
the design, implementation, and reflective evaluation of a 180 m2 (1937 square 
feet) interactive media façade in operation 24/7 for more than 50 days.  

Keywords: Media facades, urban screens, multi-user, public space. 

1   Introduction 

Research in human computer interaction has during the recent years progressed from 
predominantly focusing on the workplace setting [1], to other spheres of activity re-
flecting that only a fraction of the microprocessors produced today go into desktop 
computers whereas the majority become an integrated part of our physical environ-
ment [2]. Enabled in particular by ubiquitous computing technologies [3], HCI re-
searchers have turned their attention to the expanding use of digital technologies as 
part of other aspects of human life including the home, entertainment, the school, 
museums etc. Urban life, with its social and cultural practices, differs from other 
aspects of human life, and has different kinds of spatial and material circumstances 
which pose new challenges for interaction designers. McCullough [4] has in his ac-
count of the intersection between architecture and interaction design drawn to atten-
tion the importance of addressing the situatedness of urban computing and has as part 
of that purpose compiled a tentative list of thirty situational types (e.g. watching, 
idling, cruising, attending, gazing) indicating the complexity and particularity of the 
urban setting. Greenfield & Shepard [5] have also explored the terrain of urban com-
puting with a particular concern for the local and context sensitive aspects of what 
they call ambient informatics in contrast to urban computing. 
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In this paper, we focus on one particular kind of urban computing, media façades, 
which is the general term for incorporating displays as an integrated part of a build-
ing’s façade [6]. Within the domain of media façades, a number of genres may be 
identified of which advertising together with news is by far the most common. The 
buildings surrounding Times Square in New York and Hachiko Square in Tokyo are 
some of the archetype examples of commercial advertising used as a media façade. 
Architecture has throughout history been constantly on the lookout for ways of re-
newing itself with new expressions and use of new materials. Use of mechanical de-
vices are among the ways of dynamically altering the facade expression as seen on 
Institut du Monde Arabe in Paris [7], where iris-like shutters automatically open or 
close to adjust to the lighting conditions. Art is the genre where artists are the driving 
forces behind the creation of the media façade, like in the case of “Body Movies”, an 
installation by artist Rafael Lozano-Hemmer [8]. Games are often used along with 
other genres such as art or community media. Blinkenlights [9] is a classical example 
of such an installation where artists placed lamps behind each window in a building in 
Berlin and used the pixel matrix as a screen for playing pong and displaying low reso-
lution animations. Community media and news is the media façade version of com-
munity media and live events as explored as part of BBC Big Screens all over the UK 
leading up to the 2012 London Olympics. Public Service is driven by the need to 
provide information to citizens in urban areas, for instance in terms of bus schedules, 
weather forecasts or traffic info. 

Using media façades as a subcategory of urban computing, our research focus re-
volves around coming to grip with sense-making and social mediation as part of iden-
tifying key characteristics of interaction with media façades in an urban setting. Our 
approach strongly relies on design research-through-design [10, 11] by conducting 
real-life design interventions where we have taken advantage of our engagement in 
specific design practices in order to explore aspects of urban computing. The specific 
case that provides the fuel for our discussion is Aarhus by Light. 

Aarhus by Light was a two-month social experiment with an interactive media fa-
çade at the Concert Hall Aarhus in Denmark. In the façade lived small creatures of 
light. When you approached the concert hall, you entered their world, which was also 
a part of the city. They were social beings always (or mostly) happy to see you. On 
the central path leading visitors towards the concert hall were three illuminated zones, 
each covered with carpets in bright colors (pink, blue, and yellow). In these zones, 
camera tracking translated the visitors’ presence and movements into digital silhou-
ettes on the façade, and through the silhouettes, visitors could caress, push, lift and 
move the small creatures. The creatures would wave back, fight, sleep, climb, jump, 
kiss, and occasionally leave and come back, thereby creating a relation to the visitor 
which was not only physical and embodied but also emotional and narrative. 

Our research proceeds along the path pursued by Peltonen and colleagues [12], 
who have drawn to attention the fact that interactions with large screens in urban 
settings is a new and fairly unexplored area of research. Their research is in many 
ways related to ours by focusing on the social organization of interaction but with 
notable differences in scale, location and duration: Peltonen et al. introduced a shop-
window-sized display on a shopping street during an eight days period, whereas Aar-
hus by Light was an 180 m2 (1937 square feet) interactive media façade in a central 
public park which ran 24/7 for more than 50 days. Another closely related study is 
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that of Paay & Kjeldskov [13] who present a detailed examination of social interac-
tion in urban space with a concern for the situated aspects of interaction which they 
use as the platform for the evaluation of a mobile prototyping system. 

The structure of this paper unfolds as follows. First, we introduce our practice-
based research methods followed by a presentation of our design intervention, Aarhus 
By Light. Following this, we account for our data collection consisting of observa-
tions, interviews and log data which provide the platform for our analysis of the 
emerging spatial interaction, sense-making and social mediation.  

2   Method 

Our research method has been a practice-based explorative approach known as re-
search-through-design [10, 11] carried out as a reflective design practice, not only 
focusing on the design artifacts themselves but rather using design artifacts as a 
means to get insights into the kinds of interactions emerging in an urban context. 

We have addressed our research question from a multidisciplinary perspective en-
abled by a series of collaborative workshops and other kinds of design activities, 
including field studies, experiments [14] and design workshops [15] that produced a 
series of materialized artifacts [16]. 

While navigating the research-through-design process, we selected various design 
methods and tools trying to overview, structure and foresee the consequences of the 
intervention. E.g., we conducted field studies to get insight into the complexity of  
the urban domain and existing use patterns, continuously refining design values for 
the design artifacts and using structured workshops to develop concepts for interven-
tions; all in dialog with the materialization of sketches, 3D models, and prototypes. 

We have studied and analyzed the interventions and their influence on the lived life 
in a specific urban context primarily using qualitative methods including observations 
and interviews [17]. In addition to video-logging of use during the entire period, the 
media façade software logged activation and other important events in terms of quan-
titative data which was used in the analysis of patterns of engagement and use. 

In the subsequent analysis, we finally linked and summed up on all the material 
throughout our work to distil the findings in relation to our research question. Pro-
gressing from the research question toward the presented findings has not been an 
entirely linear process, neither a fully pre-designed research process in the narrow 
sense, but rather a continuously navigation through the design aspects uncovered. To 
a certain extent, the research activities have been iteratively interweaved through 
versions of design artifacts and workshops informing and shaping each other. 

3   Design Intervention: Aarhus by Light 

As mentioned briefly in the introduction, Aarhus by Light (AbL) was an interactive 
media façade, engaging local citizens in new kinds of public behavior in order to 
explore new possibilities of digital media in urban life. The large glass facade on the 
building was fitted with 180 square meters of semi-transparent LED screen that was 
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distributed in a non-rectangular pattern behind the surface of the Concert Hall Aarhus 
towards to the adjacent public park. Visitors in the park were met with the spectacular 
view of animated creatures crawling around the structure of the glass facade along 
with a constantly moving outline of the skyline of Aarhus. When visitors walked 
through the park, they passed through three interaction zones marked with colored 
carpets. Once on the carpet, a sensor picked up the outlines of your body hereby creat-
ing a silhouette on the screen. This silhouette encouraged a curious and playful inves-
tigation of the expression among the users, while enabling them to interact with the 
creatures by pushing, lifting and dropping them. 

The motivation behind AbL was driven by research interests and curiosity, but was 
also supported by the concert hall’s interest in challenging its own rather conservative 
image. They did not, however, in any way want to influence the actual design. 

As the platform for a systematic introduction to AbL, we apply a design space ex-
plorer [18] for media façades, a light-weight framework for addressing key aspects of 
media façades in an urban setting. The design space explorer consists of two parts: 
aspects listed in the top row and a number of design choices for each aspect in the 
columns below. As discussed in [18], the set of aspects may be adapted for each spe-
cific design case. In the case of AbL, the aspects are: Materials, Form, Location, 
Situation, Content, Interaction, and Values (Table 1). 

Table 1. Design Space Explorer for Aarhus by Light 

Materials Form Location Situation Content Interaction Values 
Semi-
transparent 
& low-res 
LED panels 

Carpets 

Irregular 

Elongated 

Spatial  

Façades 

Public park 

Lobby 

Adjoining 
cultural 
institutions 

Visitors 
arriving 

Passing by 

Creatures 

Skyline 

Silhouette  

Camera-
tracking of 
movement 
and ges-
tures 

Playful 

Integration 

Eye-
catching 

Social 

Material: AbL was based on 180 m2 low-resolution LED panels. Each panel con-
sisted of 25x50 pixels (4 cm dot pitch) that were assembled to a display counting 
1250x150 pixels. The panels themselves were semi-transparent and were hardly 
visible from a distance. However, when the LEDs were lit, they constantly created 
awareness by emitting visuals in bright colors. In addition to the façade, a pink, a 
yellow, and a blue carpet were used in the park area to stage and call attention to the 
interaction zones. 

Form: The rectangular LED panels in AbL matched the glass façade modules of the 
Concert Hall and were configured as a 50x6 meters irregular and elongated shape 
mainly placed alongside the main façade towards the park. The shape of the LED 
panels was deliberately designed to break away from a rectangular TV screen look, 
and a smaller part was wrapped around the facade corner in a spatial configuration. 
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Fig. 1. Concert Hall Aarhus with the media facade installation and the three interaction zones 

Location: Location is closely related to situation but refers to the spatial arrangement 
rather than the practices taking place within it. The LED panels that dominated the 
AbL installation were integrated in the 700 m2 glass façade of the Concert Hall, 
which is situated in the centre of Aarhus, the second largest city in Denmark. The 
public park in front of the Concert Hall is defined by a series of adjoining cultural 
buildings – among them an art museum, and the town hall. The panels were hung 
from the inside of the façade and the visual content was mainly visible from the park 
during daytime. But during night time, the light from the LED panels was mirrored in 
the glass façade visible from the foyer of the Concert Hall. The mirrored light hereby 
created a complex visual and spatial relation between the interplay of the panels and 
the glass façade together with the park and the foyer (Figs. 1 and 2). 

Situation: Since AbL ran 24/7 for more than 50 days, it was designed to take multiple 
situations and use scenarios into account. Among them were people passing by versus 
dedicated visitors of the Concert Hall in relation to scheduled concerts and activities, 
all together with possible distances, perspectives, and visual obstacles in the public 
park and the lobby area. 

 

 

Fig. 2. The installation in use. The LED panels themselves are almost invisible. 
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Content: There are three main content elements in AbL: (1) A one pixel wide lineart 
skyline of Aarhus landmarks which slowly emerge and disappear independently of 
other elements, (2) 30 luminous creatures which move around on the lattice of the 
facade; each creature is autonomous, though guided by specific rules which influence 
their behavior, and (3) silhouettes of users, which are displayed on specific parts of 
the facade in correlation with the users’ position in the interaction zones in the park. 

Interaction: In the case of AbL, users can interact by entering one of the three desig-
nated interaction zones in the park. When they do so, their silhouettes are tracked and 
displayed on set areas of the façade. The luminous creatures are drawn toward the 
silhouettes, and users can shove them around. The creatures will respond in a friendly 
manner – by waving at, dancing with, or crawling onto users – or hostile manner – by 
kicking the silhouettes. When no users are present, the creatures will go about their 
own routines, sleeping, kissing, fighting, crawling, and dancing. The intended dura-
tion of use ranges from <1-20 minutes. The interaction was implemented by  
having one big, digital canvas powered by a single PC running a custom-made C 
application. The canvas consisted of three layers. In the front most layer, the applica-
tion processed input from the three cameras (one for each interaction zone) and  
produced silhouettes or rather blobs on three corresponding parts of the facade. The 
middle layer was populated with animated creatures, and the background layer held 
the changing skyline. The software ran unattended, calibrating the filter continuously 
for optimal silhouette-generation during shifting conditions. 

Values: Values are the basic positive (or negative) considerations that have governed 
the design of the installation, reflecting the goals of the design and what is considered 
as important. AbL’s final form and function is a crystallization of three main values 
which we have actively sought to incorporate into the installation: (1) playfulness as 
the key experiential quality which we sought to embed; this is reflected most evidently 
in the content-interaction fusion (use your bodily movement and gestures to play with 
the video game-like creatures, (2) integration into the existing setting, both relating to 
integration of the LEDs with the architecture of the Concert Hall, as well as the inte-
gration of the interaction into the existing practices and situations, and (3) an eye-
catching expression making evident to passers-by that something new was afoot. 

The design choices for each of the seven aspects have been interdependent. For in-
stance, the choice of materials in terms of low resolution LED had implications for 
content in term of the line-art skyline and style of the luminous creatures. Likewise, 
the situational types of people passing by coincidentally or being on their way to an 
event at the Concert Hall Aarhus had implications for the interaction style. 

4   Data Logs, Observations, and Interviews 

In order to monitor the running status of the media façade and to capture events for 
later analysis, we set up a time-lapse camera as well as logged the activation of the 
interaction zone sensors. The time-lapse camera was placed in the bell tower of the 
nearby city hall. Throughout the duration of Aarhus by Light, it captured a still image 
every six minutes as an extra source of documentation (with no personal identification 
possible). 
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The media façade software produced a log recording every activation as well as 
other important aspects like for instance software updates. An activation is defined as 
a blob identified in a camera image by the software identified producing a corre-
sponding silhouette on the facade. Figure 3 shows the number of activations of the 
three cameras summed up for each hour of the day during a 21 day period. 

Activation of a camera generally indicates use, but there is no simple correlation 
between the number of activations and the number of persons triggering the activa-
tion. First of all, the number of activations each person generated varied greatly, since 
some only passed by whereas others spent considerable time interacting. Furthermore, 
there were some causes of activation that were not due to humans. In order to assess 
the proportion of human activation, we validated the log data by comparing selected 
time periods with two other sources: (1) the time lapse camera feed, and (2) a baseline 
of log data during and after the installation period where we knew positively no or 
very few people passed through the area. The validation revealed that when it was 
dark and wet, reflections from the media façade would feed back into the cameras and 
generate non-human activation. We also found that the yellow carpet was generating 
more non-human activations during dark and wet conditions even though it was far-
thest away from the facade. 

 
Fig. 3. Total number of activations of the three cameras over a period of 21 days 

Having subtracted the estimated ‘background’, non-human activation, the overall 
use patterns that stand out from the validated log data is the following: People engage 
with installation primarily during daytime, beginning around 7 a.m. and increasing 
without dropping until 5 p.m. Then there is a significant dip until a second smaller 
peak between 9 and 11 p.m. The latter peak fits with the exit times from events in the 
concert hall, which are more concentrated than arrival times. During evenings without 
events in the concert hall, significantly less people are passing by the area. 

Analyzing the data supports our thesis that the installation encouraged an interlude 
in the movements of the public. Especially the interaction zones generated a lot of 
movement, but also the area next to it seems to have been a popular spot for observing 
others interacting. 

In addition to data logging, we carried out observations in two ways: First, we did 
a number of in-situ observations of the installation in use. These observations were 
often carried out in conjunction with qualitative interviews with users. The primary  
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focus for these observations was on social interactions and exchanges as well as user 
experience, for instance if users displayed distaste or satisfaction with the installation. 
Second, we gathered video material of the installation in use for various purposes. 
The extensive amount of observations both from the interview sessions and video 
footage further highlights the rich variety of interaction forms and patterns spurred by 
the media façade. The observations show that all kinds of people interact with the 
façade, ranging from young boys and girls to older men and women. Observation 
video was shot quite openly with handheld cameras. 

Last but not least, we carried out 25 structured interviews during the two months of 
operation. The interviews were carried out at different times of day and on different 
weekdays, and they were supplemented with observations before and after the inter-
view itself in order to get a richer understanding of the interviewees’ interaction with 
and experience of the installation.  

Each interview consisted of 37 questions (not counting follow-up questions) and 
had a duration of 15-25 minutes. The questions were grouped into four categories: (1) 
occurrences prior to interaction, like the interviewees purpose for visiting the Concert 
Hall park, and whether they had heard of AbL before; (2) experiencing and interact-
ing with AbL, for instance immediate impressions, accounts of what was represented 
on the façade and how to interact; (3) social aspects, including whether interviewees 
were interacting with other users, if these were strangers or familiar faces, and which 
types of social encounters this prompted; (4) identity and effect, like how AbL fit into 
the interviewees’ general impression of the Concert Hall and the park, what kind of 
effect the installation had on the perception of a public space etc. Subsequently, the 
responses from the interviews were entered into spreadsheets for processing and com-
parison, and recurrent themes were condensed and analyzed. 

5   Analysis and Discussion 

Our analysis revolves around four themes: interaction patterns, space and interaction 
forms, sense-making and social mediation.  

5.1   Interaction Patterns  

During our analysis of the video and observation data, we have identified a number of 
recurrent interaction patterns. The most prominent patterns are shown in Table 2. 

Table 2. Interaction patterns  

Initiation Interaction Style Relation 
Pass and notice Basic exploration Individual 
Pass and interact Visual engagement Group 
Walk-up-and-use Embodied engagement Family 
Watch and join Narrative and empathic engagement Social 
Watch and take over Showing off  
Return Hacking/unintended use  
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Initiation refers to the ways in which people encountered and engaged with the in-
stallation. These span from passing and noticing the presence of Aarhus by Light 
through various modes of entering into interaction to returning after prior interactions. 

Interaction style refers to the different modes in which people explored the installa-
tion when past the initiation phase. These encompass simple initial trials of the basic 
functionality and engagement in the visual expression, but also more immersive inter-
action through embodied interaction coupled with narrative and empathic interpreta-
tions; ultimately, a number of visitors appropriated the installation in unexpected 
ways, ‘hacking’ it and/or showing off in front of other users. 

Relation denotes the social interaction patterns which we observed in the use of 
Aarhus by Light. Some users interacted with the installation individually, but, inter-
estingly, the main part of users entered into social relations of some sort through in-
teraction, either by being part of a previously formed group, possibly a family, or by 
entering into new social relations with strangers using the installation. 

5.2   Space and Interaction Forms 

An important part of understanding how people experienced AbL is to have a closer 
look at the interplay between the interactive media façade, the surrounding space, and 
the actual architecture. The integration of AbL into the Concert Hall’s façade formed 
the basis of new use patterns in and around the Concert Hall. In this perspective, the 
interactive media façade, in combination with the Concert Hall and the park area, 
became a stage for new forms of interactions. Partly intentional interaction forms but 
also unforeseen and unintended use-patterns and consequences. In this section, we 
discuss the most important themes in relation to interactive and spatial aspects of 
AbL; among them, how people interacted with the media façade and how this affected 
the use of the park area and the very identity of the Concert Hall.  

The park has gone from primarily being a place of transition with a few heated 
spots in connection to the entrance to a more diverse place where people still pass 
by, but with additional explicit hotspots in the interaction zones and the nearby areas. 
This indicates that the interactive zones have created new behaviors within the park, 
and based on the log data and the event program for the Concert Hall, we estimate 
that 500 persons have interacted with the installation during an average day. Fur-
thermore, our observations as well as the log data specify that the interaction zone 
nearest to the concert hall has been the most used one, followed by the middle and 
furthest interaction zones in respective order. This is a strong indicator of the success 
of AbL as a new stage for urban interactions: The two latter zones were situated 
along what was prior to AbL the most used transitional path, whereas the interaction 
zone closest to the concert hall was previously almost not used at all. The new pat-
terns thus reveal a strong interest for people to engage in interacting and experienc-
ing the media façade. 

Regarding the types of interactions, a clear pattern is that people attract more peo-
ple: when there are already users interacting with the media façade, this attracts others 
to observe or engage in interaction. The people who interact thus become a part of the 
interactive installation attracting attention. Another characteristic is that a great num-
ber of people seem to return to the installation to try out new interaction forms, or to 
show other people how the façade works. 
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The interaction style patterns reveal a variety of use forms surrounding the media 
façade. A large group of the people who interact are primarily concerned with discov-
ering the basic functionality, trying to identify the relation between the interaction 
zones and the media façade. Another dominant pattern of use is visual engagement in 
which the main focus of attention is the figures, the skyline, and the silhouettes on the 
façade, For many of the people interacting, the silhouettes they cast on the façade are 
more interesting than interacting with the figures; the silhouettes alone seem to make 
them want more, to explore how they can themselves be visualized on the screen. 
Another strong pattern of interaction is bodily engagement, interactions in which the 
focus is on the choreographic possibilities among the people who interact. People 
come together trying to coordinate movements on the carpet mimicking each oth-
ers’silhouettes – or just to make choreographies on the carpet. It is clear that the  
carpet and the silhouettes legitimize physical activity in urban space that would  
otherwise have been seen as downright strange and inappropriate. 

The above findings indicate that AbL did change the spatial relation in and around 
the Concert Hall, and by turning our attention towards how people came to think of the 
identity of the Concert Hall while the installation ran, it can help us get closer to how 
people experienced the space and the interaction forms. Especially the interviews indi-
cate a new interpretation of the Concert Hall. With only a few exceptions, the inter-
viewees found that the new interactive content augmented onto the façade, imparted a 
new view on the Concert Hall, ranging from more playful and inviting and in better 
contact with the younger visitors, to a more mystified impression balancing between the 
new and unknown and comparing it to other types of electronic media such as a 1980es 
computer game in an unexpected context. 

These new interpretations of both the identity of the Concert Hall as well as the 
reading of the content of the media façade led to the next section where we will have 
a closer look at sense-making. 

5.3   Making Sense of Large-Scale Urban Interactions 

A particularly intriguing aspect of how people experienced AbL was their efforts to 
make sense of this strange intervention into the urban space. In their Technology as 
Experience [19], McCarthy & Wright propose that sense-making is at the core of how 
we experience technologies; following this line of thought, we will discuss the most 
salient sense-making themes relating to AbL in order to explore and elucidate users’ 
experience and appropriation of large-scale urban installations.  

Most notably, interviewees presented us with a number of varying interpretations 
of what the installation was about and how to interact with it. Every respondent was 
able to distinguish between the three different types of representations – silhouettes, 
luminous creatures, and skyline. Judging by the responses, the luminous creatures 
were of most interest to them, followed by the silhouettes and the skyline. The most 
general impression of the installation was that it was, or was similar to, a video game; 
this was attributed primarily to the general low-resolution visuals of the façade as well 
as the representation and behavior of the luminous creatures. This interpretation is 
evident in statements such as ‘It is like Pacman meets the concert hall’ and ‘It reminds 
me of Commodore 64’ (a popular home computer in the 1980s). This finding high-
lights two interesting aspects of interactive media façades. First, that the visuals of the 
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installation, rather than the interaction form, architectural concerns, or social rela-
tions, were the most immediate point of reference in making sense of the installation. 
A particularly strong indicator of this tendency was that, when asked how the façade 
worked, interviewees answered along the lines of what it connoted – i.e. a computer 
game – rather than describing the technical and factual function of it. Secondly, that 
spectators clearly drew upon their repertoire of existing experiences with electronic 
media in order to understand what they were observing, and the computer game genre 
was deemed to have the closest resemblance to the installation. As Manovich [20] has 
examined, the development of new types of media lends extensively from genres and 
conventions from preceding media. This goes not only for media authors, developers, 
and designers, but also for the audience spectators and users. With regards to making 
sense of the interactive elements of the façade, people had fewer references to preced-
ing media to draw upon. Since there were no explicit instructions of use, users had to 
adopt an experimental approach to understanding the installation, save for the in-
stances when they could ‘lurk’ and observe already active users. As a result, many 
interviewees adopted an approach consisting of simultaneous trial-and-sense-making. 
The mirroring of users’ silhouettes in three different colors corresponding to the three 
physical interaction zones functioned as a very direct introduction to the mode of 
interaction, and both interviews, in situ observations and video observations show 
strong evidence that users’ understood this mapping easily. 

Turning now to the relations between the three elements represented on the media 
façade, we observed a striking pattern of sense-making in interviewees’ responses, 
namely that many of them presented us with accounts that went beyond what the 
installation was actually programmed to do. Most interviewees constructed narratives 
about what the creatures were doing, how they were interacting with each other, with 
users’ silhouettes, and with the skyline. Some of these were in line with the pro-
grammed responses of the installation, e.g. how creatures would greet new users. 
Interestingly, however, many of these narratives went beyond what the installation 
was actually programmed to do. For instance, several interviewees presented us with 
narratives of social interactions among the creatures, or creature responses to visitors, 
which went beyond the programmed responses of the creatures. This finding is sub-
stantiated by studies in cognitive development which propose that we have a tendency 
to remember experiences in the form of narratives, and that we may in fact re-order 
components or fill out blanks in order to make the narrative conform to expectations 
(e.g. Nezworski et al. [21]). In the case of AbL, this tendency was in fact also evident 
not only in interviewees’ subsequent accounts of what they had experienced, but also 
in the ongoing sense-making among interacting users. For instance, there was no pre-
programmed interaction between the creatures and the skyline, yet several users told 
us how one had influenced the other. In one instance, a girl told that she was trying to 
crawl up on a tower on the LED to rescue the figures. In another instance, several 
children told us, while playing with the installation, that the creatures were building 
the skyline, and that they could tear it down with their silhouettes. This ascription of 
intentions and motivations mirrors Heider & Simmel’s [22] seminal study of the attri-
bution of causality, in which they demonstrated how observers of an animated clip of 
simple geometric shapes attributed behavior and intention to the shapes. For the chil-
dren, this attribution of causality was reinforced by the ongoing sharing of their inter-
pretations by which consensual narratives were created and maintained. 
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It should be noted that we do not view these potentially inaccurate accounts as 
problematic. Rather, we see this tendency to construct narratives beyond the designed 
ones as important input into a broader discussion of sense-making in complex urban 
environments. In such settings, heterogeneous factors, like architectural, habitual, 
technological, and social aspects, will almost always co-determine the experience of 
technological artifacts and installations. Thus it may in many situations be very hard, 
or even impossible, for designers to take into account all of these factors, let alone 
create an installation that commands the focused attention of users. 

We propose that the balance between framing and open-endedness in AbL played 
an important part in its success. It presented users with recognizable representations in 
the shape of computer game-like creatures, the city skyline, and their own silhouettes, 
yet provided room for appropriation with regards to the emerging interactions. This 
proposition is in line with Thackara’s [23] discussion of designers’ proposing vs. 
imposing experiences and Greenfield’s [24] similar examination of highly designed 
experiences. 

5.4   Social Mediation 

One aspiration of staging engagement in public space is often to provide a medium or 
a platform that invites people to connect socially. As we have seen, there are not 
many cases of interactive media façades facilitating social interaction, and there is no 
dominant, coherent framework to address the situation facing designers of interactive 
media façades. One reason is that the technology is still waiting to be deployed, but 
another and probably more important reason for the lack of interactive media façades 
is that they are not very easy to embed into the socio-cultural fabric of urban space. It 
is simply not obvious what kinds of social mediation are desirable and acceptable. 

We may address this issue in the case of AbL by extracting observations and patterns 
in the interviews, observations, and log data, as we have seen above. As a platform for 
an attempt to further generalize and characterize these patterns and observations, we 
build on Ludvigsen’s [25] framework of social use in public spaces, especially the no-
tion of “situational interaction flexibility1”, SIF. This framework is simpler than e.g. 
MIRANDA and SOPHIA [26], which are based on McCullough [4], but still captures 
salient features in a way that are easy to communicate and discuss. 

SIF is based on Goffman’s [27] concepts of behavior in public space: occasion, 
situation, and encounters. SIF then proposes another set of related concepts – levels of 
social interaction (Table 3) – that help answer the following types of questions when 
evaluating a design for social interaction: What is the level of social interaction? What 
do we want it to be? How is this specific level of social interaction supported? May 
the user(s) take the level of social interaction to another level? 

Looking at quantitative and qualitative data through the optics of these levels, we 
may argue that the AbL is demonstrating a high degree of situational interaction 
flexibility. This means that not only is the installation mediating social interactions, it 
is facilitating a very wide range of social interactions and transition between these 
levels of interaction. 

                                                           
1 We have rephrased the original term ‘mobility’ to ‘flexibility’ in order to reduce semantic 

confusion. 
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Table 3. Levels of social interaction according to Situational Interaction Flexibility 

Level Scope Example 

Distributed attention Each person is in a separate 
‘bubble’ of attention 

People passing by 

Shared focus People observing the same thing, 
not unlike broadcast media 

Watching, exploring together 

Dialogue “shared activity in which [people] 
are investing themselves and their 
opinions” 

Showing off, intensive 
explorations 

Collective action People engage and work towards 
a shared goal 

Choreography, mass explora-
tions, hacking/unintended use 

 
If we connect this claim with our initial question of how interactive media façades 

may embrace the socio-cultural practices of the occasion, to use Goffman’s term, we 
get at least some answers in the form of qualified examples. 

The relation patterns highlight the fact that most of the interactions are part of lar-
ger social relations. Even though there are examples of individuals interacting with 
the media façade alone (but still in public space), most of the interactions take place 
in different social groupings – families, groups hanging, or other social gatherings. 
The sociality of the interaction both relates to the carpet, where two or more people 
come together to interact, and when people are affecting other people by looking at or 
commenting their interactions. 

6   Conclusions and Future Work 

Using Aarhus by Light as the principal case, we have zeroed in on some of the chal-
lenges when designing for large media façades in urban space. We have in particular 
addressed the open-ended but framed nature of interaction, which in conjunction with 
varying interpretations enables individual sense-making. Moreover, we have contrib-
uted to the understanding of situational interaction flexibility by addressing urban 
interaction in relation to distributed attention, shared focus, dialogue, and collective 
action. In addition, we have elaborated on the challenges for interaction designers 
encountered in a complex spatial setting calling for a need to take into account multi-
ple viewing and action positions. Space and time have only allowed us to build our 
argument around a single, though complex, case at the expense of having multiple 
cases to compare and generalize from. The complexity of the urban interaction surely 
calls for additional research into the distinctive spatial, material, and situational cir-
cumstances of urban interaction with media façades. 
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Abstract. This paper reports on a study of privacy concerns related to location-
based services in an airport, where users who volunteer for the service will be 
tracked for a limited period and within a limited area. Reactions elicited from 
travellers at a field trial showed 60% feeling to some or to a large degree more 
secure with the system in operation. To provide a background for the privacy 
study we also describe services provided by the tracking facility and the infra-
structure behind it as well as the design and evaluation activities we used. 
Based on project results including a large number of comments from passen-
gers, we discuss factors influencing passengers’ acceptance and appreciation of 
location-based services in airports. 

Keywords: Location-based services, Mobile services, Tracking, Technology 
acceptance, Privacy, Transport. 

1   Introduction  

More and more mobile phone models appear with facilities that allow people to locate 
themselves, which in turn allow service providers to track the position of the phones. 
Similarly, future travel documents and photos may contain electronic tags that will 
make them traceable throughout the journey.  

Privacy concerns for ubiquitous computing and location-based services have been 
examined in different contexts in earlier research (e.g. [1]). Design experiences re-
ported in this paper come from the SPOPOS project [2], which has developed a tech-
nical infrastructure to track people and objects indoors and to provide location-based 
services to passengers and airport operators. Tracking data and user reactions have 
been collected during 2007-8 to direct the final design of services offered. The airport 
is using the location technology to improve its ability to predict the build-up of 
queues and – in the long run – to ensure that passengers get to their plane on time. 
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When departing from an airport, passengers want to have information about: 1) 
boarding time and gate number, including all relevant changes; 2) location of their 
gate and how to find it – in larger airports, way-finding may be a serious problem; and 
3) the time it will take to go to their gate – depending on actual distance, internal 
airport transport service and queues on the way. To what extent can location-based 
services provide this information? Are passengers willing to give up some amount of 
privacy and be tracked in order to obtain the information when they are just passing 
through a transitional public place?  

2   The Airport Case 

An airport can be a challenging environment for both passengers and operators. Pas-
sengers may have positive as well as negative expectations, they may have some 
anxiety about delays, sudden change of gates and some may suffer from fear of fly-
ing. Frequent travellers need efficiency, and occasional passengers need security, the 
right information, and in general, peace of mind. But it is not easy to satisfy these 
needs. An airport is a very complex logistic system, and operators must deal with 
queues and transfer of baggage, they must guide passengers through a number of 
control points, provide services for different kinds of passengers during their stay, 
comply with strict security procedures and – most basically – they are running a busi-
ness to generate a revenue for the airport owners. 

2.1   Infrastructure 

The SPOPOS system is an indoor, location-based platform developed to deliver tran-
sient services. The platform may be used at several public locations, for instance, 
railways, shopping malls, stadiums or museums. The service design was guided by 
our airport case while the technical infrastructure can be applied broadly.  

Most people bring their mobile phones along when travelling – 93% according to a 
recent survey [3]. In a few years, electronic boarding passes may emigrate from ki-
osks and Web check-in into mobile phones (various approaches are being investigated 
by IATA – the International Air Transport Association [4]). The increased use of 
mobile phones for handling travel information prompted the project team to develop 
an integrated location-based service system for passengers, airlines and airport opera-
tors. The system deploys Bluetooth and RFID location detection to track passengers. 
Each detection method is able to show in which “zones” a passenger is located within 
a rough circle with a radius of roughly 30 meters (see Figure 1). The actual sizes of 
the zones vary widely because of signal reflections etc. However, due to privacy con-
cerns we do not in fact seek to obtain any higher accuracy, although it would be pos-
sible to achieve this using, e.g., triangulation techniques. 

Since 2001, Copenhagen airport has offered free SMS departure alerts to its Danish 
and Swedish customers. This service was used more than 1 million times in 2007. 
SPOPOS improves on existing communication and information by offering location-
specific messages and additional information. The timing of SMS messages can now 
be relative to passenger location, and if the passenger is moving through zones to-
wards the gate we can avoid sending a notification. If the passenger is not moving 
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towards the gate (or moving in the wrong direction) the SMS system may be set to 
respond with increasing levels of urgency.  

Since Internet access from mobile phones is now becoming more and more com-
mon (e.g., via 3G, Wi-Fi), the SPOPOS project proposes a simple Web interface 
combined with Bluetooth or RFID localisation. The main advantages of this solution 
is that it does not require the user to install any additional program, it works on all 
types of Web-enabled devices, and users are more skilled at and comfortable with 
using their Web browser than installing new programs on their mobile phone. The 
small drawback is the very modest cost of data traffic – in case the location does not 
offer free Wi-Fi. 

Terminal 3Terminal 2
Terminal 1

0 m 250 m 500 m  

Fig. 1. Placement of Bluetooth and RFID antennas at Copenhagen Airport. Each zone is cov-
ered by both systems. 

With each of the technologies, Bluetooth and RFID, a prior registration is needed 
to match a given passenger’s mobile phone number with a tracking ID. The MAC 
address of the phone may be entered either from the passenger’s home via the airport 
website or – in the near future – from a kiosk in the airport. Passengers with no regis-
tration may still provide some information to the airport operators, because if they 
have a Bluetooth equipped mobile phone that is turned on and which is not made 
invisible, they can then be tracked in an anonymous mode. This can accurately meas-
ure the time that passengers spend in particular areas and queues. However, since it is 
only a fraction of the passengers who keep their Bluetooth visible, this passive track-
ing is useful only for identifying common patterns in the flow of passengers. 

In our field trials (see section 4) we used active RFID tags with batteries that emit a 
signal every 3 seconds when moved and every 20 minutes when not moved (they 
contain an accelerometer). RFID tags are an interesting technology for indoor track-
ing since they have a long battery-life (~4 years), a reasonable cost, and thus may be 
permanently mounted on e.g. baggage trolleys. 

Initial measurements indicated an almost 100% success rate in detecting target 
passengers when they passed security, pier and gate, with both Bluetooth and RFID. 
Statistics for RFID and Bluetooth tracking looked similar, in particular with regard to 
the time difference between two detections of the same passenger. Most passengers 
inside a tracking zone are detected with intervals of less than 5 seconds and less than 
5% remain unseen for more than a minute. 
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2.2   Location-Based Services for Operators 

Increased security levels in airports increase the time passengers spend waiting for 
inspection and passport control. A queue can build up suddenly, and some passengers 
may become critically late while waiting in line. The SPOPOS tracking facilities 
make it possible for airport management to see passenger flow and congestions in 
real-time, and therefore, e.g., if and when a queue is accumulating at a particular con-
trol point. In turn, this overview provides airport staff with an option to increase the 
manning on the control point immediately (Figure 2). 

 

Fig. 2. Tracking of Bluetooth mobile phones provides real-time information to passengers and 
security managers on waiting time. The information is also published at the airport’s webpage. 

Getting passengers on-board a flight is achieved by pushing information about de-
parture time, gate number and boarding status to information displays. The push-
approach has been optimized for decades but still it has some serious drawbacks. 
Passengers do not always pay attention to the information displayed; sometimes they 
misread the displays and sometimes they simply forget the information. Most modern 
airports are reluctant to use public loudspeakers and they do so only when passengers 
are about to miss their flight. Copenhagen Airport, with 21 million passengers depart-
ing per year (2008), is forced to make numerous public calls for late-at-gate passen-
gers on a busy day, even though the airport strives hard to be a “silent airport”.  

The SPOPOS project was initiated by the commercial department of Copenhagen 
Airport for several reasons: Most importantly, it will generate large amounts of data 
needed for passenger flow analysis: How many people pass through a particular shop 
area? How long time do passengers dwell in specific rest areas? SPOPOS can accu-
rately document, e.g., changes in passenger movements when new procedures for 
timing of announcements are introduced. 

The airlines want passengers to arrive at their gate, if not as early as possible, then 
early enough to ensure that nobody is late. On the other hand the airport wants to keep 
passengers in the shopping area as long as possible and most passengers wish to 
spend as little time as possible waiting at the gate. 

The observation that location-based systems may help passengers reach their gate 
in due time is not novel (e.g., [5]). However, as several researchers also have pointed 
out (e.g. [6]), location-based systems raise several privacy concerns, and if most pas-
sengers reject the system, it has little effect: i.e., the risk of delayed departures is only 
reduced substantially if a large proportion of passengers agree to use the system. So 



172 J.P. Hansen et al. 

the big question is: can a system be designed which a large majority of passengers 
will accept? 

2.3   Location-Based Services for Travellers 

Airports invest considerable resources into putting out information about flight status. 
Unless passengers feel entirely updated about their flight, they are not relaxed and 
they may be uncertain about how much time they may spend on shopping, eating and 
leisure activities.  

The design purpose of SPOPOS Gatecaller service is to reduce uncertainty that 
passengers experience and make them less liable to miss their flight. Airport operators 
will have fewer departures delayed due to missing passengers and, in the long run, 
more relaxed and satisfied passengers.  

  

Fig. 3. The basic Gatecaller system informing passengers on when to go to gate, dependent on 
their current location. The picture to the right shows the message sent automatically when 
boarding has started to a passenger who has not yet shown up at the gate.  

 
The basic Gatecaller is an automatic, observer-free, continuous and synchronous 

location system. No human observer (airport personnel) is involved. The service 
sends information about boarding and departure changes directly to the cell phone of 
the individual passenger, who will now no longer depend on access to information 
screens. Information and timing are based on the passenger’s location and include 
estimated walking time to the gate (see Figure 3).  

The extended Gatecaller allows gate personnel (i.e., a ‘stranger’) to locate and con-
tact a passenger who is about to miss his or her departure. The gate personnel can 
monitor all passengers for a particular flight departure to check if anyone may be so 
far away that an alert is needed (see Figure 4). 

The “Tag-along” expansion of the Gatecaller allows friends and relatives to ob-
serve the traveller’s movements between zones from a password-protected Web page.  
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Fig. 4. Operators’ view of a single passenger’s route throughout the airport 

For instance, one would be able to monitor, say, one’s elderly parents or teenage chil-
dren when they are airside. The interface is a simplified version of the map-view 
(Figure 4) provided to the airport professionals. 

When a passenger who has used the SPOPOS services leaves the airport, all loca-
tion data that refer to a specific mobile phone or ticket are deleted and only anony-
mous data are stored and used for statistical purposes – similar to current data capture 
by the airport of number of passenger by flight, airline, day and time etc. 

2.4   Privacy Implications of the Gatecaller 

Normally, privacy is used as a means for maintaining both security and maintaining 
social roles by managing the image that we present of ourselves to others (e.g. [7]). 
Thus, while we to a large extent share privacy with friends and relatives, we also 
require individual privacy by keeping secrets even within intimate relationships. A 
variety of ‘domains’ can be regarded as private and thus subject to potential invasions 
(or loss of privacy): a physical sphere such as a private home; sensitive personal in-
formation; personal relations and conversations; activities and decisions. Our privacy 
can be invaded by physical intrusion, by someone acquiring sensitive information 
about us, and/or by being observed and judged by others [8]. 

Even though the airport is not a private place, passenger may still expect some de-
gree of privacy, not least because they are normally protected by anonymity, a basic 
means for privacy protection. They want to have private conversations without others’ 
eavesdropping on them, or to meet people or make purchases without being profiled 
for some purpose. 

Basically, the privacy implications of a service like the Gatecaller depend not only 
on the information provided, but also on the identity of the observer (e.g. [1]). Thus, 
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on the one hand, location-based information may suggest behaviour (movements), 
purchasing and personal relationships (co-location with other passengers) – depending 
on the degree of accuracy. But the three services offered by the Gatecaller differ sig-
nificantly in terms of the observer: the extended service seems to imply a greater loss 
of privacy, because the passenger is now being observed and to some extent judged 
by someone who will meet the passenger at the gate. The ‘Tag-along’ service may 
offer the comfort of being watched by close friends or relatives, but it also threatens 
the individual privacy that the passenger may wish to keep – by making it difficult to 
indulge secret habits. 

3   Design Methods 

We regard technology as a mediator in human activity. This implies acquiring a de-
tailed understanding of the human activities that technological services will augment, 
i.e., passenger activities and operator activities. Passengers bring mobile phones, they 
care about surveillance and privacy, they pay only short visits to the airport, and some 
passenger activities in the airport are entirely “free” or up to the passengers them-
selves to decide on (shopping, sitting in a cafeteria, etc.). Operators work on standard 
personal computers and terminals on fixed locations in the airport, and they use a 
range of applications as part of their professional job function, required for specific 
tasks related to handling passengers in the airport. 

Initially we developed a couple of short scenarios and personas to establish a 
shared understanding and starting point among the industrial and academic partners in 
the project. The topics of six extended scenarios were chosen in agreement with the 
site operator to span a range of important actors. Personas representing different pas-
senger groups were then developed. They included a typical business traveller who 
aims at efficiency during his stay, seeking to minimize his waiting time and get the 
most possible work done while in the airport. At the other end of the user spectrum 
we developed an absent-minded teenager travelling on her own for the first time. For 
this persona the predominant design issue centred around feeling secure – and not 
least, letting her parents feel secure; and this sparked the idea of developing a “Tag-
along” function in the Gatecaller that will allow people outside the airport to see the 
approximate location of friends or family inside the airport, provided they get the 
passengers’ permission to do so. We also expanded on an idea of a location-
dependent treasure hunt for this teenager. Time constraints soon forced us to abandon 
this idea, since the scenario made it clear how much additional system development it 
would take to implement it. 

The personas and scenarios served to communicate and ultimately confirm the 
goals of SPOPOS. While presenting and discussing the scenarios with airport profes-
sionals in the project group, we were able to align researchers’, technologists’ and 
professional users’ understanding of activities in the airport. Later, we used the sce-
narios to specify usability requirements, raise design issues and reveal open questions 
regarding the system architecture. 

Observations in the airport helped us to detail and adjust our understanding of pas-
senger and operator activities. We spent a long time in the airport observing passen-
gers and staff. The area around the main information boards and the information 
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desks in the transfer area turned out to be the most interesting places to observe pas-
sengers, since passengers would often come by and ask for directions, flight depar-
tures and other information, which we then later discussed as candidates for possible 
inclusion in the SPOPOS service. 

Moreover, during our observations we often noticed passengers standing still for a 
very long time in front of the large information boards, simply waiting for the gate of 
their flight to be announced. As soon as the information appeared, they would begin 
to move, heading directly for their gate. This demonstrated to us that a not-so-small 
minority of passengers are seriously hampered by their concern not to miss their 
flight. For the airport as well as for the passengers this is not a favourable situation. 
The airport prefers the passengers to spend their waiting time in the shops or the res-
taurants or at least in the waiting areas and not thronged together in front of the 
boards and obstructing other traffic. Equally, for the passengers it is of course very 
tiring to be standing for a long time waiting for the gate announcement. They would 
have had a more pleasant stay in the airport if they had been given flight information 
on a mobile device, filtering out irrelevant information about other flights. 

Understanding of operators’ work processes at the airport was gained by interview-
ing staff in Copenhagen Airport, including in particular the marketing department, 
and by following service staff around and observing their professional activities for 
extended periods. 

For several years the marketing department has collected large amounts of data 
about passenger flow, passenger segments (nationality, age, gender, busi-
ness/pleasure, airline etc.), shopping behaviours, and dwell times. These data formed 
a useful ground for our work with personas. A number of the analytical methods de-
veloped by the marketing department could be implemented directly in the manage-
ment module of SPOPOS. 

When the Bluetooth / RFID antenna infrastructure became operational we developed 
passenger prototypes for the Gatecaller service (Figure 3). The prototypes served to give 
a better understanding of mobile interaction challenges in an airport. Some of these 
challenges include noise and strong sun light, the fact that passengers typically carry 
baggage and shopping bags, that they are concerned with following airport procedures 
(security, gate information, etc.), and that some of them are more or less occupied with 
taking care of other passengers (young children or elderly). 

We made a first prototype of the Gatecaller service and tested it in the airport on 
three mobile phones in June 2007. It was based on real flight and passenger data, but 
pushing Bluetooth notifications with gate and departure information to passengers’ 
mobile phones was simulated. Evaluation of the prototype was done by a Wizard-of-
Oz session, a method that was a useful and needed substitute for an evaluation of a 
working prototype, since the connection between the Bluetooth server and the pas-
senger and flight databases had not yet been established. Passenger notifications were 
pushed manually to the three mobile phones when required. The session was run as a 
real passenger situation, but with project members acting as passengers: The passen-
gers checked in for a real departure (in a simulated check-in desk in the transfer area), 
and received departure information and information about their remaining time at 
appropriate points of time.  
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A second prototype evaluation with the same set-up, but adjusted according to the 
results from the first evaluation, was done in December 2007. This time, representa-
tives from the press participated in the prototype evaluation, which was highly moti-
vating and helped us making more precise the oral and written introduction given to 
passengers when asking them to sign up for the system. 

The operator prototype has been tested by heuristic evaluations as well as think-
aloud usability tests with airport personnel, providing several suggestions for  
improvements. Prototypes of the system modules for airline operators were tested at 
the departure gates in field tests (see next section). Prototypes for overall airport man-
agement have also been developed and tested in the final evaluation. 

4    User Evaluation  

Starting in March 2008, a series of test trials were launched with the collaboration of 
Scandinavian Airlines (SAS) involving passengers who accepted to participate in 
testing the Gatecaller. At the time of writing two such trials have been run, each  
involving the recruitment of passengers departing on an SAS charter flight from Co-
penhagen to Sharm El Sheik in Egypt. On these flights nearly all passengers are trav-
elling in families or groups, and they often include a number of children or elderly 
family members.  

At the check-in line, passengers were contacted by staff, wearing T-shirts with 
conspicuous SPOPOS logos, and asked if they would like to participate as volunteers 
in the testing of a new tracking and information service. Passengers who accepted our 
request were then asked to carry an RFID on their handbag or hand luggage till they 
reach their gate, and to register their mobile phone (if they have any). Passengers 
were also told that they would be asked to fill out a short questionnaire on arrival  
at gate.  

Due to congestion at the check-in line, not all passengers could be approached, but 
nearly all who were so accepted to become volunteer subjects. The total number of 
successfully recruited subjects in the two field tests was 138, most of whom, 116, had 
time to complete the questionnaire at gate. The five staff members involved in recruit-
ing passengers reported the ratio of passengers who either refused to participate 
(mean: 7%) or who were too busy with taking care of children or elderly friends 
(mean: 14%). No passengers were late at gate in the two trials. In the following we 
describe some of the questionnaire data including correlations with location data.  

There are two significant findings from the passenger surveys. The first is the 
added comfort a number of passengers feel when they know that the Gatecaller ser-
vice is running. (This service was not fully implemented for the first departure, so the 
question was asked to only passengers on the second departure, N=76.) We asked 
participants: “Has it made you feel more secure that the gate personnel now may find 
you if you are late?” As can be seen from their answers (table 1), a majority (60%) 
feels to some degree or to a large degree more secure with the knowledge that the 
Gatecaller function is available. 
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Table 1. Responses given by passengers at gate to the question “Has it made you feel more 
secure that the gate personnel now may find you if you are late?” 

No, not at 
all 

No, 
hardly at 
all 

Yes, to 
some 
degree 

Yes, to a 
large 
degree [N = 76] 

20% 20% 39% 21% 

The second most significant – and not foreseen – finding is that only a small mi-
nority of passengers seem to have felt their privacy affected during the time they have 
spent carrying the RFID tag that was traced (or had their Bluetooth cell phone traced). 
We asked respondents: “Have you felt yourself being monitored while you have been 
carrying the RFID tag?” As can be seen from table 2, few passengers feel themselves 
subject to monitoring.  

Table 2.  Responses given by passengers at gate to the question “Have you felt yourself being 
monitored while you have been carrying the RFID tag?” 

No, not 
at all 

No, 
hardly at 
all 

Yes, to 
some 
degree 

Yes, to a 
large 
degree [N =116] 

86% 9% 4% 1% 

We also asked participants if the time they spent on keeping themselves up to date 
influenced their movements in the airport. 

Table 3.  Responses given by passengers at gate to the question “Has time spent on information 
influenced your movements in the airport?” 

No not at 
all 

No, hardly 
any time 

Yes, some 
time 

Yes, a lot 
of time [N = 98] 

38% 27% 24% 12% 

At the same time, there is a significant though modest correlation (Spearman’s 
rho=.26; p=.03) between time spent between security and before entering the pier and 
efforts spent on keeping up to date: i.e., the less passengers have felt their movements 
influenced by the need for keeping up to date on their departure, the more time they 
have been able to spend in the tax-free area before going to gate. 

4.1   Evaluation by Airport Personnel 

Staff at the gate is typically quite busy from the time they open the gate till the last 
passenger has embarked. One of the most critical tasks for the gate personnel today is 
to decide on the effort and time to spend on finding passengers who have checked in 
but who have not shown up at gate. The second greatest advantage of the SPOPOS 
Gatecaller is that it allows gate personnel an easy overview of where late passengers 
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are and an opportunity to alert them or call them by phone. During the two trials that 
have been made so far, four persons from the SAS ground staff evaluated the system.  

Staff reactions were uniformly and emphatically positive. At the present time, they 
have an entirely adequate overview of the number (and names etc.) of passengers who 
have checked and who have still not shown up at the boarding check-in. But they 
have no means of knowing where they are. The Gatecaller concept promises to 
change this. One of the senior gate staff participants stated that he “hoped that this 
technology will be implemented during my career”. Another remarked that the board-
ing process could possibly be “turned 180° now”. In our interpretation, she foresees a 
transition from the present push-approach towards a future ‘pull-to-gate’ procedure. 

5    Discussion 

There is now evidence that a large proportion of travellers in Copenhagen airport will 
accept and use the kind of location-based services that the Gatecaller will provide, if 
they are offered this. It is, however, an open question if this finding will generalize to 
other transitional spaces also. First and foremost, airports are special locations with 
regard to privacy. For many years, surveillance has been so prevalent in airports that 
we quietly accept it, as Adey [9] points out. Passengers are frequently asked to have 
their baggage examined, to take off their belt and shoes and they are used to tech-
nologies like CCTV cameras being part of an airport location. We got several com-
ments from passengers interviewed at the gate, indicating that they are particular in 
their acceptance of being tracked by service providers in airports, but not in general: 
 
“I don’t mind using the tracking service (…..) in this airport. Here I can see the bene-
fits. I would not use it in the shopping mall, where they would hunt me down with 
“offerings” all over the place” (Danish female, 40 years)  
 

It is also important to people, that they have trust in the organization or people 
who requires information about their locations, cf. [1]. Copenhagen Airport is partly 
owned by a government that people trust in most other matters. One passenger ad-
dressed this: 

  
“I have no worries that information handled within governmental institutions 

would ever be used in any harmful way” (Dutch male, 34 years). 
 

Another passenger pointed out to us that trust is built on honesty that should be 
confirmed: 

 
“Honesty is important for tracking. I would only allow companies that I trust to 

trace me and they should show themselves worthy of the trust…” (Danish male, 34 
years) 
 

A recent survey [3] asked passengers if they would “accept that an airline/ airport 
use their location sensing technology in order to locate you and better guide you 
through the airport terminal?” The percentages of people who answered “yes” to this 
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differed dramatically from airport to airport. In one case (Charles de Gaulle, France) 
only 4 % would accept to be tracked, while the other 5 airports had acceptance rates 
between 40% and 69%. We do not have any data that can serve to explain the differ-
ence between the results of that survey with those we have obtained. However, it may 
be speculated that an approach to passengers that stresses openness and the fact that it 
is voluntary and that personal data will be deleted as soon as the passenger leaves the 
airport may play a role. The fact that people in our field test had actually experienced 
being tracked may have convinced them that this is rather harmless. In a recent study 
Tsai et al. [10] found that privacy concerns were reduced after people have had the 
experience of using a mobile location sharing system. 

In the SPOPOS project we decided to invite the public news media to one of our 
field test. We also decided to implement the “Tag-along” service, partly because we 
wanted to make it commonly known how passenger’s individual locations may be 
traced indoors, and partly because some passengers expressed great expectations to it. 

The sensitivity of the private information increases with the accuracy of tracking, 
i.e., people are less concerned if their whereabouts are only roughly known. In the 
current version, the SPOPOS system is able to locate passengers only in wide zones, 
and the zones are so large that nobody will be able to tell which particular shop or 
cafeteria a passenger might be visiting. On passenger commented on the issue of 
granularity: 

 
“I like the idea of this system. But I would not like it to know in detail when I am at 

the restroom” (Polish female, 24 years) 
 

Brown et al. [11] deliberately designed the ‘Whereabouts Clock’ – a device to show 
the location of other family members – so that it would reveal their whereabouts in 
only coarse-grained terms (i.e. ‘home’, ‘work’, ‘school’ or ‘elsewhere’). 

The SPOPOS Gatecaller is designed to track the passengers themselves. Neverthe-
less, there still is some room for anonymity, without inhibiting the underlying purpose 
of locating ‘delayed’ passengers. For most of the passengers, it would be sufficient 
only to be identified as an anonymous member of a group: the passenger list for a 
particular flight. It would be necessary to identify only the few passengers who do 
seem not to arrive in due time for boarding. Some passengers are aware of this: 

 
“The system is a kind of surveillance. But there is a huge difference between [con-

stantly] following a person on a screen or only gaining information when the gate is 
about to close.” (Danish male, 34). 
 
If location-based services are introduced at other public places, we expect that it 
would be acceptable to most potential users only if is able to justify itself by offering 
some services that are perceived useful. What those services might be are specific to 
the different places. Costumers in a shopping centre may appreciate it if they can 
easily find all the items they have on their shopping list. Spectators at a sports event 
may appreciate it that they can easily locate their seat. However, just as the “basic 
version” of the Gatecaller would work without any human monitors involved, we 
suggest that location-based services for other public spaces should also strive for 
anonymity if possible and should allow people to opt out, if they feel uncomfortable 
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with the trustworthiness of the provider, cf. Kaasinen [6]. In quite a lot of cases where 
location based systems can be valuable, anonymity can simply be achieved by letting 
the device be aware of its own location, but without other parties tracking the location 
cf. Barkhuus & Day [12]. 

6   Conclusion 

A majority of passengers who have tried the Gatecaller service report that they feel 
more secure knowing that it is working in the background, while only a small fraction 
of passengers report that they feel themselves monitored. Comments from passengers 
point to reasons for this high acceptance: people find the service useful; they have 
trust in the airport operators; they believe that data will be made anonymous after 
take-off; and they appreciate that it will only be possible for other people to see their 
approximate location in zones and only when they are about to be late at gate. Finally, 
airline handlers and airport management express enthusiasm about the information 
that this service will provide them. 
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Abstract. This study investigated ways to attain mutual, reciprocal awareness 
of recipient’s availability status in Instant Messaging (IM) applications. For that 
purpose we designed, implemented and tested a prototype of an IM system 
named DoNTBother. The analysis of the quantitative and qualitative results 
showed that displaying status indication in the chat box encouraged participants 
to show more respect towards the communicative state of their colleagues com-
paring to situations, in which the status indication was presented only in the 
‘buddy list’ view. These findings empirically confirm the importance of recip-
rocal awareness as defined by Erickson and Kellogg [12] who argued that, to 
stimulate social behaviours, systems need to maintain the mutual knowledge of 
who knows what of the information that is shared among users. The study also 
showed that mutual awareness needs to be maintained not only during commu-
nication initiation but also throughout the entire communication duration. To 
achieve that Instant Messaging systems need to: (i) support indicating the time 
frame for answering messages in situations when the recipient is not instantane-
ously able to engage in a conversation, (ii) support specifying the urgency of a 
message and also (iii) support indicating communication breakdowns especially 
if they are caused by a reason occurring outside the application domain. 

Keywords: Instant Messaging systems, availability, mutual awareness. 

1   Introduction 

As there is no measurement regarding which behaviours are considered as socially 
acceptable people tend to develop their own conventions that define the best practices 
for different situations and different communities [5, 17, 9, 8, 16, 21, 23]. Current 
Instant Messaging (IM) systems are largely unaware of such social conventions and, 
therefore, do not account for the impact their functionality has on how people interact 
with each other [13]. Erickson and Kellogg [12] argued that, to stimulate social be-
haviours, systems supporting mediated communication need to maintain mutual 
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knowledge of who knows what of the information that is shared among communica-
tors. By providing such cues people could be given the opportunity to attune to the 
communicative needs of others and act in ways that are both coherent and graceful.  

The goal of this study was to investigate what is a successful way to ascertain mu-
tual awareness about the recipient’s availability status in IM applications. To reach 
this goal we implemented a prototype named DoNTBother, which was then evaluated 
in a web design company for a period of three weeks. The contributions of this re-
search include the quantitative and qualitative measurements assessing the proposed 
solutions and a set of implications that promise to inform the design of future mecha-
nisms supporting the attainment of mutual awareness in IM applications. 

2   Related Work 

IM systems are near-synchronous communication tools that facilitate one-to-one 
communication between a person and their ‘buddy list’ by supporting an exchange of 
short textual messages. The near-synchronous nature of the tool allows for communi-
cation to be paced according to the preferences of both communicators. The great 
success of IM can be attributed to its flexible nature [20] and low cost of interuptive-
ness [15]. However, as the use of IM is growing, particularly at work, the insufficient 
support for managing people’s availability for communication tends to lead to com-
munication breakdowns, which, in turn, can have negative effects on the social rela-
tionships between the system users [4]. The aforementioned problem is not new and a 
vast body of research was conducted in that subject [26, 3, 4, 18, 2, 34].  

Prior works have shown that managing availability for communication is a dy-
namic and multidimensional process that depends on the continuously changing con-
text [6, 13, 27, 4] and that technologies supporting mediated communication often 
disrupt the exchange of cues regarding that context [27]. Voida et al [34] observed 
that, in IM systems, while it might be convenient for the sender to initiate a conversa-
tion at a particular moment, it may be undesirable for the recipient to engage in that 
conversation at that moment. The recipient must then face a trade-of between continu-
ing his/her current task and engaging in communication. Nardi et al [26] saw that 
information exchange can be successful only through subtle negotiations about avail-
ability as a way to establish connection by inhabiting and maintaining a shared com-
munication zone. The process of negotiating availability binds people more tightly 
together for a specific interaction as they establish a particular attentional contract and 
is likely to have consequences for future communications. Dabbish and Kraut [10] 
argued that providing cues about recipient’s availability prior to communication ini-
tiation should over a good prediction regarding the likelihood of accepting that com-
munication and might even indicate how communication could proceed.  

In the context of negotiating communications, the ability to provide awareness re-
garding availability status should be seen as one of the most important features of IM 
clients. They typically provide relevant information by indicating whether a user is 
online and whether (s)he is currently active or idle by measuring keyboard activity. 
Most IM clients also allow users to signal whether they are busy by entering short 
status messages that remain visible in the ‘buddy list’ view until changed or deleted. 
Szostek et al [29] showed that such contextual status indications are likely to allow 
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communicators not only to see that their buddies are unavailable for communication 
but also to understand why they are unavailable. However, such manual solutions, 
although considered as rich and at the same time providing sufficient space for ambi-
guity, are imperfect: people tend to forget to update them when their situation changes 
[24, 29, 1]. Therefore, many works concentrated around designing systems deriving 
one’s communicative state based on automatically detected availability cues [7, 6, 14, 
31, 32, 30]. Availability indications were provided through video-streaming [11, 22], 
by representing the content of agendas or daily rhythms [7, 6, 32] or by showing 
computer activities and various sensory data captured from people’s environments 
[13]. Evaluations of many systems showed, however, that presenting availability 
status alone appears to be insufficient for screening unwanted interruptions [7, 6, 31]. 
The study by Szostek et al [29] argued that it is crucial to introduce mechanisms 
stimulating mutual, reciprocal awareness regarding communicative needs of both the 
initiator and the recipient. 

So far various mechanisms were designed allowing initiators to ‘grab’ recipient’s 
attention through the use of various audio-visual alerts and alarms generally accessi-
ble in any IM client. Hsieh et al [18] and also Tang et al [33] recently showed that 
tagging of IM messages might be a valuable way for the initiator to indicate the im-
portance of an incoming communication. However, as noticed by Nardi and 
Whittaker [25] an asymmetry can be seen in tools supporting mediated communica-
tion, where the initiator tends to have more control over the communicative exchange 
comparing to the recipient. Therefore, in this study, we focused on investigating at-
tainment of a desirable level of mutual awareness regarding the communicative state 
of the recipient by attempting to answer the following question: 

 
What is a successful way to achieve mutual, reciprocal awareness of recipient’s 
communicative state in IM systems? 

 
We aimed to answer this question by investigating the extent to which people were 

willing to comply with the availability status of others when provided with status 
indication during conversation initiation. Also, we looked into the possible effect of 
different status indications on their decision to initiate communication. Moreover, we 
were interested to see whether the mutual awareness of the recipient’s status provided 
participants with a way to discard poorly timed communications. Finally, we aimed at 
eliciting design implications that help improve the attainment of the mutual awareness 
in IM systems. 

3   Design 

The DoNTBother system was implemented in Java and based on an open source Jabber 
client: JBother [37]. We chose JBother as it allowed for transport registration, so that 
participants could integrate their MSN client with the prototype and receive all IM 
messages through one unified application. In this way we wanted to lower the accep-
tance threshold for DoNTBother and assure that participants had the possibility to 
integrate all their contacts and to execute all their communications through DoNT-

Bother rather than using many separate IM applications. 
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Fig. 1. Availability status representation consisting of: a expandable menu for indicating the 
availability levels, three status buttons and a text box to enter a status message 

Based on the findings by Szostek et al. [29] we equipped DoNTBother with the fol-
lowing means of indicating its users’ communicative state (see: Fig. 1). Participants 
could set their availability level on a 5-point scale ranging from available to unavail-
able and represented by colours spanning from green to red. Furthermore, they have at 
their disposal three status buttons (‘Concentration’, ‘Time Pressure’ and ‘Many Inter-
ruptions’), each generating a predefined message (‘Ann is concentrated’, ‘Ann experi-
ences high time pressure’, and ‘Ann experienced many interruptions’). Finally, a text 
box was added in which a personalized status message of one’s availability state 
could be entered. 

The main difference between DoNTBother and conventional IM systems was that 
DoNTBother, besides showing contextual status information in the ‘buddy list’, also  
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Fig. 2. Displaying recipient’s status during communication initiation: a textual and graphical 
status update in the chat box 

showed that information in every newly opened chat box. In such a way both commu-
nicators gained the opportunity to attain mutual awareness of the recipient’s commu-
nicative state. DoNTBother provides two ways to achieve that (see: Fig. 2): 

 
1. A textual status update: the recent recipient’s status (including the availability 

level and the status description) was shown as a line of text appearing on the top 
of the chat box of a newly initiated IM conversation, so that both communicators 
could see it before engaging in a conversation. The colour of the text reflected the 
colour coding for recipient’s current availability level. 

2. A graphical status update: any newly open chat box changed its size depending on 
the availability level indicated by the recipient, so that it opened in full size if one 
indicated full availability and obtained a gradually smaller size if the status is set 
to the consecutive levels. Furthermore, the entry space of the chat box gradually 
changed colour from white to grey depending on recipient’s availability. Change 
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in the physical parameters of the text entry box was intended to indicate to the ini-
tiator the possible cost of initiating communication. Nonetheless, the user was in 
no way prohibited from entering the text of any length. If necessary the chat box 
could be enlarged by dragging its right-bottom corner and the background colour 
could be changed by using the background-colour palette. Note that as soon as the 
reply to a message was received (meaning that the recipient showed interest in en-
gaging in a conversation) the chat box returned to its original size and colour. 

4   Participants 

Ten employees (2 female) from a web design company, employing 35 people in total, 
agreed to participate in the study. Based on the data provided through the demograph-
ics questionnaire distributed prior to study initiation we noted that all participants were 
acquainted with at least one IM application (mostly MSN). An IM application was 
used only for professional purposes by 5 persons. The remaining participants used the 
IM for both professional and personal communications. 8 participants reported to use 
IM daily and 2 to use it a few times a week. Only 1 participant frequently updated her 
status, 6 did it sometimes and 3 persons never set their IM status before. 

4.1   Study Setup 

The system was presented to the participants during a one-hour presentation before 
the study initiation. All participants received a software package allowing them to 
install DoNTBother and also to integrate it with their other IM contacts. They were 
also provided with assistance during the application deployment and received a three-
page document instructing them how to access features available in the system. 

The study lasted three weeks (the first study week was treated as introductory and 
data collected during that week was removed from the dataset). Participants used both 
textual and graphical way of representing the recipient’s availability status simultane-
ously. In such a way they could experience the proposed solutions and determine their 
preferences regarding both design proposals. 

After the study completion, in two Focus Group sessions, participants were asked 
to compare the DoNTBother system to other IM systems with respect to: (i) ways to 
indicate communicators’ availability status, and (ii) ways to stimulate mutual aware-
ness of that status. Both sessions consisted of 5 participants. Each session lasted ap-
proximately one hour, was audio recorded and transcribed. 

4.2   Data Analysis 

In this study data was collected from two data sources. The summary of participants’ 
interactions was intended to illustrate the relationship between their availability status 
and the initiated communications. For that purpose, we recorded the following data: 

– time of communication initiation 
– recipient’s availability status at the moment of the initiation 
– whether the initiation was executed or not 
– whether the initiation was responded to or not. 
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The recipient’s availability status at the moment of communication initiation was 
aimed to show the extent to which participants were willing to comply with the indi-
cated availability status of their colleagues. The data about whether the initiation was 
executed gave insights into the possible effect of the status indication in the chat box 
on the decision to initiate communication. The data about whether the initiation was 
responded to showed the extent to which the mutual awareness of the recipient’s status 
provided participants with an opportunity to discard poorly timed communications. 

The  analysis  of  the  Focus  Group  sessions  aimed  at  providing  qualitative in-
sights into participants’ opinions and preferences regarding using the representations 
of the availability status as means to negotiate communication in IM systems. For that 
purpose, the transcripts from both sessions were analyzed using the Direct Content 
analysis [19]. 145 statements were coded by two independent coders in two iterations 
(Fleiss K = .82 [28] for the first iteration and Fleiss K = .91 for the second). In the 
analysis 47 statements were categorized as expressing participants’ observations re-
garding the differences in setting the availability status between DoNTBother and 
other IM tools (specifically MSN). 69 statements reflected their opinions regarding 
attaining mutual awareness of the recipient’s availability status. 39 statements were 
classified as providing inadequate motivation for expressed opinions (e.g., ‘It all is 
just personal’) and were removed from the data set. 

5   Results 

In this section, we describe the results from the two data sources. The summary of 
participants’ interactions aimed at illustrating the ways they tended to initiate com-
munications for different availability status indications. The analysis of the Focus 
Group sessions provided qualitative insights into subsequent participants’ opinions 
regarding the advantages and disadvantages of DoNTBother  in comparison to other 
IM applications, especially regarding ways of both presenting the availability status 
and invoking mutual awareness about that status. 

5.1   Logs  

During the study 173 communications were recorded (approximately 2 conversations 
per person per day). 73% of these initiations were commenced when participants’ 
availability was indicated as available; 6%as rather available; 10% as slightly un-
available; 10% as rather unavailable and only 1% as unavailable. Such a result shows 
that, in general, communicators were willing to initiate communications at right mo-
ments based on the status information presented in the ‘buddy list’ view. 

Interestingly, 30% of communication initiations recorded during the study were 
never responded to (n = 52). No relationship, however, was detected between lack of 
response and the availability status. Majority (n = 43) of unanswered communications 
were initiated when the recipient’s status was indicated as available. From that obser-
vation we concluded that sending a message when the recipient appeared available 
did not necessarily guarantee receiving a reply. There might have been two reasons 
for lack of response: either the message itself did not require any or that the status 
indication visible in the system was not up to date and therefore the recipient was not 
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able to answer the message. A detailed analysis of IM conversations would support 
further analysis of that observation. 

Finally, we recorded 25 events, during which a chat box was opened but no com-
munication was initiated. Majority of these events occurred when the recipient’s 
availability status was other than available (for Level 2 - 6 cases, for Level 3 - 6 cases, 
for Level 4 - 2 cases and for Level 5 - 3 cases). This result shows the possible positive 
impact of the status update in the chat box on increasing awareness regarding the 
recipient’s status at the point of communication initiation. Participants seemed to find 
additional means for verifying the communicative state of their colleagues and some-
times decide to withdraw from initiating communication when that status was set to 
somewhat unavailable. 

5.2    Focus Groups 

In the final part of the study opinions of ten participants added to our understanding 
regarding to what extent participants were aware of their communicators’ availability 
status at the point of communication initiation. 

Presenting Availability Status. Participants appreciated DoNTBother for allowing 
them to present their availability status in three different ways.  The threefold way of 
defining one’s status was perceived as providing an acceptable description about 
one’s communicative state and at the same time as a way to disclose limited informa-
tion about oneself (e.g., by only indicating one’s availability level without providing 
any explanation of that level) or to exaggerate one’s status (e.g., by setting the avail-
ability level to red and also pressing all status buttons). Different features allowed 
participants to control the amount of information they wanted to share with their col-
leagues. In line with findings by Nardi et al. [26], also in this study the system users 
reported to frequently use DoNTBother to check the status of a person whom they 
wanted to get in touch with through different communication means (e.g. Face-to-
Face or through the phone). 

‘I think that what DoNTBother system has, as in opposite to MSN, is that it allows 
you to quickly tell others how busy you are and also on different levels, so not just 
only ‘busy’ or ‘not busy’.’ 

’Success of DoNTBother comparing to MSN is the way it allows me to set my 
status. You want to give others a correct feeling of what’s going on with you. In a 
face-to-face situation if someone comes and I’m busy I give him a dark look and 
he should turn around and go away. In DoNTBother I set a very strong status.’ 

The status indication did not always stop participants from contacting their col-
leagues in situations, in which they appeared unavailable. Participants based their 
decision of whether to interrupt or not on their knowledge regarding the current task 
of a co-worker. That knowledge was often supported by the status message stating the 
project a recipient was occupied with. Interestingly, we observed that a decision 
whether to interrupt someone or not was also based on how trustworthy the status 
appeared to the initiator. If the status indication seemed believable, participants  
were more likely to respect it. Participants considered as believable status indication 
that matched their own knowledge of another person’s working situation (which was 
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further rooted in their knowledge of others’ workload derived from the fact of sharing 
a common physical space). However, whenever participants had doubts regarding 
status reliability they would easily discard it and initiate communication. Participants 
tended not to believe a status indication that seemed as intentional exaggeration or 
accidental overlooking to provide an updated value of one’s communicative state. 

‘I find it handy when people set the status using messages so that I know that she 
is working on project X and she is really unavailable. Then if you are in the same 
project you know how to behave. I know that she is available for me. So any fea-
ture for setting the status and also for letting people know what they are working 
on is great.’ 

’Some colleagues would set their status to unavailable from 8 a.m. to 5 p.m. If I 
checked it a few times, I would think: ‘I don’t believe that you had so many inter-
ruptions already at 8 a.m., you just pressed all buttons’. And I would contact him 
anyway.’ 

Invoking Awareness of the Recipient’s Status Among Communicators. Many 
participants considered both the textual and the graphical status update in the chat box 
as a successful reminder prompting them to either postpone communication or keep it 
short in situations when the recipient indicated limited availability. Participants felt 
that the status in the buddy list on its own was insu�cient to assume that the 
communicator was aware of their communicative state. The textual status update was 
seen as a guarantee that one’s status was seen and therefore one can use it as an 
excuse for delaying or deferring poorly timed communication. The graphical status 
indication was seen to counterbalance the possible negative impact that 
communication initiation could have on the recipient. 

‘If someone starts a conversation and gets my status, it is like a reminder: You 
started talking but I am under time pressure, so you should keep it short. And you 
can always ask this person to look at your status.’ 

‘It was very handy that the chat box got smaller if someone was unavailable. 
Sometimes you don’t really check if he is available, you just want to talk to him. 
And then you see the chat box getting smaller.’ 

Surprisingly, participants frequently reported misunderstandings regarding the 
meaning of sending a message at times when the recipient appeared unavailable. Of-
ten when participants sent a message to someone who displayed limited availability 
for communication they did not intend to compromise her need for solitude. Their 
goal was, instead, to indicate interest in communication. At the same time, initiators 
wanted to leave the initiative to the recipient as when to react to that message. How-
ever, while messages received at moments when the recipient was available could be 
easily deferred for later, those received while one’s status was set to unavailable, were 
often seen as urgent and participants felt inclined to at least read and often also act on 
them immediately. 

‘If I see that someone is busy, I don’t expect an answer right away. I already con-
tacted him and it was enough for me to let him know what my problem is and that 
I would like a response sometime.’ 
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‘When my status is set to available and something blinks then I don’t care. But 
when my status is set to unavailable and there is something blinking I think: ‘It 
must be really urgent’. I will answer both, of course, but my curiosity is higher 
when my status is unavailable and still someone tries to reach me.’ 

Finally, although they appreciated the status update in the chat box, participants felt 
that DoNTBother lacked support for communication breakdowns caused by a change in 
communicators’ situation that occurred in the middle of the conversation and was often 
caused by a trigger happening outside the application (e.g., receiving a phone call). 
Participants needed to be able to quickly put an ongoing IM communication on hold if 
another situation needed their attention but at the same time they wanted to quickly 
provide an acceptable excuse explaining why they went into an idle state. 

’It is important to define who should come back to that conversation because it 
may end up in a situation that someone is waiting for you and you are waiting for 
him to continue.’ 

‘How many times I wrote: ‘Wait a minute, phone’. It is an interruption in my con-
versation with this person and I want to put him on hold but I also want to tell him 
that I will be back in few minutes. It is better if somebody knows what is going on. 
But it is also annoying to have to type in the exact same message over and over 
again.’ 

6   Discussion 

This study aimed at investigating what is a successful way to achieve mutual, recipro-
cal awareness of recipient’s communicative state in IM systems. The analysis of both 
quantitative and qualitative results comparing the DoNTBother system with existing 
Instant Messaging applications (specifically: MSN) showed that providing current 
recipient’s status in the chat box encouraged participants to respect the communica-
tive state of their colleagues during communication initiation. Similarly to findings by 
Begole et al [6], also in this study we saw that users did not always refrain from initi-
ating communications when their colleagues appeared unavailable. Therefore attain-
ing mutual awareness about the recipient’s status gave participants the opportunity to 
ignore untimely communications whenever necessary. The main advantage of the 
textual status update was its equal visibility to both the recipient and the initiator. 
Participants reflected that having the status message clearly visible in the chat box 
guaranteed that their communicative state was, indeed, seen by their communicators 
and provided them with the opportunity to use it as an excuse to withdraw from un-
wanted communication. The graphical representation was seen more as a ‘defense 
mechanism’ before the communication was, actually, initiated as it made the task of 
typing in the initial message more difficult. These findings confirm the importance of 
supporting reciprocal awareness that was already discussed by Erickson and Kellogg 
[12]. By ascertaining that all systems users know what information is shared among 
them people are likely to become more sensitive to the communicative needs of others 
and act in a way that is socially salient. 
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We can see that while the general idea of adding mechanisms to attain mutual 
awareness may seem to burden the IM users with additional effort when initiating 
communication, it should not be dismissed as these mechanisms bring clear benefits 
to the ways mediated communication unfolds. Such mechanisms, when well inte-
grated in systems supporting mediated communication, are likely to provide several 
social benefits to communicators (like helping to formulate rules regarding when 
communication is desirable and when it is unwanted). However, for any awareness 
mechanism to be successful additional design implications need to be addressed: (i) 
support for indicating the time frame for answering a message in situations when the 
recipient is not instantaneously able to engage in a conversation, (ii) support for speci-
fying the urgency of a message by the initiator and also (iii) support for indicating 
communication breakdowns especially if they are caused by a reason occurring out-
side the application domain. 

The analysis of the results further identified a need for recipients to have the possi-
bility to quickly and effortlessly indicate to the initiator when it is feasible to expect a 
response. Currently, the only way to delay conversations in IM applications is to tem-
porarily ignore incoming communication, which then could stay up on the user’s 
computer screen as a reminder [26]. Szostek et al. [29] reported that people wanted to 
be able to indicate to their colleagues that communication was poorly timed as a way 
to ‘educate’ them about the value of various availability indications. Wiberg and 
Whittaker [35] discussed that to avoid increasing of recipients’ cognitive overload it 
is important to enable quick postponing of communications. Therefore, we argue that 
lightweight support for communication postponing could further support people in 
maintaining mutual awareness of their communicative state. Such a mechanism could 
resemble a ‘Poke’ functionality implemented in social networking applications like 
Facebook [36]. ‘Poke’ is a button that, once pressed, sends a predefined message to a 
selected recipient. A similar functionality deployed in an IM system could provide an 
effortless way to indicate to a colleague a delay in communication. 

Moreover, the current study revealed the importance for the initiator to be able to 
indicate when a response to the message is likely to be expected. Mechanisms such as 
proposed by Hsieh et al [18] show their initial value in addressing this issue. The 
evaluation of their time and no popup tags showed their value as lightweight means to 
coordinate the intended pace of IM communications. We agree with the authors that 
message tagging is likely to facilitate different activities occurring in the IM systems. 
We, however, think that such tags should not only be provided for the communication 
initiators but also for the recipients. 

Finally, an issue of a lightweight way of indicating communication breakdown es-
pecially if the breakdown is caused by an external factor (e.g., an appearance of a 
visitor or reception of a phone-call) is important to address. Current work-around for 
people is to send an explanatory message like: ‘I am on the phone’ and then leave the 
conversation. However, such a method is perceived neither efficient (people seem to 
be typing very similar messages every so often) nor lightweight (typing in a message 
requires time and may be very inconvenient especially if there is a visitor around). 
One possible solution would be to support users in creation of a list of ‘delay’ mes-
sages; a sort of an ‘excuse repository’, from which typical responses could be easily 
and efficiently retrieved. In such a way people would be supported in maintaining 
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awareness of what is the availability state of communicators throughout the entire 
conversation duration. 

7   Conclusions 

In this study we empirically investigated ways to attain mutual awareness of recipi-
ent’s availability for communication in Instant Messaging systems. For that purpose 
we tested a prototype of  an IM system named DoNTBother. The analysis of the results 
showed that providing status indication during communication initiation encouraged 
participants to show more respect towards the communicative state of their colleagues 
comparing to similar situations when the availability status was visible only in the 
‘buddy list’ view. These findings confirm the importance of supporting the attainment 
of reciprocal awareness as defined by Erickson and Kellogg [12]. Moreover, this 
study points as the fact that mutual awareness needs to be maintained not only during 
communication initiation but also throughout the entire communication duration. 
Within that context the following design implications were derived: IM systems need 
to allow for indicating the time frame for answering a message. IM systems should 
also support specifying the urgency of a message. Finally, IM systems must support 
indicating the reasons behind any communication breakdown especially if the break-
down is caused by a reason occurring outside the application domain. 
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Abstract. In this paper, an automatic translation system from Spanish language 
into Spanish Sign Language (LSE) performed by a virtual interpreter is pre-
sented. The translator is based on rules from Spanish grammar considering the 
syntactical and morphological characteristics of words and the semantics of 
their meaning. The system has been incorporated to an animation engine in 
which a virtual character acts as an interpreter that communicates using LSE. 
The mood of the interpreter is considered, so that the translation and the signs 
are modified depending on whether the interpreter is happy, angry, etc. The sys-
tem has been tested with satisfactory results in speed and quality. 

Keywords: Sign language translation, virtual characters, animation, emotion.  

1   Introduction 

In the last few years, the design of computer application interfaces has evolved in 
order to guarantee the accessibility of applications to everyone. Regarding the deaf 
community, a considerable amount of work has been done in the automatic translation 
into sign languages (SL). These languages, unfortunately, are not universal and each 
country has its own variety. In fact, most of the work done [1] is based on English 
grammar. This is the case of the works derived from ViSiCAST [2] and eSIGN [3] 
projects. Regarding Spanish Sign Language (LSE), San-Segundo et al. in [4] have 
developed a translator based on Spanish grammar that uses VGuido, an eSIGN avatar, 
but their application domain is very restricted (sentences spoken by an official when 
assisting people who are applying for their Identity Card).  

None of the previous works includes mood. As in face-to-face communication, 
mood, emotions and facial expressions are an integral part of sign languages [5]. 
Words can considerable change their meaning depending on the mood/emotion of the 
speaker. Moreover, communicating in sign language without facial expressions would 
be like speaking in a monotonic voice: more boring, less expressive and, in some 
cases, ambiguous. The system presented in this paper is based on Spanish grammar, 
takes mood into account and has been integrated in an existing animation engine ca-
pable of managing expressive virtual characters to perform the signs.  
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2   Automatic Translation System to LSE 

An automatic translation system from phrases in Spanish into LSE was developed as 
an independent module in C++ language. The system considers the syntactical and 
morphological characteristics of words and also the semantics of their meaning. The 
translation of a sentence or phrase is carried out by four modules (see Fig 1).  

 

Fig. 1. Translation process 

Morphosyntactic analysis: A phrase in Spanish is used as input. A series of parame-
ters containing all the morphological information of the words as well as the relations 
and syntactical dependencies among them are drawn from it. This module uses the 
FreeLing analyzer [6], which was migrated to the Windows system. 

Grammatical transformation: On the basis of the syntactic information gathered 
during the previous step, and through the application of grammatical rules, this mod-
ule generates a series of glosses. The grammatical transformation module considers 
mood when it generates the translation, since mood influences the meaning and leads 
to the repetition of certain words, such as the nucleus, or to the appearance of new 
ones (similar to question tags or pet expressions). It can also be the case that certain 
blocks alter the order of the words to emphasize some of them. 

Morphological transformation: Some of the glosses resulting from the previous step 
could be incorrect. This may occur when the original word in Spanish has no direct 
correlation to a term in LSE. Sometimes a synonym of that term will correlate directly 
to a term in LSE, but it can also occur that several signs are required in LSE to render 
a single word in Spanish. Or sometimes in Spanish several words can be used to ex-
press an idea that LSE expresses in a single sign. So, in this step, all the changes in 
the words are implemented, resulting in grammatically correct glosses.  

Sign generation: Once the appropriate glosses have been produced (those which 
correspond directly to signs), in this step they are translated into a representation 
format that allows to generate the appropriated animations. Mood also influences the 
way in which specific words are signed. For example, the word “no” can be accom-
panied by different gestures. When the person signing is happy, he or she will move 
their finger, but if the person is angry, he or she usually resorts to dactylology and 
signs “N-O”. In order to take these cases into account, the dictionary used for final 
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translation of the glosses into signs has been modified, allowing a word to be trans-
lated differently depending on the mood parameter. 

3   Managing the Virtual Interpreter 

The translation system has been incorporated in a scripted animation engine called 
Maxine [7]. In Maxine, virtual actors are provided with full expressive body, facial 
animation and with an emotional state which can modify character’s answers, expres-
sions and behaviours. 

 

Fig. 2. Integration of the translation tool in the animation engine 

The inputs of Maxine can be either written or spoken Spanish, generating phrases 
(see Fig 2). These phrases are given to the translation system, which returns the signs 
that must be animated.  Also, the virtual character mood can be captured by a webcam 
[8] and it is supplied to the translator. The output consists in a virtual interpreter play-
ing the signs corresponding to the translation, in Spanish Sign Language.  

4   Assessment 

Assessment was done by two teachers of a school of interpreters considering the  
accuracy of two aspects: the translation and the synthesis of the signs by the virtual 
interpreter.  

The quality of translations was tested by means of a selection of phrases usually 
used during conversations.92 sentences with 561 words were selected. The phrases 
used in the measurement tests varied in length, ranging from simple phrases such as 
“How are you?” to more complex ones containing up to 25 words and several verbs 
along with subordination structures. The results obtained are: 539 well translated 
words (96%); 526 well translated and in the correct place inside the sentence (93.7%). 
15 words were added without affecting the understanding of the sentences (2.7%), 
and 3 words were wrongly added affecting the meaning (0.6%). The results of the 
tests performed to check the translation speed were satisfactory and allowed to work 
in real time. The maximum time was 55 ms and the minimum 15 ms being the aver-
age for each sentence 19.59 ms.  

Regarding sign synthesis, the results were validated video-recording a real inter-
preter signing different sentences and comparing with the same sentences performed  
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Fig. 3. Virtual and Real interpreters, signing the words “Sign Language” (in Spanish) 

by the virtual interpreter in order to verify the visual quality of the sign animations 
(see Fig. 3).  

5   Conclusions 

The system presented performs automatic translation from Spanish to LSE and has 
been integrated in an animation platform that allows the signs to be performed by a 
virtual interpreter. This interpreter has a mood which may influence translations and 
signs. The quality of the results has been validated with sign language teachers, but in 
the near future a more formal evaluation with deaf people must be carried out 
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Abstract. Concurrent with interactive technologies playing an increasingly 
large part of the lives of people all over the world, ethical reflections concern-
ing the use of such technology are becoming more and more important. Most 
often ethical evaluations of a technology are based on either a utilitarian or a 
deontological approach. Both kinds of approaches to the ethics of information 
technology appear to be inadequate. This paper suggests an alternative based on 
the works of the Danish philosopher K.E. Løgstrup (1905-1981). On this basis 
it is argued that an attitude change is required amongst the developers of inter-
active technologies in order for new technologies to be developed in a truly 
ethical manner. 

Keywords: Persuasive design, Ethics, Løgstrup. 

1   Why Ethical Reflections Are Needed 

Computers have become increasingly more pervasive over the years, and a techno-
logical approach is being taken to more and more areas where we would previously 
only have had solutions involving little or no technology. The motivation for this 
development is an attempt to ease the workload and increase the efficiency of the user 
by enabling technology to assist with great and small everyday tasks, thus allowing 
the user to concentrate on other things. However, the complexity of the modern tech-
nological society has given rise to a number of ethical considerations. For instance, in 
most cases the responsibilities for the changes in everyday life could previously be 
placed upon particular individuals, whereas the responsibility now has to be shared 
with a large number of rather anonymous developers of various technological devices 
– and who is then to blame when the new conditions turn out to be inadequate? 

Amongst the areas of HCI technologies which in my opinion require special atten-
tion, is the field of persuasive design also known as captology. Persuasive design can 
be defined as a technological design which has an endogenous intent to change a 
person’s behavior or attitude, without using coercion or deception [1]. This definition 
of captology is undoubtedly meant to clarify that the development theories presented 
within the field are meant to be applied when creating persuasive technologies which 
blatantly improve the user’s quality of life in some way (for instance. health or educa-
tive benefits), without inflicting any negative consequences on the user or anyone 
else. Nonetheless, the definition is problematic as ethicality of any use of a product is 
dependent on the perspective of the evaluator. What might be considered ethically 
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sound to one person may be entirely unethical from the perspective of others. Ethics 
can, in other words, be considered a grey area, and it is the existence of such grey 
areas – in consideration of the increasing pervasiveness of HCI technology - which 
makes ethical reflections essential to the development process.  

Similar to many other HCI fields, the ethical aspects of captology have been ap-
proached from a highly utilitarian perspective, which may not be entirely sufficient. 
Reflecting over possible consequences of using a technology or a design is without 
doubt important when trying to determine ethicality. It does however seem slightly 
inadequate to evaluate a technology solely on what may or may not be a possible 
consequence of its use, as designers and developers are not necessarily able to foresee 
every possible use of a technology whilst creating it. For instance, the developers of 
the Nintendo Wii console might not have predicted that the controller could also be 
used for making an interactive whiteboard1. 

For the field of captology, the utilitarian approach appears particularly scarce as 
the endogenous intention of the technology is the core of the design and should as a 
result be the main focus of an ethical evaluation, despite possible consequences of its 
use. Instead of referring to utilitarianism one might make use of the deontological 
perspective according to which ethics should be based on reason and idea that the 
notion of a good action is based on general principles and rules rather that an analysis 
of its consequence [2]. However, as we shall see in the following, K.E. Løgstrup was 
able to present rather strong arguments against this way of seeing the ethical demand 
of human life. 

2   Introducing Løgstrup’s Approach to Ethics 

K.E. Løgstrup presented his approach to ethics as based on the so-called ontological 
tradition. According to this tradition humans are influenced by basic conditions which 
are inalterable. For instance, that the lives of humans are inevitably entangled with other 
humans from the very moment we are born, and that any type of interaction between 
humans results in a relation of ethical significance. Thereby, the third tradition distances 
itself from the previous two, by rejecting the possibility of evaluating ethics objectively 
(based on either actions or the consequences of such), and emphasising that ethics must 
be considered intuitive and open to be influenced by all humans. 

Løgstrup argues that humans are born with several characteristic features such as 
benevolence, compassion, trust, love and open speech, and that these qualities are 
essential for the interaction between human beings. Caring for other humans is simply 
part of human nature, or as he calls it, the ethical demand. The spontaneous manifes-
tations of life can as such be considered the features within human nature which are 
generally viewed as ethical, contrary to characteristics such as jealousy, hate, mistrust 
and injustice.  

“The demand, precisely because it is unspoken, is radical. This is true even though 
the thing to be done in any particular situation may be very insignificant. Why is 
this? Because the person confronted by the unspoken demand must him or herself 
determine how he or she is to take care of the other person’s life.” 

(Løgstrup 1997, 44) 
                                                           
1 http://www.breakitdownblog.com/interactive-white-board-with-a-nintendo-wii/ 
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The ethical demand in itself is silent; in the way that Løgstrup does not attempt to 
set up rules concerning ethical and unethical actions. Contrarily, Løgstrup argues that 
the assessment of the ethicality of actions taken in a given situation must be made by 
the individual performing the action, in accordance with the reality perception of that 
individual. Humans must be conscious that any type of human interaction results in a 
situation where one human becomes responsible for the life of another human being 
and in accordance with such acknowledgement; humans must strive towards doing to 
others as they trust others to do to them [3]. 

Taken into the perspective of technology development, every individual developer 
needs to be aware of the ethical responsibility which exists whenever a technology is 
designed and developed. Not only must a given design abide by possible general 
ethical restrictions and guidelines, but the developer must strive to create a product 
that will have impact on the user in a way which the developer himself accepts as 
ethically acceptable. The developer himself should respond to the ethical demand. 
The ethical evaluation should not be left to a rather distant utilitarian calculation or to 
an analysis based on rather abstract and general principles. 

By defining ethics as an intuitive result of human nature, rather than moral rule 
based on reason, Løgstrup opposes one of the most recognized philosophers of deon-
tological ethics; Immanuel Kant, who is known especially for introducing the cate-
gorical imperative which promotes the idea that ethics, is a matter of acting rationally. 
Løgstrup makes the argument that ethics based on the human ability to think freely, is 
problematic as this ability also enables the human mind to justify an action which at 
first hand does not appear ethical at all. Løgstrup states that humans in general have a 
clear sense of what is right and what is wrong, but that they also tend to end up in 
situations where conflict arises between the ethical choice and obligations bound in 
for instance legislation or profession. In such situations, humans tend to excuse acting 
against their ethical duty to an extent where the excuses themselves end up appearing 
as committing as the original ethical duty. The result is a balance between the ethical 
and the obligated action, which allows the human to choose freely between the two, 
and thus acting against the ethical duty [4].  

3   Including Ethics in the Development Process 

As mentioned previously, captology is currently defined as focused solely on tech-
nologies which are not manipulative or coercive – hence implying that persuasive 
technologies must be ethically acceptable. Although it seems clear that guidelines and 
universal codes of ethics are insufficient, the definition of persuasive technology does 
to a large extent make perfect sense in relation to Løgstrup’s viewpoint on ethics. It 
seems perfectly applicable to define a persuasive technology as being a technology 
with an endogenous persuasive intention which can be related to the spontaneous 
manifestations of life, thus making it even more interesting to draw a connection 
between Løgstrup’s perspective on ethics, and modern HCI technology development. 

With the main point of Løgstrup’s theory being that ethics is intuitive and personal 
rather than something based on calculations or abstract general principles, one essen-
tial aspect of ensuring an ethical approach to technology design must be to ensure that 
the developers are constantly aware of their individual ethical responsibility. Ethical 
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reflections need to be an integrated element of the entire design process, rather than 
looked upon as an additional consideration once a technology has been put to use. In 
order to do so, ethical reflections must distinguish between intention in design and the 
use of technology, as the usage more often deviates from the original intention - a 
point which has been elaborated upon in more detail by Anders Albrechtslund in his 
perspective on ethics in a value sensitive design context [5].  

As argued by Løgstrup, people are inevitably ontologically connected through their 
actions, and through the development of HCI technologies, developers become con-
nected and as such responsible for the users via the technologies they produce. In 
acknowledgement of the impact modern technology has on people worldwide, such 
responsibility ought not to be taken lightly, but the handling of the responsibility is 
entirely dependent on the ethical awareness of the individual developer.  

Undoubtedly, the commonly taken utilitarian approach to ethically evaluating HCI 
technologies requires supplement by a more nuanced perspective. In addition to at-
tempting to create guidelines and rules concerning the development and use of HCI 
devices2, developers and researchers should aim to place ethical reflections as a cen-
tral focus area within any design process. Acknowledgement of the ethical considera-
tions enables the developers to include them within their own range of the process, 
thus making it more likely that the technologies they design will evoke an ethically 
acceptable usage. 
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Abstract. The use of heuristics for the evaluation of interfaces is a well studied 
area. Currently there appear to be two main research areas in relation to heuris-
tics: the analysis of methods to improve the effectiveness of heuristic evalua-
tions; and the development of new heuristic sets for novel and specialised  
domains. This paper proposes an evidence based design approach to the devel-
opment of domain specific heuristics and shows how this method was applied 
within the context of computer assisted assessment. A corpus of usability  
problems was created through a series of student surveys, heuristic evaluations, 
and a review of the literature. This corpus was then used to synthesise a set  
of domain specific heuristics for evaluating CAA applications. The paper  
describes the process, and presents a new set of heuristics for evaluating CAA 
applications. 

Keywords: Heuristics, usability, computer assisted assessment. 

1   Introduction 

The process of conducting a heuristic evaluation has been well researched and is 
widely understood. Currently there are two main research areas in relation to heuris-
tics: analysing methods to improve their effectiveness [1, 2]; and developing domain 
specific heuristics [3, 4]: this paper concentrates on the later.  

The relevant literature contains no consensus over the most effective approach to 
developing domain specific heuristics. Paddison and Englefield [4] suggests two main 
methods for developing heuristics; examination of literature; and analysis of data from 
prior studies. Nielsen [5] used factor analysis and a explanatory coverage process to 
devise a set of 9 heuristics from a list of 249 problems. In their definition, Paddison 
and Englefield [4] did not especially clarify the meaning of analysing the data from 
prior studies, which could be interpreted as conducting primary research or carrying 
out a meta-analysis of other peoples’ results. More clarity is found in [6], which  
identified three methods for developing heuristics highlighting previous research (Lit-
erature), modification of existing (Nielsen’s) heuristics and from evaluation results 
(Primary Research). These more explicit criteria guided the research reported below. 
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A criticism of the approaches used to create heuristics is the method used for vali-
dating the heuristics. The raw count of the number of usability problems identified 
may not be an appropriate indicator of the effectiveness of a set of heuristics [7]. To 
validate heuristics, certain criteria are used including thoroughness [8], correctness, 
coverage and terminology [4]. Correctness refers to the terminology used in the speci-
fications of the heuristics, and whether the descriptions provide sufficient informa-
tion. Coverage and thoroughness are concerned with the extent to which heuristics 
adequately represent the domain being evaluated (both terms are used to describe the 
same construct). Effectiveness relates to the ability of heuristics to capture all signifi-
cant problems within a domain. Ease of use is concerned with the application of heu-
ristics by evaluators. To establish the effectiveness of a method, the formula proposed 
by [9] should be applied, however no new domain specific heuristics have had their 
effectiveness calculated by this method. For example the e-learning heuristic devised 
by [10] only used literature to synthesise the heuristic set. Reliance on a single 
method for developing heuristics may result in some important aspects being over-
looked or biasing results based on the evaluator’s experience.  

Within the literature regarding Computer Assisted Assessment (CAA), there is a 
lack of consensus regarding terminology. Even so, Bull and McKenna [11] argue that 
CAA is the common term for the use of computers in the assessment of students and 
the other terminology tends to focus on broader e-learning. Therefore, the definition 
used here will be: CAA encompasses the use of computers to deliver, mark or analyse 
assignments or exams. CAA applications range from bespoke applications to off-the-
shelf (ready-made) commercial systems. CAA embraces a wide variety of assessment 
techniques. However, this paper concentrates on devising heuristics for evaluating 
usability within CAA applications that incorporate objective tests, these are questions 
where the answer is predefined, for example multiple choice questions. With the in-
creased adoption of CAA within educational institutions, there has been a rise in the 
number of ready-made systems available for delivery of objective tests. These include 
Questionmark Perception, TRIADS, and TIOA in addition to assessment tools that are 
incorporated into learning management systems like WebCT and Moodle. 

There is limited research surrounding usability of assessment tools relative to stud-
ies investigating usability of educational technology environments [12-14]. Usability 
is important in CAA. Usability problems can cause users difficulties and dissatisfac-
tion with unacceptable consequences. For example, in a multiple choice question with 
negative marking applied [15], inability to deselect a radio button could result in los-
ing marks. Within CAA, student experience is also affected by pedagogy. 

Instructors have preferred pedagogies, but in some instances the technology dic-
tates the pedagogy with respect to test design, as this is governed by the question 
styles available. Therefore what instructors want may not necessarily be what they 
get. Their preferred examination may have to be modified to accommodate the con-
straints of the software. For example, WebCT® in 2005 only offered a limited range 
of styles compared to dedicated systems such as Questionmark®, therefore, the test 
experience of the user is dictated by the application. However in bespoke systems, the 
pedagogical challenge has driven the technology. This is evident for [16], who wished 
to address issues of guessing within MCQ tests and devised his own system. Regard-
less of the approach, poorly developed software or pedagogy may have a negative 
impact for the test take causing problems with unacceptable consequences. 
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When problems are identified in a heuristic evaluation they are often given a sever-
ity rating, using a scale such as the following [17]: 

 
0. I don’t think that this is a usability problem 
1. Cosmetic problem only: need not be fixed unless time is available 
2. Minor usability problem: fixing this should be given low priority 
3. Major usability problem: important to fix, so should be given high priority 
4. Usability catastrophe: Imperative to fix so should be given high priority 

 
In devising domain specific heuristics, severity rating scales are often overlooked. 
Domain specific heuristics are synthesized, such as those for the playability of games 
[18], but complementary severity rating scales are not considered. Evaluators may 
have difficulty in distinguishing between a problem that is rated as a Major Usability 
Problem and a Usability Catastrophe when using playability heuristics. When com-
paring evaluator’s classification of problems to severity ratings research has shown 
that inter-rater reliability tends to be low [19]. This may be due to the difficulty 
evaluators have in distinguishing the boundaries between scales. Within the CAA 
domain, the loss of one mark due to inability to select an answer may be difficult to 
classify using Nielsen’s severity scale, therefore domain specific severity ratings may 
need to be devised to accompany new heuristic sets.  

This paper proposes an evidence-based approach to synthesis of domain specific 
heuristics and associated severity ratings, with the aim of providing better coverage 
than Nielsen’s heuristic set within the CAA domain. This evidence-based approach is 
also a mixed method research approach, whereby data is gathered from several studies 
including student surveys, heuristics and analysis of the literature to inform design of 
new heuristics. While Nielsen’s heuristics may be regarded as dated, and inspection 
methods as inadequate, the latter remains the best option for CAA, where we cannot 
possibly submit every authored test to user testing, or even thoroughly user test 
e-learning tools with CAA features before buying and installing them. Heuristics are 
thus essential for purchasing decisions, as well as for instructor training. Even where 
user testing of CAA is possible, it cannot be associated with genuine summative as-
sessments for clear ethical reasons, nor can reliable results be expected from assess-
ments carried out solely for the purpose of user testing, since student motivations and 
moods will differ between true and artificial testing contexts. 

2   Evidence Based Design 

Reliance on a single method for developing heuristics may result in some important 
aspects being overlooked or yielding biased results based on evaluator experience. A 
mixed method approach to developing heuristics may address shortcomings of creat-
ing and validating based on a single method. The approach described here focuses on 
three areas: determining the effectiveness of Nielsen’s heuristics within the domain; 
corpus building of usability problems within the domain; and synthesis of domain 
specific heuristics. Determining what constitutes acceptable evidence is a key chal-
lenge for evidence-based methods. A meta-analysis approach would use sources of 
evidence including guidelines, journal papers or grounded theory based on primary 
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research, but in each instance careful attention must be paid to credibility and validity 
of data to ensure corpus quality. 

2.1   Method 

There are several heuristic sets that can be used for heuristic evaluations; two exam-
ples are the Squires and Preece e-learning heuristics [10] and Nielsen’s heuristics 
[20]. Nielsen’s heuristics have been applied to a wide variety of domains, including 
hypermedia browsers [21], edutainment applications [22] and to improve the hard-
ware of musical products [23]. This suggested that the effectiveness of Nielsen’s 
heuristics is worth evaluating in the context of CAA. Therefore in this study, the deci-
sion was made to use Nielsen’s heuristics as they are the most generic and widely 
applied. Also Ling and Salvendy [6] suggested that it is naïve to develop domain 
specific heuristics without first considering Nielsen’s original heuristic set. Even so, 
we anticipated that Nielsen’s heuristic set and severity rating scale would need to be 
adapted and extended for CAA. Thus a series of evaluations using a mixed method 
approach was used to determine the effectiveness of the heuristic set.  

2.2   Research Design 

In establishing the effectiveness of the heuristics, a corpus building strategy was 
adopted with the intention of collecting problems with broad coverage of the CAA 
domain that would lead to unacceptable consequences. This corpus was then used to 
synthesise a revised and extended CAA-specific heuristic set. By combining student 
surveys, heuristic evaluations and literature analysis, the following known factors 
were addressed to ensure corpus quality: 

 

• A range of CAA applications 
• Different question styles 
• Context of the examination, i.e., summative or formative assessment 
• Cohorts – different year groups of students 
• Evaluator Effect– different experience and expertise 

 

In each study, different questions styles were addressed. The question styles predomi-
nately used were Multiple Choice, Multiple Response and Text Entry. Using an  
evidence-based approach, the corpus was developed over several studies and any 
remaining gaps were addressed through a CAA literature review to create the final 
comprehensive reliable corpus of unacceptable usability problems for CAA.  

2.2.1   Surveys 
The first stage involved using a survey method to establish if there were severe us-
ability problems within a CAA application that would have unacceptable conse-
quences. Over 300 questionnaires were distributed to students following CAA exams 
within the first authors’ institution. The initial studies were also designed to form a 
corpus of reported usability problems [24, 25] that could be later used to establish the 
effectiveness of Nielsen’s heuristic set. The survey method dealt with the following 
corpus quality factors: question styles; CAA applications and cohorts. 
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2.2.2   Heuristic Evaluations 
The next stage involved a heuristic evaluation (Study A) of a CAA application using 
Nielsen’s heuristic set to establish the effectiveness of the heuristic set within the 
CAA domain and expand the corpus. The evaluation was a between-subjects single 
factor study with two conditions: formative and summative assessment. The evalua-
tors examined the software based on the potential academic use for formative assess-
ment to support their learning or summative assessment to award a grade. 

The evaluators were 11 HCI practitioners of both genders and a diverse age range. 
Group X consisted of 5 evaluators and Group Y, 6. Both groups completed the same 
test but evaluated the application within different contexts, Group X considered sum-
mative test conditions whilst group Y considered formative ones.  

Questionmark® for Windows® was used to deliver the test; this was a standalone 
application and did not rely upon Internet access. The application was loaded onto  
the evaluators’ laptops which varied in specification. However, the application was 
designed to be portable and operate under Windows® operating systems, so the 
evaluators’ experiences resembled real usage. The evaluation dealt with the following 
corpus quality factors: question styles and context.  

A further two additional heuristic evaluations were performed in order to expand 
the corpus. The next heuristic evaluation (Study B) was designed to expand the cor-
pus and to improve coverage of the following factors; question styles, contexts and 
evaluator effects. This study used 4 novices and 4 expert evaluators who performed a 
heuristic evaluation of Questionmark Perception® using Nielsen’s heuristic.  

After the first two heuristic evaluations, it was clear that Nielsen’s heuristics could 
not fully cover the CAA domain, so the emphasis in this study (Study C) was on ex-
tending the corpus as a basis for synthesising a new heuristic set. The study addressed 
the corpus quality factors of CAA applications (by looking at Questionmark, WebCT 
and TRIADS) and question styles [26]. Over 90 evaluators were used, and were split 
into groups of between 3 and 5 and each group evaluated a single CAA application.  

2.2.3   Literature Review 
Two literature reviews on CAA [27, 28], were used as the initial focal point along 
with searches in digital libraries. The purpose of the review was to expand the corpus 
to incorporate additional problems that had not been identified in the previous studies. 
This helped to address further factors which may reduce corpus quality, such as the 
limited range of CAA applications evaluated. The final heuristic set needed to have 
appropriate domain coverage. 

2.3   Coding and Filtering Problems 

In order to manage the corpus, each problem was given a unique code to ensure that 
problems could be cross referenced with other studies. In addition, each problem was 
coded with a task code based on what user task they would be performing when they 
encountered this problem and finally a code determining whether it would lead to  
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unacceptable consequences. The unacceptable consequences codes were based on the 
implications that a problem would have on a student’s test performance. They are: 

 
• Dissatisfied – a student could be dissatisfied, but this is unlikely to affect 

their overall test performance 
• Possible – there is a possibility that the problem may affect a student’s test 

performance 
• Probable – it would probably affect a student’s test performance 
• Certain – It would definitely affect students’ test performances 

 
The first two authors examined the raw data from each study and allocated task step 
and unacceptable consequence codes. Many issues identified were based on personal 
preferences without real adverse consequences for students, for example ‘The order of 
the buttons previous, next, flag is not right – should be next, previous and flag’. Ide-
ally falsification testing would have been performed to eliminate problems from the 
corpus but this is not feasible within the CAA domain as it requires user testing. 
Therefore problems were filtered based on the unacceptable consequences scale 
above. Any problem judged to be ‘Dissatisfied’ was removed from the corpus. This 
would ensure that the corpus only comprised problems that would lead to unaccept-
able consequences. For example, an evaluator reported the problem of ‘no question 
marks’. This was judged to be dissatisfied as it would not affect the student grades 
and was removed from the corpus. Once the corpus was filtered, the remaining prob-
lems were merged removing duplicate problems by the first author and an educational 
technologist. The final corpus consisted of 34 problems which would have unaccept-
able consequences within the CAA domain. This corpus was then further analysed by 
two lecturers in HCI, two research students and the first author of this paper. A further 
card sorting exercise was performed. Each participant had to identify a maximum of 
12 themes and match each problem independently to their own themes. Following 
discussion (sometimes vigorous), the themes were then merged with a summary 
statement. The final stage consisted of the first author and educational technologist 
examining the themes, re-examining Nielsen’s original heuristic set and then devising 
an appropriate heuristic. 

3   Results 

A rationale for the new domain specific heuristics depends on the potential ineffec-
tiveness of existing heuristic sets, which thus must be established. 

3.1   Student Evaluations 

From student post-test surveys, a total of 22 problems were reported. The problems 
were further filtered, with any problem judged to be ‘Dissatisfied’ removed. The 13 
remaining problems formed the initial corpus that would be systematically extended 
to assess the effectiveness of Nielsen’s heuristics for CAA.  
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3.2   Heuristic Evaluation Study A 

The results from the first heuristic evaluation are presented in Table 1. 

Table 1. Number of problems reported in the first heuristic evaluation 

 Group X Summative Group Y Formative 
Raw Data 50 44 
Removed 39 32 
Total 11 12 
Final Problem Set 17 

Raw Data is the count of problems reported by evaluators before any aggregation 
of the data. Removed is the count of problems removed after card sorting and filtering 
as described in Section 2.3. The raw data contained 7 problems that could not be 
matched to one of Nielsen’s heuristics, indicating that they were not comprehensive 
for CAA. Evaluators were unable to attach generic severity ratings to 8 problems in 
both contexts; which confirms the need for context specific severity ratings. 

To determine whether a problem identified in the heuristic evaluation was also re-
ported in the user studies, an additional card sorting exercise was performed. A corpus 
of usability problems from student surveys in a summative context had previously 
been created, so this corpus was compared with the problems from the summative 
evaluation by the HCI experts. The first two authors performed this card sorting exer-
cise. Each recorded problem from the heuristic evaluation was compared with the 
reported problems from student surveys to establish if the same problems were re-
vealed using both methods. If both researchers agreed that the problems were the 
same, they were judged to match. In some instances, there was disagreement. To 
resolve this, there was a discussion about the problem and agreement was reached. Of 
11 problems identified using heuristics in the context of summative assessment, card 
sorting revealed only 3 problems that had been identified in the student surveys. 

Using the formula for establishing effectiveness [9] the final data was used to cal-
culate the effectiveness of Nielsen’s heuristics relative to the student data studies. 
Survey data is used in lieu of falsification testing, hence there 3 problems identified in 
both the user studies and heuristics constitute the problems found, and the 13 prob-
lems from the survey are the problems that exist, with 11 problems identified via 
heuristics. This gives a thoroughness score of 0.23 (3/13), a validity score of 0.27 
(3/11) and an effectiveness score of 0.0621 (0.23 x 0.27). This indicates that Nielsen’s 
heuristics are ineffective within the CAA domain. However, thoroughness is a maxi-
mum and validity is a minimum, since, had falsification user testing been performed, 
this would reduce thoroughness but could increase validity. This thus leaves open the 
issue of false alarms. Jeffries and Desurvire [29] suggest that if development re-
sources are used to correct false alarms, then this may make the application less us-
able. Hence false alarms could affect the validity of the evaluation method and results 
[30]. Despite the ineffectiveness of the heuristics set, 17 problems remained after 
filtering and these were then used to expand the corpus. 
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3.3   Heuristic Evaluation Study B 

The results of this study are reported in [31] and the results demonstrated that, in line 
with other studies, expert evaluators were better at finding problems than novices. An 
analysis of the raw data revealed that there were also 7 problems that the evaluators 
could not classify with an appropriate heuristic in a context of formative assessment, 
and 6 in a summative context. The results supported the finding from the first heuris-
tic evaluation (Study A) that Nielsen’s heuristics do not offer sufficient coverage of 
the CAA domain. The number of problems that were added to the evolving corpus is 
shown in Table 2. 

Table 2. Problems from the second heuristic evaluation 

 Summative Formative 
Raw Data 50 44 
Removed 13 21 
Total 28 34 
Final Problem Set 24 

3.4   Heuristic Evaluation Study C 

There was a total of 24 groups. Each group identified problems unique to their spe-
cific CAA environments, so it is questionable whether five evaluators, as suggested 
by [32] would find the majority of known problems. Some major usability problems 
such as browser buttons terminating the exam within Questionmark® may not have 
been reported with a much smaller number of evaluators. 

Table 3. Data from heuristic evaluation of 3 CAA applications 

 Questionmark TRIADS WebCT 
Raw Data 41 51 44 
Removed 20 26 23 
Total 21 25 21 
Final Problem Set 38 

Many problems were unique to a particular CAA application. Only five problems 
were reported for all three, making it clear that to further expand the corpus, other 
CAA applications would need to be evaluated. It was not possible to access all CAA 
applications, thus a literature review would address remaining gaps in coverage. 

3.5   Literature Review 

The literature revealed 24 problems identified in a range of CAA applications includ-
ing TOIA and V32. They also identified issues with question styles not identified in 
the student surveys or heuristic evaluations.  
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Table 4. Themes identified and merged following the card sorting exercise 

Final Theme Individual themes 
TH1. Moving through the test Navigation x3 

Clear Navigation 
Exiting the test 

TH2. Interface / Visual Design Bad Interface 
Layout 
Readability 

TH3. Reduce Errors Reduce errors – auto save 
Errors 

TH4. Intuitive Input Input Issues 
Answering questions 
Input 

TH5. User Freedom Match real world e.g. chance to review 
and edit objective test answers 

TH6. Protecting Answers Saving Issues 
TH7. Access Access 

Accessing Test 
TH8. Test Design Unclear Information in test 

Teacher Issues x2 
Test related 

TH9. Psychological / Perception Comparability with paper 
Trust 
Stupidity  
Perception 

TH10. Physical Online Issues 
Hardware x2 

TH11. System Feedback Provide Help x2  
Feedback x3 
Confirm all actions 
Inadequate information for users 
Feedback and support 

4   Synthesis of Heuristics 

Table 4 presents themes that emerged as a result of the card sorting exercise. The final 
themes were then used to synthesise a set of heuristics for CAA. The first author and 
an educational technologist then re-examined Nielsen’s heuristic set and the themes 
that had emerged to compare and contrast. The purpose was to guide synthesis of 
CAA heuristics through close attention to terminology before translating the themes 
into a heuristic set. For example, having a heuristic called ‘access’ (TH4, Table 4) 
would be ambiguous and not aid evaluators when using this heuristic. 
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Table 5. Final Heuristic Set and Descriptions, Retained and Modified Nielsen’s 

Theme Heuristic Description 
Same as Nielsen’s Heuristics 

TH3. Reduce Errors H3. Error prevention and re-
covery 

Prevent errors from af-
fecting test performance 
and enable the student to 
recover from mistakes. 

TH5. User Freedom H5. User control and freedom The test should match real 
world experience e.g. 
chance to review and edit 

TH11. System 
Feedback 

H11. Ensure appropriate help 
and feedback 

System feedback should 
be clear about what action 
is required. For complex 
actions help should be 
provided.  

Modification of Nielsen’s Heuristics 
TH2. Interface/ 
Visual Design 

H2. Ensure appropriate inter-
face design characteristics 

Interface should match 
standards and design 
should support user tasks. 

TH4. Intuitive Input H4. Answering question 
should be intuitive 

Clear distinction between 
question styles and the 
process of answering the 
question should not be 
demanding. Answering 
the question should be 
matched to interface com-
ponents. 

Of the 11 heuristics, 3 were based on Nielsen’s original set, 2 were modifications, 
and 6 were new heuristics specific to CAA. The process of creating heuristics from 
themes was rather complex. Appropriate terminology was important to encapsulate 
problems in the way that breaches of a heuristic could be clearly established.  
For example, Psychological and Perception (TH9) did not allow the researcher or 
educational technologist to establish whether a violation of this had occurred when 
conducting a heuristic evaluation. This would be influenced by the evaluators’ prior 
experience of CAA or exams and understanding of the technology. However in Niel-
sen’s heuristic set, Aesthetics and Minimalist Design would give rise to similar issues, 
so therefore the heuristic Design should inspire trust and not unfairly penalise was 
named to capture the psychological theme.  

With the initial CAA heuristic set synthesized, the first author and educational 
technologist then went through the process of cross-checking every problem in the 
final corpus against the new CAA heuristics. Each heuristic was numbered from 1 to 
11 and every problem was successfully mapped to a heuristic. A decision was made to 
let a problem be mapped to more than one heuristic. During this process, one heuristic 
was extended to enable incorporation of the problem Recovery from errors. Heuristic 
H3 error prevention was extended to become error prevention and recovery. 
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Table 6. Final Heuristic Set and Descriptions, New Heuristics not in Nielsen’s Set  

New Heuristics 
TH1. Moving 
through the test 
 

H1. Navigating within the 
application and terminating 
the exam should be intuitive 

Navigation should be 
intuitive enabling the user 
to identify where they 
have been, where they are 
and where they want to 
go. Options to exit should 
be identifiable. 

TH6. Protecting 
Answers 

H6. Prevent loss of input data When answers are input 
the data should not be lost 
or corrupted. 

TH7. Access H7. Accessing the test should 
be clear and intuitive 

Students should not  
encounter any difficulty 
in accessing the test. 

TH8. Test Design H8. Use clear language and 
grammar within questions and 
ensure the score is clearly 
displayed. 
 

Text should be  
grammatically correct and 
make sense. It should be 
obvious to students what 
the score is for a particular 
question and the scoring 
algorithm applied (e.g. if 
negative marking is used). 
Question feedback should 
assist the learning process. 

TH9. Psychological/ 
Perception 

H9. Design should inspire 
trust and not unfairly penalize 

Students should feel  
confident that the system 
will not fail. Ensure test 
mode does not impact on 
fairness and performance 
within the test. For  
example it should be clear 
if marks would be lost for 
incorrect spelling. 

TH10. Physical H10. Minimise external fac-
tors which could affect the 
user 
 

Ensure that there is  
minimal latency when 
moving between  
questions or saving  
answers. Also ensure 
delivery platform is  
secure and robust. 

 
To ensure that the heuristics offered better coverage than Nielsen’s heuristic set it 

was important that each problem could be classified to at least one heuristic, which 
was achieved. 
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5   Conclusions 
This paper has presented an evidence based approach to the development of a set of 
heuristics for CAA. Through a process of student surveys and heuristic evaluation a 
corpus of usability problems was created. However, the process of creating a corpus 
was time consuming and required a significant amount of time for filtering and merg-
ing the data sets. In total, over 300 problems were reported in the various studies and 
this corpus was filtered and merged to leave 34 problems that would lead to unaccept-
able consequences for students in CAA.  

The heuristic set that was synthesized offers enhanced coverage of the CAA domain. 
Further studies are required with the heuristic set to establish ease of use, with a focus on 
the adequacy of the terminology. In addition unacceptable consequences have potential for 
use within severity rating scales. The reliability of this will be evaluated and compared to 
establish if inter-rater reliability is greater than when using Nielsen’s scale. However, the 
validity of the new heuristics cannot be validated against user testing (as, e.g., in [1]), as 
user testing is not well suited to the CAA domain, as argued early in this paper. Claims for 
the adequacy of the new CAA heuristics are thus based on their systematic inspectable 
derivation from relevant examples based on over 300 reported usability problems for real 
world CAA applications (in contrast, the 249 problems used in [5] were far more hetero-
geneous). The whole process of derivation is inspectable, focused well grounded and 
diverse, having involved a good range of HCI and e-learning expertise. Given this, we are 
confident that our new set of CAA heuristics can reliably support CAA authors in the 
elimination of potential unacceptable usability problems through well informed procure-
ment of CAA applications and revisions to specific objective test designs. 
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Abstract. The physicality of digital-physical devices is an essential part of our 
interaction and understanding of information appliances. This paper draws on 
the findings of an empirical study investigating the effect of physical fidelity on 
a series of user trials. Three prototypes of a single design intent were built, the 
standard of their construction dictated by the time imposed on the designer. In 
choosing this constraint, the authors present the argument that the most impor-
tant driver in decisions that dictate fidelity levels is the available and/or neces-
sary time required for making a prototype in order to generate information of 
the right quality. This paper presents the empirical and qualitative results of the 
trials, which suggest that there is little effect of fidelity on user performance, 
but the user’s ability to give constructive feedback on the design was influenced 
by the nature of the prototypes. 

Keywords: Physicality, prototyping, fidelity, information appliance, product 
design, tangible interface, low fidelity prototyping. 

1   Introduction 

This paper focuses on information appliances, devices designed to do one task, but do 
it well. The design of these devices poses interesting challenges to the design com-
munity because not only do information appliances have physical considerations 
(size, shape, buttons, etc.), they also have digital considerations (dedicated computer 
running software menus, features, function etc.). The digital and the physical are 
therefore inescapably linked in information appliances.  

Prototypes are used to physically explore an idea very early on in the design proc-
ess and interactive prototypes can be used to explore the digital considerations inte-
grated with the physical form. However, prototypes at this initial stage are inherently 
‘quick and dirty’: they should not require a lot of time to make and should be an  
exploration of an idea rather than a refined model (what Schrage [1] describes as 
‘Serious Play’). 
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There are many academic and industry research groups working on tools and tech-
niques for rapid interactive prototyping. These include:  

• Paper Prototyping [2] – a very low tech approach requiring no technical skills; 
the user usually interacts with a paper-based version of the interface on a physi-
cal model and the screen is adjusted by a facilitator, acting as the ‘computer’. 

• D.tools [3] – a toolkit with bespoke hardware and software. 
• Phidgets [4] and Arduino [5] – both provide electronic ‘building blocks’ to inte-

grate into a prototype. 
• IE (Information Ergonomics) System [6] – a flexible system of hardware and 

software linking a prototype to a PC.  

One of the underlying recognitions that tie all this work together is that prototypes 
need to be made quickly in order to evaluate the tangible interactions. 

The fidelity of a prototype is usually considered to be the resolution (the refinement 
and detail) of the model. A number of publications have been focused on the effect of 
fidelity and the advantages and disadvantages of different prototyping techniques. 
Sefelin et al. [7] looked at the user’s willingness to criticize paper prototypes versus 
their willingness to criticize computer based models. Virzi et al. [8] found that there 
was little difference in usability data for high and low fidelity models of standard two 
dimensional graphical interfaces and an interactive voice response system. McCurdy 
et al. [9] argued for a mixed approach that allowed various aspects of a prototype to 
be built at different fidelity levels according to the design component being proto-
typed. They go on to suggest that there are five ‘dimensions’ or fidelity aspects that 
can be defined as somewhere between high and low within the same prototype, 
namely, aesthetics, depth of functionality, breadth of functionality, richness of data 
and richness of interactivity. So far this concept of mixed fidelity has been trialed 
with software but not physical prototypes. 

Information appliances and therefore prototypes of information appliances are in-
herently physical. Physicality as a term, is becoming more recognized with two Inter-
national Workshops on Physicality [10, 11] held recently, plus Don Norman’s article 
on Physicality [12]. Physicality is loosely understood as being the physical nature of 
something, for example, a form, process or button. 

This paper seeks to contribute to our understanding of the nature of physicality in 
the design of information appliances so that designers can become more aware of 
when and how to use it. To this end, we explore physicality in the context of fidelity 
through user trials conducted on a conceptual information appliance. 

2   Background 

Gill et al. [13] conducted a number of trials on a wireless home phone. They demon-
strated that low fidelity physical prototypes can produce similar usability results as 
the end product, thus significantly outperforming touch screen mock-ups. They went 
on to test prototypes of decreasing fidelity until they reached a point where the simi-
larity of user test results started to differ significantly from the results produced from  
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the real product. They concluded that if prototypes compromise on the physical at-
tributes of a design, such as removing the tactile feedback of the buttons, then the 
performance data was affected.  They state that “it is not the level of fidelity that is 
important but rather the considerations of tangibility and physicality”.  

Lim et al. [14] conducted trials on a mobile phone in order to understand the effect 
of fidelity levels on usability data. Three prototypes were tested: the final device, a 
software representation and a paper prototype. All models picked up major usability 
issues, but only the final device and software models facilitated the collection of 
comments regarding the concept’s comparison with other products and performance. 

In our study, we interpret user data from a trial of a conceptual device as there is no 
completed device to compare it to. The considerations that have driven the fidelity 
level and its effects on the physicality of the model have been purely time based. The 
designer had to decide on the best way to prototype the technical aspects within the 
allocated time.  

User trials were chosen as a means of exploring the effects of fidelity and the resul-
tant physicality on the prototypes. The research of Gill et al. [13] and Lim et al. [14] 
demonstrate that user trials are an effective way of highlighting design issues by com-
paring low fidelity models with the final design. Those results gave us the confidence 
to use similar trials on a conceptual device where there is no ‘end product’ to compare 
it to. The aim of comparing the prototypes in this manner was to gather data that en-
abled a review of the differences in the way the prototypes function as each of the 
prototypes has the same level of functionality.  

 

Fig. 1. Different ways of interacting with the device 

3   Our Approach 

The trials were conducted on a conceptual device. None of the users had been ex-
posed to the device previously. The concept originated from an undergraduate design 
brief and was based on the design of a hard drive equipped device offering users the 
ability to wirelessly view their Flickr [15] web pages and store photos. Flickr is an 
online photo management and sharing application. 
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Some initial design work was undertaken in order to develop the physical and digi-
tal components of the concept, in order to reach a stage where, in a real design proc-
ess, an interactive prototype would be the next natural step (see Figure 1 which shows 
the different ways of interacting with the concept). Each of the resulting prototypes 
used this initial design work as the starting point, therefore only the time to construct 
the prototype differed. 

3.1   The Resulting Prototypes 

‘Lowest Level’: Time allowed = 4 hours (actual time taken = 3 hours 30 minutes) 
Method used: Paper prototyping 

 

Fig. 2. Lowest level prototype: a) the foam model, b) a paper screen c) the trial set up 

As noted earlier, Paper Prototyping is a very simple technique which provides a very 
fast method for creating low fidelity prototypes. A foam model was constructed to 
create the physical form to scale. The foam was sanded to produce a smooth finish 
with white cardboard depicting the buttons and screen (Fig. 2a). For the digital aspect 
a series of paper screens were created with a small red box to indicate which menu 
item is active (Fig. 2b). The participant held the physical model, the facilitator 
changed the screens and adjusted the ‘select box’ during user trials (Fig. 2c). 

‘Mid Level’: Time allowed = 14 hours (actual time taken = 12 hours)               
Method used: IE System 

 

Fig. 3. Mid level prototype: a) the FDM model b) the basic flash interface c) the trial set up 
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The IE System was chosen to create the mid level prototype due to the simplicity  
it offered. The system allows a PC to receive keyboard inputs so that when a user 
interacts with a switch in the physical model, the PC will respond to the perceived 
keyboard input and a keyboard-triggered GUI is activated on the PC. A model  
was created in a Computer Aided Design (CAD) system and was constructed to  
scale using a Fused Deposition Modeling (FDM) machine (Fig. 3a). FDM is a rapid 
prototyping technique where the machine builds the material up layer by layer. A 
basic menu structure was created in Adobe Flash (Fig. 3b). The Flash animation used 
keyboard presses activated by off-the-shelf buttons for the screen changes, these were 
crudely tacked onto the outside of the model and a mechanical rotary dial was glued 
inside the model for the ‘wheel’ interaction. For the trial, the physical model was 
connected, with a cable, to a PC via the IE Unit (Fig. 3c) and the visual feedback was 
on a desktop monitor. 

‘Highest Level’: Time allowed = 5 days (actual time taken = 5 days) 
Method used: IE system and Phidgets 

 

Fig. 4. Highest level prototype: a) the sprayed FDM model b) the flash interface c) the trial  
set up 

The extra time allowed for the highest level prototype was used to develop the 
following three areas: the prototype was given a realistic finish, the wheel interac-
tion was made to feel smooth and the Flash animation was developed to operate 
more like the intended design. Again a CAD model was created with design details 
such as shaped buttons and ports included. Once the FDM model had been made it 
was sanded and sprayed (Fig. 4a). Dome switches that produce positive tactile 
feedback with a low profile were used for the buttons triggering the Flash animation 
through the IE Unit. The smooth feeling analogue dial was an off-the-shelf Phidget 
component. This reflected the intended physical-digital interaction of the design 
intent better than the rotary dial used in the mid level prototype. The Flash anima-
tion had more realistic menus and a smoother transition between screens (Fig. 4b). 
For this trial, the physical model needed to be connected through both an IE Unit 
and a Phidget Interface Kit with wires (Fig. 4c), and the visual feedback was on a 
desktop monitor. 
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3.2   Initial Analysis of the Prototypes Created 

The resulting prototypes differed considerably and their properties are reviewed in 
relation to McCurdy et al. [9] five dimensions of fidelity, as shown in Table 1. A 
similar technique is applied in Table 2 to analyse the subsequent effects on physical-
ity, which are considered to fall under two areas: the physicality of the device itself 
(e.g. form, finish, weight) and the physicality of the interaction (feel of the buttons 
and wheel in this case). 

 
Table 1. Properties of each prototype in relation to the five dimensions of fidelity (McCurdy  
et al. [9]) 

Dimension of 
fidelity 

Driving
factors 

Lowest level 
3 hrs 30min

Mid level 
12 hours

Highest level 
5 days

Model
material 

Aesthetics

Model finish 

Blue foam (both 
material and finish 
differ considerably 
from intended 
design)

Unfinished FDM
(similar material 
but finish differs 
considerably from 
intended design) 

Sanded & sprayed 
FDM (similar 
material and finish 
to intended design) 

Wheel 
mechanism 

Free rotating
(similar to intended 
design but no real-
time feedback 
given)

‘Clunky’, clicking 
mechanism with 
end points (very 
different from 
intended design but 
gives real-time 
feedback) 

Smooth
mechanism with 
end points (very 
similar to intended 
design and gives 
real-time feedback) 

Buttons Cardboard 
representations
(very different in 
feel and aesthetics 
from intended 
design)

Switches tacked 
onto model (very 
different to 
intended design but 
gives real-time 
feedback) 

Integrated
switches (very 
similar to intended 
design in look and 
feel gives real-time 
feedback)  

Richness of 
interactivity 

Screen 
operation

Paper screens (no 
real-time feedback 
so very different 
from intended 
design)

Basic Flash 
animation (real-
time feedback but 
sketchy interface, 
differs slightly 
from intended 
design)

More advanced 
Flash animation
(real-time feedback 
and graphics similar 
to intended design) 

Depth of 
functionality 

Screen 
operation

All have identical features enabled, feature will appear 
‘unavailable’ if it is not part of a task 

Breadth of 
Functionality 

Screen 
operation

All have identical menu structures, the tasks chosen 
highlighted the breadth of functionality in the intended design 

Richness of 
Data

Data used Sketch data used
(different from intended 
design)

Sketch data 
used (different 
from intended 
design)

Photos used
(very similar to 
intended 
design)
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Table 2. Properties of each prototype in relation to the areas of physicality    

Area of 
Physicality 

Driving
factors 

Lowest level 
3hrs 30min 

Mid level 
12 hours 

Highest level
5 days 

Scale 
Model
material 
Screen 
material 

Physicality 
of the device 

Weight

1:1, made from 
blue foam with a  
cardboard screen 
(form is very 
similar to intended 
design, finish and 
weight is 
considerably 
different)  

1:1, unfinished 
FDM with screen 
placement suggested 
on model (no colour 
difference) (form is 
very similar to 
intended design, 
weight and finish are 
considerably 
different) 

1:1, finished and 
sprayed FDM with 
a colour difference 
depicting the 
screen (form and 
surface finish is 
very similar to 
intended design, 
weight is different) 

Wheel 
mechanism 

Wheel freely 
rotates (as 
intended in design) 
with no real-time 
physical or digital 
feedback 
(extremely 
different from 
intended design) 

Mechanism feels 
clunky and cannot 
rotate continuously
(considerably 
different from 
intended design) 
gives real-time 
physical (not part of 
intended design) and
digital feedback 
(part of intended 
design)

Mechanism feels 
smooth (very 
similar to intended 
design), cannot 
rotate
continuously (not 
part of intended 
design) gives real-
time physical and 
digital feedback
(similar to intended 
design)

Physicality 
of the 
interaction 

Buttons Buttons are 
depicted with 
cardboard and 
give no physical 
or digital 
feedback (very 
different to 
intended design) 

Buttons are off-the-
shelf and tacked 
onto the model (very 
different to intended 
design) but give 
real-time physical 
and digital feedback
(similar to intended 
design).

Buttons are 
integrated dome 
switches with real-
time digital and 
physical feedback
(very similar to 
intended design) 

 

4   Method 

The set of trials and rating scale used to classify the severity of problems, was based 
on recommendations by Redish et al. [16]. Participants were divided into three inde-
pendent groups, with each group using one level of prototype (low, mid or high). 
Each participant was given a series of 5 scripted tasks [17]: 

Task 1: turn the device on 
Task 2: find a photo on the Flickr website 
Task 3: find a friend photo on the Flickr website 
Task 4: find a photo from the hard-drive 
Task 5: transfer a photo from a camera 

4.1   Structure of the Trials 

The following structure was applied to every participant for each of the three proto-
types trialed:  
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i. Participant fills in a demographic questionnaire covering age and gender plus 
existing technology usage.  Note the prototype is not in sight at this stage. 

ii. Participant is given a written description of the product. 
iii. Facilitator uncovers the model and records if the participant picks it up and her 

reaction in relation to the fidelity of the aesthetics. 
iv. Participant is given the 5 tasks (as described above) to carry out. Facilitator re-

cords the time taken for each task and whether the user experienced a success, 
minor problem, serious problem, or a catastrophe (see Table 3). 

v. Participant fills in a questionnaire and is asked to rate certain aspects of their 
experience with the device. 

4.2   The Empirical Study 

A pilot study was first carried out with 9 undergraduate participants from the Univer-
sity of Wales Institute, Cardiff (UWIC), which uncovered some problems, including 
hardware stability issues, and these were then fixed. 

The main study was conducted using 48 participants recruited from UWIC staff who 
have used digital cameras (including cameras on their mobile phones). The participants 
were divided into three groups of 16, one for each fidelity level, to eliminate possible 
learning effects. 23 females and 25 males were trialed with ages ranging from 19 to 50, 
thus an average age of 29. All trials were videotaped for further qualitative analysis. 

5   Quantitative Analysis 

The quantitative data of interest is the ‘performance’ data, which shows whether the 
task was a success, had minor or major problems or was a catastrophe. The data was 
recorded at the time of each trial based on the criteria shown in Table 3.  

Table 3. Description of performance rating and examples 

Performance rating Definition Examples  
Success Task completed without error User finds all the correct buttons and 

menus when needed 
Minor problem Task completed with small 

error 
User goes into the wrong menu, user 
cannot find a button 

Major problem Task completed with major 
error/s 

User repeatedly tries the wrong menus 
or buttons 

Catastrophe Task is not completed User has not completed a task (even if 
he/she thinks they have), user gives up. 

The quantitative analysis was conducted in order compare the results of the proto-
types for each of the separate tasks (repeated measures). The performance data was 
converted into interval data (3 = success; 2 = minor problem; 1 = major problem; 0 = 
catastrophe) and analysis was conducted using a 3 (prototype level) by 5 (tasks) 
mixed analysis of variance (ANOVA) with the alpha level set to 0.05.  

Figure 5 shows the performance data, a line has been included between the marks 
to aid interpretation of the graph. No significant overall differences were found be-
tween the prototypes. The plots suggest that the prototypes performed similarly for  
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Fig. 5. Performance ratings for each of the 5 tasks as a function of device type  

Tasks 1-3, but Tasks 4 & 5 appear to show some differences. Upon further analysis 
(simple effects) these differences were found to be not significant. 

The quantitative data on its own did not reveal any differences, which suggests that 
neither differences in physicality nor in fidelity have an effect, or that this is not a 
reliable way of analyzing this effect.  

6   Qualitative Analysis  

The qualitative analysis was conducted by reviewing the video recordings of each 
participant after the trials. The qualitative analysis was twofold: firstly, identifying 
problems that participants may have encountered while performing each task (Part 1 
Analysis) and secondly, assessing whether participants were influenced by the fidelity 
and physicality of the prototypes (Part 2 Analysis). 

Part 1 Analysis: This was conducted to find out where participants were having 
problems performing each task (types of usability problems). During the trials, the 
main errors were observed and noted in a table. Later, while reviewing the video, each 
error made by the participant was recorded. If an error had not been listed before, it 
was added to the table. However, if a participant kept repeating the same error, it was 
recorded several times, this highlighted particular areas of concern. The errors were 
then condensed into four problem areas, which we identified as being of hindrance to 
a user in completing a task. The problems areas are: 

a. Unclear meanings of symbols 
b. Difficulty locating appropriate interface elements 
c. Unexpected feedback from software (mental model mismatch) 
d. Unintentional interaction with software (wanted to interact in a way that 

was not intended) 



226 J. Hare et al. 

Table 4.  Number of times usability problems occurred at different prototype level 

Prototype level 
Task Usability problems low med high 

Locating appropriate interface element 9 4 9 1 
Got it right first time 12 14 11 

Unclear meanings of symbols 2 1 5 
Locating appropriate interface element 32 13 18 
Unexpected feedback from software (mental model mismatch) 2 6 18 
Unintentional interaction with software 4 0 9 

2 

Got it right first time 2 5 6 

Unclear meanings of symbols 2 4 1 

Locating appropriate interface element 2 2 8 
Unexpected feedback from software (mental model mismatch) 12 2 16 

3 

Got it right first time 10 9 8 

Locating appropriate interface element 2 0 2 

Unexpected feedback from software (mental model mismatch) 22 17 12 
Unintentional interaction with software 6 4 4 

4 

Got it right first time 7 8 6 

Locating appropriate interface element 0 8 3 
Unexpected feedback from software (mental model mismatch) 23 18 16 
Unintentional interaction with software 1 4 8 

5 

Got it right first time 3 4 4 

Table 4 shows the number of times users encountered usability problems for each 
task at different prototype levels. The results that are of particular interest are those 
that differ across the prototypes. So, for example, during Task 2 there were 2 prob-
lems recorded by the lowest level prototype due to unexpected feedback from the 
software but. The same task resulted in 18 problems for the highest level prototype. 
Other notable results are again for Task 2 where users could not locate the appropriate 
interface 32 times for the lowest level, 13 times for the mid level and 18 times for the 
highest level. Interestingly for Task 5, there were 0 problems for the lowest level 
prototype in locating the appropriate interface elements, but 8 problems for the mid 
level and 3 problems for the highest level.  

Further analysis of the problems related to Task 2 suggests that users of the lowest 
level prototype had so much trouble identifying the correct interaction (32) that there 
were very few mental model mismatch issues (2). Compare this to the highest level 
prototype, where users were able to find the interaction better (18 errors), but they had 
difficulty with the mental model of the device (18). The inability to identify the cor-
rect interaction could arise either because of a lack of understanding of the symbols 
(which were the same across the prototypes) or a complete misunderstanding of the 
results of that form of interaction. The mid level prototype instead has the lowest 
number of problems related to ‘identifying the interaction’ (13) and an average range 
of problems with the mental model (6). So what could be the reason behind these 
problems? From Table 2, we can see that the lowest level prototype has no tactile 
feedback on pressing the buttons (just the facilitator moving a screen), while the mid 
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level prototype has very pronounced buttons that give both tactile and on screen feed-
back, and the highest level prototype has more subtle visual properties with subtle 
tactile feedback plus on screen feedback. The number of problems linked with locat-
ing the appropriate interface element in Task 5 could have arisen due to the same 
issues as in Task 2, in other words, users of the lowest level prototype had already 
made so many mistakes early on that they are less likely to make mistakes in the later 
tasks, unlike users of the highest level prototype who are still experiencing problems 
even in the later tasks. 

Part 2 Analysis: This was undertaken to assess whether participants were affected by 
the fidelity and physicality of the prototypes based on the related comments made, for 
example, ‘wheel mapping not natural’. A similar recording procedure was followed as 
in Part 1 Analysis using the errors noted during the trials plus the video review. The 
comments were then sorted and the ones related to the following areas were selected: 

1. physicality of the device (e.g. size in the hand, screen position and size) 
2. physicality of the interaction (e.g. the button is in the wrong place, how the 

wheel feels etc.) 
3. feedback about the design and idea in general 
 

The results are shown in Table 5. The general feedback on the design and concept is 
roughly the same across the prototypes. The lowest level prototype seems to differ in 
the number of comments about both the physicality of the device (22 at the lowest level 
compared to 13 at the mid level and 16 at the highest level) plus the physicality of the 
interaction, 42 at the lowest level compared to 52 at the mid level and 57 at the highest 
level. These results suggest that the test was set up in a way that entices generally at-
tracted more comments about the physicality of the interaction rather than the physical-
ity of the device. However, the lowest level prototype received more comments about 
the physicality of the device unlike the mid and highest levels. This could be because 
the physicality of the interaction was so far removed in the lowest level prototype from 
that intended, hence it was harder for users to judge this aspect of the design and as a 
result, they made more comments about the physicality of the device itself. 

Table 5. number of comments related to the physicality and fidelity at different prototype 
levels 

 Lowest level Mid level Highest level 
Physicality of the device 22 13 16 
Physicality of the interaction 42 52 57 
General feedback on the design and 19 17 18 

7   Discussion 

Each of the prototypes created represented the same design intent and enabled the 
same functionality. Time constraints governed the fidelity level and each prototype 
was tested for usability and physicality issues. The prototypes needed to convey 
enough information to the users so they were able to get a feel for the design intent of 
the product. The initial hypothesis was that fidelity and subsequently physicality 
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would have an effect on the users understanding of the product and therefore user 
feedback and usability would be affected. The analysis of the user trials showed the 
following results: 

1. All prototypes achieved similar results for the performance test. 

There was in fact little difference in performance across the prototypes with differ-
ent fidelity levels (which would seem to agree with the research by Lim et al. [14]). 
This in itself is an important result showing that in the early stages of the design proc-
ess, the fidelity level might not have a significant impact. Despite the mid level proto-
type being physically different from the intended design in a number of seemingly 
important ways (the wheel clicked, could not rotate 360º and felt very ‘clunky’), it 
still produced valid feedback about the concept. Furthermore, the mid level prototype 
took less than half the time to build compared to the highest level prototype. Even the 
lowest level paper prototype seemed to produce usability data in line with the higher 
fidelity ones. 

2. Users of the mid and highest level prototypes, with real time tactile and digital 
(on screen) feedback, had fewer problems in locating the appropriate interface 
element. 

Even when all the prototypes had the same graphical symbols, the lowest level pro-
totype users had a lot of problems identifying the appropriate interface elements. This 
may be because many users worked out what interactions did by ‘experimenting’ with 
them instead of understanding the symbols and thus made their decisions based on the 
feedback they received. This approach was only supported by those prototypes that 
had real time feedback, whereas the lowest level paper prototype required the facilita-
tor to find the correct feedback and change the screen. 

3. Users of the mid and highest level prototypes had more problems with the men-
tal model of the device early on in the trial whereas the lowest level prototype 
users encountered these issues later on in the trial. 

This is an unexpected outcome. Table 4 shows that, even after completing 4 tasks, 
users still made errors due to a mental model mismatch for task 5. Users who had real 
time tactile and digital feedback from their interactions had more difficulty in under-
standing how the device worked. The most likely explanation for this is that users of 
the lowest level prototype were so distracted by not locating the appropriate interface 
element that this overshadowed their understanding of the device. By the end of the 
trial, users of the lowest level prototype were having less problems locating the inter-
face element but more difficulty in understanding the device (their mental model). 
This could possibly be due to the users’ inability to fully engage with the device and 
therefore following a ‘more luck than judgment’ approach. 

4. The mid and highest level prototypes gave more feedback about the physicality 
of the interaction. 

This was not unexpected as in order to get valid feedback about an interaction, one 
needs to approximate the intended interaction, which the lowest level paper prototype 
did not facilitate. 
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8   Conclusion and Further Work 

This paper has reported on a preliminary investigation into the effects of physicality 
and fidelity on the prototypes used for front end product design development. The 
trials suggest that there is no effect of fidelity at the early stage of the design process 
in terms of user performance, however a deeper analysis is required. As expected, the 
qualitative analysis showed that prototypes that gave real time interaction and feed-
back allowed users to get a more realistic appreciation of how the device worked, and 
also generated more useful comments about how the device feels to hold and to inter-
act with.  

From these results, we can draw that for the initial exploration of a design idea, 
very low fidelity prototyping is a fast and low cost method of getting reliable feed-
back. On the other hand, if more specific feedback about the intended design and 
interaction is required, then a prototype that can produce immediate feedback is es-
sential. However, there are many more factors at play and these need to be researched 
further to inform design guidelines in relation to the needs of the early design process. 

The nature of physicality seems to have an impact on the user trials of these proto-
types, but a very in-depth analysis had to be carried out to tease out these effects. It 
would be more useful if such effects could be found and explored using faster quanti-
tative analysis. Further work needs to be undertaken to explore how these effects of 
physicality can be tested in a quantifiable way and therefore fully explore the wider 
implications for designers in practice building.  
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Abstract. As computing moves from desktop to outdoor everyday life activi-
ties, usability evaluation must take into account new aspects, related with  
mobility and space. In this paper the effectiveness of established usability 
evaluation methods is examined through an extensive case study. The usability 
of an educational mobile museum application was tested using three different 
methods: inspection by experts, use in lab setting and use in the field. Results 
indicate that each method uncovers different types of problems at different cost. 
We believe that a combination of these methods may be worthwhile since their 
produced results seem to be complementary.   

Keywords: Usability evaluation methods, mobile applications, user studies, 
expert evaluation, lab, field, cost, severity, effort. 

1   Introduction 

In many cases mobile applications are designed to facilitate everyday activities, re-
lated to specific contexts of use. Such mobile applications inherently require from 
their users not to limit their interaction to the device screen but additionally to interact 
through the application with the typical environment of use. Since mobile applications 
support everyday activities that in many cases take place in diverse environments, 
their design needs to take into account and cope with situations where the user's atten-
tion is allocated to stimuli diffused in the environment. Designers need to understand 
all these aspects and design mobile applications aiming to be embedded smoothly 
both in the human activity and the environment. An additional challenge is to tackle 
the problems that inherently characterize mobile technology, such as ergonomics of 
devices, difficulty with data entry, low processing capabilities, unreliable connec-
tivity, etc., [7]. All these design considerations force us to adapt the traditional meth-
ods used for formative evaluation of desktop applications in order to effectively 
evaluate the mobile ones.  

In this paper, we discuss a case study of usability evaluation of a mobile applica-
tion that involved three different approaches. The application is a collaborative mo-
bile game for a cultural museum. Three different evaluation studies of this application 
were performed and their findings are discussed in the following sections. 
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2   Questions Related to the Cost of Mobile Usability Evaluation 

Due to the continuous evolution of mobile technology and the extensive competition 
of new mobile services and applications, their design life-cycle tends to be short. By 
considering that evaluation is a fundamental part of design, it seems that the optimiza-
tion of the evaluation process is of high importance. Optimization can be achieved by 
providing appropriate answers to three fundamental questions related to the cost. Cost 
is perceived in terms of time, effort and efficiency.  

The first two questions are: Who? and When? We propose the introduction of ex-
pert inspection techniques in early design phases prior to methods that involve typical 
users. The hypothesis is that a few experts can discover a significant number of prob-
lems and require a minimal amount of human and time resources. Then, after correct-
ing the usability problems that the experts have identified, representative users can be 
involved in order to evaluate the updated version of the application and identify addi-
tional possible usability problems, of different nature sometimes, relating, often, with 
unexpected use of the application. Although the idea of combining user and expert 
based methods has already been suggested, its effectiveness has not been extensively 
verified in empirical research of mobile evaluation studies [5]. Another issue is re-
lated to the types of the problems that expert-based and user techniques can track. For 
example, expert based methods have not received much attention in the literature of 
mobile usability evaluation due to their inadequacy to record contextual influences 
over use [6].  

The third question is: Where? Due to the dynamic context in which mobile applica-
tions are used many researchers have noted the importance of field evaluation ([3], 
[6]). However, some claim that there is little added value of performing the evaluation 
in the field, considering the required resources [4]. A recent survey shows that the 
situation tends to change as field studies gain considerable ground [2]. We've tried to 
answer these questions through the empirical study discussed next. 

3   Case Study: Evaluating an Educational Mobile Application 

The study consisted of three different tests. Study S#1 took place in a usability labora-
tory where three usability experts inspected the interface by following a given sce-
nario. The experts interacted with the interface through an emulator in a desktop 
computer. Each expert coded the problems found according to a predefined coding 
(heuristics) and a severity scheme. Study S#2 involved users in the laboratory. A team 
of 8 primary school students were asked to follow the same scenario using the mobile 
application on a Tablet PC that contained a 2D map of the museum and a simulator of 
the PDA screen. The students manipulated a virtual character on the map, moved 
across rooms, selected exhibits, and the consequences of their actions to the mobile 
application were presented on the simulator. Each student interacted alone with the 
application. Study S#3 took place in the typical environment, inside the museum. A 
group of 8 primary school students (different than S#2) were requested to accomplish 
the same scenario using the mobile application on PDAs. In these last two tests users 
were asked to follow the think aloud protocol. For each one of S#2 and S#3, three 
usability experts were asked to evaluate the usability of the mobile application, by 
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observing user activity recorded in the form of logfiles and video. Data analysis was 
facilitated by the ActivityLens tool [1]. All experts that used ActivityLens had prior 
experience with the tool. 

The three experiments identified 32 usability problems overall. 20, 17 and 18 us-
ability problems were identified in studies S#1, S#2, S#3 respectively. The contribu-
tion of each method is shown in figure 1b. Considering the severity, in relation to the 
users, of these usability problems, we see that the expert based method identified 
more critical and serious problems than the others (figure 1a). Moreover, most prob-
lems found solely by field evaluation were categorized as cosmetic (80%) and none of 
them as critical. 

 

Fig. 1. (a) Severity ratings of usability problems per method, (b) Method performance 

If we consider cost as the time consumed to perform the usability evaluation, then 
we found that the field evaluation (S#3) proved to be the most time consuming 
method requiring almost triple the time (310 min) than the lab evaluation (S#2) (110 
min), while the first study (S#1) required just 32 min. Times mentioned include ex-
periment preparation and analysis time. These differences in time is due to the fact 
that the experts had to deal with large amounts of observation data and that required 
considerable effort. The field evaluation required analysis of more sources of observa-
tion data (5 video files + logfiles) to capture the continuous movement of users in the 
field compared to the laboratory evaluation (2 video files + logfiles). 

27 usability problems were found in relation to the user interface (84.3% of identi-
fied problems), 20 of them were located during S#1, 7 new ones were produced by 
S#2. From these figures, one might assume that field experiments are useless since 
they require a lot of effort and produce little results compared to other methods. But, 
if we consider that a mobile application extends outside the PDA's screen then there 
are going to be cases that these few and in our case characterized by evaluators as 
cosmetic problems, might have a significant impact on the design. The field experi-
ment produced 3 problems related to environmental aspects (server delays, certain 
positions with low WiFi signal and problems in scanning the RFID tags), 1 problem 
characterized as “using the application in unexpected way” (a group of students de-
veloped a game strategy that allowed them to win by violating the purpose of the 
game) and 1 cosmetic problem related to the position of three RFID tags at a height 
that many children could not reach. The last, cosmetic for the evaluators but severe 
for the users, problem proved very significant since it changed many design decisions 
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concerning the use of RFID tags in the museum. Until then, all RFID tags were placed 
next to the exhibits. To cope with the identified usability problem some of them were 
moved lower and that introduced the problem of finding a mechanism to visually in-
dicate to which exhibit each RFID tag corresponded. To solve this problem many 
different visual cues were placed on the RFID tags and at least three independent tests 
were performed in order to reach the final solution.  

An in-depth inspection of the categories of problems revealed that the ones that are 
related to the PDA's interface (navigation and consistency problems) were mostly 
found by experts. On the contrary, the problems that concern the affordances of the 
interface objects, the visibility of services and the interaction with the surrounding 
space were found by methods that involved users. 

4   Conclusions 

In this paper we presented the results from evaluating a mobile application using three 
different methods: expert evaluation, laboratory and field user studies. The results 
indicate that the optimization of the evaluation process can be achieved through the 
sequential application of different evaluation methods throughout the design life cycle 
of a mobile application. Expert based techniques can locate, at low cost, various cru-
cial usability problems related to the user interface in early development phases. Lab 
experiments can also identify at low cost many problems related to the user interface 
and some related to the activity as a whole. The most time consuming and hard-to-
apply methods are the field experiments. However, they can deliver significant quali-
tative results concerning the real practices of users and the effects of the environment 
on the activity that cannot be found by other methods. As a conclusion, it seems that 
if all methods are combined they can give an explicit view of usability problems since 
their outcomes are in great extend complementary.  
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Abstract. Studies comparing performance of Usability Evaluation Methods 
(UEMs) led to three standard metrics, namely, validity, thoroughness, and ef-
fectiveness, calculated from lab-based usability test results. The effectiveness 
metric, E = T x V, was proposed as the ‘figure of merit’ [7] that would give a 
balanced account of validity and thoroughness. This paper provides an analysis 
of the formula to caution future researchers and usability practitioners against 
its use, proposes an alternative formula, and discusses the limitations of the 
common baseline approach to UEM comparison. 
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1   Background 

In the early 1990s when usability inspection methods (UIMs) were introduced as 
quicker and cheaper alternatives to usability testing, there was a surge of comparative 
studies of such methods.  However, these studies yielded inconclusive results due to 
poor research design [6], a lack of standard measures, and a baseline for fair compari-
son [13]. Subsequently, three UEM performance metrics based on a common baseline 
were introduced and employed in Sears’ [13] study. These metrics, namely, validity, 
thoroughness, and reliability, are computed from results of a usability test of the same 
interface using the following formulas: 

Thoroughness, T  = # of Real Problems Found 
             # of Real Problems that Exist 

Validity, V  = # of Real Problems Found 
    # of Issues Identified as Problems 

Reliability, R  = max (0, Rtemp), where Rtemp   =    1-stdev(# Real Problems Found) 
                              average (#Real Problems Found) 

Hartson, et al. [7] support Sears’ common baseline approach to UEM comparison but 
raise a concern that neither T nor V alone “is sufficient for [assessing] UEM effec-
tiveness” (p.394). They propose a ‘figure of merit’ for measuring UEM effectiveness 
that takes into account both T and V, “reflecting a more balanced overview of UEM 
performance” (p.394). The ‘figure of merit’ is defined as Effectiveness, E = TxV. 
Additionally, by way of analogy to the concept of precision (P) and recall (R) in In-
formation Retrieval (IR) and Natural Language Processing (NLP), they propose “a 
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weighted measure for UEM performance” (F) using the F-measure formula [10] that 
is a well-known effectiveness metric used in those fields, but replacing the P and R 
variables in the formula by V and T, respectively:    

   F         =                   1         
          α (1/V)+(1- α)(1/T) 

where, α is “the factor used to set the weighting between thoroughness and validity”. 
After a decade of debate and uncertainty of how to compare UEMs fairly, that 

work [7, 13] is very valuable. Many studies have employed T, V, and/or E [1, 2, 3, 4, 
7, 9, 13]. We provide arguments for and against the E formula, propose a new metric 
for E, and discuss the use of performance metrics to compare UEMs. 

2   Arguments for and against the E Metric 

The denominator of the T formula above has a constant value for a usability test. T is 
thus high when the number of predicted real problems is high. Yet, to achieve the 
latter, more evaluators must inspect the interface [12]. Increasing the number of 
evaluators allows more false alarms and in turn reduces V [4]. However, to increase 
V, requires fewer evaluators. More problems are therefore missed leading to a lower 
T. In short, T and V affect each other negatively. It is therefore unjustified to assess or 
compare UEMs using T or V alone. Hartson et al.’s [7] reason for a ‘figure of merit’ 
that gives an overall effect of T and V is thus justified. However, they did not explain 
why E should be equal to T times V, nor did they show the derivation of this formula.  

The formula has since been used unquestioned. Empirical evidence from [1, 2, 3,  
4, 9] shows that the E value is ‘capped’ (i.e. it is always lower than the lower value 
between T and V). This raises our concern because if E is intended to reflect “a bal-
anced overview of UEM performance” by taking into account both T and V [7], why 
should the balanced value be lower than the lower value of the two? Could these re-
sults be mere coincidence? 

The above results were not coincidental. Mathematically, the E value is expected to 
be ‘capped’. T and V values are ratios, ranging from 0 to 1 [13]. When 0 < V < T, and 
if we multiply both sides of the equation, T ≤ 1, by V we get TxV ≤ V. Replacing  
TxV by E results in E ≤ V. Similarly, when 0<T<V, it can be shown that E ≤ T by 
starting the same process with V ≤ 1. There is no question that the E value is 
‘capped’, but why should it be, especially if it aims to reflect a balance between T and 
V? We could not find a direct answer in [7], nor in the literature. However in [7], the 
F-measure was proposed as “a weighted measure for UEM performance” for the same 
purpose as E, in which case the two formulas should yield somewhat similar values. 
Our next question is whether the F value is ‘capped’ also. A quick demonstration 
shows that this is not the case. Assuming that T and V have equal weight, α = 0.5. 
Replacing this in the F formula yields F = 2TV/(T+V), in other words, the harmonic 
mean (HM) of T and V. A mean value of A and B will always fall between A and B. 
Hence, the F formula gives a UEM effectiveness value that falls between T and V. 
Why, then, should the UEM’s overall performance value be both between T and V 
(the F formula) and capped by the lower value between T and V? Which one should 
usability practitioners and researchers use if they wish to use a single composite met-
ric to assess or compare UEMs? 
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The last argument against the E and in favor of the F formula is that E is ill-
behaved while F is well-behaved. A standard metric should be well-behaved to avoid 
violation of statistical assumptions commonly required for data analyses. This is es-
pecially relevant to comparative UEM studies. A well-behaved variable has a normal 
distribution and no outliers [5]. We ran a simulation of 2501 values of E and HM of T 
and V (or F when α = 0.5) from the 2501 (T, V) pairs of all possible combinations of 
T and of V values ranging from 0.02 to 1 with equal increments of 0.02 from one pair 
to the next. This yielded a total of 2500 pairs to which the (0, 0) pair was added. The 
(0, n) and (n, 0) pairs (where 0 < n <= 1) were excluded because if one of the two 
metrics (T, V) is 0, i.e. no real problem exists or no real problem is predicted; the 
value of the other metric must therefore also be 0. The results revealed a positively 
skewed distribution and outliers for E, but a normal distribution, with no outliers for 
F. Skewness, mean and median were 1.0, 0.2 and 0.2 for E and 0.3, 0.4 and 0.4 for F, 
respectively.  Hence, E is ill-behaved and in one half of the cases the E values do not 
exceed 0.2; on average, the value was only 0.2 on a scale 0 to 1. 

3   Discussion 

The above analysis suggests that the HM or weighted HM of T and V is safer than the 
E formula for giving an overview and a balanced value between T and V. However, 
the denominator of HM of T and V, T+V, violates a rule for addition. In mathematics, 
addition and subtraction can only be performed on like terms or same unit of meas-
urements. Although both T and V are proportions, they differ semantically and their 
denominators are derived from different units. For T, the denominator is all real prob-
lems that exist; for V, it is all predicted problems including both real problems and 
false alarms. If the ‘figure of merit’ is to have a value between T and V, their geomet-
ric mean (GM) is a better option than HM because GM of T and V = √(TxV) and 
multiplying unlike terms in mathematics is allowed. The above GM simulation re-
vealed a normal distribution with no outliers and a mean and median of 0.45 and 0.45, 
respectively. Our proposal for a new ‘figure of merit’ is hence, GM or weighted GM: 

E =  √(TxV) or E = T 
α
 x V

(1- α)
, where α is the weighted ratio of T. 

Using a common baseline approach to compare UEMs should only be done within 
the same study, using the data from the same usability tests.  This is because it is 
unlikely that a usability test will reveal all problems that exist or that different tests 
would yield the same results [11], making comparisons across studies unfair.  

How does this analysis affect previous research using this approach? It does not af-
fect conclusions about UEM performance as all figures are relative and have a com-
mon baseline. Yet, with E values calculated using the new formula would be higher 
than those published, fall between T and V, and they do not violate statistical assump-
tions commonly required for data analysis. 

Another limitation of this common baseline approach is that it is performance-
focused. However, there are many aspects of usability to measure and, at present, the 
choice, validity and reliability of usability measures used in usability tests is a press-
ing issue awaiting future research [8]. Performance metrics alone are not sufficient for 
assessing UEMs. Future studies should also compare UEMs on other usability aspects 
such as retention, learning, user satisfaction and perception. 
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4   Conclusion 

We have presented arguments against future use of the E formula and suggested that 
the geometric mean of T and V be used instead. Limitations of the common baseline 
approach to UEM comparison and future directions were also discussed.    
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1   Introduction 

Making software applications highly responsive is a usability and quality goal of 
utmost importance for software companies: It determines how efficient the users of a 
software application can be. Usually responsiveness is approached from a technical 
perspective. At SAP AG, a leading manufacturer of business software, dedicated 
technical teams measure the responsiveness of applications in clearly defined test 
environments, using step-by-step scenarios to compare different software versions by 
evaluating the effects of technical fine-tuning to improve responsiveness. However, 
these measurements tell us little about how users experience an application’s respon-
siveness. Therefore SAP’s User Experience team initiated the “Perceived Performance 
(PeP)” project to devise a user-centered method and apply it to the scenario-based 
measurements of the technical performance teams. 

2   User-Related Criteria for Evaluating Responsiveness  

2.1   The Challenge  

The technical performance teams at SAP evaluate the responsiveness of applications 
by monitoring a number of parameters, one of these being the overall response time 
for user-initiated user interface (UI) events. The teams use a one-second threshold as 
a criterion for whether an application achieves SAP’s performance goals. From a 
user-centered perspective, however, the one-second rule does not reflect expectations 
or behaviors. Some actions should take less than a second, others may take longer. 
The challenge is to develop an evaluation method that provides better insight into the 
actual user experience, and to identify areas needing improvement.  
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2.2   The Initial Concept: Human Time Ranges 

The concept of human time ranges that refer to the psychological dimensions percept-
ion, operations, and cognition (thinking, attention, motivation) looked promising as a 
starting point for developing such a methodology. 

Allen Newell’s time scales of human action seem to be the original source, even 
though these were published after related work. In several papers from the end of the 
1980s to the beginning of the 1990s, Card, Robertson, and Mackinlay applied the time 
ranges to human-machine interaction. A number of authors, including Jakob Nielsen 
(1993), Alan Cooper (2007), and, most notably, Jeff Johnson (2007), adopted the 
original table and adapted it to their needs. In their most basic and cited form, the time 
ranges are defined as follows: 

• 0.1 sec.: Perception – cause-and-effect, animation > direct manipulation tasks 
• 1 sec.: Operation – focused man-machine dialog > simple tasks 
• 10 sec.: Cognition – focus on task lost > complex or compound tasks 

Shneiderman and Plaisant (2004) mention an additional category of “common tasks” 
of about three seconds. This category is useful because it also marks two effects that 
“waiting” has on users. After three seconds (according to some authors, even after one 
or two seconds), users start to feel that the system is slow and loose their task focus. 
Nonetheless, they can maintain a degree of focus until up to 10 seconds. The authors 
also introduce a further relevant time: After waiting 15 seconds, users become an-
noyed. The PeP team integrated both categories into its time ranges. 

2.3   PeP Application of Time Ranges 

The basic idea behind the PeP method is to classify observed response times  
according to time ranges, and thus the psychological effects on users of waiting. This  
 

Table 1. PeP adaptation of human time ranges table, including variations in () 

Time 
Range 

Human 
Aspect 

Application / User 
Interface (UI):  
Acceptable Response 

User: Response When Feedback 
Does Not Meet Time Range 

0.1 sec. 
(0.0-0.2) 

Perception Acknowledges user input Perception of smooth animations 
and cause-and-effect relationship 
breaks down 

1.0 sec. 
(0.2-2.0) 

Dialog, 
action 

Presents result of simple 
task 

Engaged user-system dialog breaks 
down 

3 sec. 
(2.0-5.0) 

Presents result of  
common task 

User has time to think – the system 
is perceived as slow, the user’s 
focus starts to wander, and the user 
may turn to other tasks 

10 sec. 
(5.0-15) 

Presents result of  
complex tasks 

User looses focus on task and may 
turn to other tasks 

>15 sec. 

Cognition, 
attention, 
motivation 

Presents result of very 
complex task 

User becomes annoyed – the 
system is detrimental to  
productivity and motivation 



 User-Centered Evaluation of the Responsiveness of Applications 241 

requires extending and connecting the time ranges from 0 to beyond 15 seconds, with-
out leaving any gaps. The PeP team adopted Shneiderman’s and Plaisant’s (2004) val-
ues for the variation of the time ranges wherever possible, but a few decisions could 
not be backed up with data from the literature. We therefore initially set fairly conser-
vative upper limits for the time ranges: See the first column in table 1. 

2.4   PeP Assignment of UI Events to Time Ranges 

By assigning UI events to the time ranges, you get a clearer picture of the response 
time a user with some experience would expect, and thus tolerate. The above-
mentioned authors provide some suggestions for assignments, but for practical use in 
its evaluations, the PeP team created the following list: 

• Level 0: 0.1 (0-0.2) seconds – Perceptual Level: Feedback after UI input involving 
direct manipulation/hand-eye coordination, such as mouse click, mouse/pointer 
movement, key press, button press, menu open/close. 

• Level 1: 1 (0.2-2) seconds – Dialog Level: Finishing simple tasks, that is, most 
user-requested operations and ordinary user commands, finishing unrequested and 
system-initiated operations, opening a window (navigation) or dialog box, closing 
a window, completing a simple search. 

• Level 2: 3 (2-5) seconds – Cognitive Level: Finishing common tasks, such as log-
ging in to a system. 

• Level 3: 10 (5-15) seconds, Level 4: >15 seconds – Cognitive Level: Completing 
complex tasks, that is, one task or one step of a multi-step task, completing one 
step in a wizard, completing a complex search or calculation. 

3   The PeP Methodology 

The PeP methodology is based on three steps: 

1. Preparation: We break the use scenarios into task steps, or technically, UI events. 
These we categorize according to what response time would be tolerable for users. 
This (preliminary) assignment is based on the complexity of interactions, that is, 
the workload for the computer that experienced users would expect. 

2. Measurement: We time the UI events and assign them to the time ranges. This 
assignment is based on the events’ actual duration, and thus on the users’ percep-
tion, not their expectations.  

3. Evaluation: This data leads to a frequency matrix of tolerable versus observed 
time ranges (see table 2), which can be interpreted from a user’s perspective. 

Since for users’ perceptions and reactions, the time ranges have distinct implications 
(directness, appropriateness, slowness, waning or lost focus, annoyance), the PeP 
evaluation matrix demonstrates a more detailed evaluation of how users perceive the 
performance of a software application than an evaluation that is based solely on one 
fixed time limit. This type of evaluation is particularly valuable if an application is 
considerably slower than expected or exhibits wide response-time variations. 
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In the (fictional) example, 30.1% fulfillment rate for simple tasks has a strong 
negative impact on user satisfaction. Generally, we would argue that the fulfillment 
rate should be highest for simple tasks, that is, tasks that need to be accomplished at a 
fast pace, and can be lowest for complex tasks. In our regular work, we measure many 
standardized scenarios. Our typical goal is to speed up processes so that observed UI 
events are at least as fast as the category they have been assigned to (diagonal in 
matrix); however, goals may be lower or more ambitious. 

Table 2. Example of a PeP evaluation matrix (fictional data) 

Tolerable Range Observed Range 
(Number of Times Measured) 

Total Fulfillment 
Rate (%) 

Type of Interaction 0.2-2.0 s 2.0-5.0 s 5.0-15 s > 15 s     
Simple Tasks (0.2-2.0 s.) 22 26 20 5 73 30.1 
Common Tasks (2.0-5.0 s.) 3 13 9 9 34 47.1 
Complex Tasks (5.0-15.0 s.) 0 1 2 1 4 75.0 
Overall 25 40 31 15 111 36.9 

4   Future Research Directions  

Further validation is needed of the assumptions on which the PeP evaluations are 
grounded. Currently, UI events are assigned to time ranges on a preliminary basis; a 
systematic investigation is required of actual UI events and their assignment to time 
ranges. Secondly, the transition points between the time ranges are based on data from 
the literature and on heuristic assumptions. These should be verified in systematic 
experiments involving users who rate the timeliness of selected UI events. 

Another idea is to investigate the value of developing performance-oriented guide-
lines. This would entail defining high-level rules on top of UI guidelines for specific 
applications. Another idea is to measure the time costs of UI controls and suggest 
alternative designs to reduce screen rendering times. 
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Abstract. With the advent of touch screen phones, good UI design and simpli-
fied input methods for applications running on such devices are important fac-
tors that contribute to its popularity and success. The goal of this research is to 
evaluate different user interface designs and input methods for mobile phones 
with touch screen capability. In order to do this, two prototypes of a simple so-
cial networking application were implemented using a G1 phone that runs the 
Android platform. A user study has been conducted to compare different input 
techniques and UI designs and evaluate their usability. 

1   Introduction and Motivation 

Mobile phones with advanced capabilities often employ touch screen as one of the 
main interaction methods. By adding touch screen capability, it is easier for users to 
carry out certain actions depending on the task they want to accomplish. However, 
even with the emergence of such technologies and input capabilities, the design of 
applications running on such devices is critical for the success of both the device and 
the application. Usability still plays a big role in its acceptance in the mobile market. 
It may be difficult to change the design of the actual hardware itself, but a well-
designed application can be a big help in order to overcome such limitations. 

Weiss [1] provided a list of guidelines for designing user-interfaces for handheld 
devices. However, these guidelines are very general and do not have concrete exam-
ples of UI components to be used based on specific models of handheld devices. Oehl 
et al. [2] looked into the correlation between the size of a screen’s display to the diffi-
culty of the pointing task influenced by the size of the target for touch screen displays 
using a stylus pen. This differs from our research since instead of evaluating the sizes 
of target components on the screen, we focus on the actual UI components that should 
be used in order to easily input information. The investigation done by Hoggan et al. 
[3] regarding the interaction with mobile devices without physical keyboards resulted 
in the conclusion that performance improved when tactile feedback is involved. 

The research reported here differs from the mentioned existing researches in a  
way that we would like to focus on investigating which specific UI components pro-
mote ease-of-use. The three factors investigated were the overall interface layout, 
information input and menu accessibility. In particular, the focus of the work was on 
comparing a scrollable view versus a tabbed view for the layout, direct input using a 



244 F. Balagtas-Fernandez, J. Forrai, and H. Hussmann 

keyboard versus input by tapping on the screen through a modal dialog, and menu 
accessibility through the device menu versus the context menu. The G1 phone that 
runs the Android platform was used as the sample device for this research. 

2   BDroid Protoype Designs 

For the purpose of this study, an application called BDroid was developed. BDroid is 
a social networking application similar to its web-based counterparts such as Face-
book and LinkedIn. Features of BDroid includes: an editable user profile, friends list 
with links to other friends’ profile, sending/receiving messages, ability to share pic-
tures, calendar and a search function to look for other registered BDroid users. Two 
versions of BDroid were developed, each featuring a different kind of user interface 
design and input methods. Fig. 1 describes the different layouts, input methods and 
menus used for both prototypes. 

 

Fig. 1. BDroid prototypes and feature comparison 

3   User Study Evaluation and Results 

Ten people participated in the user study whose ages ranged from 23 to 53 years old 
(40% female, 60% male). All of the participants own a mobile device, and the average 
length of ownership is nine years. Out of the ten participants, only 10% own a mobile 
device with touch screen capability. In terms of experience with mobile device usage, 
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40% of the participants claim to have very good experience in using mobile devices, 
while 30% only rated themselves average and the rest said they are inexperienced 
with mobile device usage. The design of the user study was a within-subjects factorial 
design. The order in which the two prototypes were used was counterbalanced to 
minimize learning effects.  

In the beginning of the user study, the participants were briefly taught how to use 
the phone such as accessing the context menu by doing a long press on the screen, 
changing the orientation of the phone to view the screen in landscape or portrait view, 
using the hardware components (e.g. keyboard, device menu, trackball), etc. The 
independent variables were the two different versions of the prototypes, which dif-
fered in terms of the layout of components (tabs vs. list view) and information input 
(keyboard input on non-modal screen vs. tapping on modal screen, context menu vs. 
device menu). Task times were measured through a logging system within the BDroid 
prototypes. Qualitative information was also collected in a form of a questionnaire at 
the end of each set of tasks. 

The Tasks. Each participant was asked to perform specific tasks for each prototype of 
the BDroid application. For both prototypes, each task can be optimally accomplished 
in the same number of steps and basically differ in terms of how the user interface 
components are displayed and which components are used for input. The subtasks that 
we concentrated on looking into and the specific factors evaluated are: navigating 
from the main profile to the edit profile section (evaluate layout), editing profile 
(evaluate input methods) and, searching and adding/viewing a user (evaluate menu 
accessibility). 

Results, Analysis and Empirical Observations. For the Navigate task, the average 
time to navigate using the scrollable view was significantly faster (M = 16.40 sec-
onds, SE = 2.56) as compared to the tabbed view (M = 42.80 seconds SE = 13.58, 
t(9)=-1.868, p<0.05). This correlates to the users’ preference in which 80% of them 
said it was easier to navigate using the scroll view as compared to the tabbed view. 
However, in terms of layout, 80% chose the tabbed view.  

Through our empirical observation of how the users interacted with the prototypes, 
the probable reason why it was easier for them to navigate using the scrollable view 
was that, most of them used the trackball on the device. When the user was grasping 
the device with both hands when in horizontal position, there was no need to release 
their hold on the device since the trackball was easily accessible with the thumb. In 
contrast to navigating with the tabbed view, the user had to move the dominant hand 
in order to tap the tabs on the screen, or move one of the fingers closer to the screen 
which was relatively unreachable as compared to the trackball especially when both 
hands were grasping the device. An exception to easy navigation using the scroll view 
was when the user tried to scroll using the onscreen scrollbar by dragging their fingers 
on the screen. The problem with the onscreen scrollbar was that, it was too thin and 
tends to be occluded for users with large fingers. Another problem which was more 
hardware oriented was that, the screen itself was not too responsive to the touch.  

For the Edit task, using the keyboard was faster (M = 108.30 seconds, SE =17.57) 
compared to inputting information by tapping on the screen (M = 130.00 seconds,  
SE = 20.72). Again, problems encountered were similar to the reasons previously 
mentioned which was basically influenced by the insensitivity of the screen to touch. 
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Other probable reasons why keyboard entry was faster was that, it uses the common 
QWERTY keyboard layout and also the tactile feedback [3] it provided. Changing the 
orientation of the device horizontally every time a user inputs something also proved 
to be time consuming and inconvenient.  

For the Search and Add/View task, using the device menu was faster (M = 48.40 
seconds, SE = 14.04) as compared to the one using the context menu (M = 79.40 
seconds, SE = 23.04). Accessing the context menu via long press was also counterin-
tuitive which most users mentioned in the post-test questionnaire. 

For the last two tasks mentioned, the average times in which the two prototypes 
differ were not statistically significant. However, it can be concluded that most users 
preferred the prototype that allowed the tasks to be carried out faster as seen in Fig. 2. 

 

Fig. 2. Qualitative results of the post-test questionnaire 

4   Summary and Conclusion 

Two different prototypes that feature different styles of UI and input methods for 
mobile devices with touch screen capability were presented. Evaluation was done in 
order to see which design provided the user better ease-of-use. However, the user 
interface components and input methods described in this paper are just part of a 
bigger work that should be done to create a complete catalog of comparisons of dif-
ferent UI controls that promote usability. Automated tool support which gives the 
developer assistance on which specific UI elements to use with their applications 
would also be useful. It should be noted that, even though general design guidelines 
are helpful, specific examples that applies these guidelines for a specialized range of 
devices (e.g. using specific UI components for devices with touch screen capability) 
is more beneficial for the developers and designers whose goal is to create beautiful 
and usable applications. 
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Abstract. We studied people's perception of and response to a set of visual and 
auditory notifications issued in a multi-task environment. Primary findings show 
that participants' reactive preference ratings of notifications delivered in various 
contexts during experimentation appear to contradict their reflective, overall rat-
ings of the notification formats when elicited independently of contextual infor-
mation, indicating a potential difficulty in people's abilities to articulate their 
preferences in the absence of context. We also found people to vary considerably 
in their preferences for different notification formats delivered in different con-
texts, such that simple approaches to selecting notification delivery formats will 
be dissatisfying to users a substantial portion of the time. These findings can in-
form the designs of future systems: rather than target the general user alone, they 
should strive to better understand each user individually. 

Keywords: Notification interfaces, multi-format notification, user preferences. 

1   Introduction 

With technology becoming ubiquitous and our attention constantly shifting among 
numerous devices and applications, notification technology is growing increasingly 
important. Notifications may be spawned by an instant messaging service, a calendar 
system, or myriad other applications that deliver new or updated information to their 
users. While useful, notifications also have the potential to adversely affect task per-
formance, increase users' stress or frustration levels, and degrade the overall user 
experience. 

Much research has addressed both the timing and format of notifications as a po-
tential fix to these negative effects of computerized notifications, especially those that 
interrupt an ongoing task (e.g., [1,2,7]). Such research has focused primarily on the 
effects of notifications on user performance and only occasionally considers user 
preferences for notifications. Furthermore, when user preferences are included in an 
evaluation, they are often used as a secondary measure of a system's effectiveness, 
after performance. 

Because it has been shown that annoyance is an underlying cause for displeasure 
with an intelligent computerized assistant [10], which may be grounds for discontin-
ued use of such systems, we are interested in accounting for user preferences for noti-
fications. We will describe two methods we use for measuring user preferences for 
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notifications: reactive ratings (positive or negative feedback issued directly upon 
receipt of a notification) and reflective ratings (a ranked list of preferred notifications, 
provided during post-session interviews). 

Our primary hypotheses were that (1) certain contextual features, including specific 
features related to the tasks at hand and the notification being delivered, will influence 
a user's preferences for different notification formats, and (2) people will have the 
ability to accurately report their own notification preferences.  In keeping with prior 
work, we regard as “contextual features” those aspects of notification delivery and a 
user's tasks that have been found, in various representations and combinations, to in-
fluence certain effects of a notification. These features are the cognitive task load, or 
attentional focus requirements, imposed by the task being performed when a notifica-
tion is received, and the importance and urgency (jointly referred to as utility) of the 
topic of the notification.  We ask whether these features themselves also influence the 
desirability of several different types of notification delivery formats: (1) occluding, or 
highly intrusive visual notifications; (2) peripheral, or mildly intrusive visual notifica-
tions; and (3) an auditory notification that is presented repeatedly until acknowledged. 

To begin to understand the space of notification preferences as they apply to multi-
format notifications delivered in a multi-task environment, we conducted a pair of 
experimental user studies.  A preliminary study focused on a specific type of notifica-
tion: reminders. It asked participants to indicate their format preferences for the deliv-
ery of reminders, both in the absence of contextual information and then via a set of 
hypothetical scenarios.  Our second study asked users to rate three different notifica-
tion delivery formats while participating in an actual multi-task setting. 

Our central results indicate that contextual setting does influence the desirability of 
notification delivery formats, but not exclusively: people's preferences for individual 
notification formats vary among individuals and across contextual settings.  We also 
found conflicting responses to the different notification formats delivered in a multi-
task setting: participants' reflective feedback indicated an overall distaste for occlud-
ing notifications, yet that particular format was most positively rated when reactive 
feedback was provided. This conflict indicates that preferences for notification inter-
faces, at least in a multi-task setting, are difficult for users to articulate without access 
to an explicit contextual description. 

Our contribution, then, is the result of a shift in focus toward the examination of 
individual user preferences, focusing on the individual rather than the general user, 
and studying users’ affective reactions to notifications rather than any impacts on 
performance. 

2   Related Work 

Notifications have been evaluated both in the home and in the workplace. Vastenburg, 
et al. [15] showed that in the home, the desirability of notifications hinged on the 
contextual feature of urgency alone.  Other researchers focus on other features, aside 
from urgency. In particular, McCrickard and Chewar [12] considered the potential 
effects of adapting notification delivery formats to contextual setting and inferred user 
goals. They suggest different types of animations that would be most suitable to  
different situations. 
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However, animations tend to be disruptive, as do notifications that arrive at inop-
portune times. Many researchers have addressed the issue of notification timing and 
how best to adjust it relative to a user's current task, e.g., [1,3]. Iqbal and Bailey [9] 
first developed a system to detect breakpoints within ongoing tasks, and then they 
examined the effects of deferring notifications to appropriate breakpoints based on the 
content of the notification.  They found that people reacted faster and with less frus-
tration when notifications were issued at breakpoints than at other points within the 
task. Fogarty, et al. [5] that simple sensors can provide accurate estimates of human 
interruptibility such that notifications can be scheduled accordingly.  However, there 
may be certain situations in which the timing of a notification cannot be modified, in 
which case modifying notification format may be particularly useful. 

Two recent studies are similar to our own in their evaluation of multi-format noti-
fications. Gluck, et al. [7] studied the effects of correlating the utility of a notification 
with its relative level of attentional draw. While they also considered multi-format 
notifications, their study involved one single task per session: not a multi-task setting 
as investigated in our study.  Consequently, they assumed that utility and attentional 
draw are perceived by users solely based on relevance to a user's current task, while 
we consider incoming notifications to be associated with a particular secondary task 
with the potential to be addressed concurrently. We therefore consider utility to com-
prise both a notification's level of importance and also the urgency with which the 
information within the notification must be digested. 

Mark, et al. [11] studied the effects of different types of interruptions on user per-
formance on a set of office tasks. They, like many of the others described above, 
primarily considered the disruption costs (here relative to performance and emotional 
effects, i.e., stress and frustration) of notifications rather than general user desirability 
of, or preferences for, the format of interruption delivery. 

We are thus breaking new ground in studying attention management, with respect 
to multi-format notifications, with a primary focus on preferences rather than  
performance. 

3   User Study 1: Situated Reminders 

We performed a preliminary study, summarized here and described in more detail in 
[16], that laid a foundation for the experiment that is the primary focus of this paper.  
Sparked by informal interviews with users of intelligent systems, and public senti-
ment about commercial systems (e.g., [10]) this preliminary study first aimed to char-
acterize notification delivery formats with respect to annoyance. Then, a second phase 
of the study was conducted to evaluate the correlation between annoyance, or intru-
siveness, of a delivery format and its contextual acceptability corresponding to a 
given set of hypothetical scenarios. 

We acquired user preference data from a set of twenty participants.  In the first 
phase of Study 1, participants were asked to rate each of eight reminder delivery for-
mats on their perceived annoyance level on a scale from 0 to 10.  In the second phase 
of the study, participants were asked to classify each reminder format as being best, 
acceptable or unacceptable based on its content and the given situation.  From this 
initial phase of the study, we learned that our reminder delivery formats can be 
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grouped into two distinct categories based on their relative levels of perceived intru-
siveness.  This categorization influenced the design decisions for our second study, 
described in the following section.  In particular, we note that the set of “highly intru-
sive” reminders, or more generally notifications, included any notification delivered 
via an occluding window, and “moderately intrusive” notifications all appeared in the 
periphery of the screen. 

The second phase of Study 1 involved rating reminder delivery formats by their 
relative acceptability across various contextual scenarios, which sampled the space of 
high and low notification urgency, event importance, and user attention. It showed, 
first, that acceptability ratings for reminder formats were more positive when atten-
tion requirements were low and notification utility was high. It also showed that there 
was significant individual variability in the specific types of reminder formats pre-
ferred. Finally, it showed that often people expressed preferences for the types of 
reminder formats that had been consistently viewed as annoying in the first phase of 
the study. These preliminary findings encouraged us to further examine how prefer-
ences vary for different notification formats delivered in different contexts. 

4   User Study 2: Multi-format Notifications in a Multi-task 
Environment 

We conducted an experimental user study to explore the relative desirability of a set 
of three notification delivery formats when issued in different contexts. The study 
involved two computer games.  One game, which was always available to the user to 
play, was the Memory game adapted from Gluck, et al. [7]; the other was called the 
“Alien” game and was an adaptation of the popular arcade game “Space Invaders” 
[13].1 For ease of exposition, we adopt the terminology of Trafton, et al. [14] and 
refer to the Memory game as the “primary task” and the Alien game as “secondary.” 

There were two sessions of the primary task, during which notifications were is-
sued to alert participants to the availability of the secondary task.  Upon receipt of a 
notification, participants were at liberty to switch to the secondary task or maintain 
focus on the primary task. Beforehand, we conducted an initial phase of the study that 
was used to inform our design decisions regarding the primary task load. 

4.1   Differentiating Task Load 

For this first phase of the study, we needed to establish whether there is a significant 
difference in the workload requirements of various configurations of game boards 
used in the Memory task. Each of ten participants played four versions of Memory.  
In two versions, the board was small (6x6), and the other two versions comprised 
larger boards of size 8x8.  Within each size category, we varied the similarity of the 
images to be matched: they were either very distinct (different colors, shapes, sizes) 
or similar (with a shared color scheme or image theme). The order of the boards was 
counterbalanced among participants, and an interview was conducted after each set of 
two Memory boards. 

                                                           
1 In our version of Space Invaders, there were no obstacles or shots fired back by the aliens: 

participants merely targeted and eliminated 2D moving alien spacecraft. 



 Multi-format Notifications for Multi-tasking 251 

To evaluate the relative task load requirements of the different boards, NASA Task 
Load Index (TLX) [8] ratings, also used in [1,7,11] among others, were analyzed 
between each pair of boards using a paired t-test with an alpha-adjustment to account 
for multiple evaluations per board. We found no recognizable difference, statistically, 
between the two smaller boards on mental demand, effort or frustration (with all 
p>0.4).  However, all other board pairings led to significant differences in these work-
load ratings (p<0.05 in all cases).  Qualitative findings supported these results. 

4.2   Multi-format Notifications in a Multi-task Environment 

The purpose of our primary study was to measure the desirability of notifications 
delivered in different formats in a multi-task environment. As such, participants were 
asked to provide positive or negative feedback for each notification as it was deliv-
ered throughout the study. 

 
Participants. We recruited 28 participants (9 female) between the ages of 18 and 49, 
all of whom reported that they use a computer for over an hour a day. Upon recruit-
ment, participants were informed that they would receive compensation of $5 per 
hour of participation and a $10 bonus if they were more successful than two-thirds of 
participants at playing a set of computerized games. 
 
Tasks. Similar to the first phase of our study described above, the objective of the 
Memory game was to find all pairs of matching images on each game board. Every 
match was worth 10 points toward the user’s total score. Informed by findings from 
the initial phase of this study above, we divided Memory game boards into two levels 
of task load: one, the low-focus level, included twenty size 6x6 boards hiding 9 im-
ages (such that there were four identical instances of each image hidden on any given 
board); and another, the high-focus level, included five size 8x8 boards each hiding 
32 image pairs that were much more similar to one another, with each matching pair 
differing only by a few minor visual characteristics from every other matching pair. In 
the Alien game, the user’s objective was to remove as many aliens as possible from 
the screen during the time the game was active. There were two versions of the Alien 
game: the basic Alien game, in which all aliens were white in color and worth one 
point each, and the Bonus game, in which a handful of aliens were colored blue or 
red. Participants were informed that blue aliens were worth 20 points each, and that 
red aliens were worth 100 points. We designed these two games in such a way as to 
model two levels of importance, and with a variable amount of time for which a game 
is available, they represent two levels of urgency as well. 
 
Notifications. Notifications were used to alert a user to a secondary task becoming 
available. A notification named the newly-available secondary task (either the Alien 
or Bonus game) and the exact amount of time for which it was to be available (either 
thirty seconds or three minutes). This was our method of representing the contextual 
features related to a notification: importance is high when the Bonus game is available 
(because it is worth far more points than can be attained in the Alien game) and low 
when the notification specifies the availability of the Alien game; and urgency is high 
when the game is available only for the next 30 seconds, whereas it is considered low 
if the user need not attend to the secondary task immediately.  
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Notifications were issued in one of three formats: two visual and one auditory. Our 
choice of visual notifications was informed by the two categories of reminder delivery 
formats from our initial experiment, Study 1. One visual notification was a large, 
occluding window that popped up in the center of the screen in which the user was 
playing the Memory game. The other visual notification was smaller and appeared 
toward the bottom right-hand corner of the screen. The design of these notification 
formats was strongly influenced by our initial experiment (Study 1) in which notifica-
tion formats were grouped into two distinct equivalence classes (based on their rela-
tive levels of perceived intrusiveness). A third, auditory notification was a woman’s 
voice dictating the same information that is presented in the visual notifications. We 
included this notification format to examine an alternative modality for information 
delivery. Fig. 1 depicts a low-focus board and an occluding notification on the left, 
and a high-focus board and a peripheral notification on the right. 

 

Fig. 1. A small Memory board displaying an occluding notification (left), and a large Memory 
board with a peripheral notification (right) 

Upon receipt of a notification, it was requested that participants rate the notifica-
tion using a pair of positive and negative feedback buttons. A positive rating indicated 
a desirable notification format in the given context and content of the notification, and 
vice versa. To capture the positive and negative feedback that was requested of the 
participants upon receipt of each individual notification, the feedback buttons (de-
picted in Fig. 2) were placed to the left of the keyboard: a blue smiling face was used 
for positive feedback, and a red frowning face was used as negative feedback. 
 
Experimental Design. This study comprised a 2 Task load (high- and low-focus 
Memory task) X 2 Importance (high, low) X 2 Urgency (high, low) X 3 Notification 
format (occluding, peripheral, auditory) mixed design. All of the treatments were 
within subjects, so that user preference information could be compared across all 
users, scenarios and notification types. We used a Williams design [5] to counterbal-
ance all of the treatment combinations.  
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4.3   Protocol and Evaluation Metrics 

Procedure. Participants were first presented with a consent form, a pre-study demo-
graphics questionnaire, and verbal and written instructions for participating in the 
study. Then they were familiarized with each of the notification formats and adminis-
tered a practice session in which they were walked through the process of playing the 
Memory game, receiving a notification, providing feedback, and addressing the sec-
ondary task (the Alien or Bonus game). Participants were encouraged to ask questions 
throughout this orientation process. 

 

Fig. 2. The feedback buttons used for rating each delivery format upon receipt of a notification 

Each user then participated in two 30-minute task sessions. One session involved the 
low-focus Memory task, and the other the high-focus task. During each session, each of 
twelve possible notifications was issued. After providing feedback to a notification 
using one of the feedback buttons in Fig. 2, a virtual button would appear in the upper 
right corner of the screen that, upon being clicked, would start the secondary game.  

In addition to the workload assessment, a structured interview was conducted after 
each session of the study. Participants were asked to describe the desirability of the 
three notification delivery formats, and to rank order each of them to the degree pos-
sible. Participants were also asked whether certain notifications seemed generally 
more helpful than others, and whether there were certain times during the session in 
which notifications were more useful. We were also interested in participants’ percep-
tions of their attentiveness to notifications and whether there were occasions on which 
they chose to defer attendance to a secondary task or ignore it altogether. 
 
Subjective Measures2. Along with positive and negative (reactive) feedback ratings 
for each notification, our subjective measures also include users’ responses to the 
NASA Task Load Index survey, which was completed in the first phase of our study 
as well as after each session of our experiment, both for the primary and secondary 
tasks. We also conducted an interview after each session of the experiment, asking 
participants about their perceptions of notifications delivered during the session, both 

                                                           
2 Objective measures were taken for the sake of comparison with prior work, but accounting for 

space, they will not be reported here. 
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alone and in combination with contextual features of the multi-task environment in 
which the study was conducted.   

4.4   Hypotheses 

Our central hypotheses postulated that having access to a user’s task context and the 
content of a notification will be enough to predict user response to the delivery format 
of that notification, and that users can accurately articulate their notification prefer-
ences both with and in the absence of contextual information. 
 
H1: Contextual features (i.e., relative task load and notification utility information) 
will be sufficient to determine the desirability of each notification delivery format. 
 
H2: Reactive ratings will correspond to reflective ratings; people who indicate an 
overall preference for a certain delivery format will provide more positive ratings to 
that format than to others. Furthermore, a delivery format that is favored by users 
overall (reflectively) will be provided the most positive ratings in a reactive setting.  

5   Results 

To address our first hypothesis, we analyze participants’ reactive ratings in each sce-
nario. Findings are displayed in Fig. 3, which depicts the number of positive ratings 
(on the y-axis) for the three notification formats in each of the eight contextual sce-
narios (the x-axis).  

It can be noted that, contrary to the findings in the prior study, there is no strict 
trend in relative desirability from the low-load, high-utility scenario toward the high-
load, low-utility scenario. The total number of positive ratings over all three notifica-
tion formats was fairly stable over all eight scenarios, and it was even more stable 
when considering only visual notifications (to compare with Study 1): there was an 
approximately equal number of positive ratings over both occluding and peripheral 
notifications in every scenario. It is also the case that occluding notifications were 
almost always preferred to the other notification delivery formats, with peripheral 
notifications least positively rated in all scenarios. On the surface, this suggests that 
there is no support for hypothesis H1: the contextual features we examine do not 
seem to influence notification preferences, because occluding notifications are most 
preferred independent of contextual information.  

Most importantly, we also found that there is again high individuality of preference 
ratings. Here, with only one type of notification style per category (highly intrusive, 
moderately intrusive and auditory), preference variation is exhibited between partici-
pants over the three notification categories. In particular, despite occluding notifica-
tions receiving the most positive ratings across scenarios (see Fig. 3), it is not the 
same set of users that provided those positive ratings in each scenario. Further, in the 
reflective setting, there was little overlap in the set of participants preferring, e.g., 
occluding notifications, across the high and low focus task sessions. Finally, for a 
majority of users, context does in a variety of ways affect their reactive ratings: only 
two participants in this study had static preferences across scenarios (and in both 
cases every notification was positively rated). It is thus not the case that there is any 
sort of uniform function from contextual features to preferences across users. 
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Fig. 3. The number of positive reactive ratings for each type of notification delivered in each of 
the eight contextual scenarios: {high, low} task load x {high, low} importance x {high, low} 
urgency. Each notification was rated individually; with 28 participants, any notification in any 
context could receive up to 28 positive ratings. 

To address hypothesis H2, we compare reflective user ratings to the reactive ratings 
in Fig. 3, first on an aggregate basis and then individually. Aggregated reflective ratings 
are presented in Fig. 4, where ratings are grouped by partial orderings of the three noti-
fication delivery formats, as they were rank-ordered by participants during post-session 
interviews. With twenty-eight participants, we expected to accumulate 56 ranked order-
ings because each participant was interviewed twice: once after each of the two study 
sessions; however in two cases preference rankings could not be easily articulated,3 
which left us with 54 total rankings. With this in mind, from here forward, data will 
report the equivalent of twenty-seven participants rather than twenty-eight. The data 
presented in the graph shows the number of times a particular notification format was 
indicated to be preferred to the others after each session of the experiment. 

When we categorize user preference ratings with respect to which type of notifica-
tion was considered best, or most preferred, and which notification format was con-
sidered worst, or least preferred, overall, a resounding half of the user ratings placed 
occluding notifications last in their preferred list of notification formats. Further,  
Fig. 4 shows pictorially that occluding notifications were seldom preferred to both 
other types of notifications used in the study. 

Individual user preferences—both reactive and reflective—are displayed in Fig. 5. 
The figure shows two rectangular diagrams, one displaying preference information 
elicited during the high-focus task session (upper diagram), and the other displaying 
preferences from the low-focus task session (lower diagram). Each column in the dia-
grams describes one individual user: the first row of both diagrams depicts that user’s 
reflective preference for that task session, and the four boxes below a user’s reflective 
preference describe that user’s reactive ratings from each of the four contexts associated 
with that task session (all combinations of high and low importance and urgency). Users 
 

                                                           
3 Two study participants believed their preferences to be directly linked with context and thus 

could not establish an overall ranking in one of the two sessions each. 
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Fig. 4. The number of times Occluding, Peripheral and Auditory notifications were ranked 
highest in participants’ reflective ratings, in all contexts with the low focus task (left) and high 
focus task (right) 

are grouped by their reflective ratings: there are three groups, representing a reflective 
preference for occluding (in light blue, and corresponding to the first row of boxes), 
peripheral (in orange, of a middle shade), and auditory (colored dark blue). As an exam-
ple of reading the top diagram (the high focus session), it indicates by its last column of 
ratings that one user reflectively preferred auditory notifications to occluding and pe-
ripheral during the post-session interview, but during that particular task session the user 
only provided positive ratings to occluding notifications.  

As an aid in understanding the data depicted in the diagram, we will define three 
preference conditions: complete match, partial match, and total mismatch. A user 
whose data falls into the complete match category has provided positive feedback in 
every scenario of the reactive setting to that notification format deemed most  
preferred in the reflective setting. This does not preclude other formats having been 
provided positive ratings as well – e.g., someone who prefers auditory to visual noti-
fications may appreciate any type of notification format under certain conditions. In 
Fig. 5 above, the first participant (column) of each category of reflective preferences, 
both in the high and low focus scenarios, is representative of a complete match: in all 
six of these cases, that user consistently provided a positive rating to the notification 
for which he or she indicated highest overall preference. 

On the other end of the spectrum, a total mismatch describes a participant who indi-
cated an overall preference for a notification format that did not receive a single positive 
rating in any of the scenarios within a given session. One example from Fig. 5 is the 
rightmost column in both sessions, describing a participant who indicated an overall 
preference for auditory notifications but only provided positive ratings to occluding 
notifications. 

Finally, a partial match describes those participants who provided some but not a 
complete set of positive rating(s) to the notification format for which they indicated 
highest preference. This encapsulates all participants whose ratings do not fall into 
either the complete match or total mismatch categories (and it thus comprises the set 
complement of the union of the complete match and total mismatch sets).   
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Fig. 5. Individual reflective preferences paired with reactive preference ratings, grouped by task 
session (high and low focus): each column represents a single user; the top row of boxes in 
each session displays individual users’ format preferences during that session (corresponding to 
the groupings indicated by the reflectively preferred notification format), and the four boxes 
beneath each user’s reflective preference present a visual description of that user’s reactive 
preference ratings: light blue signifies a positive rating for the occluding notification delivered 
in the given context, orange indicates a positive rating for the peripheral notification, and dark 
blue indicates a positive rating for the auditory notification. If more than one notification was 
rated positively, multiple colors share the space. Empty spaces (i.e., white boxes) indicate that 
no notification was rated positively in that context. 

Upon first glance at the pair of diagrams in Fig. 5, there is very little correlation be-
tween reflective and reactive user ratings. There are twenty-two complete match 
cases, in which people’s reactive preferences correspond to their reflective prefer-
ences. Yet, this does not even account for half of the 54 sets of preferences that were 
acquired, suggesting that there is only a weak, if any, basis for supporting hypothesis 
H2. More notably, in fact, is the number of people whose preferences differ between 
reactive and reflective ratings. The number of participants who fall into the total mis-
match category across both sessions is seventeen, almost as many as there are com-
plete matches; and in total there are thirty cases (15 in each session, accounting for 
more than half of the participants) in which the reflectively-preferred notification 
format was not the one to receive the greatest number of positive ratings in the reac-
tive stage (this includes fifteen cases of the partial match condition).  

6   Discussion 

Our results imply that the desirability of a notification delivery format cannot be gen-
eralized across either computer users or contextual settings. While feedback ratings 
provided directly in response to each notification indicated that occluding notifica-
tions would satisfy more users than either of the other two delivery formats, more 
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participants rated the peripheral and auditory notifications most desirable overall (i.e., 
across contexts). And a number of participants provided contradictory preference 
information between the reactive and reflective settings. This suggests that user pref-
erences may not be easily articulated, at least in the absence of contextual grounding.  

Results also suggest that designers wishing to embed user preferences into intelli-
gent software tools could potentially elicit that information by asking users to provide 
reactive feedback to explicit contextual scenarios (similar to the second phase of 
Study 1), but exhaustively enumerating all possible contexts would be a cumbersome 
if not intractable undertaking. Furthermore, because context does not appear to influ-
ence user preferences in a similar way across the majority of users, information ac-
quired from one user would not necessarily generalize to any other user, meaning that 
the process would have to be replicated for each individual user. Instead, we propose 
that machine learning and user modelling techniques can perform this preference 
learning automatically, by learning the contextual features most relevant in under-
standing the effects of context and notification format on individual user preference 
patterns and then customizing notification delivery accordingly. 

One important limitation of our primary study is that it was conducted by way of a 
pair of computer games.  A gaming environment is not necessarily representative of 
an actual workplace, toward which much of our work is targeted.  While our long-
term goal is to understand notification preferences in real-world settings, we used a 
game-playing scenario as an initial test of our hypotheses within a controlled experi-
mental setting.  Further studies are currently underway in a technical support center, 
where actual notifications are being judged by actual employees toward our goal of 
understanding the similarities and differences among individual user preferences for 
notification delivery. 

Unlike [9], I did not control the timing of a notification by matching task interrup-
tions to known task breakpoints or otherwise. However, a number of participants 
commented (independently of the interview question regarding timing) on timing as a 
factor influencing their reactions to notifications. Interestingly, however, these com-
ments pointed in different directions, with some users indicating a preference to re-
ceive notifications at the beginning or end of the primary task and others preferring 
notifications to arrive in the middle, with specific comments relating to effects of the 
games on that user’s emotional state. This indicates that the tasks in which a user is 
engaged or has the opportunity to be engaged may themselves be important factors 
influencing user preferences for different notification delivery formats. 

7   Conclusion and Future Work 

With the surge in technology use over the past decade, people’s attention is becoming 
more scarce; we are more often interrupted from our daily activities, both computer-
based and not, and thus potentially inured to the effects of certain notifications, essen-
tially making us less susceptible to them causing a disturbance in our daily routine. As 
a result, it is likely that people may be affected by notifications in a variety of differ-
ent ways. Our results support this claim by suggesting that different people react and 
respond in different ways to different types of computerized notifications. Using only 
the contextual task and notification information selected for consideration in this 
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study, our experiments with a non-adaptive, non-personalized system led to the satis-
faction of between half and three-quarters of users, by way of issuing notifications in 
an intrusive manner across all contextual settings. User satisfaction levels can likely 
be improved, supporting the need for user modelling and/or machine learning tools, 
e.g., similar to those used in [6, 7] that have the ability to learn desirability of notifica-
tion formats directly from user response and feedback. 

The findings from our experiment motivate future study into the desirability and 
performance effects of a broader selection of notifications, from computer-based to 
mobile platforms, taking into consideration a broader selection of contextual features. 
Considering notification utility and a single aspect of task context (attentional focus 
requirements of the current task) is just one combination of contextual features that 
may influence a user’s notification preferences. An exploration of other features, in a 
wider range of granularities, will be useful for understanding whether other aspects of 
context are better predictors of user preferences.  
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Abstract. The feature of continuous interaction in pen-based system is critically 
significant. Seamless mode switch can effectively enhance the fluency of inter-
action. The interface which incorporated the advantages of seamless and con-
tinuous operation has the potential of enhancing the efficiency of operation and 
concentrating the users' attention. In this paper, we present a seamless and con-
tinuous operation paradigm based on pen's multiple-input parameters. A proto-
type which can support seamless and continuous (SC) operation is designed to 
compare the performance with MS Word 2007 system. The subjects were re-
quested to select target components, activate the command menus and color the 
targets with a given flowchart in two systems respectively. The experiment re-
sults report the SC operation paradigm outperformed the standard ways in MS 
Word in both operation speed and cursor footprint length (CFL).  

Keywords: Pen-based system, pressure, twist angle, continuous, seamless. 

1   Introduction 

Pen devices such as PDAs and Tablet PCs, have been used more and more widely 
because of the natural pen input. However, the current operation systems (OS) and 
applications for pen devices still remain the style of OS initially designed for Mice. 
There are various studies on exploring pen-suitable UI design. In these studies, how to 
improve the switch efficiency in selection-action patterns is an important research 
topic. Various techniques and paradigms on selection-action patterns have been pre-
sented lately (e.g., [1-3]). Most of these studies utilizing the same input channel for 
inking and gesturing. In some cases, it is rather difficult to eliminate the ambiguity of 
stroke recognition completely. And the use of these proposed techniques in pen-based 
systems is greatly limited for the lack of flexibility and ubiquity. On the other way, a 
commercial electronic pen commonly possesses multiple input channels. So our basic 
motivation is to find out an unambiguous and ubiquitously applicable method utiliz-
ing extra pen input channels with which users can perform selection-action patterns 
continuously, fluidly and unambiguously.    

In this paper, we present a pen-suitable operation paradigm, under which fluid and 
continuous operations and seamless switch between different types of operation be-
come possible throughout a computer task. To evaluate the proposed methods, a 
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drawing prototype system was implemented as a JavaTM program. And a comparative 
experiment was done to compare the operation paradigm and the corresponding ways 
in MS Word 2007 system.  In the experiment, the subjects were asked to select the 
target components of a given flowchart, activate the command menus and color the 
targets. The results show that the proposed operation methods outperform MS Word 
in both speed and CFL, despite a little higher error rate. 

2   Related Work 

In this section, we discuss related work regarding both the studies on pen input pa-
rameters and these on seamless and continuous operations in pen-based systems. 

2.1   Previous Work on Pen Input Parameters 

To date, there are many studies on the utilization of pen input parameters. These stud-
ies can be roughly divided into two categories. One category investigates the general 
human ability to control pen input parameters; the other category aims at enhancing 
performance of human and computer interaction by implementing novel applications 
or techniques which exploit particular input parameters. 

Up to now, pressure parameter has been explored extensively. Herot and Wein-
zapfel [4] studied the human capability of the finger to apply pressure and torque to a 
computer screen. Buxton [5] investigated the use of touch-sensitive technologies and 
the potential for interaction that they suggested. Ramos et al. [6] explored the human 
ability to vary pen-tip pressure as an additional channel of access to information. 
Ramos and Balakrishnan introduced pressure marks [1] and Zliding [7]. Pressure 
marks can encode selection-action patterns in a concurrent, parallel interaction. In pen 
strokes, variations in pressure make it possible to indicate both a selection and an 
action simultaneously. Zliding explores integrated panning and zooming by concur-
rently controlling input pressure while sliding in X-Y space. Li et al. [8] investigated 
the use of pressure as a possible method to delimit the input phases in pen-based in-
teractions. Harada et al. presented a set of interaction techniques that leveraged the 
combination of human voice and pen pressure and position input when performing 
both creative 2D drawing and object manipulation tasks [9]. 

Input angles (i.e. tilt angle, twist angle and azimuth) are often used as UI clues for 
natural and intuitive interaction. Balakrishnan et al. [10] introduced the Rock-
in'Mouse. The Rockin'Mouse is a promising device for both 2D and 3D interaction 
that uses tilt input to facilitate 3D manipulation on a plane. Tian et al. [11] explored 
the Tilt Menu. The Tilt Menu is implemented by using 3D orientation information of 
pen devices for better extending selection capabilities of pen-based interfaces. Some 
other studies such as TiltType [12] and TiltText [13] focus on using the tilt informa-
tion of mobile phones to affect text entry tasks in mobile devices. Bi et al. [14] ex-
plored rolling angle on general human being control ability. They suggested that both 
rolling amplitude and speed should be taken into account for rolling-based interact 
techniques. 

As for sketch-based techniques, Davis et al. [15] introduced their SketchWizard, 
which is about wizard of Oz prototyping of pen-based user interfaces. Apitz and Guim-
bretire [16] presented their CrossY, in which pen stroke did all the drawing operations. 
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2.2   Previous Work on Seamless and Continuous Operations 

Hinckley et al. [3] presented their pigtail delimiters, with which selection-action pat-
terns can be performed in one continuous fluid stroke. A pigtail is created explicitly by 
intersecting one stroke itself and an action is specified or an object manipulated by the 
stroke's direction. Pigtails provide a way to integrate an explicit command invocation 
in a fluid stroke following the selection specification. But it is rather difficult to ma-
nipulate multiple targets in an irregular layout, since the targets are selected by a lasso. 
Furthermore, there is ambiguity between pigtail delimiters and freeform drawings. 

Baudisch et al. [17] introduced marquee menus, which are a technique where the 
selection-action pattern occurs concurrently. The marquee menu's selection is speci-
fied by a rectangular area, which is defined by the start and the end points of a straight 
stroke; its action is determined by one of four movement directions of the stroke. 
Marquee menus are sensitive to both a mark's point of origin and direction while 
providing a compact interaction phase. The technique is promising for web browsing 
in small screens. But it has not been elaborated to show whether and how this tech-
nique scales for non-straight strokes with arbitrary orientations. Regardless of these 
considerations, this kind of technique is not suitable for multiple targets in an irregu-
lar layout and ambiguity between gesture strokes and freeform drawings limits its 
practical applicability in other scenarios. 

Ramos and Balakrishnan [1] introduced their pressure marks, where variations in 
pressure are used as metaphors for actions. The marks of pressure variation are inte-
grated into selection strokes, and then the selection-action patterns can be performed 
concurrently and seamlessly. However, there are some limitations with pressure 
marks' variation, e.g. once the user begins to slide a pen slightly then the HL (pressure 
variation signature, high-low, defined in the original) or HH (high-high) pressure 
mark may not appear in the following stroke. Furthermore, the number of simple 
pressure marks is limited, and compound marks are difficult to memorize and control. 
Again, this kind of technique is only useful for targets arranged in a regular layout. 

3   The Proposed Operation Methods 

From the previous work, we can see that the selection-action patterns have been ex-
plored extensively, but the use of these techniques are limited to some specific narrow 
scenarios. Furthermore, it is rather difficult to eliminate the ambiguity between ges-
ture strokes and freeform drawings, since both are based on the same input channel. 
In this paper, we present an operation paradigm with extra input channels, which 
allows fluid target selection and continuous and seamless switching from selection to 
action. Commonly, a computer task includes three phases, i.e. object selection, com-
mand selection and object property setting phases. Under the operation paradigm, a 
computer task can be performed in one continuous and fluid stroke. In the target se-
lection phase, users are allowed to string and select the targets with a pen stroke. Pen 
pressure input is used as a delimiter to distinguish between selection strokes and free-
form drawings. When all the targets have been selected by a pen stroke, users can 
activate a pie menu by rolling the pen. If the rolling angle and speed exceed the re-
spective thresholds, the pie menu will be activated and displayed with its center under 
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the cursor. And then the user slides the pen tip, an action will be performed when the 
pen tip crossed a menu item. Throughout the whole process, the pen tip need not to be 
lifted from the screen. All the operations can be performed in one continuous and 
fluid stroke. The design of the three phases under the operation paradigm will be 
introduced in detail in the next section. 

 

   

(a) String & select objects with 
one stroke 

(b) Steer clear of an object (c) Ignore an object crossed by 
the stroke 

Fig. 1. Pressure-based line-string selection (the blue line is the cursor footprint; the objects with 
sizing handles are selected) 

3.1   Target Selection 

As suggested by [16, 18, 19] crossing performs better than pointing-and-clicking in 
UI design, especially for pen-based input devices. In the prototype system, we present 
a pressure-based line-string selection method. During a pen being slid on the screen, 
the objects stringed by the stroke are selected when the pen input pressure exceeds a 
given threshold. 

Pressure Coupling Normal Stroke and Line-string Selection. In the application, 
pressure is used as a delimiter to couple normal stroke and line-string selection. A 
pilot study was done to determine the right pressure spectra for normal stroke and 
line-string selection. In our experiment, 12 participants were asked to draw with light 
pressure, normal pressure and heavier pressure alternately on a WACOM tablet com-
bined display, which has 1024 levels of pressure. The results showed a statistically 
significant difference on the maximum pressure scale of a stroke between the light, 
the normal and the heavier pressure conditions. In our implementation, the heavy 
spectrum of pressure was employed for line-string selection, and the normal spectrum 
for normal stroke; for low end pressure, the spectrum is more difficult to control [7], 
therefore, it was omitted from the technique design. 

Object Selection. The user strokes the pen starting from a blank area, where there is 
no object. If the pressure input exceeds the specified threshold, the stroke will be 
pressure-based line-string selection; otherwise it will be normal stroke. Under this 
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selection mode, the user only needs to stroke the pen on a screen and all the objects 
stringed by the pen will be selected (see Fig. 1a). A blue footprint line following the 
path of the pen is used as visual feedback for the selection state. If there are some 
objects that the user does not want to select in the path of the selection stroke, s/he 
can steer clear of them (Fig. 1b) or reduce the pressure on the pen to below the 
threshold without lifting the pen tip from the screen, until the blue footprint line dis-
appears. Then the figure will be crossed by the stroke without being selected (Fig. 1c). 

Undoing Selection. The user can stroke the pen back and cross the footprint line on a 
selected object to undo selecting it. If the user lifts the pen and taps in a blank area, 
selection of all the items will be canceled. 

3.2   Activating the Menu 

Although, there are various studies on the select-action patterns, but most of these 
techniques use the same pen input channel for both command gesture and freeform 
drawings. So it is rather difficult to eliminate the recognition ambiguity completely. 
In the following section, we introduce a smooth and unambiguous technique for 
switching smoothly between selection and action by introducing extra pen input 
channels. 

Li et al. [8] investigated five different mode switching techniques in pen-based UI 
design. They suggested that non-preferred hand is the most promising mode switch-
ing technique. In their experiment, a physical button mounted at the top-left corner of 
a Tablet PC screen was employed as a mode switching button. It was called a non-
preferred hand mode switch that users tapped on the mode switching button with their 
non-preferred hands to perform a mode switch. In their study, they did not explore 
angle input channels, e.g., tilt angle, azimuth or twist angle. To determine the most 
suitable extra input channel that can serve as a switching trigger to activate the menu, 
we performed a pilot study to investigate all the possible input channels of a pen for 
mode switching techniques. After the first block of tests using the non-preferred hand 
section of the trials, we noticed that the subjects tended to keep one finger of their 
non-preferred hands on the mode switching button. Taking into account the practical 
application scenarios, it is impossible to keep the non-preferred hand on a specific 
button all the time. And under most conditions, the keyboard or such a button is not 
available in a pen-based system. In our implement, twist angle of pen input was used 
as an extra input channel for mode switch. 

Bi et al. [14] presented their study on rolling (twist) angle for pen input. They sug-
gested that the rolling can be identified as incidental if the rolling speed of a data 
event is between -30o

/s and 30 o

/s or the rolling angle is between -10 o and 10 o. And 
-90 o to 90 o can be exploited as the usable rolling range. Based on their study results, 
rolling is employed in our experiment design to activate the pie menu if the rolling 
speed exceeds the range of [-50 o

/s, 50 o

/s], and rolling angle exceeds [-50 o, 50 o]. 
After selecting all the targets, the user intentionally rolls the pen. If the rolling angle 
and speed exceed the specific thresholds, the pie menu will be activated and displayed 
with its center under the cursor. 



266 C. Liu and X. Ren 

3.3   Performing an Action 

We employed crossing to activate a menu command, for crossing performs better than 
pointing-and-clicking in UI design [16, 18, 19]. When the pie menu is activated, the 
user slides the pen tip across a menu item, the corresponding action is performed. 

4   Experiment 

To investigate the performance of SC operation paradigm, a quantitative experiment 
was conducted, the corresponding operation in MS Word 2007 served as a baseline. 

4.1   Apparatus 

The hardware used in the experiment was a WACOM Cintiq 21UX flat panel LCD 
graphics display tablet with a resolution of 1,600×1,200 pixels (1 pixel= 0.297mm), 
using a wireless pen with a pressure, tilt angle, azimuth and twist angle sensitive iso-
metric tip (the width of the pen-tip is 1.76mm). It reports 1024 levels (ranging from 0 
to 1023, the minimum unit is 1) of pressure and 360o (ranging from 0 o to 359o, the 
minimum unit is 1o) of twist angle. The experimental program was implemented with 
JavaTM 6.0 running on a 3.2 GHz P4 PC with the Windows XP SP2 Professional oper-
ating system. 

4.2   Participants 

Six participants (two female and four male ranging in age from 27 to 36 years old, 
none paid) were all volunteers from the local university community. All of them were 
right-handed. One of them has two years of experience of using a digital pen and the 
other five have no such experience. 

 

  
(a) The experiment UI of the proposed
methods. 

    (b) The experiment UI in Word 2007 

Fig. 2. The experiment UI design 
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4.3   Task 

In the experiment, the subjects were asked to perform for both types of interface (SC 
operation UI and Word operation UI). For each trial in both types of interface, the 
subjects were given a flowchart (Fig. 2) composed of 10 components. Five out of the 
10 components were randomly chosen as targets (displayed in red). And the target 
color was shown as a rectangular bar to the left side of the flowchart. For each corre-
sponding trial; the flowchart size, component number, location in the screen as well as 
the targets are kept the same in both kinds of interface.  The subjects were requested 
to color the outlines of the target components with the given target color. Each trial 
includes three operation phases, object selection phase (called as selection phase), 
menu trigger phase (called as trigger phase) and object property setting phase (called 
as setting phase). Under the proposed paradigm, the subjects selected the targets using 
pressure-based line-string selection (this process is computed as its selection phase), 
rolled the pen to activate the pie menu (this process is computed as its trigger phase) 
and slid the pen tip across a menu item to color the targets (this process is computed 
as its setting phase). The experimental program recorded the time and accuracy of 
each phase, and the CFL per trial. With Word 2007, the subjects tapped the pen tip on 
each target to select it with the (Shift or Ctrl key being pressed, this process is com-
puted as its selection phase), moved the pen tip from the last target and pointed to the 
toolbar (this process is computed as its trigger phase) and tapped the pen tip to color 
the targets (this process is computed as its setting phase). Running in the background, 
the experimental program analyzed and recorded the time and accuracy of each phase, 
and the CFL per trial. 

4.4   Procedure and Design 

Each subject was asked to complete 5 blocks of trials. Each block consisted of 6 se-
lection-action trails. A trial was erroneous if there is any error caused in any of the 
three phases. The program recorded one selection phase error if any target component 
was omitted or any non-target component was selected. One trigger phase error hap-
pened when the menu was activated incidentally under SC paradigm, or when the 
wrong toolbar is tapped in Word 2007. If the target components were not colored with 
the target color, a setting phase error was generated. The errors caused in the selec-
tion phase, trigger phase and setting phase are called as selection error, trigger error 
and setting error respectively. And the time elapsed in the selection phase, trigger 
phase and setting phase was computed respectively as selection time, trigger time and 
setting time. A within-subject design was used. The dimensions of all the flowcharts 
were displayed at a resolution of  297×622 pixels. In the SC operation UI, there are 
ten standard colors arranged in the same order as the standard color arrangement in 
the color toolbar of Word 2007. Before the task in Word 2007 began, the subjects 
were conducted to activate the standard color toolbar as a quick access toolbar, and to 
scroll the Word page to keep the flowchart directly under the toolbar. The dependent 
variables were trial time, CFL, error rate and subjective preference. Prior to the study, 
the experimenter explained and demonstrated the task to the participants. The partici-
pants were asked to do the trials as quickly and accurately as possible.  At the end of 
the experiment, participants were instructed to give their subjective comments by 
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completing a questionnaire, which consisted of four questions regarding “usability”, 
“fatigue”, “preference” and “attention concentration” on 1-to-7 scale (1=lowest pref-
erence, and 7 =highest preference). “Attention concentration” is a promising degree 
that takes into account the users' ability to focus on the targets themselves. 

 

 
(a) The average total operation time (b) The average CFL 

Fig. 3. The average total operation time and CFL 

4.5   Results 

Trial time for each participant averaged thirty minutes. A RM-ANOVA (repeated 
measures analysis of variance) was used to analyze the performance in terms of op-
eration time, CFL, accuracy and subjective preference. 

Total Operation Time and CFL 
There was a significant difference in the overall mean operation time (F(1,5) = 
41.832, p = 0.001) and CFL (F(1,5) = 50.394, p = 0.001) between the two operation 
paradigms. The overall mean operation time per trial was 6309.945 ms of SC opera-
tion, 16562.46 ms of operation in Word 2007. And the overall CFL per trial was 
1084.172 pixels for SC operation, 3805.964 pixels for the operation in Word 2007. 
There were no main effects for blocks on overall mean operation time for either  
SC operation (F(4,20) = 1.718, p = 0.186) nor Word operation (F(4,20) = 1.663,  
p = 0.198). There were no main effects for blocks on CFL for either SC operation 
(F(4,20) = 0.247, p = 0.908) or Word Operation(F(4,20) = 0.058, p = 0.993). How-
ever, as Fig. 3a illustrates, we observed a little improvement in speed. No significant 
effect was found for paradigm*block on overall mean time (F(4,20) = 1.029,  
p = 0.417) or overall CFL (F(4,20) = 0.094, p = 0.983), which indicated that the im-
provement in learning did not significantly affect relative performance on the two 
kinds of operation paradigm. 

Selection Time. There was a significant difference in the overall mean selection time 
(F(1,5) = 88.284, p < 0.0001) between the two different kinds of operation paradigms. 
The overall mean selection time per trial was 3700.110 ms for SC operation and  
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Fig. 4. The average selection time Fig. 5. The average trigger time 

11955.45 ms for Word operation. There were no main effects for blocks for the opera-
tion of SC (F(4,20) = 1.164, p = 0.356) or Word 2007 (F(4,20) = 0.625, p = 0.650), on 
overall mean selection time. A small speed improvement in selection time for both SC 
and Word operation was also observed in Fig. 4. No significant effect was found for 
paradigm*block on the overall mean selection time (F(4,20) = 0.307, p = 0.870), 
which indicated the learning improvement did not significantly affect the relative 
performance of the two kinds of operation paradigm on selection time. 

Trigger Time. There was a significant difference (F(1,5) = 6.991, p = 0.046) in the 
overall mean trigger time per trial between the two different kinds of operation 
paradigms. The overall mean trigger time per trial was 1030.373 ms for SC operation 
and 3297.632 ms for Word operation.  There was no main effect for the operation of 
either SC (F(4,20) = 0.885, p = 0.491) or Word (F(4,20) = 1.570, p = 0.221), for 
blocks on overall mean trigger time. Fig. 5 also illustrates a small improvement in 
selection time for both SC and Word operation. No significant effect was found for 
paradigm*block on overall mean trigger time (F(4,20) = 1.562, p = 0.223), which 
indicated learning improvement did not significantly affect the relative performance 
of the two kinds of operation paradigm on trigger time. 

Setting Time. There was a significant difference (F(1,5) = 12.973, p = 0.016) in the 
overall mean setting time per trial between the two different kinds of operation 
paradigms. The overall mean setting time was 1579.463 ms for SC operation  
and 1309.381 ms for Word operation. For the operation of both SC(F(4,20) = 2.896,  
p = 0.048) and Word (F(4,20) = 2.994, p = 0.043), there were main effects for blocks 
on overall mean setting time. Fig. 6 illustrates a little improvement in setting time for 
both SC and Word operation. No significant effect was found for paradigm*block on 
the overall mean trigger time (F(4,20) = 0.417, p = 0.794), which indicated the 
learning improvement did not significantly affect the relative performance of the two 
kinds of operation paradigm on setting time. 

Errors. The results showed a significant difference in the overall mean error rate 
(F(1,5) = 24.306, p = 0.014) between the two different kinds of operation paradigm. 
The overall mean error rate was 2.458% of SC operation and 1.606% of Word opera-
tion. There were main effects for blocks on overall mean errors for SC operation  
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Fig. 6. The average setting time Fig. 7. The average total error rates 

(F(4,20) = 6.332, p = 0.002), but no main effects for blocks on overall mean errors for 
Word operation (F(4,20) = 1.010, p = 0.043). As Fig. 7 illustrates, we observed a 
significant decrease in errors for SC and a marginal one in Word operation. Signifi-
cant effects were found for paradigms*block on the overall mean errors (F(4,20) = 
5.588, p = 0.003), which indicated the learning improvement significantly affected the 
relative performance of the two kinds of operation paradigm regarding errors. 

Selection Error. The experimental analysis reported a significant difference in the 
overall mean selection error rate (F(1,5) = 9.423, p = 0.028) between the two different 
kinds of operation paradigm. The overall mean selection error rate was 0.864% of SC 
operation, 0.540% of Word operation.  There were main effects for blocks on overall 
mean selection error rate for SC operation (F(4,20) = 1.650, p = 0.021), but no  
main effects for blocks on the overall mean selection error rate for Word operation 
(F(4,20) = 0.625, p = 0.650). Fig. 8 illustrates a big improvement in selection errors 
for SC operation and a marginal improvement for Word operation. Significant effect 
was found for paradigm*block on the overall mean trigger time (F(4,20) = 5.058,  
p = 0.037), which indicated the learning improvement significantly affected the rela-
tive performance of the two kinds of operation paradigm on selection errors. 

 

  

Fig. 8. The average selection error rates Fig. 9. The average trigger error rates 
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Trigger Error. There was a significant difference in the overall mean trigger error 
rate (F(1,5) = 20.000, p = 0.007) between the two different kinds of operation 
paradigm. The overall mean trigger error rate was 0.896% for SC operation and 
0.524% for Word. There were main effects for blocks on overall mean trigger error 
rate for SC operation (F(4,20) = 17.857, p = 0.001), but no main effects for blocks on 
overall mean trigger error rate in Word 2007 (F(4,20) = 0.250, p = 0.906). Fig. 9 
illustrates a significant decrease in trigger error rate for SC operation and a little 
decrease for Word 2007. Significant effect was found for paradigm*block on the 
overall mean trigger time (F(4,20) = 9.062, p < 0.0001), which indicated the learning 
improvement significantly affected the relative performance of the two kinds of 
operation paradigm on trigger error rate. 

Setting Error. There was no significant difference in the overall mean setting error 
rate (F(1,5) = 5.000, p = 0.076) between the two operation paradigms. The overall 
mean setting error rate was 0.7% for SC operation and 0.534% for Word operation.  
There were main effects for blocks on overall mean setting error rate for SC operation 
(F(4,20) = 5.000, p = 0.006), but no main effects for operation in Word 2007 (F(4,20) 
= 2.742, p = 0.057). Fig. 10 illustrates the improvement in setting errors of both SC 
and Word operation. No significant effect was found for paradigm*block on the 
overall mean setting error rate (F(4,20) = 2.619, p = 0.066), which indicated the 
learning improvement did not significantly  affect the relative performance of the two 
kinds of operation paradigm on trigger errors. 

 

  
Fig. 10. The average object property setting error 
rates 

Fig. 11. The subjective preference 

Subjective Comments. Fig. 11 shows the subjective ratings for the two kinds of 
operation paradigm. These ratings were based on the average value of the answers 
given by the subjects to the four questions. Significant main effects were observed 
between the two operation paradigms (F(1,5) = 9.365, p = 0.028). The average prefer-
ence for SC operation paradigm is 4.8, and for MS Word it is 3.2. 

5   Discussion 

Various contrastive techniques (e.g., lassoing + pigtailing [3]) were taken into account, 
but none of the presented techniques for pen-based systems is suitable for the wide 
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range of common computer tasks. Thus, MS Word was chosen as the baseline because 
it is the most widely used semantic paradigm. At the beginning of the experiment, we 
noticed that the participants stroked the pen rather cautiously and slowly to select the 
targets, rolled the pen nervously to activate the pie menu, and wanted to lift the pen tip 
to tap the target menu item.  But after several trials, they stroked and rolled the pen 
fluidly and confidently. They commented that the SC operation was enjoyable; some of 
them said that performing the SC operation was like playing games. 

The results illustrate that the selection and trigger speed of SC operation are sig-
nificantly faster than that of MS Word. But the setting speed of SC operation is a little 
slower than that of MS Word. This is probably due to that part of the pie menu was 
visually occluded by the hand in the setting phase. We observed that some of the 
participants tended to adjust their hands when crossing a target menu item, others 
tended to hold the pen at a little higher position to facilitate crossing the menu item 
after the first block. From the experiment results, we also noted that the error rates for 
the three phases of SC operation were much higher than for MS Word in the first two 
blocks. But the difference between SC and MS Word operation in error rates was not 
much different from the third block, except for the average trigger error rate. During 
the experiment, we observed that some participants tended to trigger the pie menu 
accidentally much more often than others. This is probably due to the participants' 
different ways of holding the pen. Fig. 3b  illustrates that the CFL for SC is much 
shorter than for MS Word, which proves that the cursor needs to be moved less in SC 
operation then in MS Word. This can further indicate that, in SC operation, the par-
ticipants can concentrate their attention on the targets much better than with the stan-
dard interfaces. 

6   Conclusion and Future Research 

In this paper, we present an operation paradigm that is suitable for seamless and con-
tinuous operation in pen-based systems. The results of SC operation are rather promis-
ing in both speed and CFL, and the accuracy is not significantly different to the standard 
operation in MS Word after the second block. In our future research, we will explore 
which combination of pen input parameters is most promising, and the possible maxi-
mum number of pen input channels that the subjects can comfortably cope with. 

References 

1. Ramos, G., Balakrishnan, R.: Pressure marks. In: Proc. CHI 2007, pp. 1375–1384 (2007) 
2. François, G., Andrew, M., Terry, W.: Bene_ts of merging command selection and direct 

manipulation. ACM Trans. Comput.-Hum. Interact. 12(3), 460–476 (2005) 
3. Hinckley, K., Baudisch, P., Ramos, G., Guimbretiere, F.: Design and analysis of delimiters 

for selection-action pen gesture phrases in scriboli. In: Proc. CHI 2005, pp. 451–460 
(2005) 

4. Herot, C.F., Weinzapfel, G.: One-point touch input of vector information for computer dis-
plays. In: Proc. SIGGRAPH 1978, pp. 210–216 (1978) 

5. Buxton, W., Hill, R., Rowley, P.: Issues and techniques in touch-sensitive tablet input. In: 
Proc. SIGGRAPH 1985, pp. 215–224 (1985) 



 Making Pen-Based Operation More Seamless and Continuous 273 

6. Ramos, G., Boulos, M., Balakrishnan, R.: Pressure widgets. In: Proc. CHI 2004, pp. 487–
494 (2004) 

7. Ramos, G., Balakrishnan, R.: Zliding: Fluid zooming and sliding for high precision pa-
rameter manipulation. In: Proc. UIST 2005, pp. 143–152 (2005) 

8. Li, Y., Hinckley, K., Guan, Z., Landay, J.A.: Experimental analysis of mode switching 
techniques in pen-based user interfaces. In: Proc. CHI 2005, pp. 461–470 (2005) 

9. Harada, S., Saponas, T.S., Landay, J.A.: Voicepen: Augmenting pen input with simultane-
ous non-linguistic vocalization. In: Proc. ICMI 2007, pp. 178–185 (2007) 

10. Balakrishnan, R., Baudel, T., Kurtenbach, G., Fitzmaurice, G.: The rockin’mouse: integral 
3d manipulation on a plane. In: Proc. SIGCHI 1997, pp. 311–318 (1997) 

11. Tian, F., Xu, L., Wang, H., Zhang, X., Liu, Y., Setlur, V., Dai, G.: Tilt menu: Using the 3d 
orientation information of pen devices to extend the selection capability of pen-based user 
interfaces. In: Proc. CHI 2008, pp.1371–1380 (2008) 

12. Partridge, K., Chatterjee, S., Sazawal, V., Borriello, G., Want, R.: Tilttype: Accelerometer 
supported text entry for very small devices. In: Proc. UIST 2002, pp. 201–204 (2002) 

13. Wigdor, D., Balakrishnan, R.: Tilttext: Using tilt for text input to mobile phones. In: Proc. 
UIST 2003, pp. 81–90 (2003) 

14. Bi, X., Moscovich, T., Ramos, G., Balakrishnan, R., Hinckley, K.: An exploration of pen 
rolling for pen-based interaction. In: Proc. UIST 2008, pp. 191–200 (2008) 

15. Davis, R.C., Saponas, T.S., Shilman, M., Landay, J.A.: Sketchwizard: Wizard of oz proto-
typing of pen-based user interfaces. In: Proc. UIST 2007, pp. 119–128 (2007) 

16. Apitz, G., Guimbretire, F.: Crossy: A crossing-based drawing application. In: Proc. UIST 
2004, pp. 1–10 (2004) 

17. Baudisch, P., Xie, X., Wang, C., Ma, W.Y.: Collapse-to-zoom: viewing web pages on 
small screen devices by interactively removing irrelevant content. In: Proc. UIST 2004, pp. 
91–94 (2004) 

18. Accot, J., Zhai, S.: More than dotting the i’s- foundations for crossing-based interfaces. In: 
Proc. CHI 2002, pp. 73–80 (2002) 

19. Ren, X., Moriya, S.: Improving selection performance on pen-based systems: a study of 
pen-based interaction for selection tasks. ACM Trans. Comput.-Hum. Interact. 7(3), 384–
416 (2000) 



T. Gross et al. (Eds.): INTERACT 2009, Part I, LNCS 5726, pp. 274–287, 2009. 
© IFIP International Federation for Information Processing 2009 

Insight into Goal-Directed Movements:  
Beyond Fitts’ Law 

Karin Nieuwenhuizen1, Dzmitry Aliakseyeu2, and Jean-Bernard Martens1 

1 Eindhoven University of Technology, Department of Industrial Design, Den Dolech 2, 
5600 MB Eindhoven, The Netherlands 

{C.J.H.Nieuwenhuizen,J.B.O.S.Martens}@tue.nl 
2 Philips Research, Media Interaction, High Tech Campus 5, 

5656 AE Eindhoven, The Netherlands 
Dzmitry.Aliakseyeu@philips.com 

Abstract. Various methods and measures have been developed to assess the 
quality of input devices and interaction techniques. One approach to investigat-
ing the performance of input devices and interaction techniques is to focus on 
the quality of the produced movements. The current paper proposes a new 
method of analyzing goal-directed movements by dividing them into meaning-
ful phases. In addition to the proposed analysis method a selection of measures 
is suggested to assess different aspects of rapidly aimed movements. In order to 
evaluate the added value of the proposed analysis method an experiment has 
been conducted to compare two input devices (mouse versus stylus with tablet) 
with respect to their performance on a multi-directional pointing task. The re-
sults show that the analysis into several phases reveals clear differences in the 
movement strategy. 

Keywords: Input devices, interaction techniques, movement analysis, perform-
ance measures. 

1   Introduction 

A key aspect of human-computer interaction is the use of input devices, such as key-
board, mouse, or tablet with stylus. Since millions of people use computers on a daily 
basis it is important that input devices are well tailored to users’ needs. This is espe-
cially true when devices are designed for people with disabilities [9, 11], or when 
devices are used within challenging environments, such as virtual reality. To improve 
existing input devices or in the process of developing new ones it is necessary to iden-
tify the reasons for variations in performance.  

Several studies have compared input devices or interaction techniques by observ-
ing characteristics of movement paths during the execution of basic tasks such as 
pointing, selecting or steering [4, 10, 15, 14, 9, 8]. From these comparative studies 
two different approaches towards movement analysis can be discerned. The first ap-
proach considers characteristics of the overall movement, such as total time or 
throughput (Fitts’ Law). The second approach, mostly found in human movement 
research, assumes that a movement consists of several submovements and that this 
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division may reveal distinct information about the quality of the overall movement 
[10, 16]. Although both approaches have proven to be helpful in comparing input 
devices or interaction techniques [15, 1, 9, 18] it is difficult to use them to distinguish 
different movement strategies and to apply these approaches to the design of input 
devices and interaction techniques.  

In the current paper, we first explain why we believe it is necessary to develop a 
new method to analyze interaction movements. Subsequently, we propose new pars-
ing rules for decomposing an overall movement into several meaningful movement 
phases. To illustrate the added value of this new analysis method it is used to compare 
indirect mouse interactions with direct stylus interactions. It will be demonstrated that 
a more detailed description of how interaction movements are influenced by the input 
device can be obtained by dividing the movements into meaningful phases. Finally, a 
large number of existing and newly proposed measures were applied to assess the 
characteristics of the identified movement phases. The method that we propose for 
identifying complementary measures is another contribution of the current paper. 

2   Movement Analysis 

2.1   Overall Movement Characteristics 

Early studies on input devices based the analysis of movements on characteristics of 
the overall movement. The best-known example is Fitts’ law [5], which states that the 
time to move to a target (MT) is logarithmically related to the ratio of the distance to 
the target (A) over the width of the target (W), i.e.,  

MT = a + b * log2 (A/W + 1). (1) 

The logarithmic term is called the index of difficulty (ID) in "bits". It increases 
with a larger distance to the target or a smaller target width. The reciprocal of b is the 
index of performance (IP) or bandwidth in "bits/s", which is one of the summary 
statistics that is frequently used to compare movements made under different condi-
tions. The most popular (and standardized) summary statistic used in most recent 
studies is throughput (IDe/MT), where the effective width (We) of the target is  
used instead of the actual target width (W) in the definition of the index of difficulty 
[14, 17].  

Although Fitts’ law can establish that there are differences between input devices 
or interaction techniques, it cannot provide much insight into the factors that are re-
sponsible for these differences. MacKenzie et al. [14] acknowledged that Fitts' law 
measures are "gross measures" and that they lack "any information on movement 
during a trial". Therefore, they proposed several alternative measures, based on the 
path being traced during the movement, to get a more accurate measure of efficiency 
and to get a better idea of why some devices are more efficient than others. Although 
their measures reveal some of the problems experienced with input devices when 
pointing to a target, they still do not take into account the detailed course of the 
movement as a function of time, i.e., they are still characteristics of the overall 
movement. 
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2.2   Movement Phases 

According to Woodworth [19] rapidly aimed movements consist of an initial impulse, 
or ballistic phase, and a perceptually guided final control, or correction phase. The 
initial part of the movement is relatively fast, but as people get close to the target the 
movement becomes slower and is characterized by irregularities in the time-
displacement profile. In other words, the ballistic phase is programmed to reach the 
target and the unintended errors are corrected during the correction phase, based on 
sensory feedback [16, 18]. These two phases can indeed be observed in actual dis-
placement velocity profiles of goal-directed movements, as shown in Figure 1.  

Based on this model, Meyer et al. [16] proposed parsing criteria to indicate the end 
of the first submovement, or ballistic phase: a) a zero-crossing of the displacement 
velocity from positive to negative (type 1); b) a zero-crossing of the acceleration, 
which is the derivative of velocity, from negative to positive (type 2); c) a zero-
crossing of jerk, which is the derivative of acceleration, from positive to negative 
(type 3). Recent comparative studies used these criteria to divide movements into 
submovements in order to look at movements in more detail [9, 8, 18]. We will show 
that the above parsing rules often produce a subdivision into submovements that is not 
very meaningful. This means that the observed differences in submovement patterns 
obtained with this method should also be questioned.  

 

 

A B 

 
Fig. 1. Examples of velocity profiles of goal directed movements: A) executed with a mouse; 
B) executed with a stylus, indicating the ballistic phase and the correction phase 

Although Woodworth’s model formed the basis for Meyer’s optimized dual-
submovement model, the criteria that Meyer et al. [16] proposed do not necessarily 
divide the movement into a ballistic phase and a correction phase. They assumed that 
goal directed movements consisted of maximally two submovements and that the 
ballistic phase ends after the first submovement. If one examines the velocity profiles 
of rapidly aimed movements, one can observe that this is frequently not the case.  
For example, Figure 1A shows an example of a velocity profile of a goal directed 
movement carried out with a mouse. This graph shows that not one but two large 
submovements were necessary to get into the neighborhood of the target. Another 
example is shown in Figure 1B, which demonstrates that when using a stylus subtle 
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changes in the deceleration rate, also called type-3 submovements, can occur. Accord-
ing to Wisleder and Dounskaia [18] type-3 submovements occur during relatively 
smooth motions and are only an indication of subtle accuracy regulation. In other 
words, they are not believed to signal actual interruptions in the ballistic movement 
and, therefore, they are not likely to indicate the end of the ballistic phase. 

Both graphs illustrate that the assumption that a movement maximally consists of 
two submovements often does not hold for two-dimensional goal directed move-
ments. The method Meyer et al. [16] proposed was based on 1D rotation movements, 
for which it is more plausible that they consist of maximally two submovements. 
Other studies investigating 2D interactions have also demonstrated that more than two 
submovements occur frequently when using Meyer’s criteria [9, 8, 18]. Therefore, we 
may conclude that the division of two-dimensional movements into submovements 
should be reconsidered. 

2.3   Parsing Rules 

Although Meyer’s criteria allow for a more detailed analysis of movements into sub-
movements, these criteria require adjustments to address the problems described 
above. We therefore propose a modified method that is more stable and reliable with 
respect to the differentiation between the ballistic phase and the correction phase of a 
movement. The method has been tested on a large number of aimed movements, exe-
cuted in both 2D and 3D, with a diversity of input devices (mouse, trackball, stylus in 
2D and magnetically and optically tracked stylus in 3D). The method has been proven 
to be more robust than the parsing rules proposed by Meyer et al. [16]. 

 
Input data filtering. We start by filtering the position data as a function of time since 
taking derivatives of noisy signals easily gives rise to spurious details. The data is 
filtered using a Gaussian time filter with a standard deviation of 25 ms, which is com-
parable to the 7 Hz low-pass filter proposed in earlier studies. The advantage of a 
Gaussian filter is that it is known not to introduce spurious details, as explained in the 
theory of scale space filtering [12]. For this reason, Gaussian filters are used very 
frequently in computer vision. 

 
Movement interval parsing. First, we identify the intervals in which actual move-
ments occur. We define the latency phase and the verification phase as the intervals at 
the beginning and end of the trial where no significant movement occurs (interval in 
which the first and last 0.1 mm of the path is traveled, respectively). The latency 
phase can provide information about the time it takes to plan the movement towards 
the target. The verification phase can reveal problems with making the actual selec-
tion once the pointer has arrived at the target position (see Figure 2).  

Second, the interval between the latency phase and the verification phase is divided 
into distinct movement intervals. These distinct movement intervals are separated by 
pauses in which no or only minimal movement of the pointer occurs. A pause is de-
fined as an interval in which the speed of the pointer remains below 0.02 times the 
movement’s peak speed. In contrast to earlier studies we propose to determine  
the speed of the pointer along the movement path instead of considering the parallel  
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Fig. 2. Example of a velocity profile containing all 
5 movement phases 

displacement of the pointer.  
Path length is used to determine 
the pointer’s speed because the 
displacement velocity profile can-
not discern real pauses from 
intervals in which the pointer 
moves perpendicular to the task 
axis. In addition, the analysis 
based on path length does not 
require a known task axis like the 
analysis based on parallel dis-
placement, which makes it easier 
to extend the method to other 
tasks (such as circular steering 
tasks). 

Third, we determine for each identified movement interval whether or not it makes 
a considerable contribution to approaching the target. If the path length of a move-
ment interval is contributing more than 25% to the total path length it is considered to 
be part of the ballistic phase. This criterion is introduced to be able to deal with cases 
where several movements are required to reach the target, such as the one depicted in 
Figure 1A. If a movement interval does not make a considerable contribution it is 
considered to be part of either the correction phase or the initiation phase. The move-
ment interval will be considered part of the correction phase when it occurs after the 
last ballistic movement and it will be considered part of the initiation phase when it 
occurs before the first ballistic movement.  

Finally, we divide the separate movement intervals into submovements. We do this 
for two reasons. First, we use this division to get more detailed information on how the 
movement was performed (i.e., fluently or with corrections). Second, we use this divi-
sion to determine whether or not the last movement interval of the ballistic phase con-
tains some correction submovements at the end. The criteria proposed by Meyer et al. 
[16] were adjusted so they could be applied to speed profiles based on path length: 

 
a) a type-1 submovement occurs when the speed becomes (almost) zero (less 

than 0.02 times the movement’s peak speed, which only occurs at the begin-
ning of a movement interval); 

b) a type-2 submovement occurs at a zero-crossing of acceleration from nega-
tive to positive (in combination with a positive jerk that exceeds 0.01 times 
the maximally observed jerk); 

c) a type-3 submovement occurs at a zero-crossing of jerk from positive to 
negative (in combination with a negative value of its derivative that exceeds 
0.01 times the maximally observed value). 

The thresholds on the slopes of the zero crossings are incorporated to avoid sub-
movement detection during small involuntary tremor or slow drift. The minimal re-
quirements for submovements that were proposed by Meyer et al. [16] were specific 
for their 1D rotation task, and needed to be adapted for the case of 2D movement 
path. The following minimal requirements for a submovement (to avoid the division 
of movements into meaningless small submovements) are: a submovement should 
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traverse a distance of at least 2 mm and last for at least 75 ms, while the maximum 
velocity should exceed 0.02 times the maximally observed velocity. Submovements 
that do not meet this requirement are combined with bordering submovements. 

If the last movement in the ballistic phase consists of multiple submovements the 
ballistic phase ends at the first type-2 submovement that occurs in the last 75%-95% 
of the traveled path length. The corrective submovements that occur during the final 
part of the interaction movement are considered to assist in positioning the pointer 
within the target boundaries. They should hence be considered as being part of the 
correction phase. As mentioned before, type-3 submovements are only considered to 
be indications of subtle accuracy regulation and are therefore not used to signal the 
end of the ballistic phase. If the last ballistic movement consists of only one sub-
movement the end of this movement coincides with the end of the ballistic phase. 

2.4   Performance Measures 

In order to draw meaningful conclusions from interaction movements a division of 
movements into meaningful components is not sufficient. We also need summary 
measures to assess the key characteristics of the phases that have been distinguished. 
A review of 43 studies in the field of 2D interaction and human movement science 
resulted in a set of 63 measures that can be applied to evaluate 2D interaction tech-
niques. These findings indicate that there is no consensus about which measures are 
best to use when evaluating input devices and interaction techniques. It is highly 
likely, however, that several proposed measures assess similar qualities of the move-
ment. It is argued that from this large list of measures only a few measures should be 
retained, i.e. those that are complementary to each other.  

In the current study only measures that can extract information from a single 
movement path were applied to the movement data. We made an exception for 
throughput, which extracts the effective width from a series of trials in the same con-
dition, for it is included in the ISO standard (ISO 9241-9). Time is one of the most 
frequently used measures to assess movement quality and therefore it was applied to 
the total trial and to each of the movement phases (latency, initiation, ballistic, correc-
tion and verification phase). Besides time and phase occurrence, 47 measures were 
applied to the overall movement, the ballistic phase and/or the correction phase. A 
short description of these measures can be found in Appendix 1. As indicated in the 
appendix some of the measures were applied to the overall movement as well as to the 
ballistic phase and the correction phase and some of the measures were applied to 
only the overall movement, the ballistic phase or the correction phase. As a result, a 
total of 99 movement characteristics were obtained from the data. 

As mentioned before, the study described in the current paper compares indirect 
mouse interactions with direct stylus interactions. The reason for this choice is that 
previous studies comparing mouse interactions with stylus and tablet interactions 
were only able to find minor differences between the mouse and the stylus [15, 1], 
especially with respect to movement time. We will show how the application of the 
new division method in combination with the use of alternative measures can indeed 
provide a more detailed description of indirect mouse interaction movements and 
direct stylus interaction movements. 
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3   Experiment 

3.1   Participants 

Eight university employees voluntarily participated in the study that we undertook to 
test the proposed measures. The group consisted of 5 males and 3 females. Their age 
ranged from 30 to 35 years (M = 32.4 years). All participants indicated that their right 
hand was their preferred hand when using the mouse. Two participants indicated that 
their left hand was the preferred hand when using the stylus. 

3.2   Task 

The task used in the experiment was a multi-directional pointing task. In this task 8 
“target” circles are arranged in larger circles with a diameter of 48, 96 and 144 mm 
around a central “home” circle (see Figure 3A). The targets have three different sizes, 
3mm, 6mm and 9mm. The 9 combinations of target size and target distance resulted 
in 7 different levels of difficulty (ID = 2.7, 3.2, 3.5, 4.1, 4.6, 5 and 5.6 bits). At the 
beginning of a new trial, the target was presented together with the home circle (3 
mm). The targets were presented in random order, with the restriction that subsequent 
targets were never positioned in the same direction in order to prevent learning ef-
fects. The data collection started when the home-circle was selected and continued 
until the target was correctly selected.  
 

 
Fig. 3. Multi-directional pointing task: A) target layout, indicating home-circle (middle), target-
circle and the other possible target positions; B) screen set-up when using mouse; C) screen set-
up when using stylus 

3.3   Procedure 

The selection task was presented on a 21-inch WACOM Cintiq 21UX tablet, with 
integrated display. The resolution of the screen was set at 1600x1200 pixels. The 
position of the screen was changed in between sessions: when participants were using 
the mouse the screen was positioned vertically (see Figure 3B) and when they were 
using the stylus the screen was tilted horizontally so that the screen would face up 
(see Figure 3C). The position of the screen was adjusted to simulate the normal way 

             

A B C 
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of use as much as possible. The mouse had a constant CD-ratio of 1:4, while the CD-
ratio was 1:1 in case of the stylus with integrated display. 

Before participants started the experiment they were provided with a short instruc-
tion about the task. The experiment consisted of two sessions, each containing 72 
trials, i.e., 8 target directions combined with 3 different target sizes and 3 different 
target distances. A practice session with 27 trials, i.e., 3 target directions combined 
with 3 different target sizes and 3 different target distances, preceded each actual 
experimental session. The order of the two experimental sessions was balanced so that 
the number of participants using the mouse during the first session was equal to the 
number of participants using the stylus during the first session. 

4   Results 

Although target size and target distance were included in the statistical model, the 
analysis reported here will focus on the influence of input device on phase duration 
and phase occurrence. Before analyses were carried out log transformations were 
applied to time measures and square root transformations were applied to counts. 
These transformations accomplished that the distributions of the data were closer to 
the normal distribution assumed by the applied statistical methods (such as ANOVA). 

4.1   Overall Movement vs. Movement Phases  

Figure 4A shows the duration of the total trial, ballistic phase and correction phase as 
a function of the input device. We averaged the times for the 8 different directions 
and applied a within-subject correction for subject, target size and target distance as 
proposed by Loftus and Masson [13]. As can be seen from this figure there is no dif-
ference in total trial duration between the mouse and the stylus. However, it also 
shows that there are considerable differences in the duration of the ballistic phase, 
correction phase and verification phases between the mouse and the stylus.  

The repeated measures analysis with target size (3mm/6mm/9mm) and target dis-
tance (48mm/96mm/144mm) as within-subjects variables confirmed that there was no 
significant difference in total trial time as a function of input device (mouse/stylus), 
F(1,7)=.08, p=.79. It also confirmed that there were significant differences in duration 
of the ballistic phase and the correction phase between the mouse and the stylus. The 
ballistic phase was shorter when participants were using the mouse (M=.41; SE=.02) 
than when they were using the stylus (M=.64; SE=.02), F(1,7)=137.73, p<.01. On the 
other hand, the correction phase was longer when participants were using the mouse 
(M=.34; SE=.01) than when they were using the stylus (M=.23; SE=.01), 
F(1,7)=72.38, p<.01. 

Repeated measures were also carried out to test the effect of input device on the 
duration of the latency phase, start phase and verification phase. Only the duration of 
the verification phase showed a significant effect of input device. The verification 
phase was longer when using the mouse (M=.18; SE=.01) than when using the stylus 
(M=.07; SE=.01), F(1,7)=97.16, p<.01. Due to the infrequent occurrence of the initia-
tion phase when participants were using the mouse (see Figure 4B) the repeated 
measures analysis could not be carried out on the duration of the initiation phase. 
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Fig. 4. The duration and phase occurrence (with 95% confidence intervals) are shown as a 
function of input device (mouse/stylus) for each movement phase 

Figure 4B shows the frequency of occurrence for each of the movement phases as a 
function of the input device. This figure clearly illustrates that the latency phase and 
the initiation phase occur more often when participants were using the stylus than 
when they were using the mouse. However, the correction phase occurs more fre-
quently when participants were using the mouse. 

4.2   Measure Selection 

To select only a few measures to assess the quality of the interaction movements a 
principal components factor analysis with varimax rotation was carried out. Fourteen 
of the 99 movement characteristics (such as initiation time, number of pauses during 
the ballistic phase, number of target misses and number of slip-offs) were excluded 
from the factor analysis because the data distributions were strongly skewed. By 
default, factor analysis retains factors with an eigenvalue larger than 1. However, 
this method resulted in the extraction of 15 factors, which would imply a relatively 
large selection of measures. Therefore, we chose to increase the eigenvalue boundary 
to 4, which resulted in the extraction of 4 factors, with eigenvalues equal to 22.4, 
19.0, 8.0 and 4.9. Together, these factors explain almost 65% of the variance, with 
the last factor still making a considerable contribution to the explained variance 
(5.8%). 
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Table 1. Factor loadings after varimax rotation on the 4 extracted factors 

Factor 1 Factor 2 Factor 3 Factor 4 

Duration ballistic 
phase 

.94 
Peak speed ballistic 
phase  

.92
Pauses >100ms 
correction phase 

.74 
Orthogonal  
direction change 
overall movement 

.76 

Mouse M=.41; SE=.02 
Stylus M=.64; SE=.02 
F(1,7)=137.73; p<.01 

Mouse M=547.3; SE=17.2 
Stylus M=334.4 SE=26.9 
F(1,7)=57.95 ; p<.01 

Mouse M=.29; SE=.02
Stylus M=.32 SE=.03 
F(1,7)=.26 ; p=.63 

Mouse M=.66; SE=.05 
Stylus M=.97; SE=.10 
F(1,7)=2.34 ; p=.17 

Relative accuracy 
ballistic phase 

-.87 
Path length overall 
movement 

.91
Duration  
correction phase 

.73 
Movement offset 
overall movement 

.66 

Mouse M=.12; SE=.005 
Stylus M=.05; SE=.003 
F(1,7)=251.60; p < 

Mouse M=107.4; SE=2.8 
Stylus M=101.6; SE=1.9 
F(1,7)=5.83, p<.05 

Mouse M=.34; SE=.01
Stylus M=.23; SE=.01 
F(1,7)=72.38; p<.01 

Mouse M=3.0; SE=.18 
Stylus M=2.8; SE=.64 
F(1,7)=.14 ; p=.72 

Number of type 3 
submovements 
ballistic phase  

.84 
Mean speed ballistic 
phase 

.91
Mean duration  
of pauses  
correction phase 

.67 
Path length  
efficiency ballistic 
phase 

-.60 

Mouse M=.08; SE=.01 
Stylus M=.54; SE=.04 
F(1,7)=30.47; p<.01  

Mouse M=234.8; SE=11.0 
Stylus M=146.0; SE=7.7 
F(1,7)=75.31; p<.01 

Mouse M=.15; SE=.01
Stylus M=.13; SE=.01 
F(1,7)=10.25; p<.05 

Mouse M=.99; SE=.05 
Stylus M=.98; SE=.09 
F(1,7)=16.81; p<.01 

 
As can be observed in Table 1, the groups of measures loading high on the 4 result-

ing factors focus on different aspects of the goal directed movement. The first factor 
mostly contains measures that assess features of the ballistic phase and how it is re-
lated to the overall movement. The second factor focuses on how the movement is 
executed in terms of the length of the traveled path and speed. The third factor typi-
cally contains measures that assess the quality of the correction phase, e.g. the number 
and duration of pauses. The final factor includes measures that mainly focus on the 
efficiency of the movement path, like the number of orthogonal direction changes and 
the movement offset. This fourth factor hence resembles the measures proposed by 
MacKenzie et al. [14]. 

Table 1 also shows the results of repeated measures analyses which were carried 
out to test the main effect of input device. The results show that the duration of the 
ballistic phase was longer when participants were using the stylus, mainly because 
they were moving slower. Although more online adjustments were made during the 
ballistic movement and the ballistic phase ended closer to the target, the path length 
efficiency of the ballistic phase was somewhat lower when participants were using the 
stylus. When looking at the correction phase, there is no difference between input 
devices with respect to the number of pauses. However the duration of pauses is 
somewhat longer when participants use the mouse. Finally, there are also no differ-
ences between the input devices with respect to the number of orthogonal direction 
changes and the movement offset.  

The measures extracted by the factor analysis were able to provide a well-founded 
explanation for the differences found in the duration of the distinct movement phases. 
The measures that proved useful in the analysis besides movement time and phase 
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occurrence (frequency) are therefore proposed to assess the characteristics of aimed 
movements, especially with respect to differentiating between input devices: 

Mean speed  
Peak speed  
Path length  
Path efficiency  
Relative accuracy ballistic phase

Orthogonal direction change 
Movement offset  
Number of submovements (type 3) 
Number and duration of pauses  

 

Most of the proposed measures can be applied to the total trial as well as the ballis-
tic phase and the correction phase, like mean speed, path length and movement offset. 
This means that these measures are also able to specify differences between these 
phases. 

5   Conclusion and Discussion 

This paper has introduced parsing criteria that divide a goal-directed movement not 
only into a ballistic and a correction phase, but also into an initiation phase, latency 
phase and verification phase. Although the criteria we proposed deviate from Meyer’s 
criteria and might seem arbitrary it is not our primary aim to provide criteria that can 
be theoretically founded. It is our aim to provide a method that is able to divide goal-
directed movements into meaningful parts. We believe that the division into the five 
phases described above is a meaningful and intuitive division. In addition, since the 
analysis method is applied to the cursor position this analysis method of goal directed 
movements can also be applied to assess the performance of other input device or 
interaction techniques in 2D as well as 3D environments.  

We have demonstrated that the analysis of rapidly aimed movements into five 
movement phases (latency phase, initiation phase, ballistic phase, correction phase 
and verification phase) provides insights that cannot be obtained from the analysis of 
the overall movement. Due to the reverse effects of the input devices on the duration 
of the different phases, no main effects for input device can be found when looking at 
the overall movement duration. It is expected that such effects do not only occur with 
respect to movement time but also with respect to other measures. Even with an ob-
served difference in the overall movement it is very well possible that the effect can 
be solely attributed to a particular phase. For example, the measure number of pauses 
reveals significant differences between the mouse and the stylus when looking at the 
overall movement. However, pauses are mainly found in the correction phase and not 
in the ballistic phase. Therefore, the application of a range of measures to the separate 
movement phases enables us to better understand the root causes of the differences 
between input devices. In this way the proposed analysis method is especially helpful 
in the design and improvement of input devices and interaction techniques.  

The other contribution of the current paper is that we reduced the list of measures 
that can be applied to goal-directed movements to just a few measures. This selection  
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was carried out because some measures assess similar aspects of the movements and 
are therefore redundant and some measures are better in discriminating between vari-
ables than others. It is thought that the selected measures have some face validity and 
they assisted very much in explaining the differences between mouse and stylus inter-
actions. For example, from the selected measures it can be concluded that, when using 
the stylus, the ballistic movement is considerably slower and more online adjustments 
are made. As a result, the execution is more precise and, therefore, less time is re-
quired to enter the target region, which is shown by the shorter correction phase. A 
different strategy is applied when participants are using the mouse. Not only the short 
duration of the ballistic phase but also the absence of the latency phase and initiation 
phase indicate that participants using the mouse want to get into the neighborhood of 
the target as fast as possible. However, since the movement is fast and less controlled 
more time is required to make the final corrections in order to enter the target area.  

Although the precise outcome may somewhat depend on the difference in CD-ratio 
for the mouse and stylus, it still shows areas where the mouse and stylus interactions 
can be improved. For the improvement of the mouse interactions, the focus should lie 
on increasing the end-point accuracy of the ballistic movement and on facilitating the 
execution of the correction movements, for example by automation techniques. On 
the other hand, for the improvement of the stylus interactions more focus should lie 
on increasing the movement speed, while maintaining the movement accuracy. An-
other issue with respect to direct stylus interactions is that participants sometimes 
covered the targets with their arm and as a result started moving in the wrong direc-
tion. This is also shown by a lower path length efficiency when participants were 
using the stylus. Solving the problem of covering important content would also in-
crease performance of direct stylus interactions. 

The proposed analysis method is tailored to assess the quality of rapidly aimed se-
lection movements.  Steering is another interaction technique that is frequently used 
in computer interactions (e.g. navigation through menu-structures). A major differ-
ence between selection and steering tasks is that steering tasks require a more con-
tinuous control of pointer precision. As a result, steering movements will most likely 
be subject to ongoing corrections and might have different characteristics than goal 
directed movements. Future work will focus on the question how the analysis method 
can be adjusted so that it can also be applied to these more controlled movements. 
Besides selection and navigating though menu-structures, there are other tasks that are 
important with respect to computer interactions such as changing an object’s position 
and/or its orientation (e.g. in graphical applications). These tasks have not been stan-
dardized yet and future work should also focus on designing simple tasks that have 
similar characteristics as the ISO 9241-9 pointing task. In order to investigate the 
performance on these different tasks in a systematic way, it should also be investi-
gated whether similar factors and measures will be extracted when different interac-
tion techniques or tasks are applied. 
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Appendix 1.   Measures with Descriptions 

Acceleration time: Time interval during which the pointer was accelerating1 [18] 
Angle offset: Angle between the vector from the beginning of the ballistic phase to the end of the ballistic 
phase and the task axis2 [8] 
Average speed: Average speed in mm/sec, i.e. total path length divided by total time1 
Counter-productive submovements: Number of times the coincident error is negative with a magnitude 
larger than the submovement’s starting distance1 [9] 
Deceleration time: Time interval during which the pointer was decelerating1 [18] 
Distance to peak speed: Distance traveled from movement onset to the moment peak speed is reached2 
Error magnitude: Distance from the position of the target miss (button click) to the target edge3 
Final positioning time: Interval from target entry until the end of the trial3 [2] 
Goal distance correction phase: Distance to the target at the start of the correction phase3 
High curvature occurrence: Number of times the angle between 3 sample points is less than 80 deg1 [6] 
Length offset: Difference between the length of the ballistic phase and ‘distance to target’ at the beginning 
of the ballistic phase2 [8] 
Max percent overshoot: largest percent deviation from the target once the pointer passes the target2 [3] 
Movement direction change: Number of times the tangent to the path gets parallel to the task axis1 [14] 
Movement error: Mean of absolute distances of the path from the task axis1 [14] 
Movement offset: Overall mean distances of the path from the task axis1 [14] 
Movement time: time interval from movement onset to movement offset4 [16] 
Movement variability: Extent to which the path lies in a straight line parallel to the task axis1 [14] 
Orthogonal direction change: Number of times the tangent to the path becomes perpendicular to the task 
axis1 [14] 
Overshoot: the frequency and duration (time interval from the moment the pointer passes the target edge to 
movement offset) of overshoots2 [9,3] 
Path length: Length of the path in mm1  
Path length efficiency: Ratio between the shortest path and the traveled path1 [11] 
Pauses: Number of pauses (>0ms; >100ms; >250ms) [11] and mean duration of the pauses1 [9] 
Peak acceleration: Maximum acceleration reached during the overall movement2 [7] 
Peak deceleration: Maximum deceleration reached during the overall movement2 [7] 
Peak speed: Maximum speed reached during the movement2 [11] 
Peak time: time at which maximum overshoot is reached2 [3] 
Perpendicular error: Distance between the endpoint of the ballistic phase and the task axis, measured in 
the direction normal to the task axis2 [9] 
Relative accuracy: Ratio between ‘distance to target’ at the end of the ballistic phase and at movement 
onset2 [10] 
Relative parallel displacement: Ratio between parallel displacement of the ballistic phase and the overall 
movement2 
Relative path length: Ratio between path length of the ballistic phase and the overall movement2 [11] 
Relative time: Ratio between duration of the ballistic phase and the overall movement2 [18] 
Relative time to peak speed: Ratio between time from movement onset to peak speed and the overall 
movement2 [11] 
Slip-off: Number of submovements that begin inside the target but end outside the target3 [9] 
Submovements: Number of submovements [9] and number of type 1, 2 and 3 submovements1 [18] 
Submovements after target entry: Number of additional submovements after the pointer has landed 
inside the target until movement offset3 [9] 
Target miss: Frequency of trials in which the mouse button is clicked outside the target area3 [9] 
Target re-entry: Number of times the pointer enters the target after the first target entry3 [14] 
Task axis crossing: Number of times the path crosses task axis1 [14] 
Throughput: IDe/MT (IDe = log2[D/We + 1], where We = 4.133*σ)4 [17] 
Time to peak speed: Time interval from movement onset to the moment the peak speed is reached2 [11] 

                                                           
1  Applied to the overall movement, the ballistic phase and the correction phase. 
2  Applied to only the ballistic phase. 
3  Applied to only the correction phase. 
4  Applied to only the overall movement. 
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Abstract. One of the most important tasks on the Web is foraging information. 
In this study, we present a computational model which simulates human eye 
movements during information seeking in Web pages. Human visual scanpaths 
are guided by their information needs, by the visual features of the stimuli and 
by what they previously processed. Our model takes into account both semantic 
(top-down) and visual (bottom-up) information, as well as a memory model in 
order to predict the focus of attention. Our model operates at the block level, 
but also at the word level. To validate this model, both participants and model 
were asked to seek information in a pseudo online newspaper. We find good 
correspondence between simulated and empirically observed scanpaths. 
Knowing where the user is looking at while searching for information is crucial 
for evaluating the usability of Web sites and contribute to the design of Web 
pages. 

Keywords: Computational model, Information foraging, Web page, Usability, 
Semantic, Visual saliency, Memory. 

1   Introduction 

A central concern of HCI research is how to determine the usability of user interfaces 
during both the design and final evaluation phases [1]. This usability assessment can 
be done by qualitative, criteria oriented and model-based methods (e.g., interview 
study, checklist, and cognitive model). Most of the time, cognitive models are missing 
and ergonomists have to rely on qualitative data to assess a user interface. The 
problem with such qualitative evaluation is that it is both expensive and time 
consuming. Model-based methods enable more detailed predictions of quantitative 
parameters, for example error rates, times and sequences of actions compared to 
qualitative and criteria based methods [2]. This allows to apply model-based methods 
in early phases of system-development processes, to detect usability problems and to 
change the examined user interface. Integrating these aspects, cognitive models 
additionally take into account the cognitive abilities and characteristics of human 
beings [3]. There are a number of cognitive models that have been used for usability 
assessment with the earliest GOMS [4] or CCT [5] and more recent work using 
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architecture like ACT-R [6] to test usability by means of simulated users [7]. These 
models may be outlines of tasks written on paper or computer programs which enable 
us to predict the time it takes for people to perform tasks, the kinds of errors they 
make, the decisions they make, or what buttons and menu items they choose. To sum 
up, cognitive models can be used in several ways: to determine ways of improving the 
user interface so that a person's task has fewer errors or takes less time, to build into 
the user interface to make software that reacts more effectively to help people use the 
system by anticipating their behavior or inferring their mental state, or as a means of 
testing current psychological theory. The goal is to radically reduce the time and cost 
of designing and evaluating usable systems through developing analytic engineering 
models for usability based on validated computational models of human cognition and 
performance. 

Following the same approach of model-based methods for measuring the usability 
of a user interface, we present a computational cognitive model of Information 
Foraging on the Web. This model simulates the search for information on the Web 
(by combining the visual, semantic and memory processing) starting from realistic 
tasks and ill-defined goals. It is intended to explain how the visual exploration is 
made on Web pages containing both texts and images and as a consequence to 
provide fruitful information to any interface designers. The information seeking 
process implemented in our model is currently mainly based on textual information 
processing on one Web page without navigation. 

2   Task 

Our model is simulating a user searching for information on a pseudo online 
newspaper. Before explaining our model in details, we now describe the task, which 
will be performed by both humans and model. 

This task consists in searching a piece of information in a simulated Web page 
representing an online newspaper. The goal is to find the block of text that best 
corresponds to an expression given beforehand. In this article we will refer to this 
expression as the theme. Examples of themes are global warming, rise in the stock 
market, soccer players’ win... Since the goal is to find the block which best 
corresponds to the theme, users are encouraged to scan all blocks although they 
already found an interesting one, because the next one may be better. In addition, this 
design also encourages users to revisit previously visited blocks, which makes the 
overall scanpath quite complex. 

Pages are composed of seven texts, one of them being associated with a picture. 
Texts are divided into 3 categories: 2 texts are semantically very close to the theme 
and are therefore potential targets; 2 texts are related to the theme, and 3 texts have no 
semantic link with the theme. 

Figure 1 shows an example of a page. The theme is "planet observation". One text 
deals with the giant planets rings, another with a study of the solar system; they are 
the Strong Association texts (SA). Another text is on the problems of a spacecraft’s 
antenna and another one on a software for aerial photographs; these two texts have 
Low Association (LA) with the theme. The three others do not have any association 
with the theme (Without Association, WA). They are about a complaint filled by a  
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Fig. 1. Example of page, theme is planet observation. During experiment, block types are not 
visible (SA, LA and WA). 

company; about the French swimmer Laure Manaudou and about the after-career of a 
basketball player. 

To design these pages, we used the semantic measures provided by Latent 
Semantic Analysis (LSA) [8]. A semantic space was constructed from a 24-million 
word corpus composed of articles from the French newspaper Le Monde (year 1999). 
Once this space was constructed, we chose 20 themes and represented all of them by a 
300-dimensional vector. Then, we selected for each of them 2 SA texts, 2 LA texts 
and 3 WA texts according to their cosine with the theme vector. A high cosine 
corresponds to a high semantic similarity. We sometimes had to manually revise the 
texts in order to keep an approximately constant length. Here are the semantic 
similarity statistics. SA: mean 0.7, max 0.92, min 0.45; LA: mean 0.19, max 0.46, 
min 0.14; WA: mean 0.01, max 0.13, min -0.05. 

Since our model is intended to simulate the user conflict between semantic and 
visual attraction, we added visual information to our pages in addition to their 
semantic organizations. Therefore, blocks can have a white or colored background. 
There are three possible colors per image. The colors were chosen in order (1) to 
show iso-luminance (same contrast with the white background and black text) so that 
they all have the same readability and (2) to have the same color contrast between 
them (they form the apex of a triangle in the Lab color space). In each page one SA, 
one LA and one WA have colored backgrounds. 

In order to be closer to a real Web page and have more variability in the semantic 
and visual ways of eye attraction, we added a picture to each page. This picture can be 
either associated with a SA block (4 out of 20 pages) or a WA block. There is no 
picture associated with a LA block. This avoids situations of reinforcement of the 
semantic link from the combination of textual and visual information. This link would 
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not have been quantitatively controlled, with a risk that the semantic link between the 
theme and the LA block would have been greatly modified to the point of changing its 
semantic class (from LA to SA). 

We designed 20 pages for 20 themes of information search (one theme per page). 
A randomized procedure (Latin square) on the colors and places created 6 lists (a 
participant only sees one list). 

3   Model 

Our model is intended to reproduce the average sequence of eye fixations a user is 
likely to do, given a page and a theme. The model output is therefore a sequence of 
fixations which are XY coordinates. We assumed that there are two distinct levels of 
navigation in the page. The first one consists in going from block to block (block 
level) whereas the second one operates within each paragraph (word level). 

Basically at the block level this spatio-temporal model is based on the dynamic 
integration of visual and memory information. Each of these components is 
implemented by means of a conditional heat map of the current image, in which each 
of its elements is assigned a weight representing its relevance for the given 
component. The visual map is conditional on the location of the current fixation. It 
tends to reinforce local and visually salient regions. The memory map is conditional 
on the entire scanpath. It tends to penalize already seen regions. These maps are 
continuously updated during the simulated visual search. The two maps are integrated 
by a weighted sum and the simulated gaze is moved towards the best-weighted block. 
Once the new fixation has been selected, the second part of the model is required, and 
then maps are updated accordingly, a new block is chosen, and so on. From an initial 
fixation point, our model thus produces a path between block. 

At the word level, the model is based on semantic information contained in the 
sequence of words fixated and compared with the theme of information foraging. This 
level enables the model to modulate the memory weight of the block, for further 
visits. 

We now detail these two modeling levels. 

3.1   Block Level 

As we mentioned earlier, selecting the next block to process is based on two cognitive 
processes: a visual one and a memory one. Those two processes may be conflicting: 
the visual process may suggest visiting a close block whereas the memory process 
may indicate that it has already been seen recently. Our model therefore includes a 
mechanism to integrate those two sources of information. At this level, each process 
dynamically and independently determines a weight for each block. 
 
Visual Process. The human eye is such that it has a local visual acuity which prevents 
it processing items that are far from the current location. Since long saccades are also 
physiologically costly, the human eye tends to operate locally. However, there might 
be visually salient items that could attract the attention. Sophisticated models of visual 
saliency have been proposed in the literature, mainly for natural scenes. These models 
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are often based on the Feature Integration Theory [9]. Among them, the most popular 
is proposed by Itti and Koch [10]. It is based on a feature decomposition of the visual 
stimuli and generates a visual saliency map. The highest salient regions are then 
segmented and sorted according to their saliency value. For the first eye fixations on a 
picture, these models fit well the eye movements data when the visual stimuli have 
little semantic information and when the task is free without explicit task driving the 
scene exploration [11]. In the case of more demanding visual search, the visual 
saliency is progressively modulated over time by semantic and cognitive controls, 
depending of the type of the scene (a priori knowledge of the scene) and the task [12]. 
Our page is simple and here we just dynamically determined visual values for each 
block (B) by taking into account the spatial proximity with the current fixated block 
following the classical curve of visual acuity as a function of eccentricity [13]. 

In its current version, our model does not take into account visual features such as 
the various background colors of blocks. 
 
Memory Process. The memory map also contains eight values representing the 
weight of each block. Human generally do not move back to locations previously 
visited. This mechanism is close to the Inhibition of Return (IOR) principle [14], 
which is often used in visual attention model. Here this process is used between 
blocks and not for each fixation, but the mechanism is quite similar. The IOR refers to 
an increased difficulty of orienting attention to a location to which attention has 
previously been directed. 

Therefore, in our model the current block is given a weight of 0, meaning that it 
would be better not to go back to it. We also implemented a forgetting mechanism 
which enables to go back to previous location after a while. Actually, humans may 
visit again blocks that were considered interesting (see Results section). This level of 
interest is given to our model by the semantic similarity between the theme and the 
part of block that have been processed at the word level (see next section). Basically, 
blocks that have never been seen receive a maximum weight, blocks already seen but 
irrelevant are assigned a minimum weight and blocks already seen and interesting 
receive an intermediate weight according to their interest. All these weight are 
decreased at each step to simulate a forgetting mechanism. At each transition from 
one block to another one, the memory weight of each previously seen block Bi is 
calculated following this equation: 

MemoryWeight (Bi) = MemoryWeight (Bi-1) + (1- MemoryWeight (Bi-1)) / δ (1) 

δ was experimentally set to 6. 
 
Integration. Each of these two processes can be viewed as computing a map, with 
exactly 8 distinct areas in our design. At each step, these two maps are summed to 
form the general map from which the best-weighted block is going to be fixated next. 
The sum is, for each block Bi: 

IntegrationMap (Bi) = αM * MemoryWeight (Bi) + αV * VisualWeight (Bi) (2) 

These two processes do not have the same role. In fact in a previous version of this 
model we showed that the most important component in such a model is the memory 
process (see [15] for more details). In this previous experiment, the stimuli were very 
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different (isolated words), but the involved processes were not. What was at the level 
of words in the previous experience is now at a block-level. αM and αV were set 
respectively to 0.65 and 0.35. In this new study we keep these parameter values.  

Although limited to 8 areas in the current task, this mechanism can be extended to 
the larger number of distinct items that are usually found in real Web pages. As we 
will see in the following sections, this simple combination of maps reproduces the 
typical participant course. In fact, memory will always encourage new blocks and the 
visual map will promote the blocks nearby.  

3.2   Word Level 

At the level of the words inside a block, the model operates differently. The process 
by which humans gather information in a block of text is simulated by considering a 
word by word scanning. Some users do not actually read paragraphs linearly and 
prefer to pick words here and there, but most of our participants process a paragraph 
from its first word. However, what is very important to simulate is the fact that users 
do not read completely a paragraph if they realize after a while that it does not 
correspond to what they are looking for. All users stop reading uninteresting 
paragraphs and the challenge is to model that decision appropriately. 

There are three conditions which seem to govern the decision to stop or to continue 
reading a paragraph: 

• If the words processed so far are unrelated to the theme (using the LSA semantic 
measures), then the paragraph is abandoned with a zero value, so that the block is 
not likely to be visited again by the block level process; 

• If the words processed so far are semantically highly similar to the theme, then the 
block is abandoned, but it is memorized as a potential solution by weighting it for 
the block level process with its semantic similarity with the theme; 

• If the words processed so far are neither highly related nor semantically unrelated 
to the theme, then the next word is processed: the model keeps reading until it can 
take a decision.  

Two thresholds of semantic similarity were defined for that purpose, one for defining 
what is a high similarity and one for the unrelatedness. These thresholds depend on 
the number of words already processed in the block: the more words the model sees, 
the more confident it can be in its decision. For example, if only two words are 
processed, the highly-similar-threshold is very high because the decision to abandon 
the block should only be done if the similarity between those two words and the 
theme is very very high. However, if 25 words have been processed, the threshold can 
be lowered because there are enough words to have a high confidence in the semantic 
measure. Thresholds are defined in the following way (P is a paragraph, W is the 
sequence of words processed so far and T is the current theme): 

Abandon (P) if similarity (W,T) < log (nbWords(W)) / 20 . (3) 

Abandon (P) if similarity (W,T) > 1-log (nbWords(W)) / 5 . (4) 

These functions were defined experimentally and provided an appropriate 
behavior. Figure 2 presents these thresholds as the function of the number of words  
 



294 M. Chanceaux et al. 

 

Fig. 2. Similarity thresholds as a function of the number of words 

 

Fig. 3. Example of a scanpath generated by the model. Blocks abandoned because of high 
similarity with the theme are encircled with a green (gray)rectangle. Blocks abandoned because 
of unrelatedness are encircled with a red (black) rectangle. 

processed so far. If the similarity with the theme is in-between the two lines, the 
model keeps reading and checks the next word. In the other cases, the block is 
abandoned and the block level part of the model determines which block will be 
fixated next. 

Our model does not analyze the picture, nor does it takes into account its visual 
saliency. Therefore, it considers it as a block and just makes one fixation on the 
middle of the image. 

Figure 3 presents an example of scanpath on the image presented earlier. 
Obviously, the model does not run on an image: it knows exactly the XY location of 
each word of each paragraph. 
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4   Test of the Model 

In order to test the validity of our model, we recorded the visual scanpaths of human 
participants and compared their behavior with the model. 

4.1   Experiment 

Participants. Thirty-eight participants took part in the experiment. All had normal or 
correct-to-normal vision. 

 

Fig. 4. Example of an experimental scanpath from a human being 

Apparatus. Eye movements were recorded using a SR research EyeLink II eye 
tracker, sampling pupil position at 500 Hz. Eye position data were collected only for 
the guiding eye. Search displays subtended 40 horizontal deg. of visual angle (1024 * 
768 pixels). Head position and viewing distance were fixed to 50 cm. A chin-rest was 
also used to keep the subject’s head stable. This apparatus records horizontal and 
vertical gaze position data (x and y) in screen coordinates (pixels) for the guiding eye. 
From these coordinates, saccades and fixations are determined, leading to an 
experimental scanpath, as shown in figure 4. 
 
Procedure. Each trial begins with an instruction followed by a cross fixation. This 
crosshair is positioned at the top of the page to be far from the text, in a non-
informative area. After the participant gazed on this point an image appeared. 
Participants had to find the best block according to their opinion without maximum 
delay, then click on the selected block and give their confidence in their choice. 
Participants were asked to respond as quickly as possible without sacrificing accuracy 
and were told that many answers were possible. Figure 5 illustrates the process. 
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Fig. 5. Experimental process 

There are 20 different experimental pages, and each of the 38 users saw all the 
pages, leading to 760 scanpaths. A scan on one page takes on average 36,298 ms (SD 
22,841), 89.33 fixations (SD 52.63), into on average 11.36 blocks (SD 6.06). 

4.2   Model Data 

Our model performs the same task as humans, on the 120 (20 themes * 6 lists) pseudo 
Web pages. As it is deterministic, we obtained exactly 120 scanpaths we compared 
with empirical data. 

For each page, we stopped the model when it reaches the average number of blocks 
seen by participants on this particular page. 

4.3   Humans and Model Comparisons 

Block Level. At this level, we looked at whether the participants and the model have 
systematic block by block paths.  

The first column (the left one) is almost always visited from top to down, for both 
human (79.07%) and model (81.67%). Then, we noticed different behaviors: the 
matrix of transitions (Figure 6) between blocks showed us that the  path is the most 
common for humans, and the U path for our model. Indeed, humans are going down 
on the left and the right column. This might be due to the habit of reading from left to 
right and top to down, and the fact that the blocks are closer vertically than 
horizontally. On the contrary, the model goes up the second column (the right one) 
because its visual process prevents a large saccade from lower left to upper right.  

Once all blocks have been fixated, participants often returned to the most 
interesting blocks, those which are semantically closest to the theme, as did the 
model. Figure 7 shows these rates of refixations, which are, as expected, significantly  
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a) b)  

Fig. 6. Transitions matrices for human a) and model b). Blocks are numbered from upper left to 
lower left (1 to 4), then from upper right to lower right (5 to 8). The darker the cell, the more 
frequent the corresponding transition. 

 

Fig. 7.  Rate of blocks revisited for human and model according to the kind of block (Without 
Association, Law Association and Strong Association) 

higher for SA blocks than for others and especially WA ones. (F tests, all p<0.01) 
This high rate of refixation for interesting blocks could be due to the fact that the goal 
in this information seeking task is ill-defined, and that two blocks are potential 
targets. There is therefore a choice to make between these two blocks, and to do it, 
reading them again could be necessary. 

Last comparisons at this level will be for the background color of the block. Even 
if the model does not take into account this feature for the moment, it seems 
interesting to know how human deals with that. 

What we observed on all data is that human gazed more often on colored block 
than others (Figure 8), T(37)=12.92, p<0.01. We plan to slightly improve our model 
in the future to account for that phenomenon. 

 
Word Level. At this level we looked at the number of fixations in a block for each 
block category (SA, LA or WA) during the first visit of the block. These data were 
normalized by the number of words in the paragraph. The results showed that the WA 
blocks are sooner left than the others. That means that people do not need to read a lot  
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Fig. 8. Rate of blocks visited according to the kind of background, for model and participants 

 

Fig. 9. Rate of reading (number of fixations divided by number of words) for human and model 
according to the kind of block 

of words to decide that this block is unrelated to the goal. For instance, Figure 4 
showed that only two fixations were necessary for that user to decide that the lower 
left block was unrelated to the theme. The others blocks (LA and SA) are read in 
more details, as shown in Figure 9. The rate of reading is significantly lower for WA 
than SA and LA blocks (T tests, both p<0.01) but there is no significant difference 
between SA and LA blocks (T(37)=1.44, p=0.16). 

Our model obtains quite the same results, even if it reads more words before 
leaving the LA block, all differences are significant (F test, all p<0.01). This is a bias 
in the model conception, indeed when a block is interesting but not very interesting 
the model does not leave it because it does not know how to consider it, and need to 
process more information. 

5   Discussion 

Our model of a user searching information on a Web page can be compared to two 
systems, SNIF-ACT and CoLiDeS, which are considered complementary in the 
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literature [16]. SNIF-ACT [17-18] was implemented using the ACT-R architecture. It 
simulates the navigation from pages to pages, considering each page as a whole. 
Basically, SNIF-ACT computes the utility of staying in the current page compared to 
going back to the previous page, clicking a link to go to another page or leaving the 
website. This model is using environmental regularities as explained in [19]. When 
searching for information on one Web page, the model evaluates the probability for 
each link to lead to the desired information. It includes an adaptive link selection 
mechanism that sequentially evaluates links on a Web page according to their 
position. At each step SNIF-ACT is faced on the exploration/exploitation trade-off 
problem: how to balance exploration of new actions against exploitation of actions 
that are known to be good. There are three possible actions: attend to the next link 
(exploration), click on a link (exploitation) or return to the previous page. 

Our model is only simulating a single Web page. It is therefore closer to CoLiDeS 
[20]. This system first segments the Web page into regions called patches. Then it 
uses user preferences or LSA semantic similarities between regions and the current 
user's goal to select the object which will be the focus of attention. Then it performs 
an action, generally clicking on an hyperlink. 

Our model also takes as input a Web page and a user's goal. The main difference is 
that our approach is intended to be more cognitively plausible. For instance, instead of 
segmenting the whole page into relevant patches, our model operates more locally 
because it reproduces the human visual system which cannot process the entire page 
in a detailed way in one shot. In addition, our model attempts to predict at a lower 
level since it simulates eye fixations. However, the limit of our system is that it cannot 
for the moment deal with complex interface objects such as buttons, links or menus 
that CoLiDeS can manage. To apply the model to a larger number of Web pages, to 
deal with more realistic web pages, it must take into account these different objects. It 
could then be applied in Web design, enabling designers to have an idea of what users 
will read according to what they want, which areas of the screen will be visited, in 
what order, etc. Various information searches could be tested, helping designers to 
validate Web pages and information content of the pages. 

Taking as input a simple Web page, our model is able to predict the course from block 
to block, and also the rate of reading in each paragraph according to an ill-defined goal. 

Further steps in the development of the model will also focus on adding a visual 
saliency model considering that human tend to fixate more often the colored blocks, 
and to be able to deal with the picture. Another issue will be to diversify the visual 
features, and to change the distribution map of the blocks, to prevent the systematic 
block by block strategy, and add a more global strategy, with preferred directions 
and/or locations. Finally to extend the model we should add a navigation process 
between several Web pages instead of dealing with just one page. 
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Abstract. Playing games against people with a different skill level can be 
boring or frustrating, which decreases fun. A solution is to introduce specific 
rules that balance a game. In this paper we describe a study in which we used an 
electronic board game with tangible interaction to investigate whether balancing 
a game indeed increases fun experienced. We also investigate whether 
balancing skill levels implicitly (players are unaware) or explicitly (players are 
aware) has an influence on the fun experienced. We found that players who lost 
a game felt more successful in the balanced game compared to the unbalanced 
game. The balanced game also offered the players more fun experience than 
they expected beforehand. Finally, players preferred to play an explicitly 
balanced game because it increased the feeling of effort and challenge.  

Keywords: Balancing skills, board games, tangible interaction, game balance, 
interaction design, fun experience, and social interaction. 

1   Introduction 

In this paper we present a study that focuses on the balancing of differences in 
players’ skill levels in a game.  

Fun in games is influenced by three factors: fantasy, challenge and curiosity [14]. 
Offering a suitable amount of challenge can be difficult when people with different 
skills play together. When no effort is needed to beat an opponent a game is boring. 
Conversely, when an opponent is too challenging a game is frustrating. Boredom or 
frustration decreases fun, because challenge is not optimal.  

When players are kept away from states where the game is boring or frustrating 
they are guided through the so-called ‘flow channel’ (see Figure 1), first described by 
Csikszentmihalyi [5] and put into a gaming context by Koster [9]. Balancing a game 
can be done implicitly or explicitly. In an implicitly balanced game, the players are 
not aware of the balancing mechanism. In an explicitly balanced game, they are. We 
further distinguish statically balanced games (based on skill level before the game) 
and dynamically balanced games (based on performance during the game). 

First, we studied whether balancing a game changes the fun experience people have 
during the game in comparison to an unbalanced version. Second, we explored 
whether people prefer implicitly or explicitly balanced games. It could be argued that 
making the difference in skill level explicit encourages the weaker player to improve 
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his/her skills in order to participate at the same level. It might, however, also reduce 
the willingness of people to play because they do not want to be identified as the 
weaker player among other players. To answer these questions a digital tabletop game 
with tangible interaction, featuring a balancing mechanism, was developed.  Because 
we used new technology, we were able to create a dynamically and implicitly 
balanced game: the game constantly assesses the player’s skill levels and dynamically 
applies balancing rules. The players themselves remained unaware of this balancing 
mechanism until we told them it was in place. 

 

Fig. 1. The Flow Channel is the right balance between a challenge being too easy (leads to 
boredom) and too hard (leads to anxiety) 

Balancing a game for players with different skill levels is not something new. The 
game ‘Go’, which originated in China more than 2500 years ago, already contained 
the possibility for two players with different expertise to play an equal match that is 
challenging for both. The balancing mechanism is explicit and static: the less 
experienced player is allowed to place one to nine stones already on the board at the 
start of the game, depending on the difference in expertise between the two players. 
Another well-known example of explicit static balancing is the ‘handicap rule’ in 
golf. Players that are less skilled clearly have a disadvantage, which is referred to as a 
‘handicap’. Their net score is calculated by subtracting the handicap from the gross 
score to be able to compare them to other players. Players that are less experienced 
can play against players that are more experienced and still have a challenging, 
competitive game. 

An example of a balancing mechanism that is explicit and dynamic is the board 
game Wildlife [3]. In this game the player is helped by the rules of the game when 
falling behind during the game. It can be argued that the game is implicitly balanced 
because players can be unaware of the goal of the rules. The rules, however, are 
explicitly stated and explain the balancing mechanism. 

Two examples of board games that use the possibilities of technology to create 
suitable challenges for players are a game called Tagtiles [34] that uses technology to 
offer children a challenge that is appropriate for their skill level and a tangible 
tabletop game that support therapy of children with cerebral palsy [35]. 
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To set the right challenge in computer games, people can often adjust the difficulty 
before a game starts. Computer games typically offer different levels of difficulty 
(e.g., easy, normal and difficult) and adjust their challenge depending on the selection 
(explicitit static balancing). A new development is that the artificial intelligence of the 
game can analyze the expertise based on performance of the player and adjust the 
game implicitly [7][17] (implicit dynamic balancing). Research is also being done on 
the balancing of a game by recognizing emotions of a player [19]. The game is based 
on a number of emotion-data features like skin response, which are monitored 
continuously during the game (implicit dynamic balancing). 

Combining traditional games and computer games give rise to interesting 
possibilities for mixing different ways to balance games. The expertise of a player of 
a tabletop game, for example, could be automatically assessed based on the placement 
of the game pieces on the game board before a game starts or during the game based 
on the amount of pieces that a player has lost. 

1.1   Pervasive Games 

There is a growing trend in today’s games where the benefits of traditional games 
(physical movement and social interaction) and computer games (detailed graphics, 
animation and interactivity) are being combined [13]. This crossover is called 
pervasive gaming. To give insight in the various kinds of pervasive games some 
examples are described.  

A first group of games is called computer augmented tabletop games that make use 
of a display as game board to create an interactive experience. Examples are 
‘KnightMage’ on the STARS platform [12] and ‘Weathergods’ on the Entertaible 
platform [2]. These games use a display to show information and to create 
dynamically changing board configurations.  

The second group consists of traditional boards that are augmented with 
electronics. Commercial examples of board games with very basic technology were 
already available in the seventies (e.g. Operation [3] and Electro [3]). Later examples 
are Vampire Hunter [3], where the game environment is completely changed based on 
the light that shines from a tower on the middle of the board and King Arthur [3] 
where the game board gives audio cues, tracks how you play and, adjusts the game 
accordingly. 

Next to augmenting already existing traditional board games, such as the Settlers 
of Catan with an automatically changing board configuration and digital dice [4], 
games using advantages of technology are developed such as The MarbleGame that 
actually has an automatically and physically changing 'game board' [11]. Games that 
use the possibilities of technology to create challenges for players with different needs 
are called Tagtiles [21]. These games use technology to offer children a challenge that 
is appropriate for their skill level and a tangible tabletop game that support therapy of 
children with cerebral palsy [10]. 

Another group of pervasive games makes use of augmented reality. In these games 
the real world is combined with virtual reality. This makes it possible to play with 
tangibles, while using visually rich animations. An example is BattleBoard 3D [1], 
which uses physical flat markers that are recognized by a webcam, then ‘translated’ 
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and shown as three-dimensional figures on a computer screen or via virtual reality 
goggles.  

Finally, Head Up Games [16] such as Camelot [20] focus on social interaction, use 
interactive technologies but try to limit the use of displays. This is to create an 
interactive experience during which players keep there ‘heads up’. A commercial 
product for Head Up games is Swinx [18]. Swinx is a game console focusing on 
active outdoor and indoor games. The base station gives feedback via lights and 
sound. Players can interact with the base station through bracelets containing RFID-
tags. The base station can identify and track each individual player.  

2   User Requirements 

Before we could start with the design of the tangible board game we gathered user 
requirements that are defined based on an exploratory questionnaire.  

2.1   Questionnaire 

The questionnaire consisted of 4 parts: 1- Demographics: Gender, age and the 
frequency of play; 2- Best game features: The respondent could give 15 points, (1, 2, 
3, 4 and 5 points) to their favorite top 5 out of 12 game features; 3- Thoughts about 
skill balancing in games: The respondent had to specify his/her level of agreement on 
a 5-point Likert scale to 18 statements about the preferred opponent's skill level, help 
and hinder and implicit and explicit balancing experience during a board game; 4-
Added value of digital elements in board games: The respondent judged based on a 5-
point scale, the added value of 10 digital elements in board games. 

2.2   Results 

The age of the respondents (n=53) ranged between 18 and 39 years, 42% females and 
58% males. The respondents showed a wide variety in the frequency of playing 
computer and/or board games. There were three large groups that play 'once a week' 
28% followed by 'less than once a month' (26%) and 'once a month' (23%). The 
minority plays 'once a day or more' (14%) or 'never' (9%).  

First, the three preferred game elements out of 12 features were tactical insight 
(17%), problem solving (14%) and intelligence (12%). Second, the respondents liked 
the idea that the game was balanced for differences in game expertise between 
opponents, because they preferred a suitable challenge for both players during the 
game. Respondents indicated that they prefer balancing methods that help the weaker 
player (e.g., by giving him/her clues) instead of those that hinder the stronger player 
(e.g., giving him obstacles on the board). Third, helping the weaker player should be 
done implicitly instead of explicitly, because respondents indicated that they do not 
like to be explicitly identified as the weaker player. Players did not want to receive 
help at the very last moment because that would obviously show that they were 
losing. Visual feedback from the board and the playing pieces was perceived as an 
added value to traditional board games. 

Based on these findings the following user requirements were defined: 1- The 
game should include at least one of the following game elements: tactical insight, 
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problem solving or intelligence; 2- Weaker players are implicitly helped throughout 
the game; 3- The game board and playing pieces should give visual feedback. 

3   Concept 

Based on the defined user requirements two concepts were developed and made into 
paper prototypes. Seven pairs of people played both concepts. Afterwards people 
filled out a questionnaire about each concept and the winning concept was developed 
into the final concept. 

Last Blood (see Figure 2) is the first paper prototype which is similar to the famous 
board game called Stratego [3], but augmented with technology. The pieces are set up 
on the four rows nearest to each player, one piece at a square with the backs of the 
pieces facing the opponent. The two central rows (with the small lake and wood) stay 
empty; the players are not allowed to deploy any pieces here. On the playing pieces 
an illustration of a number is shown that depicts the value of the rank (see Figure 2). 
The piece with five dots is the highest rank, the piece with one dot is the lowest rank 
and the bomb has no number, because it has a special role. Setting up is an important 
part of the game; victory or defeat can depend on it. In turns, players are allowed to 
move one piece one or two squares. Players can hit pieces of the opponent, resulting 
in a so-called battle. The piece with the highest rank wins a battle. Pieces die together 
when they have the same rank or if either piece is the bomb. After a battle is played, 
the losing player has to remove the playing piece from the game board. The players 
have won when s/he enters the red base of the opponent with one of his/her remaining 
pieces. Game rules are added that balance the game dynamically and implicitly: every 
time a player looses a piece, a `bonus’ appears near another game piece of that player. 
The players can collect these bonuses by stepping on it with a game piece. Players can 
use the collected bonuses in battles to raise the strength of a piece by one rank. If 
more bonuses are collected the strength of a piece can also be raised during a battle by 
two ranks. Since bonuses pop up near game pieces of players that loose battles, it is 
easier for loosing players to collect them, and hence the game is balanced. An 
additional feature that technology allowed us to implement is that, contrary to 
Stratego, players do not have to show pieces that are involved in battles to each other 
in order to decide which piece won. Using an electronic game board it is possible to 
automatically indicate which piece wins in order to keep its exact level hidden and the 
tactics a mystery.  

Pyromaniac (see Figure 2) is the second paper prototype that was developed. The 
game is based on tactical insight and problem solving. The goal of the game is to 
arrest a pyromaniac who is on the loose in the forest.  The electronic board controls 
the pyromaniac. The pyromaniac is not visible and hides 'inside' the board. Players 
have to make use of a police man playing piece to find and arrest the pyromaniac and 
firemen playing pieces to extinguish any fires the pyromaniac lights. The game is 
dynamically and implicitly balanced by the artificial intelligence of the pyromaniac. 

The two games were played by 14 people to test the concepts. A questionnaire was 
filled out about the amount of fun and excitement they experienced within each 
concept. The players also had to give a grade and indicate which concept they liked  
 



306 E. Kraaijenbrink et al. 

                  

Fig. 2. Last Blood (left) and Pyromaniac (right) paper prototypes 

the most. The preference for each concept was equally divided: 7 players (3 male, 4 
female) chose Last Blood as their most favourite game and 7 payers (5 male, 2 
female) chose for Pyromaniac. The average grade was a 7.1 on a 10-point scale for 
both concepts. Players pointed out that the amount of fun was the same for both 
concepts, but 64% of the players experienced more excitement during Last Blood. 
This result can be explained by the nature of both games. With Last Blood your 
opponent is the ‘enemy’ and therefore a competitive game. With Pyromaniac you try 
to find the same ‘enemy’, which makes it a collaborative game and hence moves of 
the opponent are of lesser importance. In addition, the rules of Last Blood were easier 
to understand and the duration of the game was shorter. Based on these findings Last 
Blood was chosen as a basis for the final concepts. 

4   Final Concept Last Ice 

A working prototype, with a new theme (see Figure 3) was built on the Edutainment 
Sensor Platform (ESP). This is a platform that is developed by Philips Research [6]. It 
can receive a variety of inputs (e.g., motion sensing, proximity detection and 2D 
object localization). On the basis of these inputs, it can then trigger a variety of 
outputs (including audio, LED arrays and amBX [15]). Applications for ESP are 
created with the ESPranto SDK, which is tailored towards allowing non-technical 
domain experts (e.g. game designers) to create their own content with little or no help 
from a software engineer [6].  

The basic rules of the game Last Blood were implemented. Two versions of the 
game were programmed, namely the balanced and unbalanced game. In the balanced 
game a bonus was placed on the board near a piece that is on the side of the player 
that just lost a piece. In this way the game is assisting the weaker player by giving 
them extra points. The players will not change their strategy because they are 
unaware of this balancing mechanism. In the unbalanced game the bonus was 
randomly placed over the board. The board can decide who wins a battle and detect 
whether a player used a bonus. The board lights up where pieces are placed and 
indicates whose turn it is. 

The game board was designed and printed on thick paper and put on top of the 
electronic board. The icebergs, shelters and bases were made of white wax to create 
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an 'icy' look and were placed on top of the game board. The game pieces itself were 
made of Perspex. This material was chosen because of its transparency: colored light 
indicating which player owns which piece shines through the pieces. Coils were put 
inside the objects so that the 2D location detection electronics can track the pieces on 
the gaming board. Holes were drilled into the Perspex to fit the coils and pieces of 
paper handkerchiefs were used inside the hole to prevent the coils from moving. The 
hole was closed with transparent tape. Images of animals, which show the different 
ranks and weapons in the game, were attached to the Perspex game pieces with 
transparent tape (see figure 3).  

Originally, we wanted to allow players to apply their collected bonuses and 
upgrade their pieces by physically shaking weapon pieces to create a feeling of 
‘powering-up'. The shake detection device used a wireless communication module 
using a specified radio frequency. However, the prototype shake detection device 
reached an accuracy of only 80% due to the quality of the radio transmission. 
Therefore, we decided not to use the shake detection in our user evaluation. Instead, 
players activated bonuses by placing a weapon piece on their own base within three 
seconds before a battle starts. 
 
 

Theme 
Due to the serious problem of global warming, 
the ice on the Arctic is melting fast. The animals 
living there have to fight for the last ice to live 
on. In order to survive, they have to put aside 
their differences and unite and infiltrate the 
base of a rivaling group of animals. 
 

 

 

 
 

Fig. 3. Working prototype of the Last Ice concept and its tangible play pieces 

5   Experiment 

Based on the results of the first exploratory questionnaire, where the majority of the 
respondents indicated to prefer an equal challenge and that the weaker player was 
implicitly helped, the following hypotheses were tested: 
 
Hypothesis 1: If the game is balanced then players will experience more fun 
compared to when the game is not balanced. 
 
Hypothesis 2: If the game is implicitly balanced then players will experience more 
fun compared to an explicitly balanced game. 
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The procedure and timing of the experiment was checked with a pilot experiment 
done with four participants. As a result of this pilot experiment, programming was 
improved and rules of the game were printed on paper. 

The improved experiment was performed with a group of 40 participants (29 
males, 11 females) with ages ranging from 22 to 40. There were 16 frequent game 
players (12 male, 4 female) who played more than once a week, 14 participants (11 
male, 3 female) were non-frequent game players, playing less than once a month. 
Seven participants played about once a month (5 male, 2 female) and three 
participants (1 male and 2 female) never played board games. We asked the 
participants about their experience in strategy games which require strategic thinking 
and planning. We decided to call players 'familiar' with strategic games when they 
played them at least 15 times. We found that 58% of the players were familiar with 
these games. A minority of 15% never played strategy games. In the experiment, each 
participant played the game twice against the same participant. Board games are most 
often played against a friend. We wanted to resemble reality and picked pairs that 
were familiar to one another. However, the ideal situation would suggest pairs where 
one player was much more skilled, but this was logically not feasible.  

After filling in the pre-questionnaire and reading the rules, the game was practiced 
and explained by the experimenter. Half of the participants started with the 
unbalanced game and continued with the balanced game, the other half vice versa. 
After each game was finished a questionnaire was filled out. At the end of the two 
games the participants were told that they played a balanced and an unbalanced game. 
We asked them to give their opinion on implicitly and explicitly balancing a game 
and a post questionnaire was handed out. The experimental steps are described in 
Table 1 with an averaged time span. 

Table 1. Experimental steps for the group, which started with the unbalanced game and 
continued with the balanced game 

Time Explanation 
00.00h The participant fills out a pre-questionnaire for demographic information and 

questions regarding previous experience in games and expectations.  
00.03h The participant reads the rules of the game. 
00.06h The participant starts practicing the unbalanced version of the game and the 

experimenter gives instructions. 
00.10h The participant starts playing the unbalanced version of the game. 
00.18h The participant fills out a questionnaire I, with questions regarding the fun 

experience during the game.  
00.21h The participant starts with the balanced version of the game. 
00.29h The participant fills out a questionnaire II, with questions regarding the 

experienced fun during the game and their preference for game 1 or 2. 
00.32h The participant is interviewed about the notability of a balanced and unbalanced 

game, about his/her preference regarding the two different games and his/her 
opinion about implicitly and explicitly balancing a game. 

00.36h The participant fills out a post-questionnaire regarding the experienced fun now 
s/he knows the second game was balanced for expertise. 

00.40h End of the experiment 
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The validated Game Experience Questionnaire (GEQ) [8] was used to measure the 
fun experienced during the balanced and unbalanced game. The questionnaire 
consisted of 22 questions. A typical question would be: ‘I felt successful’ and the 
participant could indicate how s/he felt during the game with the use of a 5 point 
Likert scale ranging from 1 (Totally disagree) to 5 (Totally agree). The players were 
also asked to indicate their fun experienced after each game and in which game, the 
first or second, they experienced more fun and competition. 

In the interview, open questions were asked about the players' opinion about 
implicit or explicit balancing of games. The post-questionnaire consisted out of 11 
questions of the GEQ questionnaire to investigate whether the fun experienced 
changed after the participant knew one game was balanced. An example question 
was: ‘Now I know that I played a balanced game my experienced fun..' which 
participant's had to complete on a 5 point scale ranging from 1 (..decreased al lot) to 5 
(..increased a lot). During the experiment the concrete differences between the two 
games (amount of pieces left, collected and used bonuses, and playtime) were also 
recorded. 

6   Results 

6.1   Difference between the Balanced and Unbalanced Game  

The results of the individual questions of the Game Experience Questionnaire shows 
that there was a significant difference in feeling successful between the balanced and 
unbalanced game as tested by paired sample t-test on a 0.05 level (-2.7; 39, 0.01). 
This means that players felt more successful during the balanced game (M=3.8, 
SD=0.92) compared to the unbalanced game (M=3.3, SD=1.13). If we look closer 
(see figure 4), we see that the player that lost felt more successful during a balanced 
game compared to the unbalanced game as tested with the one way Anova-test on a 
0.05 level (14.8; 38, 0.00). In contrary, the winner felt equally successful during the 
two games (one way Anova 0.03; 40, 0.86). In general, winners felt more successful 
than the players that lost a game as tested with the one way Anova (balanced 11.4; 39, 
0.00, unbalanced 72; 39, 0.00). 

Before the players started to play 83% expected to have more fun than average 
(M=3.98, SD=0.73). After they have played the balanced game the amount of fun 
based on the question 'I had fun during this game' significantly increased to 93% 
(balanced M=4.27, SD=0.60) as tested by the paired samples t-test on a 0.05 level 
(5.2; 38, 0.004). In the unbalanced game the fun experience increased slightly to 85%, 
which was insignificant (M=4.22, SD= 0.77). This means that the fun experience 
during the balanced game was more than the players expected it to be beforehand, 
while the fun experience in the unbalanced game remained the same. 

During the interview 75% of the players preferred a balanced game because they 
expect it would give them more competition, challenge and excitement compared to a 
unbalanced game. However, many of the players (66% from the 75% that preferred a 
balanced game) commented that they would like to decide themselves which type of 
game to play, because this depends on the skills of the opponent. When they play  
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Fig. 4. The feeling of success after winning and losing a balanced and unbalanced game 

against a child or an inexperienced player, they would choose a balanced game, but 
when they play against an opponent with the same game experience they would 
choose for an unbalanced game.  

There were no differences between the total amount of play pieces that remained 
on the board after the game had ended (1.32, 39, 0.20), also the collected bonuses  
(-1.15, 39, 0.26), the used bonuses (-1.1, 39, 0.28) and the playing time (1.48, 37, 
0.15) between the unbalanced and balanced game were the same. 

Except for the question about feeling successful in the Game Experience 
Questionnaire, the difference in fun experienced during the balanced and unbalanced 
game of all questions in the GEQ were not significant as tested with a paired sample 
t–test on a 0.05 level. Thus the players experienced the same amount of fun in both 
games. The first hypothesis, that players experienced more fun when the game is 
balanced compared to when the game is not balanced, was therefore rejected. 

The gaming skills of a participant (based on self-proclaimed experience in the pre-
questionnaire) does not significantly influence the amount of fun experienced during 
the balanced or unbalanced game as measured with a one way Anova-test on a 0.05 
level (balanced 0.23; 35, 0.93, unbalanced 0.92; 35, 0.46). This means that players 
with more gaming expertise experienced the same amount of fun during the games. 

6.2   Implicit and Explicit Balancing of Expertise 

In the interview the players were told one game was balanced and almost all players 
(95%) did not notice it. Players were asked in the post-questionnaire to indicate if the 
experienced fun changed now they were aware that a game was balanced. Explicitly 
balancing the game led to a significantly increase in the experienced amount of effort 
(2.08, 39, 0.04) and amount of challenge (2.69, 39, 0.01). This indicates that when 
players know that the game was being balanced based on their skill levels it will 
increase their experienced effort and challenge. The second hypothesis that players 
experience more fun when the game is balanced implicitly compared to explicitly was 
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therefore rejected; players experienced more fun in the explicitly instead of implicitly 
balanced game. 

Balancing a game could be kept secret, but many players think it would be unfair 
if they discover after many games that the weaker player was helped. Therefore, most 
players (82%) did not prefer implicit balancing and suggested balancing a game 
explicitly.  

7   Discussion 

The study presented in this paper raised some points for discussion. Sometimes the 
game had to be restarted due to errors. As a consequence the collected bonuses were 
lost, but the game could continue where the players had left off. This happened in 10 
of the 40 games, but in only four games collected bonuses were lost (in the other 
games the participants did not have bonuses at that moment). This did not influence 
their games, because the four errors occurred in the beginning of the game when only 
one battle was played and the difference in play pieces was still small. 

Players told that they prefer explicitly balanced games: they would like to know 
when the game is being balanced. However, if we would have made explicit that our 
game has a balancing mechanism, the stronger player actually could adjust his tactics 
(lose weak game pieces in order to use bonuses on the stronger game pieces) and 
abuse the balancing mechanics (i.e. bonuses are meant for the weaker player).  

The balancing mechanism of the game was unfortunately not always effective 
enough. This was especially apparent when players with a big difference in expertise 
would play against each other. While the bonus appeared near the player that just lost 
a piece, it might be that this player still had more pieces than the other player and 
actually should not get help. Also the importance of the piece that was just lost was 
not taken into account by the balancing mechanism. Balancing the game would have 
been more effective if these two aspects also would have been considered.  

We observed a learning effect considering the comprehensibility of the game. 
When the game was played for the second time, players appeared more conscious 
about their own tactics and experienced more competition because they became more 
absorbed in the game. Nevertheless, a learning effect was counterbalanced because 
half of the participants started with the balanced game and the other half with the 
unbalanced game to control for order effects. However, the players could have 
practiced the game more often, because after the second game the players indicated 
that they would change their tactics if they played again. This does not influence our 
results because all the players did not play this game before and had to find out which 
tactics they wanted to use. 

The results of the GEQ questionnaire showed that players that lost a game, 
experienced more success in the balanced game compared to the unbalanced game. 
Although the feeling of success would suggest that it was influenced by the amount of 
play pieces that remained on the board after the game had ended, and the collected 
and used bonuses, there was no significant difference for these factors between these 
two conditions. This would imply that the feeling of success is influenced by 
something else besides the variables that were measured in this study. For future 
study it would be interesting to investigate which factors in a balanced game are 
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responsible for feeling successful. Games should have the possibility to balance 
because it decreases differences in skill and brings diverse players closer together. 

8   Conclusion 

In this study it was investigated whether players experienced more fun when the game 
was balanced compared to when the game was not balanced. Also whether people 
preferred an implicitly or explicitly balanced game was examined.  

The results of the GEQ questionnaire revealed that players that lost a game felt 
more successful during the balanced game compared to the unbalanced game, while 
the feeling of success for the players who won remained the same. The balanced game 
also elicits more fun experience than the players expected to have beforehand, while 
in the unbalanced game the fun experience was as they expected it to be. 

During the interview players indicated that they preferred a balanced over an 
unbalanced game. They thought a balanced game would give more competition, 
challenge and excitement compared to an unbalanced game. However, players would 
like to have an option which game they want to play depending on the skills of the 
opponent. 

According to the results of the Game Experience Questionnaire no difference was 
found between the unbalanced and balanced game in terms of the experienced fun 
during the games. Also the experienced fun of players with different gaming skills 
was the same for the balanced and unbalanced games, so regardless whether the 
weaker player was helped or not. 

The players experienced more effort and challenge when they knew beforehand 
that the game was balanced (explicit balancing). The players preferred an explicitly 
over an implicitly balanced game. They believed it would be better when all players 
knew the weaker player was helped instead of keeping it secret (implicitly balancing). 
It was very important that balancing rules do not make a game feel completely 
random, because this would leave skillful players feeling cheated, while weak players 
would not feel the drive to learn. It was also important to construct balancing 
mechanics in such a way that players are not able to abuse them. This would defy the 
purpose of the balancing and make it an even more unbalanced game.  

Through the use of technology we can create dynamically balanced games that 
reduce differences in skills between players and are proven to have a positive impact 
on the feeling of success. Balancing also offers players more fun than they expected 
beforehand and finally brings players of diverse abilities closer together.  
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Abstract. Massively multiplayer online role-playing games, such as World of 
Warcraft, have become the most widespread 3D graphical environments with 
millions of active subscribers worldwide. People with severe motor impair-
ments should be able to take part in these games without the extent of their dis-
ability being apparent to others online. Eye gaze is a high bandwidth modality 
that can support this. We have developed a software device that uses gaze input 
in different modes for emulating mouse and keyboard events appropriate for in-
teracting with on-line games. We report an evaluation study that investigated 
gaze-based interaction with World of Warcraft using the device. We have found 
that it is feasible to carry out tasks representative of game play at a beginners 
skill level using gaze alone. The results from the locomotion task part of the 
study show similar performance for gaze-based interaction compared with a 
keyboard and mouse. We discuss the usability issues that arose when complet-
ing three types of tasks in the game and the implications of these for playing of 
this type of game using gaze as the only input modality. 

Keywords: Gaze interfaces, games, evaluation, virtual communities, MMOGs. 

1   Introduction 

The popularity of Massively Multi-player Online Games (MMOGs) has increased 
enormously in recent years. World of Warcraft, probably the most popular fantasy 
role playing game, has 11 million monthly subscribers [1]. This has been accompa-
nied by a similarly massive increase on the graphics capabilities of home machines 
that run the clients for these games and online worlds.  

People with severe motor disabilities can derive much enjoyment from playing 
these games and taking part in virtual communities. Participation can be challenging 
and fun, it gives opportunities for social interaction, and the extent of the player’s 
disability need not be apparent to other players. For some groups of people, eye gaze 
offers the only input modality with the potential for sufficiently high bandwidth to 
support the range of time-critical interaction tasks required to play.  
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There has been much work on eye gaze interaction with 2D desktop interfaces 
[2,3]; there has been only a little work on eye gaze interaction with virtual 
environments, and even less work on real-time interaction with multiplayer graphical 
worlds. There has been some work on how eye gaze can be integrated with other 
input modalities for games playing by able-bodied users, but no work to our 
knowledge on how far gaze can be used as the only input modality to play MMOGs. 
Understanding how gaze can be used as a single modality for motor impaired users 
will have a positive carry-over for understanding how to use it as an additional 
modality for able-bodied users too. 

A number of general problems exist with using gaze-based interaction techniques 
developed for 2D desktop applications for the control of 3D worlds [4]. In addition, 
the player is under time pressure, which poses additional demands on gaze interaction 
techniques. Our aim is to design a software device that will enable game playing for 
the users who are not able to use traditional keyboard/mouse/gamepad input devices.  

In this paper we report an evaluation study of the gaze interaction techniques 
developed so far carried out with World of Warcraft using able-bodied participants. 
We present a comparison of performance data from user trials with gaze and with 
keyboard/mouse as the input modalities. We also discuss the main usability issues 
associated with the gaze condition that arose during the game playing tasks. 

2   Related Work  

Interest in using gaze-input in games has been increasing due to the naturalness of 
pointing, and the potential for additional attentive input that the user’s gaze can 
provide.  

Isokoski et al. [5,6] used a first person shooter (FPS) style game in order to assess 
the performance of eye gaze as an extra input modality to mouse and keyboard. Their 
first findings showed that using eye gaze for aiming will not always improve the 
performance of the players when compared to using the game controller for aiming. 
However they did find that the number of hits from gaze is comparable to using the 
game controller alone, and that using gaze to play was more entertaining. The 
possibility of using eye gaze for controlling player direction was briefly examined but 
due to the necessity of the user constantly needing to change direction it was deemed 
not feasible.  

Smith and Graham [7] performed an experiment using a similar control system on 
an open source port of the FPS Quake 2 called Jake2. Similar to Isokoski, the authors 
did not find any advantage in performance with gaze. However, their subjective user 
results showed that using eye gaze offered a much more immersive experience than 
using a mouse and keyboard.  

Increased levels of immersion and enjoyment were also found by Jönsson [8] 
during trials using a combination of eye gaze and mouse within the FPS Half Life. 
Smith and Graham also performed trials using a version of the 80’s arcade game 
Missile Command. Participants were required to use eye gaze to target missiles that 
were falling from the top of the screen and press a button to shoot them. They found 
that there is a need to fire ahead of the missile for a successful hit and this is easily 
achievable using a mouse. However, it is extremely difficult when using eye gaze to 
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fire ahead as there is a constant distraction of the missile itself (the users looked at the 
missile rather than where they wished the missile to go). Thus, the majority of eye 
gaze shots missed and fell behind the missile, demonstrating the importance to 
disambiguate between a users attention and their intention when implementing 
interaction techniques.  

Various implementations of different gaze driven paddle games (e.g. [9,10]) where 
simply following the ball by gaze gives the paddle the optimal coordinates show how 
effective gaze can be when used in a natural way. This point was made long ago by 
Jacob who advocated using gaze for non-command-based interaction, rather than 
deliberate command-based interaction [11]. Good task candidates are the ones where 
the user has to make a move to a point of interest (bat to ball in this case), or perhaps 
in World of Warcraft, move from ‘here’ to a target object, such as an enemy 
character, by simply looking at that target object.  

Recently, Isokoski et al. [12] has reviewed the potential of using eye gaze in 
different genres of gaming as an additional modality for able bodied gamers. They 
identify features of each genre that are favourable or unfavourable for gaze control. 
They raise the important point that modifying a game to facilitate gaze control may 
remove some of the challenges and requisite skills that make playing the game 
interesting. 

In context of immersive virtual environments (rather than games) Tanriverdi and 
Jacob [13] investigated gaze-based interaction techniques for selecting objects and 
compared performance using gaze with using a handheld pointer. Objects were 
assigned an index of interest determined by how long and often the user looked at 
them and were automatically selected and zoomed in upon. Significant performance 
benefits were found particularly for objects distant from the user in virtual space. 
They also found there was a cost in terms of poorer spatial memory of the locations of 
objects in the world in the gaze conditions. This is of particular interest for gaze-based 
interaction with games, when a significant amount of a user’s visual attention may be 
allocated to interacting with the game, rather than observing the environment.    

3   Design of the Eye-Gaze Based Games Interaction Device 

Our overall objective is to produce a software device that uses eye position and gaze 
patterns as input, and produces keystroke and mouse events as output. The game 
client reacts to these events as if they had come from the keyboard and mouse hard-
ware devices. In this way the device can be used with any game that can be operated 
by a keyboard and mouse. When the user gets a new game or joins a new on-line 
community, it should be easy to configure the eye device for the new game. Conse-
quently the device should not require any modifications to the game client software.  

Pointing using gaze measurement is inherently inaccurate. The eye is being used 
for interacting with on-screen objects as well as looking at the game. Normal 
keyboard and mouse use utilizes both hands for very precise rapid movements in 
parallel with the use of the eyes. We have no expectation that gaze interaction will be 
as good as keyboard and mouse for all aspects of games playing and all skill levels of 
players. However we do want to understand which parts of playing a particular genre 
of game, and at which skill level of play, gaze based interaction comes close to 
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conventional input devices. For these tasks and at this skill level at least, the player 
supported by gaze need not appear to be different when on-line from their able-bodied 
counterparts. 

3.1   Principles of the Design Solution 

Our device [4] maps patterns of gaze behavior into various keyboard and mouse 
events. Each mapping corresponds to a mode which defines how the user’s gaze 
behavior is interpreted. We can select four modes at any one time, which are then 
assigned to the four edges of the screen (see Fig. 1). The user can switch between 
modes by glancing off a particular edge of the screen and back again. Feedback about 
the currently active mode is given by a green strip that appears along the edge of the 
screen indicating the active mode. Additional feedback is given by changing the 
system cursor but this is unreliable as some games will define their own cursors.  

 

Fig. 1. The configuration window of the device in which the user defines the mapping of the 
desired modes 

3.2   Gaze Interaction Performance Estimates 

We obtained performance data for gaze interaction with a previous version of the device 
from an evaluation study using Second Life [14]. Twelve participants were required to 
do set of three tasks with keyboard and mouse and a similar set of three tasks with gaze. 
The tasks were designed to represent locomotion, object manipulation and application 
control.  
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The results were encouraging and showed that all participants were able to 
complete all tasks, after only a brief introduction and training with Second Life and 
with gaze interaction. Task times between gaze and keyboard/mouse were compared 
for each task, and these were partitioned into ‘error time’ and ‘non-error’ time. The 
proportions of each type of error enabled predictions to be made about the 
performance benefits that could be expected if the respective causes of each type of 
error were to be designed out. The main error types found were locomotion errors and 
accuracy errors. The first type resulted from a lack of sufficient control over the 
avatar’s direction and speed of movement in the virtual world. The second type 
resulted from difficulty in positioning the cursor over small targets in interface control 
objects long enough for the dwell period to expire and the click event to be generated. 
The latter problem is common with gaze-based interaction. Table 1 shows the ratios 
of the task times with and without the error time component. In the present study we 
wished to see whether the non-error time performance ratios were achievable 
following modifications to our software device when using World of Warcraft (as an 
example of a popular MMORPG).  

Table 1. Ratio of task time components from first evaluation study 

Second Life Task Total task times  Non-error time 
 KB/Mouse : Gaze KB/Mouse : 

Gaze 

Locomotion 1 : 1.6 1 : 1.2 

In-World Object 
Manipulation 

1 : 4.6 1 : 2.0 

Application Control 1 : 2.8 1 : 2.5 

 

3.3   The Present Design of the Gaze Interaction Device 

The locomotion mode uses ‘active regions’ of the screen. When the user is in this 
mode, different keystroke events − which control locomotion − are automatically 
generated and sent to the game client application. Many games use the convention 
that the ‘w’ key moves the character forward, the ‘a’ key to the left, the ‘d’ key to the 
right, and the ‘s’ moves the character backwards. The cursor control keys usually 
have the same function. We found that a player’s eye movements using a mouse and 
keyboard in World of Warcraft, stayed in quite a distinctive area in front of the avatar. 
In Fig. 2 there is a heat map visualization [15] of a player’s gaze positions during a 
period of movement around in an unfamiliar part of a world. On the basis of this we 
defined regions of the screen that the user does not usually look into during normal 
navigation. These are also shown overlaid on Fig. 2, although these are not visible to 
the player during use.  

When the user looks at the regions, 'w', 'wa', 'a', 's', 'd', and 'wd' keystrokes 
respectively are streamed to the games client application. The first evaluation in 
Second Life showed that turning using gaze was very sensitive and often caused 
overshooting that required a steering correction in the opposite direction. To smoothen 
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Fig. 2. Heat map illustrating the gaze behavior of a player when moving around in a part of the 
world in World of Warcraft that he was unfamiliar with 

the turn, regions on the right and left send the 'w' key interleaved with the turning 'a' 
and 'd' keys. Looking down and left (/ right) still sent just a ( / d) keys to the 
application, and seemed to match surprisingly well the participants' intuitive 
expectations. To stop locomotion, the participant glanced down to switch into 'no 
action' mode. 

Magnifier glass 

 

Fig. 3. The magnifier glass can be dropped by dwell to a location where a close-up manipula-
tion is needed 
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The magnifier glass (see Fig. 3) was designed to counteract the accuracy problem. 
The user can pick up the magnifier glass by a dwell on a semi-transparent icon placed 
on the game window. The magnifier glass then follows the point of gaze until the user 
drops it with another dwell. When the magnifier glass is dropped the user can then 
dwell within the magnifier area and send other interaction events within the magnifier 
glass area. A dwell outside the magnifier area moves the glass to a new position, and 
a subsequent dwell on the magnifier icon turns the magnifier off. The transparency, 
location and size of the magnifier icon can be configured from the device settings 
(Fig. 2) to reduce its interference with the underlying screen. 

4   Testing the Modified Device with World of Warcraft 

We carried out a series of user trials with the modified gaze interaction device to 
study its usability when playing World of Warcraft. Unlike the first study in Second 
Life, this study included time-constrained interaction with other characters. We also 
wanted to see whether we could obtain similar performance ratios of keyboard (and 
mouse) to gaze to those expected from the first study. World of Warcraft is an 
MMORPG in which the player’s character or avatar plays alone or with other players 
to complete quests. The play involves fights with monsters or other players. These 
fights involve the use of hand-held weapons or spells which can be cast on opponents. 
The player has a collection of equipment which can be worn or sold and which can be 
taken, or ‘looted’, from opponents when they have been defeated in a fight. A player 
can have increasing levels of experience as a result of acquiring skills and using them 
to defeat opponents. In this study, we were only interested in tasks representative of 
beginners’ level experience. The rationale here was that if these are achievable by 
gaze only, then we can progressively increase the difficulty of the tasks to establish 
the limits of what is possible using gaze interaction only. A character was created 
with a medium experience level (level 16) and all trials were carried with this 
character in the same virtual space around a village. We used a public server so there 
were other characters in the same space. We wanted the tasks to be conducted in a 
realistic play environment with a reasonable level of random distraction caused by 
external events in the game.  

4.1   Device Configuration 

For the user trials we used the following modes. (1) Glance Up: ‘Locomotion’ mode, 
which functions as described in Section 3.3. (2) Glance Down: ‘No action with look 
around’ mode, in which gaze dwell invokes no action, but the character rotates when 
the user looks inside the left and right hand edges of the screen. (3) Glance Left: ‘Left 
mouse button click’ mode, in which a dwell causes a left button click event. (4) 
Glance Right: ‘Right mouse button click’ mode, in which a dwell causes a right 
button click event. (5) Glance at Magnifier icon: ‘Magnifier’ mode, whose operation 
was described in Section 3.3. 
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4.2   User Trials 

Tasks. We designed four tasks representative of beginner level play in the game. The 
tasks were chosen following a task analysis of a period of beginners play in an 
MMORPG. These were:   

• Locomotion task to walk to a location identified on the inset map, to turn around 
and return the starting point; and then to repeat the task running. There was no 
control over character speed and the participant was asked to stay on the path and 
complete the task as quickly as possible.  

• Fighting task to find and fight a level 3 monster. The participant was asked to cast 
the same spell as many times as possible during the fight (by left clicking on an 
icon located on the shelf in the centre bottom of the screen). The difference in 
levels assured the participant would always win. After the fight, the participant 
was asked to loot the corpse (by right clicking on it) of one item (by left clicking 
on the list of treasure).  

• Equipment task to put on or wear four items of equipment by opening a pouch 
(left clicking its icon in the bottom right of the screen); then opening the character 
sheet (left clicking its icon also in the bottom right of the screen); then selecting an 
item from the pouch (left clicking on its icon in the pouch); then selecting the 
highlighted slot in the character sheet which was open in the upper left part of the 
screen (again by left clicking in the empty slot); then closing both windows (left 
click in the close box in the top right of the window) 

• Communication task to greet an object by typing a sentence using a predictive text 
keypad and then respond to the objects reply by typing another sentence and a 
closing abbreviated remark. We had designed and implemented the keypad to 
support communication with other players. There were a number of problems that 
arose during the trials with this part of the device and the outcomes of this task are 
not presented in this paper. 

Participants. Ten participants were recruited for the trials, aged between 18 and 44. 
These were 9 males and 1 female, all were able-bodied, and all were students or staff 
at the computer science department at the university (biased gender distribution is 
justified on the basis that gamers are mostly males). None had taken part in the first 
experiment. Five had current extensive games playing experience with MMORPGs, 
three with World of Warcraft. All of the other 5 had played computer games, but did 
not consider themselves to be experienced MMORPG players. Participants were 
given cinema tickets in return for taking part. 

Procedure. We carried out the trials in a usability laboratory equipped so that the 
trials could be observed from an adjacent room, separated by a one-way glass 
window. A Tobii T60 was used for the trials. The screen image from the trial machine 
was visible in the viewing room and it was recorded for subsequent video analysis.  

Each trial consisted of a training phase (50 to 60 minutes), a break (20 to 30 
minutes), and the data collection phase (about 30 minutes). The first part of the 
training covered the use of the gaze device, the magnifier, and locomotion mode. The 
second part of the training consisted of a structured introduction to World of Warcraft 
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and completing a set of standard tasks. This was done first by keyboard and mouse, 
and then with gaze. After a break, all the four tasks were recorded with the keyboard 
and mouse. The same four tasks were then carried out using gaze. After the fourth 
task there was a 10 minute interview. The order of conditions during the trials was not 
counterbalanced as we wanted to increase the practice obtained before the gaze trial. 
We had no expectation that gaze would perform better than keyboard and mouse. 

5   Results 

5.1   Locomotion Task 

In the present study, the locomotion task was carried out both running and walking. 
All participants completed the task in both conditions. Table 2 shows the means and 
standard deviations of the task completion times for the 9 participants. Data from one 
participant was omitted from the quantitative analysis but retained in the analysis of 
subjective data. This was due to problems calibrating the eyetracker. Willcoxen’s 
Matched Pairs Signed Ranks Test shows the difference between the two conditions 
not to be significant (p (α) > 0.05) when participants were walking. Running however 
took significantly longer in the gaze condition ((p (α) ≈ 0.01) compared with the 
keyboard and mouse condition.  

Table 2. Locomotion total task times for Kb/M and gaze 

Locomotion Kb/M (s) Gaze (s) Kb/M:gaze (ratio) 
mean 80.9 83.2 1 : 1.0 

walk stdev 2.6 7.5  
 n 9 9  

mean 29.6 32.7 1 : 1.1 
run stdev 1.4 2.5  

 n 9 9  

 
In both cases the keyboard and mouse to gaze performance ratio was better than 

expected from the locomotion task in the Second Life trials (Table 1). 
In the subjective evaluation, 7 participants of the 10 participants said controlling 

the rate of turn of the character was especially difficult in the gaze condition. Fine 
control of changes in direction was said by some participants to be much easier with 
the keyboard than with gaze. The other control issue reported by 3 was the difficulty 
in starting and stopping movement quickly in the gaze condition (by glancing over the 
bottom edge of the screen). Also searching for a type of monster required reading the 
labels over the heads of characters as they appeared on screen. If these appeared on 
the right or left sides, reading the labels would cause unintentional turns in that 
direction. Another participant referred to the problem of feedback where it was 
difficult to see whether the characters had turned far enough when looking at the 
bottom left or right hand corners of the screen. Three participants rated gaze control 
of locomotion to be easier than keyboard and mouse as there was no need to keep 
pressing a key to move. 
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We tried to rectify the ‘turn overshoot’ problem identified in the Second Life 
evaluation study by interleaving forward and sideways key events during a turn. 
However we still observed many instances of this error, particularly in the gaze 
condition. These did not result in significant recovery time loss but they did lead to 
more deviations from the centre of a forward path movement. Another observed gaze 
specific error was a ‘distraction’ error, where another character took the participant’s 
visual attention to part of the screen which caused the own character to turn. This also 
caused path deviation, which had to be corrected.  

5.2   Fighting Task 

All participants completed the task in both conditions. The data from the fighting task 
is shown in Table 3. This shows the duration of the fight and the numbers of spells 
cast during the fight. The duration was measured from when the own character first 
engaged the monster until the monster died. The gaze fight lasted twice as long as the 
fight in the keyboard/mouse condition because the number of spells cast was fewer. 

Table 3. Time taken and numbers of spells cast during the fighting task 

Fighting Kb/M  Gaze  
Kb/M:gaze 

(ratio) 
median 5 3  number of 

spells cast n 9 9  
mean 15.1 31.69 1 : 2.1 
stdev 2.67 17.82  time 

n 9 9  

 
In this simplified fighting task, the main requirement was to click the spell icon 

continuously to cast as many spells as possible. Willcoxen’s Matched Pairs Signed 
Ranks Test shows the difference in the tasks times between the two conditions to be 
significant (p (α) < 0.01) 

In the subjective evaluation, 5 of the 10 subjects considered the size and location of 
the spell buttons to be a major factor with the difficulty of the task in the gaze 
condition. The magnifier was not used by any of the participants. When asked 
whether they considered using this to select the spell, one participant said that the 
number of actions to get the magnifier, drop it and then select the spell was simply too 
distracting from the action during the fight. This is an important indicator for the 
design of gaze interaction techniques for this type of task which involves interaction 
with other characters. 

Two participants said it was difficult to control the character during the fight as it was 
not possible to do multiple actions at the same time, such as moving and casting spells. 
This is a requirement for some classes of character but not for others. There is one class 
of character that has an agent (a pet) that can fight on its behalf, which offers one type of 
solution to the issue of gaze-controlled fighting. Another participant pointed to the 
difficulty of gaze selecting a monster to engage in a fight while it was moving as the 
location for the dwell event has to be anticipated before the dwell begins. Another 
participant noted how difficult it was not to look at the battle while they needed to keep 
looking at the spell button in the tool bar at the bottom of the screen.  
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This task required rapid changing between modes to move, engage the character 
with a right click and then to cast spells with a left click. Three participants noted that 
they found changing modes quickly by glancing off screen difficult, although they 
thought the situation might improve with more practice. 

5.3   Equipment Task 

All participants completed the task in both conditions. The results are shown in Ta-
bles 4 and 5. The task has been split into 2 parts, opening the pouch window and the 
character sheet window (Table 4), and moving each of the four items from the pouch 
to the character sheet (Table 5). The icons to open the two windows were situated at 
the edge of the screen and some participants found selecting these by gaze particularly 
difficult due to the tracking accuracy near the edge of the calibrated area.  

Table 4. Number of clicks and time taken for the first part of the equipment task 

Opening 2 windows Kb/M Gaze Kb/M:gaze (ratio) 
median 2 3  number of 

clicks n 9 9  
mean 3.4 17.2 1 : 5 
stdev 1.1 14.6  time 

n 9 9  

Table 5. Number of clicks and time taken for the second part of the equipment task 

Moves 4 items Kb/M Gaze Kb/M:gaze (ratio) 
median 8 14  number of 

clicks n 9 9  
mean 17.4 45.4 1: 2.6 
stdev 5.4 23.0  time 

n 9 9  

 
The keyboard/mouse to gaze performance ratios for the first and second parts of 

the tasks were 1:5 and 1:2.6 respectively. This gives a measure of the difference in 
difficulty between the two parts. Some participants used the magnifier in the gaze 
condition but only after they had tried to select the targets unaided. This resulted in 
long times on task and the standard deviations in both of the tables above reflect the 
large variability in task times. Also dropping the magnifier at the bottom of the screen 
meant that half of the magnifier was clipped, which could, in some cases, obscure the 
enlarged view of the target icon. 

In the subjective evaluation, opinion was divided between those who thought the 
task was easy to complete and those who found the first part (opening the equipment 
windows) and consequently the whole task difficult. 4 of the 10 participants rated the 
ease of the task completion with gaze as being either as easy as or easier than with 
mouse and keyboard. There may be an order effect as this task always followed the 
fighting task in both the gaze and the keyboard and mouse conditions, and may have 
been considered easier overall. 
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6   Discussion 

The outcomes of the trials have demonstrated the feasibility of gaze control of 
MMORPGs in as much that all participants were able to complete all of the tasks.  

There is no universal definition of ‘beginner’ in terms of skills. Once a player 
knows what to do in the game, how to level the character, where to buy equipment 
and what spells do, he or she is no longer a beginner but a novice. Getting to that 
stage does not take very long (perhaps 30 minutes of play), but getting beyond this 
stage takes a much longer time. We believe that we demonstrated that gaze control of 
novice play is achievable. 

We have used the ratio of task time using gaze to the time taken to complete the 
same task with keyboard and mouse as the main quantitative performance indicator. 
This allows some comparisons to be made between games (or worlds) provided the 
limits of similarities between the games and their tasks are recognized. The first ex-
periment carried out with Second Life suggested that if the causes of identified prob-
lems in controlling locomotion could be designed out, then a performance ratio of 
keyboard/mouse to gaze in the region of 1 : 1.2 could be expected. We obtained per-
formance ratios of 1 : 1.1 or better in these trials. The main problem with gaze control 
of locomotion is the lack of fine control over the rate of turn of the character. To some 
extent, this is a problem with the game client as well as with gaze, and there have 
been some discussions on forums about the need for better rate of turn control when 
using keyboard and mouse control with the World of Warcraft client. We recognise 
that the task given to participants was restricted to moving in a fixed path, and not 
moving in response to dynamic events in the game. 

The fighting task shows some of the real limitations of using gaze to emulate nor-
mal mouse and keyboard without modifying the interface. The fighting task was de-
liberately chosen so that the participant character would always win and casting the 
same spell repeatedly is a very simplified view of fighting. The trials also revealed the 
limited nature of moded interaction in the present configuration of the interface, that 
is, that the player could either move, or cast spells, but not do both at the same time. 

There was a ‘midas-touch’ like problem when the participant looked at a character 
that appeared at the edge of the screen when looking for monsters which also caused 
an unwanted change in direction. 

The equipment and the fighting task were both hampered by the familiar problem 
of the difficulty of selecting small targets using gaze. A number of icons in the inter-
face configuration we used were located right at the bottom of the screen, which lead 
to problems with the eye tracker calibration accuracy. The version of the magnifier 
that we developed as a means of overcoming accuracy problems apparent from the 
first experiment was not an effective solution to these. Some of these problems could 
be attributed to specific implementation issues and some to the lack of training the 
participants had with the interaction technique. However the main problem appeared 
to be the means invoking the magnifier, moving it, dropping it, and clicking through it 
were just too distracting and time consuming for it to be effective in a time-
constrained game playing situation. An alternative means of using the magnifier 
needs to be found, or an alternative solution altogether to the accuracy issue is 
needed. 
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The equipment changing task shared some similarities with the appearance tasking 
changing task in Second Life. That experiment suggested that if the accuracy issues 
with gaze selection could be resolved then a performance ratio of 1 : 2.5 could be 
expected. The part of the equipment task involving object selection away from  
the edge of the screen in these trials had a keyboard/mouse to gaze ratio of 1 : 2.6. 
The similarity in these ratios gives encouragement to the idea that gaze performance 
across games can be quantified using the ratio as a metric, and that there is some con-
sistency between similar types of task. 

There are also broader interaction issues that the study has raised. In normal inter-
action in World of Warcraft, information about characters or equipment, for example, 
is displayed as text in a pop-up box in response to a mouse rollover. Dwell is funda-
mentally unsuitable as a means of rolling the mouse pointer over elements. The player 
will read what the box contains and in so doing will move the gaze point off the ele-
ment. Alternative gaze actions for selecting elements, other than dwell, are needed. 

The trials show that where we have time constrained game play, then gaze based 
emulation of mouse actions using dwell on standard interfaces is too limited. An 
interface configuration which allows the player to issue rapid commands with visual 
attention being diverted from the centre of the screen as little as possible is needed. 
Our ideas here involve using gaze based gestures, and a prototype gaze gesture driven 
interface to World of Warcraft has been built, and is currently being tested.  

7   Conclusions 

This work should be considered as a first step towards gaze-based game interaction 
for motor impaired users. We have not yet tested the interface with such users nor 
have we explored fully the range of design variables necessary to accommodate dif-
ferent types of motor impairment. We do, however, believe that the objective of total 
gaze control is achievable for a large proportion of users with motor impairments. The 
same interface works with an example of an MMORPG (World of Warcraft) and with 
an example of a multi-user virtual community (Second Life) and we expect it will 
work, with minor adjustments, with other games in each of these genres.  

The difference between this project and others that have investigated eye gaze as a 
modality for game playing is the emphasis in this work on gaze as the sole input mo-
dality to enable motor impaired people to play MMORPGs. Others have studied how 
gaze can be used to complement other input modalities for use by able-bodied gam-
ers. We have been able to demonstrate that it is feasible to carry simple locomotion, 
fighting and equipment manipulation tasks using gaze alone in World of Warcraft. 
From earlier work with gaze control of Second Life, we generated some expected 
performance differences between gaze and keyboard/mouse interaction using task 
time ratios for similar types of task. In this study we found good agreement with these 
expected values. The study has also highlighted the limitations of the current ap-
proach to using gaze for time-constrained interaction with World of Warcraft as an 
example of an MMORPG. If gaze-based interaction with MMORPGs is to be realised 
then interaction techniques which are lightweight, rapid and allow the user to main-
tain their attention on the centre of the screen are needed. This leads to alternative 
approaches to gaze interaction that embody these requirements, which are currently 
under investigation. 
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Abstract. Economic activities in and around online gaming in China are often 
correlated in the West with practices of gold farming, or selling in-game cur-
rency to players for real money in online games. What can we learn about 
online gaming in China and about online gaming and online sociality more 
broadly when we look at economic and other “pragmatic” practices through 
which online gaming becomes meaningful to players? In this paper, we present 
findings from an ethnographic study of online gaming in China’s urban Internet 
cafes to discuss implications for game design, and HCI design more broadly. 
Considering the ties between socio-economic practices, development of trust 
and culturally situated imaginings of self-hood and otherness, brings to the fore 
how online gaming in and of itself constitutes the means for practical achieve-
ments in day-to-day management of guanxi (social connection). 

Keywords: Online game, China, productive play, serious gaming, guanxi. 

1   Introduction 

In an Internet café in Hangzhou, a city in the Eastern region of China and an hour 
train ride from Shanghai, we met Tao, a 27 year-old player of the online game World 
of Warcraft. We were sitting next to Tao informally conversing about the happenings 
on his screen, when he told us, while pointing to one of the virtual characters that kept 
re-appearing next to his own: I have a few close friends [like this] in the game. We 
have very good guanxi… I trust him and he trusts me... We all shared our phone num-
bers. We look after each others’ [in-game] characters.  

During a 6-week long ethnographic study on online gaming in China in 2007, we en-
countered many players like Tao who invoked guanxi when describing the various types 
of relationships they developed in online games like World of Warcraft and at the 
physical locations where game play took place. Guanxi is a Chinese construct of social 
relations and reciprocal exchange [10, 23]. It is an important but complex frame  
in which certain social practices of material and emotional exchange are understood. 
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Often, guanxi is practiced and experienced through both the flow of material gifts (or 
capital-as-gift) and favors and the build-up of emotional and moral values such as trust 
or resentment within a network of dyadic relationships [4]. How and to what extent 
guanxi in Chinese societies differs from more general and culturally widespread proc-
esses of social networking and social capitalism remains a contentious issue [6]. From 
the perspective of HCI, however, even if guanxi is no more than an exemplar of a more 
generic phenomenon, it provides a particularly useful and culturally specific vantage 
point from which to consider how the design of online games (and online social spaces 
more generally) can become implicated within larger practices of currying favor, build-
ing networks, managing reputation, and leveraging social capital. 

In recent years the HCI community has become increasingly invested in online 
gaming research. For example, previous research efforts have drawn our attention to 
the affordances of online gaming technology for complex social dynamics such as the 
formation of stable groups over longer periods of time, management of and collabora-
tion within large collectives of people, and facilitating social action and flexible game 
play [2, 5, 15, 17]. More broadly, it has also been acknowledged that online sociality 
and play can have quite serious meanings for players and often impact players’ lives 
and decision-making processes outside of the game [3, 5, 15, 17, 21] – especially in 
disruptive situations such as cheating in the game [21], shut down of game servers 
[17], break up of online groups [5], or when in-game activities take on the shape of 
work-like performances [22]. Edward Castronova, T.L. Taylor and Nick Yee, in par-
ticular, have highlighted how boundaries between play and work break down, how 
players make productive use of games (e.g. to earn money) or how gaming can also 
feel like work. 

What happens, however, when playing the game is not just productive based on 
value generated within the game, but in fact fulfills pragmatic concerns beyond game 
play? Nowhere is this more evident, perhaps, than in the domain of online gaming in 
China.  Though it is possible to approach this domain as a growing market, a cultural 
phenomenon, a state- and corporate-regulated infrastructure of hardware and software 
services, an online community, or even a challenging opportunity for user inter-
face/experience design, it is more usefully considered a combination of all of these 
(and more).  We argue in this paper for the efficacy of an approach that considers the 
contingency of the serious and playful [13] by applying it to an important theme that 
emerged from our ethnographic investigation of Chinese online gamers:  how guanxi 
is shaping and being shaped by these gamers’ perceptions, motivations, and behavior. 

What we found in China were aspects of online gaming that render game play in 
and of itself a means for practical achievement, even when the online game is under-
stood as exactly that: a game. We encountered gaming practices that were driven by 
pragmatic and socio-economic concerns such as maintaining and extending one’s 
guanxi network, navigation around governmental restrictions of game play, and how 
to gain and/or maintain status and reputation in as well as outside of the game. An-
thropologist Thomas Malaby insightfully points out that “…[games] are certainly, at 
times, productive of pleasure, but they can also be productive of many other emo-
tional states”[13]. In line with Malaby’s observations, an important aspect of under-
standing the complexities of online gaming in China required understanding the 
game’s role within its wider material, social, and economic contexts. In previous work 
[11], we have provided an in-depth analysis of how game play in the Chinese Internet 
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café spanned online and offline sites embedded in larger webs of political and socio-
economic structures. Building on this previous work, this paper expands concurrent 
notions of productive play [5, 17, 24] in that we incorporate a wider range of serious 
practices including accomplishments within the larger society such as building one’s 
career and social network (guanxi wang). The starting point of our analysis in this 
paper, thus, is to think through what “seriously” playing an online game such as 
World of Warcraft means not just in terms of instrumental activities in the game  
(that certainly also do have “serious” meanings beyond the game space), but also how 
the instrumental and serious are achieved and maintained through and around playing 
the game.  

1.1   Guanxi  

First, we wish to highlight that the work presented here acknowledges Chinese cul-
tural particularities in relation to online gaming practices, while refraining from de-
scribing these practices as intrinsically Chinese [6, 10]. Our goal was to examine the 
ways in which instrumentalism and sentiment come together in guanxi networks that 
are developed and/or maintained through online gaming practices in China, and not 
how guanxi practices we observed in and around online gaming in China might be 
similar or different from social capital in online games in the U.S. Emotional aspects 
of the material and instrumental exchanges that come together in guanxi are not easily 
visible to outside observers, and the combination of instrumentalism and sentiment 
thus often appears contradictory [6] and leads to associations with corruption and 
bribing. We have thus refrained from a direct comparison between the “here” and 
“there” and rather focused on the practical contingencies of entertainment and its 
situated uses in the cultural context of urban China. For the scope of this paper, we 
consider guanxi as a useful framework in its own terms, independent of how one 
might theorize its relationship to larger concepts such as individualism/collectivism. 
In our work, we followed the lead of scholarly experts in China studies [e.g. 1, 10] in 
refraining from direct comparison between guanxi and understanding of individual-
ism/collectivism in order to avoid an orientalist framing of “Chineseness.” 

Guanxi and its related socio-cultural constructs have been widely studied in an-
thropology, sociology, and business [1, 4, 6, 9, 10, 23]. For purposes of this paper, we 
schematize the key concepts as follows: First, guanxi, in its most basic form, is a 
social connection between two individuals over which gifts and favors (and, con-
versely, obligations for future reciprocation) flow [4, 10, 23].  Quite complex and far-
flung guanxiwang (guanxi networks) are assembled out of these dyadic links.  A 
guanxi link may be strong or “quality” (trustworthy, mutual, or genuine) or weak 
(unreliable, coercive, or perfunctory). Second, guanxi is built upon a mutually recog-
nized “guanxi base” or common ground. In common practice, a guanxi base may take 
the form of a kinship relation (a family tie), a shared birthplace, a shared school or 
workplace, a shared acquaintance with whom both people have guanxi, or shared 
playing of the same game [4]. Third, guanxi must be cultivated and maintained. 
Without active attention, guanxi may decay over time; preventing such decay requires 
token or substantive gift-giving and -receiving over extended periods of time. 

What underlies these general features is a diverse range of guanxi: in addition to 
good or bad, or strong or weak, it can be commodified, political, or friendly [10]. In 
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each of these cases, however, guanxi is understood in distinction from a particular 
way of acting in the world, a way based on subsuming one’s interests to institutions 
and their rules and ideologies.  Indeed, a line of scholarly research has interpreted 
guanxi as a form of “navigation around the system” [1]. 

The art of doing guanxi resembles a kind of game play, a skilled activity that is 
marked as social, not work, amateur not professional, personal not official [6]. And 
so, a-priori, one might expect guanxi to be quite compatible with online gaming:  a 
place in which to make social connections, feel human closeness, and maintain 
friendships over time, with a distinct feeling of being apart from the "non-game" 
"official" "real life" world, however, deeply intertwined with one’s everyday life. 
While some researchers speculated that economic changes might cause a decline of 
guanxi, recent research also shows that guanxi, instead of diminishing, has found new 
territory in which to evolve [23]. Online gaming, with its analogies to artful practice 
of guanxi, in this light, is a particularly fertile ground for guanxi's colonization and 
evolution. In this paper, then, we analyze how online gaming can provide exactly 
such a new territory for guanxi to be built and maintained.  

2   Method 

In the summer of 2007, we conducted ethnographic fieldwork in Beijing, Hangzhou, 
and Shanghai. Our main focus was the online game World of Warcraft (WoW), one 
of the most successful online games in China. In WoW, players create and develop an 
animated character in a setting derived from the fantasy game Dungeons and Dragons. 
Game activities include slaying monsters, fighting other players, and participating in a 
vibrant in-game economy. Although the game can be played alone, WoW is funda-
mentally a social game. We also encountered players of other popular games includ-
ing Tencent’s popular QQ Games, the Legend of Miracle 2 and With Your Destiny. 
Most fieldwork took place in physical sites of game play. We collected our data from 
observations, informal conversations, semi-structured interviews, and focus groups. 
Sometimes we asked our study participants to think aloud while they were playing or 
interviewed them during a game session. We conducted interviews in low- to high-
end Internet cafés (wang ba), in restaurants, and in workplaces, dorms, and homes.  
Usually, we interviewed players at their preferred game location or at a place nearby. 
Most interviews lasted about an hour although some were longer. 

In the semi-structured interviews we questioned study participants about many di-
mensions of their gaming experience. We asked players how they got started playing, 
about their previous gaming experience, what they liked and disliked about WoW, 
whether they played with people they knew in real life, whether they had made 
friends online and in wang ba, whether they belong to a guild, and if so, the kinds of 
experiences they had in their guild. We discussed the use of game-related software 
extensions and websites, forums, and wikis external to the game. We asked game-
specific questions about character choice, naming of characters, game activities par-
ticipants liked. We asked what players would change about the game if they could. 
We followed up conversational leads as they arose, consistent with standard ethno-
graphic practice. We emphasize that this research was not intended to be a systematic 
study of the nature of guanxi around online gaming, rather guanxi emerged from the 
field work. 
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Study participants were acquired through our own social networks and through 
serendipitous encounters in Internet cafes or places where game-related merchandises 
such as game magazines were sold, e.g. shopping malls or small street vendors. We 
interviewed 80 players, 56 male, with diverse backgrounds including students, young 
professionals, a factory worker, a middle school teacher, senior players in their 50’s, a 
marketing supervisor for a Chinese game company, a vice president of design for a 
Chinese game company, and owners of software stores, news kiosks and Internet 
cafes. We use pseudonyms for all study participants mentioned. We approached play-
ers in the wang ba and asked if they would have time for an interview.  

3   Establishing and Maintaining Guanxi 

We observed a wide range of opportunities where a shared gaming context was used 
to build guanxi. One of the techniques to establish guanxi, for example, was the recip-
rocal exchange of favors and gifts. Lian, a 50-year old player, told us about her ex-
periences with a fellow player: I chat with people in QQ games… there was a time 
that my computer got real slow in accessing the Internet, so I asked a favor from a 
friend I got to know in QQ games… he is very nice and he told me he is a computer 
science major, so I asked him to remotely control my computer and he fixed the prob-
lem. In asking another player for computer support, Lian requested a favor, a gesture 
that rendered the relationship mutual and trustworthy. Even though the two players 
had never met offline, Lian allowed the other player to remotely control her computer 
to help her find a solution to the hardware problem. Through the offer of support and 
the sequential development of expectation to receive future support from Lian if 
needed, however, a reciprocal exchange took place that strengthened the guanxi that 
had been based on the shared online gaming context.  

Besides playing games together online, physical proximity and shared context out-
side of the game could provide context for a guanxi base. Many of our study partici-
pants felt closer to online friends who lived in the same neighborhood or to in-game 
friends whom they met regularly at the same physical location, like the Internet cafe 
or student dormitories. Chenguang, for example, expressed feelings of safety and 
familiarity to other players who were living in her neighborhood: The ones I feel com-
fortable meeting offline are the ones that live close to me and we have played together 
for a long time… Just because we are good online friends doesn’t mean we are good 
friends in real world as well. Another option to build guanxi was to rely on the refer-
ral of other players to whom guanxi was already established and maintained, as one of 
our study participants described: you find out about who is trustworthy from a third 
party/recommendation by people you know. If you get ripped off, you only get ripped 
off once. You wouldn’t fall for it again. 

3.1   Maintaining Pre-existing Guanxi 

Online gaming in China also supported the maintenance of guanxi that had been  
developed prior to the game, as was the case for coworkers, couples, parents and 
children. Ming, for example, a 37-year-old gamer and employee at a publishing house 
in Chengdu, described that he would sometimes give his female colleagues QQ pets 
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(an online casual game): Sometimes, my QQ pets bore baby QQ pets.  And, I already 
have too many QQ pets [he has 4 QQ pets], so I gave them to my female colleagues 
as gifts. Interviewer: Why did you give it to them? 

Ming: la [literally means to pull, figuratively means to actively build] guanxi. I 
might need to ask them for help in the future.   

Jun and Wei are a young couple in Chengdu. WoW became increasingly important 
to their guanxi: before WoW, Jun and I hardly had any interests in common. He has 
his friends and circle, and so do I. I wasn’t interested in WoW when Jun first started 
playing the game. But, then I read some books about the stories behind the game and 
then started playing and fell in love with it. Now, we have this common hobby. I feel 
we are more connected. In this example, the online game provided a shared context 
that allowed the couple to connect in new ways through spending time together 
online, in the Internet cafe and in their home. Similar to Wei and Jun, we found it 
common practice that “real life” friends started playing the game together. Extending 
from their guanxi existent prior to the game, they often established in-game groups 
and/or guilds that were highly successful and thus prestigious for others to join. 

3.2   Leveraging Pre-existing Guanxi 

At times, players who knew each other prior to the game leveraged their guanxi for 
in-game profit making. It was, then, often challenging for outsiders to join their ac-
tivities. Often they also found themselves taken advantage of by the powerful and 
closely knitted group of guanxi friends. Many players referred to these guild members 
or player friends as “gold groups,” because they would invite others outside the guild 
to join in-game activities and then take advantage of them. For example: They recruit 
players from outside the guild to participate in gold raids. At the end of the gold raid, 
the people from the guild get offline and don’t share the gold with the people from 
outside of the guild. Bing, a software engineer from Beijing commented similarly on 
his experiences of joining the most prestigious guild on his server: My guild is the 
best one on the server. Other people might not be able to get some of the equipment, 
but they succeed at it. But the relationships in the guild are not very good. If you are 
an outsider looking at this guild, you want to be added, because you see how fast they 
advance. After you get into this guild, you regret it.  

This example illustrates that online gaming did not necessarily always support 
“good” guanxi. While it was often easy for a group of friends to extend from pre-
established guanxi and leverage their guanxi for in-game success, for others these pre-
existing networks could also lead to the feeling of disconnectedness and exclusion. As 
in Bing’s example, guild structures did not necessarily always provide the familiarity 
and continuity of interaction that players found so necessary for quality guanxi to 
develop. Building and maintaining “quality” guanxi, then, usually meant more than 
just acquiring the right equipment or participating in a stable and prestigious guild. 
Fen, for example, explained that for guanxi socializing in the game could be more 
important than equipment: The bad aspect of the guild is that many people join the 
guild for the equipment and seldom have opportunity for sitting and chatting together, 
like you would have in real life. This is a change to humanity. 
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Most of the players we talked to, however, were able to build new guanxi net-
works, mainly through leveraging a mix of online and offline resources and connec-
tions to others. They developed guanxi with other players in Internet cafes, with other 
Chinese players on foreign and private servers and when they met others while solo-
ing in the game. Rui, for example, an employee at an Internet cafe in Beijing, told us 
that he considered some of the players he met in the Internet cafe as part of a trusted 
circle of friends. Rui moved to Beijing two years ago, which meant leaving friends 
and family on the one hand and building a new social network on the other. The 
Internet cafe, a place where he worked, slept and played, provided social and eco-
nomic infrastructure to gain ground in the new environment. 

4   Developing Quality Guanxi 

Thus far, we have illustrated how online gaming provided the context for a shared 
guanxi base and have provided insights into the kinds of techniques players deployed 
to build and maintain guanxi. We will now focus on how dependable and trustworthy 
relationships were formed in and around online gaming in China, something that 
players often referred to as “quality” guanxi.  

As it happened, our fieldwork took place at a time of considerable turmoil, at least 
for players of WoW in China. “The Burning Crusade” (TBC), an attractive expansion 
to WoW in 2007 that introduced among other features the increase in level cap to 70 
(60 before), new zones and high-level dungeons, was released on January 16 in 
Europe, the U.S., and Australia, and on April 20 in regions of Taiwan, Hong Kong, 
and Macau. In Mainland China, however, TBC was not released until September 
2007.  Many players found work-arounds to play the TBC. For example, some created 
accounts on a server outside of Mainland China, e.g. in Taiwan or the U.S. Others 
accessed unlicensed game servers that provided access to TBC. Players moving to 
foreign servers or temporarily leaving the game while waiting for the upgrade to be 
released changed several dynamics in the game. Guilds (in-game groupings of players 
to help advance in game play) broke apart because of the decreased number of online 
members. As a result, many WoW players we talked to expressed having difficulty 
bonding with other online players, because of the increased instability in players’ 
online patterns and the reduced number of players on servers in Mainland China. 
While these control mechanisms certainly structured the game space, we also found 
players building trustworthy relationships and quality guanxi in innovative ways, thus 
finding their own ways around certain restrictions.  

[4] observed that “Chinese societies are described as high in particularistic trust, 
such as among family members, but low in general trust in larger collectives. To the 
extent that guanxi building represents efforts by individuals to deal with an environ-
ment lacking general trust, interpersonal trust is essential in building a quality 
guanxi.” Some of our study participants referred to online gaming environments as 
lacking general trust. In other words, some players expressed low trust if they were 
strangers. Others, however, were able to develop trustworthy relationships that often 
lasted beyond game play. We were, then, intrigued by the question of whether and 
how online gamers developed interpersonal trust and quality guanxi in and beyond 
virtual environments. 
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Ming, for example, told us that he didn’t like to play with strangers in the game 
and that building trust takes time and resources outside of the game: I usually only 
play with my work colleagues, but sometimes they have other things to do and cannot 
play, so I have to play with other people that I don’t know. Right after quests, they 
just grab the loots and run away. I was enraged! Loot should be equally divided. And 
we usually explicitly agree on that… I hardly trust strangers in games. Lack of trust 
also occurred in transactions of game resources conducted online. He Peng, a 25 year-
old IT consultant in Shanghai, reminisced about an incident of being cheated in 
WoW: Once I didn’t have much time left on my account, so I was in a rush. Somebody 
next to me [in the game] just happened to sell game point cards and I bought it imme-
diately. The person told me to wait for a minute to activate the card. Later, I learned 
that he gave the same number to everybody.  

In general, low trust in online games was exacerbated by the widespread use of 
spyware and viruses. Several of our study participants had their game accounts stolen 
on a PC in an Internet cafe. Many players thus did not trust machines in the Internet 
cafe. Ming, who we introduced earlier, told us that he bought game objects through 
face-to-face cash transactions and sometimes both parties needed to log into the game 
to transfer game objects. Instead of using a computer in the Internet cafe to perform 
the transaction, he called his wife to log in the game using their home computer.  

How did players generally tackle this trust issue and develop quality guanxi? Tao, 
a 27-year-old gamer in Hangzhou, had played the With Your Destiny game for 4 years 
and made close friends in the game. He commented: People who seem nice in reality 
may not be nice online, but people who seem nice online are most likely to be nice in 
reality as well…[because] it’s really hard for someone to pretend [to be nice online] 
for a long time. During long-term interactions many players started to exchange game 
accounts and phone numbers as an expression of trust in each other. Tao, whom we 
introduced in the introduction section, for example, told us how he built strong trust 
and quality guanxi to other players: We have very good guanxi… We shared our game 
accounts with each other. When I had already started working, he was still in college. 
We called each other to talk about games as well as other things. I discussed with him 
how to prepare in school to find jobs…we played as a highly organized team. We 
looked after each others’ characters… when my account got stolen, my friends imme-
diately offered to buy me a premium account that was worth several thousand RMB (1 
Yuan Renminbi is ~ 0.15 US$) at that time. The story of Tao and his close game 
friends is a telling example of how trust and quality guanxi were built through self-
disclosure and external communication, long-term collaborations, exchange of favors, 
and a strong sense of comradeship and shared honor. We begin to see then that quality 
guanxi embodies both deeply emotional values, e.g. Tao’s comment “the saddest 
thing in the game is to see when [our character] was stolen and our enemy bought 
it”, and support in practical manners, e.g. “they offered to buy me a premium account 
that was worth several thousand RMB…” 

4.1   From Guanxi Base to Quality Guanxi 

Another example of quality guanxi that we found in the context of online gaming was 
the guanxi between a software shop owner who sells point cards for online games and a 
gamer who buys point cards from the vendor. Game point cards serve as an economic 
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bridge between the real world and game worlds. They convert public currencies into 
game values. Some of them are time-based, e.g. WoW point cards (30 RMB buys 66 
hours of in-game time). Others are in form of game points that can be used to purchase 
virtual objects and services in the game worlds. 

One of our study participants, Lin, ran a software shop that sold game, anti-virus 
and enterprise software as well as game point cards. Customers could purchase pre-
paid scratch game cards from Lin. A typical game card came with its sales price in 
RMB and the value of the corresponding in-game value printed on the front side of 
the card. After purchase of a game card, customers could then redeem the value of the 
card into their game accounts using the card number and the password. Alternatively, 
customers could acquire game point directly from Lin. Lin would then log in as a 
vendor into a third party online game card sales system and conduct the purchase for 
her customer. After the customer paid her back, Lin would often write down the card 
number and password on a piece of paper and give it to the customer. This option 
required mutual trust and was thus reserved for Lin’s quality guanxi customers: Some 
of my old customers call me to buy game points. Usually, they transfer money directly 
to my bank account and I put the game money directly to their game accounts. Since 
they have been my customers for many years, we are very familiar with each other. I 
know their game accounts and they know my bank account. We have good guanxi. We 
are friends and help each other if needed. Once, my shop fell short of cash... I called 
them and asked them for help. They gave me several thousand RMB...  

Lin’s example illustrates how interaction through the context of the online game 
served as a guanxi base for cultivating quality guanxi. If guanxi was to be maintained 
and turned into quality guanxi as in Lin’s case, usually the game-related interactions 
extended beyond the game, connecting to real-life assets such as the bank account or 
face-to-face meetings for a transaction. 

4.2   Assessing Guanxi and Interpreting Face 

So far, we have looked at how players built guanxi to engage in trustworthy online 
and offline interactions and to develop mutual respect for each other. Another aspect 
that is commonly associated with guanxi in China is mianzi, or face in English. Face 
refers to one’s social status in the eyes of others, which can be accumulated, lost or 
given to one another and is said to be a key principal guiding relations between Chi-
nese people, rural or urban [9]. While some have speculated about the deterioration of 
guanxi practices due to industrialization and economic changes [10, 23] recent work 
has provided insight into how guanxi continues to evolve and might even counter-act 
feelings of anonymity or facelessness [1, 9]. Hertz, for example, argues that “guanxi 
locates its practitioners in webs of communitarian contacts and distinguishes them as 
individuals from the faceless universalized monads who make up the crowd” [9]. 
Players commented quite frequently on the importance of showing and receiving face 
through their relationships in and beyond the game. Ju, a student from Beijing, for 
example, explained how he gained face through his guild, when we asked him what 
he thought the advantages of being in a guild were: If you can join a strong guild on 
your server, that is very good… You will feel more face brought by it… For example, 
your guild is No1 on your server. It is always your guild who wins difficult raids, you 
will feel honored. When you chat with others, you can mention “I am from…” In the 
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game, if players apply to join our guild, they may be refused by the guild, while I can 
join the top guild, because I have friends in it. 

Often, players took specific actions in order to find out about other players’ moral 
attitude and face online. They would, for example, use their secondary characters in 
order to see others’ “true faces”, as one player phrased it. Most of the online game 
players we talked to had several characters distributed across different guilds, some-
times having two or more characters in one guild without revealing to their team 
members that they are all owned by one player. He Peng explained: Why I have dif-
ferent characters in different guilds? Most players do that. If you have a secondary 
character, I wouldn’t tell others in the guild that it is a secondary character – to pro-
tect myself. You use the secondary character to understand what else is going on or to 
find out about another player’s personality and his intentions. If you have really good 
equipment, people respect you. I use my secondary character to see who still is nice 
even though I don’t have a lot of equipment. 

He Peng considered this action a strategy “to protect himself.” If a guanxi partner 
looses face it might also entail loss of face for oneself or one’s guild: If people go and 
do something bad in the name of the guild, for example, they take stuff from the guild 
which is supposed to be distributed among the members. Others will critique the 
whole guild for having members like this. The fame of the whole guild is destroyed. 
Quality guanxi is often associated with a moral and ethical attitude, as well as mutual 
reliance on each other, which converts into face/status for both guanxi partners when 
exposed to others [9, 10]. In confronting a trusted guanxi partner in the guise of a 
less-advanced character, the moral attitude of the other player could be evaluated. 

5   Discussion  

While guanxi practices in and around online gaming in China provide a telling exam-
ple of the combination of the instrumental and emotional, it is not something unique to 
China or online gaming. A series of ethnographic studies in domestic settings, for 
example, draws attention to the ways in which pragmatic routines of keeping things in 
order and “configuring” the home bring to the fore symbolic and emotional properties 
of artifacts and their arrangements in the home [18, 20]. In a quite different context, we 
thus found a similar line of reasoning: that through pragmatic means quite emotionally 
intense outcomes can be generated. In addition, our findings also illustrated how lei-
sure and fun can affect instrumental accomplishment. Bing’s example of prestigious 
but exclusionary guilds brought to the fore how the ability to establish connections to 
other players outside the in-game structure of the guild or even beyond the game in 
China’s Internet cafes provided opportunity to develop quality guanxi. In contrast, the 
decision to join a prestigious guild was motivated by the desire to gain reputation and 
status. Many players established just like Bing a myriad of guanxi connections, offline 
and online, and hybrids of both, varying in intensity and quality. While in some guanxi 
networks the emotional aspects prevailed, in others the instrumental aspect came to the 
fore. However, never did we find a sharp distinction between the instrumental and 
emotional aspects. Lian built a trustworthy connection to a fellow player and could rely 
on him for technical support. Chenguang and many others shared game accounts to 
express trust and mutual reliance, but also to gain knowledge about unfamiliar player 
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classes. Similarly, the exchange of QQ pets strengthened the guanxi at stake, while at 
the same time helping advance the gifted player.  

Previous HCI research has highlighted the importance of in-game infrastructures 
such as guilds and social action around virtual artifacts to support a stable social 
backdrop to many game activities [2, 5]. Consistent with this previous work, we 
found that members of well-run and successful guilds associated feelings of prestige 
and belonging.  But we also came across a range of game practices that fulfilled 
pragmatic means beyond built-in grouping mechanisms, similar to findings in [15]. 
For example, despite political decisions such as the delay of the TBC and the perva-
sive lack of trust in online spaces and Internet cafes, players were able to develop and 
sustain a myriad of guanxi networks. Here, a pervasive aspect of making the game 
function for one’s own needs was to exploit both digital and physical resources. We 
have argued elsewhere [11] that a crucial aspect of online gaming in China is the 
ability to act across an ecology of physical and digital infrastructures and artifacts. 
The maintenance and development of guanxi flourished exactly because players were 
able to make use of a mix of digital and physical resources. This evidenced in the 
cases of Lin and Tao. Lin conducted online transactions, interacted face-to-face, and 
exchanged bank account information with her customers. Her customers displayed 
loyalty and trust lending her several thousand RMB when Lin’s business underwent a 
moment of crisis. Similarly, Tao made use of digital and physical resources to build 
guanxi to his fellow online game players. In exchanging game accounts and phone 
numbers, he and his online friends expressed trust in one another, eventually allowing 
for quality guanxi to emerge.  

Practices of gold groups (closely knit networks of players who exploit others to 
gain advantage in the game), on the other hand, evidenced that a functioning social 
infrastructure in the game is not necessarily always about fair play or mutual support. 
Rather these groups often functioned so well because of exactly that: demolition of 
the functioning of others through, for example, exploitation and cheating. Members of 
gold groups leveraged their pre-existing guanxi networks to form strong and highly 
collaborative groups in the game. Exploiting both digital interaction and guanxi estab-
lished outside the game, they not only engaged in highly successful in-game practices, 
but also strengthened their pre-existing “real life” guanxi. These examples illustrate 
that functioning in the game meant to artfully interweave online practices with con-
texts and artifacts that were valued beyond the game. We suggest that if we subscribe 
a myth of functioning of social groups in online gaming and online communities more 
broadly that is based on continuity, stability and structure within the online game,  
we might overlook these other much messier, but quite productive ways of navigating 
and playing around a regulated game space. 

What we take away from these intersections of reciprocal exchange, expression of 
trust and achievement of instrumental means through game play is an alternate fram-
ing of productive and serious gaming. Serious gaming is often associated with the 
usage of games for educational settings1, where through “doing” things in the game, 
lessons are learned for one’s “serious” aspects of life. Thus, serious gaming often 
implies that gaming can be used as a test bed for the actual “real” that is happening 
outside of the game. The concept of productive play, on the other hand, is used to 

                                                           
1 See for example: http://www.seriousgames.org 
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describe work that gets done in the game or relationships that are formed online, 
which are impacting players’ behavior and attitudes outside of the game. Productive 
play thus has often been used to describe how boundaries between play and work 
increasingly blur [3, 5, 17, 22]. Yee, for example, comments on the irony of online 
players paying money to game companies for working hard in the game and refers to 
companies such as IGE that make money from selling virtual currency [22].  

What we have found in our research in China is a form of productive play where 
fun and entertainment were tied to political and social contexts, thus not only produc-
ing value within, but accomplishment extrinsic to game play. Online gaming in China 
was not so much a test bed, as it was an integral part of people’s functioning lives. 
Too often game design for education and work purposes stops with the online space 
or the assumption of a bounded game space. By expanding our scope and beginning 
to design entertainment services and games that take into account how people cross 
and exploit these boundaries, or how they maintain them in order to make games fit 
their own needs, we begin to leverage the meaningful serious and productive usages 
of the entertainment space. 

6   Conclusion 

The concept of guanxi arose repeatedly in our encounters with Chinese players of 
networked games. We might immediately be led to attempt to translate this an appar-
ently equivalent Western understanding of “trust” or perhaps “social capital,” but we 
have deliberately resisted that temptation here. These terms do not capture the way in 
which guanxi functions and manifests itself as an aspect of everyday social practice 
for the gamers we worked with. Our concern with “situating” play, then, is not  
one that attempts to look at the ways that a “Western” game is re-encountered by 
Chinese players, nor one that attempts to highlight particular issues as somehow es-
sentially Chinese. Rather, we want to draw attention to the ways that the game is 
encountered and operationalized as a site for the further elaboration of already-
existing social relationships and practices. Guanxi does not need to be “implemented” 
in WoW; for the Chinese players, it is already there as it is in everyday life. In this 
way, WoW is productive of everyday social relations even as it offers a place of en-
joyment and entertainment. 

While guanxi is “already” part of WoW, it lives in the margins and the fringes and 
in the ways WoW is encountered; it is not a designed-in feature of the game. In this 
way, the creative work-arounds and “productive” ways of play that we have found in 
the context of online gaming resemble findings from previous research in work-related 
settings. Studies of organizational work note that organizational structures, rather than 
prescribing the ways in which work gets accomplished, are the product of orderly work 
and situated workarounds [7, 12, 19]. Similarly, what we mean by “productive” play is 
not the ability to support stable social groups over time or to define univocally what 
efficient in-game collaboration might entail. Rather what we refer to are practices of 
creatively navigating around managed infrastructures, exploiting messy socio-technical 
settings and leveraging functionalities of a technological system in innovative ways. 
Guanxi in and around online gaming in China was about cohesive social relations 
through exchange of trust and favors. Guanxi practice, however, did not necessarily 
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lead to the formation of stable groups within the game. Rather, making the game work 
meant to artfully interweave online practices with contexts and physical artifacts that 
were valued beyond the game. The “productive” use of the game was not something 
encoded into the game or planned in advance, rather arose out of the practical contin-
gencies of the actual interaction, both online and offline. 

In conclusion, we would like to offer a speculative and provocative outlook. Chi-
nese and U.S. players [14] both rendered Chinese game play at times to be dishonest 
and lower in status than what was supposedly the case for the West.  One might infer 
that the use of guanxi in game play may be responsible for this, as guanxi might be 
interpreted as “backward” or “corrupt”, something that can be stamped out.  One 
might also suggest that China, characterized as an emerging market, a nation often 
branded as being in “development”, might eventually catch up with the U.S., causing 
the two game cultures to equalize. The research we presented in this paper, however, 
casts doubt on such an analysis. Online gaming in China is embedded in a culture that 
greatly values guanxi and teaches the importance of artful guanxi. The vigorous cul-
ture of guanxi tends to strongly intertwine game activities with real life activities. It is 
here that gaming and the digital and physical sites it engages become arenas for con-
trived contingency [13]. Considering the growth of social networking technologies in 
the U.S., China may, instead of lagging behind the U.S., also in certain cases illustrate 
a precursor of U.S. technology culture in the future. 
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Abstract. Recent advances in face-tracking technology have made it possible to 
recognize head movements using a commodity web-camera. This development 
has created exciting possibilities for enhancing player enjoyment during com-
puter game play. In order to ascertain the real-world potential for head gestural 
input to First Person Shooter games, we have developed seven diverse interac-
tion techniques and integrated these with a modern games engine. Evaluation of 
the techniques was carried out with four focus groups made up of expert games 
developers and experienced end-users. One of the techniques was further re-
fined and subjected to a follow-up comparison test with promising results. A set 
of guidelines for the future development of head interaction techniques for 
computer games has been derived from the studies. All of the techniques have 
been built upon freely available software and open-sourced to encourage further 
research in this area. 

Keywords: Input and interaction technology, face tracking, head tracking, 
computer game, game engine, first person shooter. 

1   Introduction 

Although real-time head tracking has been an interaction technology for many dec-
ades [1], its use as a commodity input mechanism for desktop computing is only just 
being realized. Thanks in large part to advances in computer vision (for example [2]), 
head tracking can now be achieved using an off-the-shelf web-camera and face-
tracking software (for example [3]). 

In light of these advances, HCI researchers have begun to study face-tracked head 
gestures as input to computer games. In their 2006 paper, Wang et al. studied two basic 
interaction techniques in two game contexts [4]. They showed that test participants 
experienced a greater “sense of presence” and satisfaction with their head-tracked tech-
niques. Likewise, in 2008, Yim at al. [5] proposed a head tracking game built upon the 
popular work of Johnny Lee [6]. Continuing this line of research, we look to more sys-
tematically develop a set of interaction techniques, which map out important parts of the 
design space of head-gestural input to First-Person Shooter (FPS) games and then 
evaluate the real-world potential for the techniques using focus groups. 

In the following section, we present a simple taxonomy for head-tracked interaction 
in games and use this to position and describe the collection of seven head-tracked 
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techniques that we have developed. We describe further aspects of the implementation 
of these techniques, and their integration into a game engine, in Section 3. The conduct 
and overall observations arising from the focus-group evaluation of these techniques is 
described in Section 4, which includes a technique-by-technique summary of the results. 
One of the techniques, singled out for its market potential, was subjected to a follow-up 
comparison test as described in Section 5. In Section 6, we present some preliminary 
design guidelines for head-tracked interaction techniques in games. Overall conclusions 
and future work are presented in Section 7. 

2   Interaction Techniques 

The complete design space for head-tracked interaction with games is huge. One 
needs to consider genres [7] (shooters, driving, role playing...), platforms (PC, con-
sole...), virtual dimensions (2D, 3D), perspectives (first-person, third-person, top-
down...) and players (single, multiple local, multiple remote). As such, it is necessary 
to consider just a subset of this space. In our work, we chose to specialize to single-
user, first-person-shooter (FPS) games due to their wide popularity and the natural 
correlation between the user’s head and the first-person-view. We chose to work on 
the Windows PC platform due to its popularity, large software support and the ideal 
manner (for face tracking) in which users sit front-on to the screen. We also chose to 
specialize to techniques, which demanded only light integration with the underlying 
games engine, implying that the underlying game logic was only augmented, rather 
than substantially altered, by use of the new techniques. This last restriction meant 
that the new techniques should be applicable beyond a particular game scenario and 
other researchers could more easily emulate their implementation. 

In their 2006 paper, Wang et al. [4] describe what appears to have been the first se-
rious research into the design and development of face and head-tracked interaction 
techniques for computer games. They used a three-level design focus with categories 
of “presence”, “role-playing” and “control” all related to the cognitive processes or 
activities of the user. They developed two basic interaction techniques: avatar appear-
ance and control in a third person game and dodging-and-peeking (which they re-
ferred to as “bullet time”) in a FPS game. Their evaluation showed the techniques to 
enhance end-user experience in various ways. In particular both were shown to sig-
nificantly increase player presence. 

When we came to consider techniques for our own work, we wished to position 
them in the context of a taxonomy. While the categorization of [4] was interesting, its 
focus on the effect on the player meant that techniques often overlapped categories. 
For instance, the dodging-and-peeking technique of [4] could arguably fall under all of 
their three categories, resulting in a poor classification. Our approach was to take a 
designer's perspective to derive a taxonomy that regards the effects the techniques have 
on the game rather than on the player. We present a simple two-level taxonomy, which 
categorizes techniques into either “ambient” or “control” techniques. Ambient (or 
perceptual) techniques have no effect on the state of the virtual world and are designed 
simply to enhance the visual and/or audio feedback based on the user’s head position. 
Control techniques are focused on the controlling the state of the game. We can further 
refine this category into social and non-social (or gameplay) control techniques. Social 
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control techniques are those concerned with communicating with avatars and other 
players. They are generally more relevant to other game types such as role-playing 
games and, by default, require a deep integration with the game engine. Given that we 
are only considering lightly integrated techniques, they have been excluded from this 
work. Gameplay control techniques pertain to all other forms of in-game control, such 
as looking and aiming in FPS games. With our new taxonomy the dodging-and-
peeking technique of [4] can now be unambiguously described as a gameplay control 
technique. For the sake of brevity, we refer to “gameplay control” techniques simply as 
“control” techniques in this paper. 

 When considering the category of “control” techniques, we observed that head-
gestures are most naturally associated to the concept of looking. Natural movements 
of the head, and natural looking metaphors, motivate controls such as zooming (lean-
ing into the screen) and peering (leaning and tilting). For these techniques it is natural 
to map camera position to head position in a continuous manner, which is what we 
did with our first two interaction techniques: a continuous zoom technique and a peer-
ing technique. 

Head movements can also be used as triggers for controls. We studied trigger con-
trols by implementing three techniques: a spinning technique which causes a rapid 
camera rotation (by 180o) in response to flicking the head, a threshold zooming tech-
nique which activates when the head comes within a preset proximity of the screen, 
and an iron sighting technique. This last technique was inspired by the engaging 
metaphor of iron sighting (aiming down the barrel of a weapon). 

The “ambient” techniques consisted of two techniques: head-coupled perspective 
(HPC) [8,9] which provides a 3D effect by making the desktop display replicate the 
appearance of a window, and a new ambient technique motivated by the unsteady 
effect created by a hand-held camera (the “Handy-Cam” technique). All of the seven 
interaction techniques are described in more detail in the following subsections and, 
with the exception of spinning, are illustrated in Fig. 1. A video of these techniques is 
also provided online [10]. 

2.1   Continuous and Threshold Zooming 

The two zooming techniques let the user zoom into the scene by moving their head 
towards the screen. Whilst previous work explored the use of a head-controlled, stag-
gered zoom to enhance browsing on a laptop [11], our work chose to explore the idea 
of continuous and threshold zooming. For the continuous zooming, the amount of 
zoom was directly and continuously proportional to the distance between the user's 
head and the screen as defined by the following function: 

cam.FOV –= zoommax. f(learnt.depth - head.depth, α, β) ν (1)

In this equation, cam.FOV corresponds the field of view of the virtual camera while 
f() represents a function that normalizes its first argument over the second two, which 
in this case corresponds to the range [α, β]. The constants parameterized the shape of 
the mapping. In our default implementation, α = 0.05m, β = 0.3m, zoommax = 40o, ν = 
2.0 (meaning the scaling was parabolic rather than linear) and learnt.depth initially 
starts at 0.7m, implying that 30cm forward lean would result in a 40o reduction in the  
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Zooming a scene by leaning towards the screen 

Peering around obstacles by tilting the head 

Iron Sighting through a telescopic sight by cocking the head 

Subtle movements of the scene in response to changes in head position – similar to the effect of a
hand-held camera (the Handy-Cam technique) 

Head-Coupled Perspective. Notice the difference in the angle of the handgun 
 

Fig. 1. Illustration of the techniques discussed in the paper, excluding the spinning technique. 
Head and body movements have been exaggerated for the sake of demonstration. 
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FOV. A full implementation would also induce some form of disadvantage, such accu-
racy reduction, to ensure the use of the technique was fair. 

The threshold zooming induced a full zoom (zoommax) when the user's head 
crossed a proximity threshold. If described using the same function as before, then α = 
β, where both represent the threshold point. Worth noting was that users were unable 
to shoot whilst using the threshold zoom.  

2.2   Spinning 

The spinning technique allows the user to perform a rotation of the camera – de-
faulted to 180o – in response to a rapid flick of their head beyond an angular thresh-
old. A subsequent spin could only be performed once the user had re-centered their 
head. This technique was designed for when the player was attacked from behind and 
appears to be new in the literature. 

2.3   Peering 

The peering technique lets the player look around objects in the virtual world by 
physically leaning their head to either side, following a similar concept implemented 
by Wang et al. [4] for dodging bullets. Unlike their technique, which only considers 
the horizontal offset of the user's head, we also considered the roll. The following 
formula describes how our version of peering-to-the-right functions (a similar equa-
tion would be employed for peering-to-the-left):  

p+ = f( f(head.roll, α, β ) + f(head.off, γ, δ), 0, 1) ν 

cam.sideways +=  check_collisions(p+. peer.sideways) 

cam.height += p+. peer.lower 

cam.roll += p+. peer.roll 

(2)

(3)

(4)

(5)

In these equations, α and β represent the minimum and maximum amount of re-
quired head roll (radians) respectively, while γ and δ represent the minimum and 
maximum amount of required sideways head movement (meters) respectively. As 
with before, f() is a normalizing function. In our default implementation, α = 0.15 
(rad), β = 0.3 (rad), γ = 0.05m, δ = 0.1m, ν = 2.0, peer.lower = 10, peer.sideways = 30, 
peer.roll = 15o. To avoid allowing the player to peer through the walls, we needed to 
ensure that we checked for collisions. A complete implementation would also alter the 
player’s hit boxes and aiming position in an effort to maintain game balance. 

2.4   Iron Sighting 

The iron sighting technique allows the user to aim down the barrel of their weapon 
by tilting their head to the right, similar to how they would iron sight in real life. As 
the user rolls their head past a threshold, the virtual weapon is raised up and a slight 
zoom occurs. To enhance this effect, the sniper rifle was modified to feature a real-
time scope, allowing the user to realistically target a far off enemy using the actual 
weapon model, rather just using a decreased FOV. As with other games that feature 
iron sighting, a full implementation would also induce an increase in accuracy and a 
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reduction in player speed, to ensure the technique was balanced. This technique 
appears to be new in the literature. 

2.5   Head-Coupled Perspective 

The first of the two ambient techniques, Head-Coupled Perspective (HCP), is a classic 
enabling technology for fish-tank virtual reality [8,9] and has recently been publicized 
by the work of Johnny Lee [6] and has been subsequently used by Yim et al. [5] to 
develop a “Dodge It” game. Based on the user’s head position, the parallax of the 3D 
scene is altered by varying the virtual camera’s field of view, offset, orientation and 
vanishing point. Given that we have followed a standard implementation, the equa-
tions for this technique have been excluded. 

2.6   Handy-Cam 

The handy-cam technique adds natural movement to the view in an effort to replicate 
the unsteady appearance of movies filmed using a hand-held camera. This was 
achieved by coupling the rotation (and upon the request of one participant, the offset) 
of the player's head to those of the virtual camera using equations of the form: 

Rotation:  
cam.yaw += α (head.yaw ν) 

cam.pitch -= α ((head.pitch – learnt.pitch) ν) 

(6) 

(7) 

Offsets:  

cam.height += h . head.height  

cam.sideways += s . head.sideways 

cam.depth -= d (head.depth  – learnt.depth) 

(8) 

(9) 

(10) 

Where α = 40o, ν = 1.1, h = 10, s = 10, d = 20, learnt.pitch initially equals 0.15 (rad), 
and, as with before, learnt.depth initially starts at 0.7m. Although existing FPS games 
sometimes simulate a hand-held camera motion to represent player movement 
through a scene, our handy-cam technique also works when the player is stationary. 
Furthermore, it imparts a subtle and responsive movement to the scene. It has not 
been previously reported in the literature. 

3   Implementation 

The head tracking was performed using a standard web camera and v2.1 of Seeing 
Machine’s FaceAPI [3], which tracks the head with 6 degrees of freedom without the 
use of markers. This avoids the need to have the user wear specialized equipment 
(which, as Yim et al. [5] mention, could deter users). This software was integrated 
into Valve’s Source [12] game engine via the use of client code and library calls. The 
overall system is shown in Fig. 2 and is freely available online [13]. The integration 
process required the game engine to be modified in a number of ways: 
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Fig. 2. System diagram for the implementation of the head-tracked interaction techniques in the 
Source game engine 

 

Firstly, some of the techniques required functionality not already present in the en-
gine including peering, spinning and iron sighting. Additionally, the rifle's scope was 
modified to show a real-time magnification of the view for use with iron sighting. 
Advice on these modifications was obtained from Value’s support resources [14, 15]. 

Secondly, a layer of supporting logic was developed for the techniques. This in-
cluded smoothing the head data over a specified number of data frames, learning the 
neutral position of the head, gracefully resetting to the neutral position following a 
tracking loss, resetting the tracking when the system suspected it to be inaccurate, and 
correcting for an arcing effect when moving the head directly towards the screen. 

Finally, to get the most from the focus group evaluation, it was important that the 
techniques were of a near-commercial quality. For example, most techniques featured 
an ease-in (ν) to avoid abrupt movements and the crosshair's position was made to be 
dynamic to ensure that it remained accurate in spite of moving the camera. Likewise 
for the iron-sighting technique, the modified rifle was refined until it was at a high 
level of aesthetic quality.  

4   Focus Group Evaluation 

The primary usability attribute of a computer game is that of fun. However, the mere 
concept of head-gestural input to an FPS game is a fun idea in itself. We therefore 
expected that the novelty value of our new techniques would be high but we wished to 
look beyond their immediate reception to get feedback about their potential for com-
mercial FPS games in the near future. We chose a focus group approach with a dou-
ble-layer design [16] to explicitly compare and contrast the views of two classes of 
experts: games developers and experienced end-users. This form of analysis was 
chosen due to the freedom it provided. Not only were we keen to collect feedback, we 
also wanted to gather the participant’s suggestions and ideas. 

A set of four focus groups were conducted: two with developers and two with end 
users with 15 participants in total. The two industry focus-groups included staff from 
two games companies of international reach. One of these focus groups also included 
staff from the company which produced the face-tracking software. Occupations in-
cluded lead designer, lead software engineer, technical developer, marketing commu-
nications officer and a game producer. The end-user groups were conducted with 
university students all of whom had considerable experience with FPS games. Prior to 
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the focus group interview, each participant completed informal tasks (such as explora-
tion or combat) with each technique separately. This was followed by using three of 
the techniques simultaneously, namely handy cam, peering and zooming. The plat-
form used was a 2.13GHz machine, with 2.00GB of memory and a nVidia GeForce 
7600 GS graphics card. The video signal was provided by a USB Logitech QuickCam 
Pro 4000, placed directly under a 17'' monitor as shown in Figure 1. The familiariza-
tion phase was conducted with all members of the group being present and the ensu-
ing discussion was recorded and combined with the interview process.  

The focus group interview was conducted away from the computer and was driven 
by a set of guiding questions. These questions started out by asking about the back-
ground of the participants including their experience and preferences. Questions about 
the techniques started at a general level (What is your impression of each of the tech-
niques?) and then moved to cover specific issues such as the commercial viability of 
head tracking (Do you see head tracking as being something that may appear in 
games in the future?), the viability the techniques (Could you see yourself continually 
using any of these techniques or are they just a novelty?), and suggestions as to how 
they might be improved (Do you think any of the techniques could be improved?). 
Between one and a half and two hours were needed for each focus group (with 4 par-
ticipants in most of the groups) and the study was conducted over a week. 

Each of the authors conducted an independent analysis of the abridged focus group 
transcripts [16], which comprised a total of 144 pages of single-spaced text. General 
observations derived from these analyses were then pooled and are summarized in the 
next subsection. This is then followed by subsection 4.2, which provides an individual 
critiquing of all the techniques. In keeping with advice from the focus group literature 
[16] we report qualitative trends rather than quoting statistics. 

4.1   General Observations 

Considerable excitement was evinced in all of the focus groups, which confirmed our 
caution about the novelty effect of head-mounted interaction. One of the industry 
participants stated, “You’ve done a good job. I’m really impressed” while an end-user 
stated, “…when I first came into the room, I found that you actually control by your 
head, I was really impressed”. As such, this initial reaction justified and the strong 
need for follow-up probing about their real-world potential as a commercial product. 

The general excitement did not mean that group participants felt that head-mounted 
interaction had an immediate future with FPS games. To the contrary, a large amount 
of discussion time considered other genres of games which appeared to be more 
suited to the techniques – stealth games (much like “Thief” [17]) were particularly 
mentioned as well on-rails shooters and games which include the visible control of 
avatars.  

Many participants reflected that they would not use any of the techniques for fast 
paced or competitive gameplay, as echoed by the statement of one end user who said, 
“when it’s quick in competition, it’s all buttons”. 

The reliability of our head-tracking system (the software/hardware configuration, 
camera and lighting conditions) was a particular concern when participants were first 
getting used to it. Our set-up had occasional problems with certain facial characteris-
tics such as beards. In many cases the system tuned itself over time but there were still 
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occasional drop-outs. It was pointed out in discussion that there is little room for tol-
erance for tracking drop-outs in a commercial product – particularly if the technique 
is to be used for control. In such cases, users will turn head-tracking off and use the 
keyboard alternatives. There was only one direct mention of latency as an issue of the 
system and this was with respect to the implementation of the Head-Coupled Perspec-
tive technique. 

4.2   Technique Critiques 

Although several participants provided some form of preferential ordering for the 
techniques, drawing out a clear ordering across all groups of the focus study was 
difficult. As, such, the following discusses the merits, criticisms and the potential of 
each technique separately, as reflected across all participants. 

Peering. This technique clearly received the greatest amount of positive feedback of 
all of the control techniques, with several end users naming it as their favorite tech-
nique. Suggested improvements for the technique included providing a finer level of 
control, as well as allowing the player to shoot from the peering position. Of all the 
techniques, it was felt that peering could benefit the most from focusing the game 
content around its use. 

Iron sighting. This technique caused the greatest split among participants. While one 
participant with a firearms background showed great fondness for the technique, most 
others expressed reservations about it. These comments included that it induced neck 
pain, that it placed the head in an awkward playing position, that a mouse click would 
be taken in preference to a head gesture, and finally that peering, which shares a simi-
lar action, would be chosen in preference. Some attributed these issues to the fre-
quency, urgency, duration and extent of the action required. We feel that introducing 
some feedback could help alleviate these issues, given that most participants tilted 
their heads further than was required. Some participants suggested that closing one 
eye may be a more appropriate gesture. 

Zooming. This technique generally received less attention than the others, but on the 
whole, the feedback for both zooming techniques was positive. Of the two, the con-
tinuous zooming was preferred, as it provided a greater level of control, although 
many participants felt the movement range was too large and that it lacked feedback 
regarding the end of this range. To improve the technique, some users suggested add-
ing a depth of field and making the zoom length dependent on the gun. 

Spinning. This technique, as a concept, received a large amount of positive feedback, 
although only a few participants noted that they would use a head gesture in prefer-
ence to a keystroke. Many reflected that they felt the technique would be better suited 
to games consoles, where there is a greater tradeoff between the speed required for 
turning verses that for aiming. Many also suggested that the spin be 90o as this would 
be more natural and less disorientating. One participant voiced concerns about the 
effect of false positives, as these would significantly disadvantage the player. 

Head-Coupled Perspective. This technique generally received an enthusiastic re-
sponse. However, as the technique requires a low latency, accurate tracking and quite 
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some tuning to accurately create the 3D effect, it places unrealistic expectations on 
the tracking system. As such, some participants reflected that they felt the technique 
to be ineffective, and one participant stated they would discard it altogether. Despite 
failing to create a real sense of depth, many participants still liked the way that it 
injected life into the scene, and some suggested that it would be better suited to either 
special moments during a first person game, such as peering through a virtual win-
dow, or for use in viewing the map in a top-down, strategy game. 

Handy-cam. In spite of its subtle nature, this technique received only positive feed-
back from all participants, with several stating that it added life to the game and made 
it more realistic. One industry representative was particularly receptive to the tech-
nique and felt that it had market potential. Unlike the similar HCP technique, the 
handy cam technique places fewer expectations on the system, catering for a small 
level of latency and inaccuracy. As reported in the next section, only 2 of the 8 par-
ticipants of the follow up study noted of any issues to do with the response of the 
technique. It was felt that this technique could be improved by making it work with 
relative, rather than absolute, head positions. In contrast, the level of integration was 
not raised as an issue, boding well in regards to the ease in which this technique could 
be integrated into other games. 

Combining Techniques. Where requested, the handy-cam, peering and continuous 
zooming techniques were simultaneously activated. Whilst most participants noted 
that this combination of techniques was overwhelming, they enjoyed the increased 
freedom that this combined technique introduced to the game. Some felt they could 
become acclimatized to the combined technique in event they were provided with 
more time with a better-tuned version of it. 

5   Follow-Up Test of the Handy Cam Technique 

Given the large amount of positive feedback the handy-cam technique received, we 
felt it warranted further testing to see whether players indicated a preference for hav-
ing this ambient technique switched on during play. We conducted a brief comparison 
test using our modified game engine and some early levels from the game Half-Life 2 
[18]. For this study, the handy-cam technique was modified to include roll, with the 
following replacing Eqns. 6 and 7 from Sec. 2.6: 

cam.roll -= r (head.roll ν) 

cam.yaw += y (head.yaw ν) 

cam.pitch -= p ((head.pitch – learnt.pitch) ν) 

(11)

(12)

(13)

In this tuned version r = 65o, y = 90o, p = 150o, w = 100, h = 50, d = 75, learnt.pitch 
initially equals 0.15 (rad), and, learnt.depth initially equals at 0.7m. From the vari-
ables it can be seen that this version is much more accentuated than the version used 
in the focus group study. 

Eight new end-user participants were asked to spend a total of 20 minutes playing 
the game for order-balanced conditions with and without the handy-cam switched on. 
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They were then asked four questions using Likert scales between one and five: Which 
condition did they prefer? How immersed in the game experience did they feel? How 
realistic was the experience? How aware were they of the ambient head-tracking 
technique being in operation? The median rating for the preference question was 4, 
showing a slight preference for having the handy cam on, and the median rating for 
awareness was 2, showing a low awareness of the head tracking system. Taken to-
gether, these two results argue well for the use of the handy-cam as an unobtrusive 
add-on for FPS games. We note however, that one outlier participant greatly preferred 
playing with the handy cam technique off, suggesting that this variant of the tech-
nique would still benefit from being an optional component. Additionally, some track-
ing issues occurred. In particular, the system failed to properly recognize one of the 
participants, implying the need to further refine the technique to make it more robust. 
The immersion and realism questions showed no significant difference between the 
two conditions.  

6   Derived Design Guidelines 

Despite being somewhat preliminary work, the four focus groups and follow up test-
ing continually raised several important issues to do with the design of head-tracked 
interaction techniques. We have abstracted these observations, and combined them 
with our own experience in developing and testing these techniques to derive draft 
guidelines for others wishing to develop commercially viable (i.e. based on hardware 
that is affordable, intuitive, unimposing, etc), head-tracking techniques for use with 
computer games:  

Cater for a lack of reliability. Unlike a keyboard and mouse, webcamera-based head 
tracking will, arguably, always suffer from some issues of reliability - be it latency, 
inaccuracy or simply dropping out altogether. As such, one should avoid using head 
tracking for performing critical control functions, given that the game would either 
need to be paused or feedback would need to be provided, in the event the system 
becomes unreliable. Such occurrences might detract from the user experience if they 
occur too frequently. A preferred approach is to use the head tracking to supplement 
the experience so that gameplay could continue without significant impact following a 
tracking loss. 

Help the tracking system. Given the issues of reliability, avoid inducing movements 
that the head tracking system may find harder to accurately interpret. From our ex-
perience with our system, avoid large rotations, rapid movements, or requiring 
movements near the edge of the usage region. For the latter point, we suggest soften-
ing out an effect so the outer regions have less impact than the center, making the user 
more inclined to stay within a reliable usage region. 

Make it natural. A technique should try to cater towards a natural affordance or 
action, allowing for them to be performed either unwittingly or intuitively. In the 
latter case, one must then consider what is considered intuitive for most people. 
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Do not strain the user. A technique should avoid placing a player under any form of 
physical duress. In particular, avoid making the player continuously hold awkward 
poses or perform quick, snapping actions. Developers must be responsible for the 
safety of their users, especially if a game is to be released to market. 

Emphasize the continuous nature of the head data. A great advantage of the head 
data is that it provides continuous information, which allows the player to conduct 
partial movements. Given the difficulty in replicating this using buttons, head tracking 
can provide a finer level of control than a keyboard or mouse click. 

Induce and reward the player. Thought should be given in focusing the game con-
tent around the techniques, particularly for control techniques, to induce the player 
into using them. If a technique requires something of the player, ensure that their 
efforts are rewarded. A player will cease to use something if it gives them no benefit. 
Worth noting, is that guideline must be considered in regards to the first guideline. 

Make it general. In developing a technique, ensure that its implementation does not 
discriminate against particular users. For example, some users sit back, some slouch 
and others may be just be interpreted oddly by the head tracking. As such, avoid pre-
set options. Either allow the user to set where they wish to, say, invoke an action, or 
preferably, refine and develop the technique until it works uniformly across all user 
types. Part of this will probably require making the technique work on relative 
movements, rather than absolute ones. 

Be unobtrusive. A successful technique cannot expect too much of the user. Tech-
niques that require a setup process, continual resetting, or any other form of inconven-
ience will deter users. 

Feedback. In an effort to train the player in using a technique, feedback is very im-
portant to make players aware of the limits. For example, letting the user know how 
close they are to the edge of the working camera range, or how close they are to fully 
completing or activating an action will avoid them moving further than required. 
Auditory feedback is particularly good as it avoids cluttering the screen, however, 
elegant visual feedback could also be effective. 

Unintentional movements. Unlike other forms of input, head tracking is susceptible 
to unintentional input. Sources of these may include external distractions, causing the 
player to turns their head away from the screen, and uncontrollable physiological 
responses, such as jumping during a scary, in-game moment. Techniques that do not 
reverse the actions of an unintentional movement upon returning to a neutral head 
position may cause the player frustration. 

7   Conclusion 

We have continued work initiated by others to more systematically explore the design 
space of head-tracked interaction with computer games. We have developed five 
interaction techniques for control and two for ambient interaction.  
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While, on the whole, the feedback received from the focus groups was positive, we 
conclude that the control techniques (peering, zooming, iron sighting and spinning) 
are most useful for games with specially designed, head-centric content or as an  
optional control for more mainstream games. This is primarily because of the high 
performance demands that gamers place on control devices, which, unfortunately, 
commercial head tracking systems do not seem to meet at this time. 

By contrast, we see a greater potential for the ambient techniques in the FPS game 
genre, given the energy and realism they bring to the game. Given that these tech-
niques provide nonessential functionality (at least in the form we propose) they better 
at catering for the unreliable nature of the head tracking system. Unfortunately 
though, the HCP technique still places unreasonable demands on the latency and con-
figuration of the system. In contrast, the handy-cam technique, a technique first pro-
posed in this paper, does not place these requirements on the system but still achieves 
a similar effect. Follow up testing showed that the majority of users preferred playing 
with the handy-cam technique switched on. For this reason, we believe this technique 
has the potential for the greatest immediate, commercial impact of all of the tech-
niques studied here. 

In the future, we hope to conduct more substantial and quantitative analysis of the 
handy-cam technique. We also wish to study the natural movement of players during 
gameplay as this will aid in utilizing the head-tracking data in future work. 

Finally, to encourage further research in this field of work, the techniques dis-
cussed in this paper haven been open-sourced and can be downloaded from [13]. 
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Abstract. Nowadays Video Games occupy a privileged position in the leisure 
and entertainment market, representing the fastest-growing industry globally. In 
this paper we will analyse how, in video game development, Usability alone is 
not sufficient to achieve the optimum Player Experience. We argue that the 
concept of Usability needs broadening and deepening, to embrace further at-
tributes and properties that identify and describe the Player Experience. We 
present our proposed means of defining Playability, its attributes and properties 
and how associate them with the different elements of a video game.  

Keywords: Playability, Usability, User Experience, Video Games. 

1   Introduction 

Throughout history, humans have had the capacity to manage their own leisure time, 
this being a significant driver in cultural development. Nowadays, video games and 
entertainment systems collectively make up the biggest industry in terms of turnover, 
more so than music and cinema. From this we can deduce that video games have 
become the preferred game of choice, exerting significant social and cultural influ-
ence over children, teens and adults [1]. In this paper we analyse why Usability is 
therefore not sufficient to describe the full User Experience in relation to video 
games. Secondly, we present a definition of Playability, its attributes and properties, 
to characterise and measure the Player Experience with these kinds of systems.  
Finally, we introduce the notion of Facets of Playability that will allow us to study 
Playability easily across the different video game elements, testing and analysing each 
attribute and its properties throughout the video game development process. 

2   Playability in Entertainment Systems 

When a Desktop System (DS) such as a word processor, is developed, the main objec-
tive is that users can execute a set of tasks in a predetermined context, for example 
working in an office. Usability is a measure of product use whereby users achieve 
concrete objectives in varying degrees of effectiveness, efficiency and satisfaction, 
within a specific context of use [2]. The User Experience (UX) [3] is facilitated by the 
Usability. It has two principal points of view, which characterize it: process (of use) 
and product. Video Games can be considered a ‘special’ interactive system, they have 
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a very specific objective: to make the player feel good when playing it. We propose 
that analysing the quality of a video game purely in terms of its Usability is not suffi-
cient – we need to consider not only functional values but also non-functional values, 
given the specific properties of video games. In other words, the Player Experience 
(PX) could be much more complex than the UX. It entails to extend and complete 
formally the UX characteristics with players’ dimensions (user and group) using a 
broad set of attributes and properties in order to identify and measure the experience 
of players playing a video game, PX. These properties indicate to us whether a game 
is ‘playable’ or not – that is, they will identify the Playability of the video game.  

Although Playability is a live topic in the scientific community, it has been studied 
from different points of view and with different objectives without consensus on its 
definition or the attributes or properties to characterize it: Playability as only Usabil-
ity in video games context  [4, 5,6] or in the quality of game elements [7, 8].  

We define Playability as: ‘a set of properties that describe the Player Experience 
using a specific game system whose main objective is to provide enjoyment and enter-
tainment, by being credible and satisfying, when the player plays alone or in com-
pany’. Playability is characterised by attributes that exist in Usability but that have 
different meanings in video game context (Fig. 1). Playability represents the degree 
to which specified users can achieve specified goals with effectiveness, efficiency and 
specially satisfaction and fun in a playable context of use. We propose a set of seven 
attributes to characterise Playability and some examples of properties of Playability, 
to subsequently measure them: 

 

Fig. 1. Playability Model: attributes and properties to measure it 
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Satisfaction: We define this as the gratification or pleasure derived from playing a 
complete video game or from some aspect of it. We characterise it using the following 
properties: Game Fun, Contents Disappointment and Attractiveness. Learnability: 
We define this as the player’s capacity to understand and master the game’s system 
and mechanics (objectives, rules, how to interact with the video game, and so on). We 
propose the following properties to characterise it: Game Knowledge, Player Skill, 
Game Difficulty, Player Frustration, Speed of Learning and Discovery Techniques. 
Effectiveness: We define this as the time and resources necessary to offer players a 
fun and entertaining experience whilst they achieve the game’s various objectives and 
reach the final goal. We identify Effectiveness as having the following properties: 
Game Completion and the Structuring of the Game Resources. Immersion: We define 
this as the capacity of the video game contents to be believable, such that the player 
becomes directly involved in the virtual game world. To characterise Immersion we 
propose the following properties: Conscious Awareness, Absorption in game, Game 
Realism, Control Dexterity and Socio-Cultural Proximity with the game. Motivation: 
We define this as the set of game characteristics that prompt a player to realise spe-
cific actions and continue undertaking them until they are completed. We characterise 
Motivation as having the following properties: Encouragement Techniques, Curiosity 
about the game, Player Self-Improvement and Diversity of game resources.  Emotion: 
This refers to the player’s involuntary impulse in response to the stimulus of the video 
game that induces feelings or a chain reaction of automatic behaviours. We character-
ise Emotion as having the following properties: Player Reaction, Game Conduct and 
Sensory Appeal for game elements. Socialization: We define this as the set of game 
attributes, elements and resources that promote the social dimension of the game 
experience in a group scenario. We propose that Socialization has the following prop-
erties: Social Perception, Group Awareness, Personal Implication, the Sharing of the 
Social Resources, Communication Techniques and Interaction Rules of the socializa-
tion game. 

Playability analysis is a very complex process due to the different perspectives that 
we can use to analyse the various parts of video game architecture. In this work, we 
propose a classification of these perspectives based on six Facets of Playability. Each 
facet allows us to identify the different attributes and properties of Playability that are 
affected by the different elements of video game architecture [9]. The first facet is 
Intrinsic Playability: this is the Playability inherent in the nature of the video game 
itself and how it is presented to the player. Mechanical Playability: it is related to the 
quality of the video game as a software system. Interactive Playability: this is associ-
ated with player interaction and video game user interface development. Artistic 
Playability: this facet relates to the quality of the artistic and aesthetic game elements 
and how these elements are executed in the video game. Intrapersonal Playability or 
Personal Playability: This refers to the individual outlook, perceptions and feelings 
that the video game produces in each player when they play, and as such has a high 
subjective value. Interpersonal Playability or Social Playability: This refers to the 
feelings and perceptions of users, and the group awareness that arise when a game is 
played in company, be it in a competitive, cooperative or collaborative way.   

The overall Playability of a video game, then, is the sum total of values across all 
attributes in the different Facets of Playability. It is crucial to optimise Playability 
across the different facets in order to guarantee the best Player Experience.  
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3   Conclusions and Future Work 

In this paper we have presented video games as special interactive systems developed 
to entertain the user, concluding that Usability alone is an insufficient measure for 
determining the full Player Experience. We have presented the concept of Playability 
outlining the attributes that characterise it and their properties, in order to measure 
and guarantee an optimum Player Experience. To facilitate the analysis of Playability, 
we have proposed the Facets of Playability to study every property in each attribute in 
order to identify the elements necessary to achieve overall Playability in different 
video games. Playability must be taken into account in every phase of the game de-
velopment, in order to, amongst other things, anticipate any unexpected or negative 
results for the developer and guarantee a high quality of playability and improve the 
Player Experience in the final product. 

Currently we are designing a conceptual model of a video game which will enable 
us to specify and analyse Playability characteristics in the design phase, and to incor-
porate Playability techniques into software patterns, style guides and heuristic tech-
niques, thus ensuring optimum Playability of the end-product. We are also adapting 
techniques used in Usability Engineering and User-Centred Design in order to include 
Playability in a quality model to enhance the Player Experience throughout the differ-
ent phases of video game development.   
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Abstract. We present a novel children’s educational game, which was created 
through a human-work interaction design – an emerging research field which 
advocates a better understanding of the relationship between work-domain 
based empirical studies and iterative design of prototypes and new technologies. 
We describe how “SimCompany”, a game for teaching children about business 
management concepts, was created. SimCompany proved effective as a teach-
ing tool about business management concepts, and initial evaluation showed a 
positive increase in students’ rate of learning, compared to traditional teaching 
methods. 

Keywords: Human work interaction design, sensor-based installations, field 
observations, educational games, interface design. 

1   Introduction 

In this paper, we describe a novel educational game that uses concepts from Human-
Work Interaction Design [1]. This is an emerging research field, which was born 
under the auspices of IFIP’s Working Group 13.6. In a recent workshop [1], new 
themes and directions of research on human work analysis and design to support it 
have been outlined. The main target of the work group is the analysis of and the de-
sign for the variety of complex work and life contexts found in different business. We 
argue in this paper that such analysis can be useful when designing childrens’ educa-
tional games, in particular SimCompany, a game designed and produced with the goal 
of teaching children management and entrepreneurship concepts.  

2   Related Work 

One good way to motivate children to learn using technology is to apply games, which 
are well known, exploiting the power of popular TV shows. With the goal of minimiz-
ing the amount of effort and requirements to set up a situated learning environment, Lin 
[2] integrated scenarios of the popular video game Pokemon in classroom education of 
2nd grade math concepts. Observations showed that, in such arrangement, they could 
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engage some students into the scenarios where math is applied. Since most children 
inevitably spend much time playing digital games, it is argued that digital game-based 
learning is one way to involve kids to do the right things with computer [2]. 

Lee et al. [3] performed a study to investigate whether educational video games 
could be integrated into a classroom with positive effects for the teacher and students. 
They conducted the study with 39 2nd grade students using their mathematic drill 
software “Skills Arena” [3]. Early data from the study suggested that not only do 
teachers and students enjoy using “Skills Arena”, students even exceeded expecta-
tions by doing three times more math problems in 19 days than they would have using 
traditional worksheets. Regardless of the popularity that games exhibit when it comes 
to teaching children, there is a lack of research towards design approaches that can 
prove useful when conceiving and designing such games. 

3   “SimCompany” and Its Design Process 

“SimCompany” is a fun game designed to instill in children (9-14 years old) the en-
trepreneurship spirit. As the young player progresses in the game, the basic concepts 
of consumer behavior, marketing and strategic management are described, illustrated 
and reinforced in a fun, easy and engaging way. 

The goal of the game is to reach the last level and complete it with the greatest 
amount of points accumulated and before time expires. As an example, we provide a 
brief description of three levels of this game, taken from the game’s script, which was 
outlined through a human-work design approach. 

Level 1: Getting to know the consumer. At the first level, the young player will be 
faced with a roll of different people (consumers). Based on the description of these 
characters (age, sex, social class, profession, interests, etc.), the player will have to 
associate the various products that appear onscreen (e.g. skateboards, neckties, can-
dies, etc.) to the most likely consumer. Figure 1 illustrates this level’s user interface. 

 

Fig. 1. Overall aspect of the “SimCompany” game, Level 1 
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The learning objective is to show the player that there are various factors (demo-
graphic, geographic, personal tastes, lifestyle, etc.) that determine the choices of con-
sumption, the ways that each person chooses to spend time and money and that should 
be taken into account when attempting to open the right business. To move to the next 
level, the player must accumulate a minimum number of points directly related to the 
number of correct associations made between consumer-product. 

Level 9: Competition. At this level, the competition increases… New organizations 
start to emerge, which are direct competitors… To worsen the situation there is also 
an increase on the number of substitute products. The player must be able to identify 
situations where the threat of substitutes and rivalry in the industry increases and 
choose the scenario where his/her organization will have better chances to survive. 
The learning objective is to demonstrate the importance of being aware of the threats 
of direct competitors and substitute products for the survival of the business. 

Level 10: Let’s make a trip! The big finale! The business has been a success and 
now the player has the opportunity to diversify it in geographic terms. But, how? 
Several scenarios and advice will be given and the player must use his incredible 
management abilities to internationalize his business in the best possible manner... It 
will be a difficult task but we know that he will make it...trying is all that matters! 

The learning objective of this level is to show children, in very simple and capti-
vating way, the most basic concepts of internationalization of a business. 

Human-Work Design Approach. The approach we followed was based on analyz-
ing the work that managers do when conducting their business and from that point we 
established a creative game script aimed at engaging children but also making them 
learn the day-to-day real work of a businessman. The approach followed for each of 
the game’s levels was divided into three stages: (i) cognitive analysis, (ii) definition 
of learning objectives and (iii) translation into a game script. 

Stage (i) was directly concerned with outlining the kind of decisions that are made 
by business managers and entrepreneurs, when leading their operations. Stage (ii) 
focused on the learning objectives, which were derived after consulting with different 
business managing experts in the field and also according to some interviews with 
business leaders and general research literature on the subject. The final stage, transla-
tion into a game script, was focused on writing a compelling script that children 
would enjoy. At the same time, the script would need to meet the learning objectives 
stated during stage (ii). The final game script document served as a game design 
document and formed the basis for the user interface design of the game. 

4   Evaluation and Discussion 

The evaluation of this game has been initially conducted with two classes (children 
aged 9-11) at a local school. Overall there were 28 females and 21 males. In both 
classes, participants were randomly divided into two groups of equal dimension: a 
control group, composed of students who took a lesson on managing a business using 
traditional methods – blackboard, books and the lecture itself – and the experimental 
group, composed of students who played “SimCompany”. Each class was divided into 
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three phases: a pretest phase, when students answered a random set of questions about 
the subject being taught (management) without being taught anything about it. Then 
came the learning phase itself. It consisted of a traditional lesson in the control group 
and a “SimCompany” playing session, in the experimental group. 

At the end of the class, students performed a similar posttest, so that we could 
quantify their average degree of learning obtained by each of the groups. One way to 
measure the degree of learning (how much the students knowledge improved) ob-
tained through a particular mode of education is quantified by the <g> score [4], 
which is calculated the following way: 

<g> = (posttest% - pretest%) / (100% - pretest%) 

where posttest% is the percentage of correct answers in the posttest and pretest% is 
the percentage of correct answers in the pretest. The procedure for the control groups 
was similar, except that the teacher was asked to give the class about the exact same 
subject but using traditional methods like the whiteboard.   

Table 1 shows the evolution from pre-tests to post-tests for each of these groups of 
students. The results refer to the pre and post-test percentage of correct answers; the 
right-most column shows the <g> value. 

Table 1. Evolution of the students’ degree of learning <g> 

 Pre-Test Post-Test <g> 
Control Group (without SimCompany) 59.1 70.3 27% 
Experimental Group (playing SimCompany) 57.2 77.4 47% 

 
From this initial evaluation, it became clear that SimCompany is an effective game 

for teaching children general business management concepts: results showed a higher 
<g> value for the experimental group than the control group. This is a step forward in 
designing technology that really helps children learn. Future work will include evalu-
ating the game in more schools and students, as well as outlining general principles 
that can prove useful when designing this kind of games. This will also contribute to a 
growing body of knowledge based on human-work interaction design. 
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Abstract. The reading order, i.e. the serialized form, of the webpage should be a 
meaningful order for alternative representations such as the audible forms needed 
for visually impaired users. However, the serialized form rarely receives atten-
tion because it is visually elusive for authors using the existing WISIWYG au-
thoring environments. Therefore we propose a new visualization technique 
called “reading flow” that visualizes the order of the serialized form with variable 
granularity by using a visible path extending through the elements in the content. 
This allows the authors to instantly evaluate the ordering by the visual pattern of 
the path. Our approach also allows them to interactively and intuitively reor-
ganize the order of the serialized form. The results of two comparative experi-
ments show that our reading flow greatly increases the ability of the authors to 
understand and organize the ordering compared to the existing techniques. 

Keywords: Reading flow, reading order, Web accessibility, ARIA flowto. 

1   Introduction 

With advances in Web technology, there are increasing demands for highly visual 
webpages. At the same time, it’s extremely helpful if the serialized form of each 
webpage appears in a meaningful order for alternative representations, such as the 
audible forms used by visually impaired users or the transcoded forms used on small 
devices. For example, when a set of lists and headings for the lists are arranged in 
multiple columns in a table, all of the headings are read first, and then each of the lists is 
read sequentially (see Figure 1). Each list is separated from its title, and the intended 
semantics are hidden in the audible form. This is a well known, common, and severe 
accessibility problem. Authors should make the order meaningful at authoring time. 
This is mentioned in major accessibility guidelines and regulations. For example, the 
W3C Web Content Accessibility Guidelines (WCAG) 1.0 [1] rate the reading order 
adjustments at conformance level “A”, the highest priority. Section 508 of the U.S. 
Rehabilitation Act [2], JIS X 8341-3 in Japan [3], and the eEurope Action Plan 2002 [4] 
all mention reading order.  

However, the order of the serialized form (which reflects the order in the source code) 
is rarely noticed, because the existing WYSIWYG authoring tools allow authors to edit 
the content without considering the underlying source code order. The authors would 
have to modify the source code directly to control the ordering. Although there are many  
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LCD TV Plasma TV OLED TV

• 42 inch
• $2500

• 40 inch
• $2200

• 20 inch
• $3000

Tube TV

• 29 inch
• $1000

Add to cart Add to cart Add to cart Add to cart

LCD TV Plasma TV OLED TV

• 42 inch
• $2500

• 40 inch
• $2200

• 20 inch
• $3000

Tube TV

• 29 inch
• $1000

Add to cart Add to cart Add to cart Add to cart  

Fig. 1. An example of an inaccessible layout using a table. This would be read as “LCD TV, 
Plasma TV, OLED TV, Tube TV, 42 inch, $2500, 40 inch, $2200, 20 inch, $3000, 29 inch, 
$1000, link add to cart, link add to cart, link add to cart, link add to cart.” 

types of accessibility checking tools, the order of the serialized forms is rarely evaluated 
automatically because of the essential difficulty of algorithmically defining an appropri-
ate reading order. Existing tools force authors to manually inspect the order of the seri-
alized forms, but this is not intuitive and the tools do not support changing the order. 

Therefore we propose a new visualization technique called “reading flow” that  
visualizes the order of the serialized form by using a visible path extended through the 
elements in the content. The reading flow represents the visual flow of reading the cor-
responding elements, and can represent fine or coarse granularity of the flow of the 
content. This allows an author to immediately see the serialized form and easily adjust it. 
The technique reduces the work for authors and developers when they build the web-
pages, since they can freely modify the reading order separately from the page design 
tasks. Going beyond webpages, our technique can potentially be applied to other types of 
documents where the reading order causes problems, such as presentation documents, 
PDF documents, and Flash content, and can help improve their accessibility.  

The rest of this paper is organized as follows: Section 2 describes related work, 
Section 3 presents the proposed reading flow technique, Section 4 describes our im-
plementation of reading flow, Section 5 reports on user experiments with reading flow, 
and Section 6 discusses the results of the experiments and some residual problems, and 
then concludes this paper. 

2   Related Work 

2.1   Transcoding 

One major approach that can control the reading order without modifying the original 
content involves transcoding on a proxy server [5, 6]. This modifies the original content 
en route to a browser by using predefined metadata that can adjust the priority of each 
part of the content for blind users. There are also client-side techniques without proxies 
that generate alternative user interfaces for blind users by using predefined metadata [7, 
8]. These techniques can also exploit a visual metadata editor but there is no interface to 
visually organize the reading order. The HearSay browser analyzes the content and the 
history of the link navigation on the fly to assess the most important parts of the content 
for the blind users, and then reorders the content by considering each part’s importance 
to the users [9]. One of the interesting flexible aspects is that the resulting reading order 
may change depending on the links that access the page, since those links may reflect 
different purposes and thus importance. All of these techniques could use our reading 
flow metadata when modifying or reordering the content. 
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2.2   Accessibility Checking Tools 

There are various types of automated tools to check whether or not a document com-
plies with the accessibility standards such as WCAG [1]. Some of them also have 
functions to simulate or visualize the serialized forms of the content.  

Textualization is the basic function provided by WAVE [10, 11], aDesigner [12], and 
many other tools. The textualizing functions provide text-only views that simulate the 
serialized forms of the content. However, this function does not offer an intuitive way 
for users to evaluate the appropriateness of the content order because it loses the posi-
tional information of the display. The users must struggle to understand the relation-
ships between the text and the original visual layout.  

Numbering is an advanced function provided by WAVE. It visualizes the content 
order by showing the sequence as a number with each element. Although the number is 
clear about the order of the content, it is still hard to get an overview of the reading 
order. The aDesigner tool also provides a function to visualize the content order using 
gradations of the background color, thus showing the reaching time from the top of the 
webpage in the screen readers, but there is no easy way for users to determine which 
elements come first in the content. These tools are mainly used for checking the ac-
cessibility, and they don’t have functions to organize the order of the content. 

2.3   Tools for Optical Character Recognition (OCR) 

In the field of OCR, there are also problems with the reading order of the content re-
sulting in a lot of research. Various technologies predict the reading order based on 
layout analysis [13] or machine learning techniques [14]. Those automatic predictions 
may not be perfect. Therefore tools to visualize the results and to allow users to correct 
the results are provided. Such tools also include functions that allow users to adjust the 
reading order, which is important when validating OCR results [15, 16, and 17]. One 
system visualized the order between pairs of recognized text zones in the captured 
image by using arrows. Our reading flow was motivated by these techniques. We have 
extended the functions to handle the specific accessibility problems of HTML docu-
ments, and also improved the usability and the presentation. 

3   Reading Flow 

Our reading flow can be regarded as an interaction technique to obtain and organize the 
order of the serialized forms of the webpages. This section describes three major fea-
tures of the reading flow: visualization, authoring, and granularity control of the 
reading flow. 

3.1   Visualization of Reading Flow 

The reading flow visualizes the order of the serialized forms of the webpages by using a 
traversal path aligned with the elements of the content. Figure 2 shows an example of 
the visualization of our reading flow on the webpage of INTERACT 2009. Our reading 
flow will be displayed over the rendered image of the content, which can be scaled to 
any size. The reading flow is represented by smoothly connected arrows that indicate 
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the visual flow of reading the corresponding elements. The visual flow of reading each 
element is determined by its content and the mode of the characters, which can be 
left-to-right and top-to-bottom, top-to-bottom and right-to-left or some other order. Not 
all of the elements need to be included on the path. Multi-granularity visualization is an 
extension of this approach (Section 3.3). In the finest-grain visualization, three prop-
erties of the element are considered to support skipping unnecessary elements. First, 
whether or not the element is audible for reading by screen readers. Second, whether 
the element is visible or hidden. Third, whether or not the element is located in the 
visible part of the screen (see Table 1). The traversable path of the reading flow must 
pass through all audible, visible, and on-screen elements. The parts of the path for the 
hidden elements and the visible but off-screen elements can be collapsed and displayed 
as special tags at appropriate positions on the complete path. By clicking the tags, the 
corresponding collapsed paths can be displayed.  

      

Fig. 2. A fine-grain visualization of the reading flow of the INTERACT 2009 webpage. Each 
distinguished element has a knob (shown as a circle) on the path of the reading flow. 

Table 1. The relationships between the properties of elements and their visualization 

Audible Not audible  
On the screen Off the screen On and off the screen 

Visible Displayed Collapsed 
Hidden Collapsed Collapsed 

Not Displayed 

3.2   Authoring of Reading Flow 

The reading flow also provides a knob on each element so that the author can explicitly 
and visually change the ordering by connecting each knob to the next one. Figure 3 
shows an example of reordering. If a user finds an incorrect order on the reading flow at 
an element (Figure 3a), the user can easily change the flow by dragging the knob on that 
element to the knob of the proper next element. During the dragging operation, the prior 
path of the dragged knob is highlighted and the rest of the path is temporally hidden 
(Figure 3b and 3c). The interface uses three constraints to maintain the consistency of 
the reading order in spite of the reordering and to make the interface as simple as  
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(a)  (d) (g)  

(b)  (e) (h)  

(c)  (f) (i)  

Fig. 3. An example of organizing the reading flow. Part (a) shows the original reading flow of the 
content, (b), (d), (f), and (h) show snapshots while the dragging the knobs. By dragging the first 
knob at the upper left to the knob below it (b), the skipped knob at the upper right is moved to the 
end of the path (c). The pairs (d) – (e), (f) – (g), and (h) – (i) show similar reordering operations to 
create a two-column layout in this example. 

possible (so even novice users can use it). (1) A knob can only be connected to another 
knob going forward. In other words, the user connects a knob to some later element or 
an unlinked element, not to an earlier element. (2) A knob cannot be connected to make 
a loop in the reordered path. (3) If a group of elements becomes disconnected, then that 
segment is moved to the end of the current path.  

(a)  

 

(b)  

 

(c)  

Fig. 4. (a) Shows the most details of the reading flow, (b) shows a medium abstraction level, and 
(c) shows the highest level of abstraction of the reading flow 
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3.3   Granularity Control of Reading Flow 

Our tool has a slider that allows users to determine the granularity level of the reading 
flow. Figure 4 shows an example of controlling the granularity of the reading flow. 
With the fine-grain reading flow the users can check the path to each element in the 
content (Figure 4a). By selecting a higher granularity level, the users can grasp the 
overview quality of the reading order in the page. For example, the items of a list now 
have a left-to-right flow and are aligned at the left side of the list (Figure 4b), and at the 
highest level, the entire series of lists is regarded as one object (Figure 4c). The reor-
dering in a granularity level affects the other levels of granularity, so that the users can 
edit the order of the flow at any granularity level that is displayed.  

The granularity control is implemented as a grouping of elements by using geo-
metric similarities in the tree structure of the content, because the layout of the 
content is often separated from the tree structure by the style sheets. The system 
calculates the linkability between adjacent elements in the flow, and then assembles 
the pairs of elements having highest linkability into a group. The linkability is de-
termined by the geometric similarity and the size of the elements, and the more 
similar and smaller elements get the higher linkability scores. The system continues 
this step of prioritizing elements until the number of elements is greater than a target 
number determined by the setting of the slider for the granularity control. In this 
process certain pairs are excluded, such as a pair of widely separated elements or a 
pair that causes an unnatural flow (as when the second element of a pair is above the 
other element within a top-to-bottom block of text).  

4   Implementation 

Our reading flow is currently implemented as a function in a Firefox extension written 
in JavaScript. The metadata generated by the tool is in the Accessibility Commons 
format [18] and can be shared through the Web service as XML or JSON.  

The current implementation handles the order of the content in a semantic layer 
separated from the original content to reduce the complexity and to allow for sharing 
the order information as accessibility metadata. When a user modifies an order, the 
modification is stored as a set of metadata to change the reading. The metadata is cre-
ated with a “flowto” concept, which is defined in the working draft of the Accessible 
Rich Internet Applications (WAI-ARIA) version 1.0 [19]. Each flowto attribute has an 
ID for a target element to be read next. 

It is easy to add flowto attributes to the content, but currently (January 2009) there 
are no screen readers that can directly use the flowto attributes to control the order of 
the content. Therefore currently the flowto metadata is applied to the content inside 
browser on the client side to simply change the order in the DOM tree of the original 
content, and ignoring possible disruptions of the appearance. The flowto metadata also 
can be converted into metadata for other systems that seek to change the reading order, 
such as transcoding systems.  
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5   Experiments 

We carried out a two-task experiment to empirically evaluate user performance using 
our reading flow technique. The first task involved finding problems in the reading 
order. The second task studied the editing process for the reading order. In the ex-
periment we compared our technique with a baseline numerical sequence display, 
controlled by entering sequence numbers into the interface. 

5.1    Participants 

Twelve computer science researchers (9 males and 3 females) from 25 to 33 years of 
age participated in the experiment. (One participant’s age was unknown.) All had 
experience with graphical user interfaces. Seven had professional or partial knowledge 
of accessibility. Four had prior knowledge of the reading order problem. We made a 
selection of the participants and focused on their expertise in accessibility, because the 
target users of these user interfaces are people who want to correct accessibility prob-
lems, such as Web designers and Internet volunteers.  

5.2   Apparatus 

We used a 3.8 GHz Xeon workstation running Windows XP, connected to a 17-inch 
LCD display with a resolution of 1280 × 1024 pixels and a standard optical mouse. In 
the tests involving our reading flow system, the reading order was visualized as arrows 
displayed on top of the target webpage and modified by the mouse operations described 
in Section 3.  

In the numerical interface, the positions were presented as sequence numbers on 
each element in the page. Each number was displayed using black digits in a small 
white rectangle. An input dialog for modifying the number popped up when the user 
clicked on a button next to the number. If the user entered an existing number, the other 
elements with that number and the following numbers were automatically incremented 
so that each element always had a unique number. All of the target webpages in the 
experiment were small webpages that could be displayed in the experimental window 
without scrolling. 

5.3   Task 1: Determining the Quality of the Reading Order 

Each accessibility trial involved five steps: (1) Before beginning the trial, each par-
ticipant saw a screenshot of the target webpage. The participant was allowed to study 
the structure of the page until satisfied. (2) The participant clicked anywhere on the 
screen to start the timed portion of the actual trial. (3) The reading order was displayed 
on top of the page. (4) The participant clicked on the screen again after deciding 
whether or not the reading order of the target webpage was accessible. (5) The par-
ticipant then recorded the decision by clicking on a good or bad button. The participants 
were instructed to complete each trial as quickly as possible. 

We measured task completion time as the time between Steps 2 and 4 and the error 
rate was defined as the percentage of trials in which participants failed to correctly 
assess the quality of the reading order. 
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We used a within-participant design. The independent variables were the interface 
(fine-grain reading flow, coarse-grain reading flow, or sequence number display), 
reading order quality (good, somewhat problematic, or very problematic), and target 
webpage (e-commerce or airport). We tested 18 combinations in total. Each participant 
performed one trial for each combination. The presentation order of the interfaces was 
counterbalanced. The quality of the reading order and the target webpage were pre-
sented in a random order. 

To introduce this task, we instructed participants about accessible and inaccessible 
reading orders, including several good and bad examples. The participants also had a 
training trial for each interface to become familiar with the task. Each session took 
approximately 10 minutes, including the training. 

5.4   Task 2: Revising the Reading Order of Contents 

Each editing trial involved four steps: (1) Before beginning the trial, each participant 
saw two screenshots, one with the initial reading order and another with the desired 
reading order. The participant was also told about the specific problems of the initial 
order and given instructions how to fix the problems. (2) The participant clicked on a 
start button to begin the trial. (3) The participant modified the reading order to change it 
to the desired order using one of the two interfaces. (4) The trial ended as soon as the 
modified reading order matched the desired order. During this task, the granularity 
slider was set to “fine” because several steps in this task required low-level changes in 
the reading order, which could only be performed with the fine-grain arrows. The 
participants were asked to complete each trial as quickly as possible. We defined the 
task completion time as the time between Steps 2 and 4. We did not measure error rates 
because each trial continued until the reading order matched the desired order. 

We again used a within-participant design. The independent variables were the in-
terface (reading flow or sequence number entry), reading order quality (somewhat 
problematic or very problematic), and target webpage (e-commerce or airport). We 
tested eight combinations in total. Each participant performed one trial for each com-
bination. Half of the participants had four trials of the reading flow interface first, 
followed by four trials of the number sequence entry interface. The other half of the 
participants had the reverse order. The quality of the reading order and the target 
webpage were presented in a random order. 

At the beginning of each session, both interfaces were described. The participants 
also received a training trial for each interface to familiarize them with this task. Each 
series of sessions took approximately 20 minutes, including training. After finishing all 
of the sessions, the participants filled in a questionnaire that covered both tasks. 

5.5   Results 

Figure 5a shows the task completion times for each reading order quality and target 
webpage combination in Task 1. In this data, we excluded all of the trials with errors. 
The average values were 6.63 seconds for fine-grain reading flows, 4.99 seconds for 
coarse-grain reading flows, and 10.18 seconds for numerical displays. The numerical 
display interface took 53% longer than the fine-grain reading flow and 104% longer 
than the coarse-grain reading flows. Analysis of variance showed significant primary 
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effects of the interface (F2,178 = 36.69, p < .001), reading order quality (F2,178 = 14.55, p 
< .001), and target webpage (F1,178 = 8.529, p < .005). There were interaction effects for 
the interface × reading order quality. A post hoc analysis indicated that the coarse 
reading flow is significantly faster than the fine reading flow (p < .05) and reading 
flows are significantly faster then the sequence number display (p < .001). It also in-
dicated that the good reading order took a significantly longer time to confirm than to 
detect problematic conditions (p < .001). There was no significant difference between 
the degrees of problems. 

Figure 5b shows the incorrect assessment rate for each combination of reading order 
quality and target webpage in Task 1. The overall values were 4.2% for each interface. 
Most errors involved the less problematic conditions. Analysis of variance showed a 
significant primary effect of the reading order quality on the error rate (F2,187 = 6.872, p 
< .005). The interface and target website had no significant effects, and there were no 
interaction effects. A post hoc analysis indicated that somewhat problematic conditions 
caused significantly more errors than good or very problematic conditions. 
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Fig. 5. (a) Task completion times (seconds) with standard errors and (b) error rate (%) for quality 
assessment 
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Fig. 6. Task completion times (seconds) with standard errors for reading order revising 
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Figure 6 shows the task completion time for each combination of reading order 
quality and target webpage in Task 2. The overall average values were 31.6 seconds for 
reading flows and 49.1 seconds for numerical entries. The numerical entry interface 
took 56% longer than the reading flow interface. The reading flow interface generally 
outperformed the numerical entry interface except for the e-commerce website in the 
somewhat problematic condition. Analysis of variance showed a significant primary 
effect of the interface on this value (F1,77 = 9.226, p < .005). The reading order quality 
and target website had no significant effects and there were no interaction effects. 

The post experiment questionnaire asked for subjective evaluations of our reading 
flow interface. All eleven participants preferred the reading flow interface to the nu-
merical display interface for both tasks. For Task 1, six participants preferred 
coarse-grain reading flows, two preferred fine-grain reading flows, and the others had 
no preference between the reading flows granularities. 

6   Discussion 

6.1   Effectiveness and Visual Patterns 

The results clearly show the effectiveness of this new visualization method. Subjects 
could perform the tasks in significantly shorter times (Figure 5a) by using the visuali-
zation than by using the sequence number display. Also, the subjects preferred the 
visualization over the sequence number display (Figure 6). The coarse-grain visuali-
zation also accelerated the performance. In most cases, coarse-grain visualizations 
achieved significantly faster performance than fine-grain visualizations (Figure 5a), 
even though the error rates were the same (Figure 5b).  

The differences in task completion time were significant between visualization and 
sequence number display in all cases, but the degree varied depending on the quality of 
each target page. When a page did not have any problems (“good” in Figure 5a) or 
when a page had many problems (“very problematic”), the difference is much larger 
than for pages with a smaller numbers of problems (“somewhat problematic”).  

One possible interpretation of the result is that subjects could recognize visual pat-
terns for good or very problematic pages at a glance. The visual patterns are not clear 
from the interview comments, but we think that one of cues is the number of crossing 
points in the visualization. The line traverses the content with fewer crossing points if 
the reading flow matches smoothly with the visual semantics, otherwise the line be-
comes tangled with many crossing points (Figure 7a). In contrast, for “somewhat 
problematic” pages, the problem is elusive in the smooth reading flow line, which is not 
visually obvious in comparison to good pages (Figure 7b). The error rate was signifi-
cantly higher in those tasks, even though subjects spent substantial time with somewhat 
problematic pages (Figure 5b). This may indicate that subjects overlooked small visual 
patterns with problems.  

If this hypothesis is true, it should be possible to improve the visualization by high-
lighting the characteristic visual patterns of problems on a page. For example, the color 
gradation for each segment of the flow line from the top to the end of a page could 
improve the visibility of visual patterns by giving a sense of the distance for each in-
tersection. A more direct enhancement might be the highlighting of each crossing point 
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with a red flag on the background. If a visualization is filled with red, then the page may 
have many problems. Another type of improvement involves few crossing points. For 
example, Figure 7b looks like a good example with a smooth line and no crossing 
points, but it has the table layout problem. This example resulted in the highest error 
ratio (Figure 5b “Target 2 Somewhat Problematic”). This type of problem can be easily 
recognized by comparing the reading order with the original content without consid-
ering the visual patterns. Therefore, it is necessary to warn about potential problems in 
the visualization. For example, if knobs have different colors for table elements, that 
could warn users to carefully compare the semantic reading order with visualization.  

6.2   Interface for Correction 

The result of Task 2 shows the significance of the visualization for correction tasks 
compared with the numerical interface. However, the difference is not clear in some 
cases. For example, the somewhat problematic example for target 1 had results that 
were reversed from the other cases (Figure 6). Subjects commented that they consis-
tently tried to scan the numbers from the top of a page, and changed the values to satisfy 
the semantic ordering. For the reversed results, the page can be fixed by changing only 
a few numbers close to the top of the page. Then the subjects could finish more quickly, 
since the time duration for each repair operation is shorter than the visualization. One 
subject also commented that the temporary intermediate visualizations during a se-
quence of repair operations were often hard to interpret as the lines became tangled. 

(a)   (b)   

Fig. 7. Examples of reading flows with problems. (a) Is very problematic, and (b) has a problem 
related to table heading order, and is somewhat problematic. 

These results give insights into the characteristics of the repair operations. The 
visualization was very quick and effective when subjects could recognize the problems 
in a page, and the improved recognition times also contributed to the improvements in 
the correction task (Task 2). However, the correction operation based on mouse drag-
ging was relatively less time effective and also the method for temporary intermediate 
visualization was not completely effective for the subjects during the task.  

Several areas for possible improvements appear in these results. The biggest area 
might be a combination interface with both sequence numbers and the visualization. 
The numbering of each element would be the simplest combination and also temporary 
and local numbering may improve the usability when changing the order of a series of 
elements. The number-based correction also can be integrated into the visualization 
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along with the mouse-based interface that uses dragging and clicking. We will consider 
these improvements as future work.  

6.3   Possibility for Collaborative Correction 

It is clear from the experiment that the visualization allows users to correct reading 
order significantly faster. If the method becomes sufficiently easy for average Web 
users, collaborative accessibility improvements for ordering by community volunteers 
will become possible in the near future. This would be part of a new strategy to make a 
wide range of Web content accessible by gathering the power of Web users, based on 
the same social computing techniques as used in the widely accepted wikis and social 
bookmarking services. Projects by Takagi et al. [20] and Jeffly et al. [21] are leading 
projects in this area, allowing volunteers to fix various accessibility problems, such as 
missing alternative texts and missing heading tags. Currently, the services do not have 
any function to allow volunteers to reorganize reading order, mainly because the ex-
isting reordering interfaces (e.g. sequence number display) are far too difficult for 
typical Web users to understand without special training. The reading flow will be one 
of the key technologies for such services to provide ideally accessible webpages for the 
blind. We plan to deploy these functions to help blind users who face difficulties in the 
current visual Web environment. 

6.4   Feedback to the Original Content 

Although the metadata for reading order is completely separated from the original 
content in our current implementation, there is a various possibilities for applying the 
metadata to improve the content. The metadata can be used to modify the source of the 
content or to change the live DOM on the client browsers, but the feedback system for 
the reading order without affecting its appearance and the usability is a challenging 
problem because the structure of the content and the style sheets influence the ap-
pearance and the usability. However this is a final piece when trying to realize a full 
ecosystem of checking and organizing the reading order for the collaborative correc-
tions that help the blind users. 

7   Conclusion 

A new method to visualize the reading order of webpages was introduced. Our “reading 
flow” approach allows Web authors to easily and intuitively evaluate the appropri-
ateness of the reading order or their webpages. We have shown how the reading flow 
visually exposes the order of webpages with a variable granularity, supporting func-
tions for visually reordering the elements, and generates reading order metadata that is 
separate from the original content. Two sets of user experiments were conducted 
comparing the performance in recognition and the performance of repair tasks in the 
reading order (against a numerical interface). The results show that the reading flow 
technique is significantly faster than a numerical interface. The result also suggested 
several areas for improvement, both in visualization and in the interface for repairs.  
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As future work, we are planning to implement improvements and investigate feed-
back mechanisms for applying the reading order metadata inside the original content 
and the effectiveness for the blind users. The visualization will be a key technology to 
allow average Web users to work on improving Web accessibility in the social ap-
proach. We hope to deploy the visualization function to broader audiences, and to 
provide the benefits of this new metadata for correcting reading order for blind users 
worldwide.  
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Abstract. On the World Wide Web, page previews augment hyperlinks to pro-
vide extra information about each link’s destination. These previews can reduce 
navigation time and errors in goal-directed navigation tasks when the informa-
tion provided by the text and context of links is inadequate. A number of differ-
ent types of page previews have been proposed, and some are already in use; 
however, little is known about which preview types will consistently help users 
make good navigation decisions. Our study compares six preview techniques 
(title, URL, subject category, page genre, genre symbol, and thumbnail), two 
delivery mechanisms (inline and popup), and two page load times (fast and 
slow). We found that previews showing the genre of the page (e.g., whether the 
page is an information page or a search page) yielded significantly faster per-
formance than other preview techniques, and participants also preferred the ge-
nre-based previews. Our study is the first to compare the performance of a wide 
range of page previews in a naturalistic, non-search environment, and provides 
empirical data that can improve support for goal-directed navigation. 

Keywords: Goal-directed browsing, information scent, page previews.  

1   Introduction 

Goal-directed browsing – in which users look for information that satisfies a specific 
information need – is a common activity on the World Wide Web (WWW). In these 
tasks, people try to move towards their goal by navigating through successive Web 
pages, making a decision at each page about where to go next. If the user has experi-
ence with a page or destination, these decisions could be based on prior knowledge, 
but in the majority of cases, a page will be unfamiliar to the user, so they will have to 
choose an outgoing link based on information presented on the current page.  

This local information about where links will take the user is called information 
scent – that is, proximal information that gives cues about distal information sources 
(i.e., other Web pages) [4]. The primary means for providing information scent in a 
Web page is through the link text itself – and in many cases, link text does an adequate 
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job of indicating where the link goes: e.g., “For more information, visit the SuperCorp 
website”. However, many other pages have links with poor information scent, and 
provide few clues about where links will take the user. Many blogs, news sites, and 
review sites suffer from this problem of hyperlinks with low scent. 

When links have low information scent, it becomes difficult for users to make good 
navigation decisions; as a result, people need more time to decide which link to fol-
low, and may make more navigation errors. In high-cost environments (such as a slow 
network link, or an expensive roaming data plan), extra time and more errors can 
quickly lead to frustration and added expense. 

To deal with this problem, Web designers can incorporate better information scent 
into the links on their pages (e.g., [18, 25]); however, automatic provision of addi-
tional scent could be an important alternative for existing pages, or for pages that do 
not follow ideal design principles. Insertion of additional scent is a realistic possibility 
– because browsers can retrieve information about the destination page, it is possible 
to add a destination preview as part of the information scent for each link on the page. 
Most browsers already provide a limited form of this kind of preview, by showing the 
link URL in the window’s status bar. There are also several other types of previews 
that are possible. For example, some pages augment links with an icon to indicate that 
the link will take the user offsite (e.g., “example link ”), and page scripts can allow 
the display of a thumbnail image of the actual destination page on mouseover (as in 
Figure 1B). Other possibilities include showing the page title, a text summary of the 
page, or a word or symbol indicating the page type or subject. 

Although destination previews are already possible, little is known about what pre-
view type will work best – that is, which kind of preview will most consistently help 
users make good decisions about where to go. Prior work has tested previews for 
search results pages, but no research has looked at preview techniques in naturalistic 
Web pages such as blogs or reviews. To address this limitation, we carried out an 
empirical study that compared the performance of six different preview types in real-
istic goal-directed navigation tasks, and tested them with fast and slow page load 
times and in both pop-up and inline formats.  

Three of our destination previews can be derived from the destination page itself: 
URL, page title, and thumbnail. Three others involve human or automatic classifica-
tion of pages into categories – in our study, either the subject category of the page or 
the page’s genre (e.g., information, shopping, or search).  

Our study showed that there were significant differences between the preview 
types: performance with genre-based previews was significantly faster than with the 
other preview types, and participants preferred genre-based previews. In addition, 
thumbnails had the slowest task times of all the methods, and were the least-liked 
technique. In this paper, we provide details of these findings and present guidelines 
for the design of Web pages and page preview techniques. 

2   Related Work 

Information foraging theory considers how people navigate as they seek information 
in spaces like the WWW [4]. An important part of information foraging is the idea of 
information scent – ‘proximal clues to distal content’ that help the user understand the 
likely outcome of each navigation action [4, 20]. When information scent is poor, 
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users exhibit indecision and hesitation when deciding between hyperlinks. When they 
do not have the information that they need to make good navigation decisions, users 
often randomly click on links, and must backtrack to correct their mistakes [25]. 

Poor information scent is common on the Web, and evidence for the errors that this 
can cause can be seen in recent studies of backtracking behaviour [2, 14, 23]. For 
example, Obendorf et al. found that backtracking accounted for 31% of page revisits, 
and they also suggest that people actively spend time trying to avoid backtracking 
[19]. In recent years, developers have released software aimed at reducing backtrack-
ing and related navigation errors. For example, Berkun [1] stated that navigation er-
rors helped to motivate the development of the Explorer bar, which helps manage 
favorites, browsing history, and search results. 

Navigation errors can be frustrating and potentially expensive since each page view 
can cost time or money. For example, navigation errors are particularly time consum-
ing for visually impaired users: it can take up to 120 seconds to interpret a new page 
[10]. Similarly, users on pay-per-bit networks or networks with bandwidth constraints 
pay substantial penalties when they make hyperlink selection errors. 

Providing users with information about the destination of a hyperlink can improve 
navigation [9, 17, 26]. Adding this preview information enhances information scent 
so users can make more accurate decisions about target pages [25]. Nielsen [18] sug-
gests that Web designers should strive to improve information scent by using links 
and category text that accurately characterize the destination page, but others have 
taken this idea further, considering several different presentation techniques, includ-
ing thumbnails, symbols, and genre information [16, 24, 26]. 

Weinreich and Lamersedorf [24] list several types of information that can be used 
to provide previews of destination pages, including basic information about the page 
(such as the title, author, language, or last visit), the direction of navigation (forward 
or backward), the expected access time, the target file type, the behavior of the link 
(will the link open a new window, replace the current one, or change a frame), the 
location of the page (remote or local), and the status of the link. Drori [7] found that a 
combined preview of the title, relevant text from the target page, common words, and 
keywords in context was effective at improving completion times during search tasks. 

Another preview approach is to use high-level semantic categories to describe tar-
get pages. Matsuda and Fukushima [16] developed a system that classifies pages 
based on keywords and the page’s internal structure. They classify pages according to 
common page genres, such as ‘product catalog,’ ‘investigation report,’ and ‘adver-
tisement.’ Other research developed similar genre classifications, with different crite-
ria, including fine-grained information about the style and layout of page content [15], 
and information about the placement of links on pages and their URLs [22]. Cluster-
ing search results based on subject categories can improve speed and accuracy for 
search tasks [3]. Generating subject or genre classifications accurately and efficiently 
is still an active research area [27], but explorations into syntactic classification [16] 
and semantic hierarchical classifications [8] have shown promise.  

A third common preview technique is to provide thumbnails that show a miniature 
representation of the destination page. Some researchers have found that thumbnails 
improve recognition during bookmarking tasks [5, 13]. More recently, Woodruff et al. 
[26] evaluated an enhanced thumbnail technique that highlights page text, and found 
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that people were able to complete certain search tasks more quickly with the enhanced 
thumbnail than with either text alone or standard thumbnails. 

Researchers have also developed preview techniques to dynamically modify the 
current page to provide information about destination pages. Faaborg et al. found that 
determining the user’s goals and adaptively altering or adding to the content of the 
current Web page can reduce completion times in goal-directed navigation [9]. Miura 
et al. [17] expand potential page targets within the current browser window to create 
documents within documents. However, this technique can create large unmanageable 
spaces that force users to scroll extensively within a page.  

There are several examples of page previews already used on the Web: most 
browsers show URLs in the status bar when the user hovers over a link; plug-ins and 
page scripts are available for adding thumbnails; and Web sites such as Wikipedia add 
a symbol to indicate that a link will take the user to an external page. 

Previous studies have compared performance differences between page preview 
techniques, but these evaluations have focused on Web search scenarios [8, 16, 26]. 
For example, Woodruff et al. [26] compared the performance and subjective differ-
ences when people use thumbnails, enhanced thumbnails, and text summaries in Web 
searches. Dumais et al. [8] compared several different search interfaces, which com-
bined different preview techniques, including category names, text summaries, and 
page titles, using both inline and hover presentations. 

Unlike past studies, we are interested in evaluating preview techniques when they 
are used with realistic Web pages. Our goal is to extend the understanding of preview 
performance to tasks and situations that more closely reflect general goal-directed 
navigation on the WWW.  

3   A Comparison Study of Page Preview Techniques 

To determine performance and preference differences between different types of page 
previews, we carried out a study that asked participants to make navigation decisions 
in realistic Web pages with six different preview techniques. In particular, we wanted 
to answer the following questions: 

1. Does the preview type affect the time needed to navigate to the correct page?  
2. Does the preview type affect the number of navigation errors?  
3. Which preview types do users prefer? 
4. Do people use the previews or the page content when making navigation deci-

sions in low-scent situations? 
5. Does changing the presentation method (inline or popup) change the performance 

of any preview type? 
6. Does changing the page load time change the way people use previews? 

To answer these questions, we manipulated three independent variables in our 
study: preview content, presentation method, and page load time.  

3.1   Independent Variables 

We tested six different kinds of preview content: destination page title, URL, thumb-
nail image, subject category, genre category, and genre symbol. 
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Title. Title previews showed the full title of the destination page, as retrieved from the 
page’s HTML header. 

URL. The full URL of the destination page.  

Thumbnail image. Thumbnail previews showed 128x128-pixel images of the destina-
tion page (similar to that shown in Figure 1B). 

Subject category. Subject previews are short tags (one to three words) describing the 
semantic category of the destination page (e.g., ‘hockey’ or ‘politics’). We selected 
subject categories from Google Directories (www.google.com/dirhp); for example, 
www.golfknickers.com has a directory path of Shopping > Sports > Golf > Apparel, 
so we used the tag ‘Golf apparel shopping.’ 

Text genre category. Text genre categories are a single word that describes the genre 
of the destination page; they classify the page type, but not the page subject. Eight 
genre categories – developed through a series of pilot studies – were used in the 
study: login, news, shopping, search results, blog, forum, corporate, and information.  
 

Genre symbols. Genre symbols use the same categories as genre text, but use a sym-
bolic representation (see Figure 2). 

 

 

Fig. 1. A) Sample of page with inline genre text links; B) Popup thumbnail preview 

      
Login News Shopping Info Blog Corporate Forum Search 

Fig. 2. Genre symbols and names 
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Two presentation mechanisms, inline and popup, were used in the study. Inline 
presentation showed the preview content at all times, located to the right of target 
links (Figure 1A). Inline URLs and titles were truncated to 30 characters. Popup pres-
entation showed previews when the mouse pointer was over the link (Figure 1B).  

Two page load times were simulated to determine whether delay influenced the 
performance or preference of the preview types. In the slow page-load condition, 
there was a 10-second delay between clicking on a link and the delivery of the desti-
nation page. The fast-load condition had no delay.  

3.2   Task 

The previews were deployed in a series of custom-built Web pages that resembled 
simple blog or news sites. In all pages, we manipulated the content so that the links on 
the page had poor information scent. We equalized the amount of text shown in links, 
and the amount of information provided by the surrounding text and the link text. 
Each hyperlink was reduced to one word. These manipulations were determined 
through pilot studies where users judged the link scent on each page. 

Source pages provided the same set of sidebar and topbar links (these links ap-
peared live, but returned the participant to the source page). There were no animations 
or advanced visual objects (e.g., Flash) on the source pages. 

Participants were asked to carry out short navigation tasks in which they had to de-
cide which link on a source page would move them towards a given information goal. 
Participants carried out 30 of these tasks in different experimental conditions, but in 
all cases the source page had links with poor information scent. An example source 
page is shown in Figure 1A. The task for this page was to select the link that would 
best allow them to “find out the average impact resistance of a rubber sidewalk slab.” 
Participants were told to decide as quickly as possible while minimizing errors. The 
information goal was always available in a separate browser window. 

Articles were actual posts found in news and blog sites. The text was approxi-
mately the same length for each article, and all pages could be read without scrolling 
the browser window. Links were added or removed to achieve a uniform four links 
per article, and only one link was the correct choice for each task. 

After participants selected a link from the source page, they were shown a form 
asking what influenced their decision (the article’s content, the link preview informa-
tion, both, or neither). Participants were then told whether they had chosen the correct 
page; if they were incorrect, they were reminded of the information goal and directed 
back to the source page. Participants continued until they chose the correct link.  

To simulate expert performance with the symbols in the ‘genre symbols’ condition, 
participants could see a reminder window with the symbols and their names. 

3.3   Study Design and Procedures 

The study used a mixed factorial design with both between- and within-participants 
factors to reduce the length of the study to under an hour per participant. The within-
participants factor was preview type (page title, URL, thumbnail image, subject cate-
gory, genre text, genre symbol). The two between-participants factors were presentation 
method (inline or popup) and page load time (fast or slow), since pilots suggested that 
both factors would have easily measurable differences between conditions.  
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Each participant used each technique on five Web pages (for a total of 30 pages). 
Each technique was shown as a block: a participant would see five pages in a row for 
each preview type before moving on to a different type. The order of the six preview 
techniques was counterbalanced using a Latin square, but tasks and pages were pre-
sented in the same order for all participants, balancing the six preview techniques 
across the 30 task pages. 

Presentation method and page load time were between-participants factors. Half 
the participants saw preview techniques inline, and the other half saw them as popups. 
In addition, half the participants were assigned to the slow-loading condition, and half 
to the fast-loading condition. In the slow-load condition, participants were redirected 
to a page that indicated that the content was loading during the 10-second delay; the 
loading page was not used in the fast-loading condition.  

Participants began by completing a demographic survey and an informed consent 
form. Participants read a short description of the study procedure and viewed exam-
ples of each of the preview techniques using the appropriate presentation method. 
Following the orientation, participants completed the set of 30 navigation tasks using 
the Firefox Web browser. At the end of the session, participants completed a post-
experiment questionnaire that asked them to rate and rank the techniques according to 
preference and usefulness. The questionnaire also asked whether participants used the 
text of the page, the previews, or both in their navigation decisions. Participants were 
also permitted open-ended responses. 

Twenty-four participants, 14 female and 10 male, were recruited from a local uni-
versity. Participants ranged in age from 18 to 28 years (mean of 22). All participants 
reported either using a computer ‘often’ (1) or ‘every day’ (23), and reported using a 
Web browser ‘occasionally’ (1), ‘often’ (1), or ‘every day’ (22). As there were two 
between-participants factors, there were four groups of users (6 users per group): 
popup-delay, popup-no-delay, inline-delay, and inline-no-delay. Kruskal-Wallis tests 
on 4-independent samples showed no differences between the groups in terms of their 
expertise with computers (χ2=3.0, p=.392), video games (χ2=2.6, p=.451), Web 
browsers (χ2=2.1, p=.553) or e-mail (χ2=2.1, p=.554), or with their choice of primary 
Web browser (χ2=6.2, p=.101) or primary input device (χ2=1.8, p=.614).  

Computer logs were used to track completion time, error rates, and participants’ 
mouse movement over target links. Completion time was measured from the moment 
the task page loaded to the moment the participant selected a target link. In the delay 
condition, the 10-second delay was not included in the completion time measure. 
Pages were served from a machine connected on a local area network, so additional 
latency was negligible. Incorrect links selected during a task were logged as errors.  

We performed a Repeated Measures Multivariate Analysis of Variance (MA-
NOVA) on the completion time and error data for the six preview types, with presen-
tation method and page load time included as between-subjects factors. All main 
effects and interactions were tested at α=.05 and Least Significant Differences were 
used for all post-hoc pairwise comparisons. The sphericity assumption was not vio-
lated, thus the degrees of freedom were not adjusted. Questionnaire data were ana-
lyzed using non-parametric statistical techniques appropriate for rankings data. 
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4   Results  

4.1   Empirical Results 

Does preview technique affect task completion time? Preview technique had a signifi-
cant effect on the task completion time (F5,100=3.50, p=.006, η2=.15; see Figure 3A). 
Pairwise comparisons showed genre text yielded significantly faster performance than 
all other preview types (all p<.025), while there were no differences between the other 
preview types. Table 1 shows the means and standard errors for each preview type.  

Does preview technique affect error rates during tasks? Although error rates for the 
six preview types showed similar trends as completion time, there were no statisti-
cally significant differences between the preview techniques with respect to their error 
rates (F5,100=1.16, p=.337, η2=.06), see Figure 3B. 

Does page load time affect task completion time, error rate, or mouse movements? 
There were no main effects on completion time (F1,20=.315, p=.581, η2=.02) or  
error rate (F1,20=.749, p=.397, η2=.04) by varying the simulated network delay. The 
10-second delay between clicking the link and discovering whether or not the answer 
was correct appeared to have no effect on user behavior (see Table 1).  

For participants who saw the preview techniques as popups, we investigated 
whether page load time impacted the number of times participants hovered over the 
links before making a decision. An RM-ANOVA on the preview types with delay as a 
between-subjects factor showed no significant difference (F1,10=0.67, p=.432, η2=.06). 

Does the presentation method affect completion time? There were no effects of the 
presentation method on completion time (F1,20=2.15, p=.158, η2=.10) (see Table 1).  

Does the presentation method affect the error rate? Error rate did vary significantly 
with respect to presentation method (F1,20=4.62, p=.044, η2=.19). Participants who 
were presented with the preview techniques inline had a higher error rate than those 
who saw popups (means and standard errors are presented in Table 1).  

 

 
Fig. 3. A) Mean time (±SE) per task by preview technique;  B) Mean errors (±SE) per task by 
preview technique 
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Table 1. Means ±SE for time (s) and errors by page load time and presentation method 

 Presentation Method Page Load Time 
popup 24.6 (36.1) delay 29.8 (36.1) 

Time 
inline 32.1 (36.1) no-delay 26.9 (36.1) 
popup 0.6 (0.1) delay 0.8 (0.1) 

Errors 
inline 0.9 (0.1) no-delay 0.7 (0.1) 

 
Does preview type interact with the between-subject factors (page load time, presen-
tation method)? There were no significant interactions between preview type and 
page load time (Time:F1,20=1.0, p=.425, η2=.05; Error:F1,20=1.11, p=.358, η2=.06), 
preview type and presentation method (Time:F1,20=.69, p=.635, η2=.03; Er-
ror:F1,20=.1.24, p=.295, η2=.06), or presentation method and page load time 
(Time:F1,20=1.37, p=.256, η2=.06; Error:F1,20=.18, p=.675, η2=.01).  

4.2   Subjective Results 

Which preview techniques were most liked and disliked? Participants rated their 
agreement with the statement “I liked this preview technique” on a 5-point scale (see 
Figure 4). The ratings were significantly different for the six preview techniques 
(χ2(5)=15.6, p=.008), and pairwise comparisons showed that participants liked thumb-
nails less than all other techniques (all p<0.05). There were no significant differences 
in the ratings between users in the slow page load versus the fast page load condition; 
however, users who saw the preview techniques inline liked page titles less than those 
who saw the previews in the popup condition (p=.027).  

 

Fig. 4. Mean ratings (± SE) for how liked and how useful the preview techniques were on a  
5-pt scale (lower rating = more liked and more useful) 

In addition, participants chose the preview techniques that they liked the most and 
the least. The most liked techniques were genre symbol (9 people) and genre text (7). 
In followup comments, participants suggested that they found the symbolic represen-
tation faster than reading text: one participant said “once you learn the symbols it's the 
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fastest and easiest approach” and another stated “recognizing symbols when searching 
was a lot simpler than reading words.”  

The least liked technique was thumbnails (9 people), followed by URLs (8). Com-
ments suggested that the fidelity of the thumbnails made it difficult to gain useful 
information: one person said “I could usually not tell what the page was, or even the 
type of page.” and another said “The thumbnails were small and I could only [get] a 
general impression of what the website was.” Reasons for disliking URLs included 
difficulty in reading and interpreting the URLs, and the lack of useful information: “It 
does not really tell me whether it is related to what I am searching for.” 

Did participants find the preview techniques to be useful? Participants rated their 
agreement with the statement “This preview technique was useful” on a 5-point scale 
(see Figure 4). The ratings were significantly different for the six preview techniques 
(χ2(5)=12.4, p=.030), and pairwise comparisons showed that participants thought 
thumbnails were less useful than all other techniques (all p<0.05). 

Did participants use the preview techniques or the page content to make their naviga-
tion decisions? After each link selection, we asked participants to report what infor-
mation they used to make their navigation decision. Participants most often stated that 
they used previews (51%), followed by page content (22%), then both (16%), and 
neither (11%).  

4.3   Summary of Results for Preview Types and Presentation Method 

Genre Information. Participants were significantly faster when using the genre tech-
niques, and fastest with text-only genre labels. There were few individual pages 
where this preview type performed badly. We believe that this indicates an important 
aspect of goal-directed navigation:  users want to know what they can accomplish at a 
destination page, and that information is not currently conveyed by other page pre-
view techniques. When describing the genre techniques, people used words like “sim-
ple”, “easy”, and “quick”, and many participants identified the relationship between 
the task and the genre text as being particularly helpful. One participant wrote, “if I 
was to look for something to buy, it would obviously be in the link that had the genre 
text ‘shopping’ rather than ‘forum’.”  

Subject Categories. Subject categories appeared to work well with some tasks, and 
poorly with others, and overall this technique was slower than genre information. 
Inspection of individual pages suggested that although the category accurately repre-
sented the topic of the destination pages, it was not often a good fit for the task. 

URLs. Participants’ performance with URLs was comparable to performance with 
subjects, titles, and thumbnails. This technique was most successful when there was a 
fortuitous match between an aspect of the task and an element of the preview. For 
example, one task asked people to find out how a person’s name could be easily 
changed, and the URL of the correct target contained “www.namechange.com;” simi-
larly, a task asked participants to determine a property of a type of concrete block, and 
the correct destination page’s title was “Building Materials.” These fortuitous corre-
spondences were infrequent; URLs usually provided very little information that was 
relevant to the task. Although URL preview information is included in most browser 
implementations, no users identified it as their favorite technique and several ranked it 
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last. Our results also suggest that ‘re-written’ URLs (such as tinyurl.com or dynamic 
javascript links) will detract from the browser’s existing default page preview tech-
nique (showing link URLs in the status bar). 

Page Titles. User performance with page titles was also relatively poor, and this tech-
nique was not preferred by any participants. One problem with page titles is that title 
information is set by Web designers, so some pages can have titles that contain poor 
information scent—either accidentally or through intentional misdirection. The pages 
used in this study were carefully chosen to include valid titles, but the titles were not 
necessarily good matches for users’ tasks. 

Thumbnails. Completion times using thumbnails was the slowest of all techniques. 
People also gave thumbnails the lowest ratings for usefulness and preference – sig-
nificantly lower than all other preview types. There was, however, a wide variance in 
performance with this technique. Thumbnails appeared to work well when the desti-
nation page contained distinctive visual elements (e.g., a company logo), and when 
the title of the page was large enough to be readable. When destination pages were 
less recognizable, however, thumbnails performed very poorly: in several tasks, all of 
the four destinations had similar visual appearances, making it difficult for partici-
pants to make a choice based on thumbnail alone. The value of having readable text in 
a thumbnail suggests that the technique could be improved by creating better thumb-
nails – for example, using textually-enhanced thumbnails (e.g., [26]). 

Presentation Method. The popup presentation of previews performed better overall 
than inline previews – there was no time difference, but popups led to fewer errors. 
The good performance of popups is valuable for designers, since many available pre-
view techniques cannot feasibly be placed inline, since they clutter the display and 
may change the author’s intended page layout.  

5   Discussion 

In this section, we identify lessons for designers, and comment on issues that must be 
considered in a more widespread deployment of page previews. 

First, our work provides guidelines that should be considered by designers of Web 
pages and browser add-ons.  

 

• Previews are valuable in low-scent environments. It is clear from the study that all 
the preview techniques led to decisions that were much better than chance, and all 
of our participants reported using the previews in their decisions. Therefore, 
browsers should continue to make standard previews available, and should con-
tinue to investigate previews that are more effective than simple URLs. 

• Genre categories are valuable. The genre of a page provided our participants with 
useful information for goal-directed browsing, but genre is not used in any current 
system. There is still considerable work to be done to achieve accurate and auto-
matic genre classification, but this is an area that shows considerable potential for 
improving navigation support. 

• Use popup presentations. User-controlled delivery of previews, such as a popup, is 
better than inline presentations for several reasons: they led to fewer errors, they do 
not alter the source page, and they do not add scent where none is needed. They 
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give Web designers more control over the look and feel of their pages because pre-
views are delivered on demand without changing the page layout.   

• Thumbnails alone perform poorly. Our study reinforces earlier findings [24] sug-
gesting that thumbnail images alone should not be used as primary previews – they 
performed poorly and were disliked by participants. This is an important result, 
since several existing tools provide exactly this type of preview. Designers who 
wish to use thumbnails should include additional information such as title along 
with the image. 

Second, our experiences with page previews suggest several questions that must be 
considered when deploying page preview techniques more widely. 

• Will previews clutter or detract from some Web pages? In situations where the page 
presents adequate information scent, or where the page author has carefully designed 
the visual appearance, extra information could distract the user or clutter the page. 
This possibility argues strongly for popup presentations, which avoid showing pre-
view information until explicitly requested, and which do not change layout. 

• Will automatic information scent clash with intrinsic scent? Designers may have 
carefully added information scent to links in their page in order to create a particu-
lar impression on the user, and may not want additional previews. Although in gen-
eral it is always legitimate to provide more information to users who want it, this 
situation raises the larger issue of whether preview information can be trusted. 

• Can preview information be manipulated? If the authors of destination pages know 
how previews are being generated, they could manipulate their pages to change their 
preview. In some cases, this understanding will be beneficial, in that it will lead to 
better previews (e.g., readable text in a thumbnail, accurate page titles). However, 
authors could also create a falsely attractive preview to try and get more traffic. 

• Would combination previews work well? Several types of previews seemed to 
work well in different situations, suggesting that multiple information sources 
could provide better performance. To test this possibility, we recorded the mini-
mum times for any of the thumbnail, URL, and title previews. This hypothetical 
combined preview would have ranked second in performance. Combined previews 
have been previously explored in the context of search tasks and were found to be 
effective [7, 26]. 

• Is automatic genre categorization feasible? The performance of genre as a preview 
is dependent on being able to correctly categorize pages. Our study categorized 
pages by hand, but research on automatic classification is underway [8,16]. Assign-
ing a genre is hard for some types of pages, but is easy for others (such as login or 
search pages) that give clear cues. It is also possible that authors could supply the 
page genre (although with the same manipulation risks discussed above), or by a 
community effort such as that for subject categories (the Open Directory).   

6   Conclusions and Directions for Future Work 

During task-based navigation on the World Wide Web, links with low information 
scent can cause navigation problems for users. Page previews can help address these 
problems by improving navigation time and accuracy, but little is known about the 
effectiveness of various proposed preview techniques. We evaluated six different 
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preview techniques with two page load time conditions and with two presentation 
methods. Our study is the first to move beyond search results pages to investigate 
preview performance in realistic Web sites. 

We found that participant performance was best using genre-related preview tech-
niques, and that this technique was preferred by the majority of users. Performance 
was slowest using thumbnail previews, and most participants disliked this technique. 
Our results suggest that while any preview information is valuable in low-scent envi-
ronments, previews that consider the user’s activity can be particularly useful. In 
addition, the study showed that popup presentations have advantages over inline pre-
views, and that page load times do not change performance or preferences. 

There are several possible directions for future work in this area. First, we plan to 
explore other preview techniques and combinations of the methods investigated here, 
and test them with a larger pool of participants. Second, we will continue to develop 
the genre preview technique. Preliminary efforts have been made on automated genre 
classification [8,16], and we are currently working towards low-cost techniques for 
classifying Web pages with genre information, through both automated and social 
approaches. Third, we will investigate the longitudinal effects that page previews 
have on browsing behaviour, through an experiment that logs navigation activity with 
and without page previews. Fourth, it is worth determining whether the presence of 
previews might actually hinder navigation when the information scent contained in 
links is adequate: we will investigate the relationship between information scent and 
page previews in navigation tasks. Last, we plan to carry out further studies with eye 
tracking systems to obtain more detailed information about the way that users interact 
with page previews. 
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Abstract. Tag clouds have become a popular visualization and navigation inter-
face on the Web. Despite their popularity, little is known about tag cloud  
perception and performance with respect to different user goals. This paper pre-
sents results from a comparative study of several tag cloud layouts. The results 
show differences in task performance, leading to the conclusion that interface 
designers should carefully select the appropriate tag cloud layout according to 
the expected user goals. Furthermore, the analysis of eye tracking data provides 
insights into the visual exploration strategies of tag cloud users. 

Keywords: Tag Clouds, Tagging, Performance, Perception, Eye Tracking, 
Visualization, User Goals, Navigation, Evaluation, Folksonomy. 

1   Introduction 

With the advent and great success of a new generation of community-oriented web-
sites in domains such as Media Sharing (e.g., Flickr, YouTube) or Social Bookmark-
ing and Citation (e.g., Delicious, Connotea), a new way of metadata creation has 
emerged, commonly known as tagging. Tagging-based systems enable users to add 
tags – freely chosen keywords – to Web resources to organize these resources for 
themselves and/or others. Visual browsing in the tag collections is realized in differ-
ent ways; often, websites offer an interface element known as tag cloud. Usually, a 
tag cloud presents a certain number of most often used tags in a defined area of the 
user interface. A tag’s popularity is expressed by its font size (relative to the other 
tags) and is therefore easily recognized. Sometimes, further visual properties, such as 
the font color, intensity, or weight, are manipulated (for an overview see [2]). Next to 
their visualization function, tag clouds are also navigation interfaces as the tags are 
usually hyperlinks leading to a collection of items they are associated with. 

However, tag clouds are not only used to display tag sets but are also increasingly 
applied in other contexts and for various data sets, for instance, in the areas of informa-
tion visualization or text summarization (cp. [11]). Furthermore, several layout varia-
tions emerged on the basic design principles of tag clouds. Most popular is the ‘classic’ 
rectangular tag arrangement with alphabetical sorting in a sequential line-by-line layout. 
Fig. 1a shows an example of this well-known type of tag cloud from the photo sharing 
website Flickr [12]. One reason for the popularity of this tag cloud layout might be its 
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easy implementation. However, a sequential arrangement of tags may not provide opti-
mal support for all purposes a user consults a tag cloud for. A wide range of alternative 
layouts, such as circular or clustered tag clouds (see Fig. 1b), have been proposed. 

Although little is known about the benefits of tag clouds and the situations in 
which website visitors use them, some typical user goals have been identified – from 
getting an overview or general impression of a website’s contents to searching for 
specific topics or tags (cp. [5, 9, 10]). It has also been conjectured that tag clouds 
serve a social purpose by conveying a sense of activity in a Web community [7]. The 
ability of different tag cloud layouts to support certain user goals and information 
needs, however, is still a largely open research issue. 

This paper takes a closer look at tag cloud performance and perception by investi-
gating different tag cloud layouts in their ability to support users in typical informa-
tion seeking tasks. In Sec. 2, we give a short overview of related work and summarize 
recent research findings. We then describe the experimental setup and the systematic 
generation of tag clouds, user tasks, and scenarios in Sec. 3, followed by a description 
of the experimental procedure in Sec. 4. Sec. 5 and 6 report and discuss results of 
task-layout-performance and perceptual patterns that could be analyzed from the eye 
tracking data. Based on these results, we draw some general conclusions in Sec. 7. 

    
 (a) (b) 

Fig. 1. Tag cloud examples: (a) sequential layout with alphabetical sorting, showing the “all 
time most popular tags” of the photo sharing website Flickr [12], (b) statistically clustered tag 
cloud, presenting keywords of the famous speech “I Have a Dream” by M. L. King Jr. [3] 

2   Related Work 

Most existing studies evaluate tag clouds at a general level by comparing them with 
other types of user interfaces. For instance, Halvey and Keane compared tag clouds 
with unweighted, horizontal and vertical lists by asking participants to find and select 
specific tags in both interface types [5]. The results indicate that unweighted lists 
perform better than tag clouds and that alphabetical sorting further accelerates search. 
In addition, the tags’ font sizes had a strong effect on search speed and tags in the 
upper left corner of the cloud were found most quickly. Based on the times the study 
participants needed to find tags in specific target regions of the cloud, the authors also 
concluded that tag clouds are rather scanned than read. Kuo et al. got similar perform-
ance results by comparing tag clouds and lists as alternative presentation forms for 
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search result summarization in the biomedical domain [8]. Though the study partici-
pants solved the descriptive tasks more quickly with the lists they attributed the tag 
clouds a higher level of satisfaction. 

Sinclair and Cardew-Hall [10] conducted an experiment in which the subjects 
could either use a tag cloud or a traditional search interface to answer questions. They 
found that the subjects preferred the search interface for specific information retrieval 
tasks whereas the tag cloud was preferred for more open-ended questions. They con-
cluded that tag clouds are not a replacement but a valuable extension to other types of 
user interfaces. 

Other work takes a closer look at the visual features of tag clouds. Bateman et al. 
varied eight tag cloud properties and measured their effects on tag selection [2]. Their 
results show that some properties, such as font size and font weight, have stronger 
effects on tag selection than others, such as the intensity of a tag’s color or its number 
of characters. Furthermore, the authors observed a central tendency: Tags in the mid-
dle of the cloud were selected more often than tags in the top and bottom areas. 

Rivadeneira et al. conducted two experiments [9]: The first examined the effects of 
font size, location, and proximity-to-the-largest-tag. The user task was to recall terms 
that were previously presented in tag clouds. In accordance with [5] and [2], a strong 
effect of font size was observed, while proximity-to-the-largest-tag had no significant 
impact. Furthermore, tags in the upper left quadrant were recalled more often, but the 
authors attributed this to the sparseness of the tag clouds that were used in the study. In 
the second experiment, Rivadeneira et al. investigated the effects of font size and tag 
cloud layout on impression formation and recognition. Again, font size had a strong 
effect on the results. The tag cloud layouts had no impact on recognition but affected the 
accuracy of impression formation. In accordance with [5] and [8] it showed that an 
unweighted, one-dimensional list performs slightly better than a tag cloud. 

2.1   Discussion of Related Work 

While the presented studies provide valuable findings on tag cloud performance and 
are first steps towards a better understanding of tag cloud perception, they mainly 
focused on a sequential layout without considering further ways to arrange tags. The 
only study that evaluates different tag cloud layouts [9] is very limited in its conclu-
sions as these layouts were highly diverse leading to many interdependencies in the 
visual features. Moreover, layout performance was only examined regarding recogni-
tion and impression formation in this study but not with respect to more typical situa-
tions of tag cloud interaction. 

In many of the studies, the experimental material was comparatively unusual and 
artificial. For instance, in some cases the tag clouds consisted of a very limited num-
ber of tags (e.g., only 10 tags [5] or 13 tags [9] in total) or few font size variations 
(e.g., only 3 different font sizes [5]). In other cases, the used tag corpus was rather 
untypical for Web contexts [2, 9]. 

Most important, none of the studies addressed the visual exploration of tag clouds 
directly. All conclusions regarding tag cloud perception have been indirectly inferred 
from the tags that were either selected or recalled by the study participants. None of 
the studies recorded any gaze data or considered visual exploration strategies. 
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3   Experimental Setup 

In contrast to related work, we pursued the following objectives with our study: 

− Defining user tasks that simulate situations of nearly realistic tag cloud interaction. 
− Presenting tag clouds with a common number of tags and font size variations. 
− Generating tag cloud layouts that differ only in tag arrangement but no other visual 

properties. 
− Using eye tracking to measure the actual attention areas and perception patterns of 

tag clouds. 

3.1   User Tasks 

From the range of purposes tag clouds might be used for, we selected three search 
tasks that are very common according to the literature [2, 5, 8, 9, 10]: 

1. Finding a specific tag 
2. Finding the most popular tags 
3. Finding tags that belong to a certain topic 

By providing a scenario along with the tasks, a somewhat realistic interaction 
situation was simulated. For example, one text for the first task was: “You always 
wanted to visit Nizza. At the moment, you have not enough money for travelling and 
can only dream about it… Please click on the term ‘Nizza’ in the following tag 
cloud.” Thus, the participants were asked to search for a target tag and click on it in 
this task. In the second and third task, the participants had to search and select three 
tags of choice that were either among the most popular ones (task 2) or related to a 
given topic (task 3). All study participants reported that they had understood the tasks; 
none needed further explanation or complained in the post-test questionnaire. 

3.2   Tag Cloud Layouts 

In order to reduce the countless variations of possible tag arrangements to a manage-
able and reasonably representative number, we made the following assumption: Many 
user interfaces are based on a two-dimensional grid layout that conceptually divides 
the interface into a number of rectangles by horizontal and vertical lines [1]. Thus, a 
typical requirement for a balanced integration of tag clouds into user interfaces is that 
they (1) are displayed in a rectangular area and (2) fill this area with tags as com-
pletely as possible. Based on these requirements, three main ordering principles can 
be distinguished: 

1. Sequential layout, with either a horizontal or vertical arrangement of tags, sorted 
alphabetically or by some other criteria (e.g., popularity, chronology, etc.) 

2. Circular layout, with the most popular tags in the center and tags with decreasing 
popularities towards the borders (or vice versa) 

3. Clustered layout, in which the distance between tags follows a certain clustering 
criteria (e.g., semantic relatedness) and related tags are positioned in close  
proximity [3, 6] 
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We generated one prototypical tag cloud for each of these three layout strategies. 
In addition, we created a forth tag cloud with no variation in the tags’ font sizes as 
reference layout (see Fig. 2). 

3.3   Tag Corpora 

Since we aimed to compare the different tag cloud layouts independently of interper-
sonal differences, we decided to present all four layouts in a series to every study 
participant. We used tag corpora from four different domains to prevent learning 
effects that could likely result from presenting the same tags in each layout. 

Tag corpora from “real” Web contexts were not well suited for our controlled ex-
periment as they usually contain terms with heterogeneous connotations and little 
semantic consistency. We aimed at minimizing any bias caused by personally affect-
ing or political terms (such as “terrorist”). Furthermore, we wanted to present tags that 
are well-known to the study participants to avoid effects that result from different 
interests and educational backgrounds. Additional requirements for the tag corpora 
included a reasonable way of categorizing the tags for the clustered tag cloud and the 
usage of terms that are common in Germany, since the study participants were all 
German-speaking. For these reasons (and due to a lack of alternatives) we decided to 
develop our own tag corpora for the study that consisted of neutral terms from com-
mon knowledge areas (France, sports, furniture, animals) and could be used to create 
somewhat realistic interaction scenarios. Each corpus consisted of 100 tags with vary-
ing popularity values. 

3.4   Generation of the Tag Clouds 

Since our goal was to evaluate general layout types and not specific algorithms, we 
decided to generate the tag cloud layouts by our own instead of using available algo-
rithms. That way, we could apply the same design guidelines for all tag clouds and 
strictly control tag distribution. Nevertheless, the tag clouds were designed to largely 
follow typical algorithms and were not perceived as artificial or unusual by the study 
participants. 

We generated the tag clouds for all four layouts as follows: We used an equally 
sized rectangle with an aspect ratio of 3:2 and filled it with the 100 tags of one of the 
four corpora. We mapped the tags’ popularity values on six discrete font sizes, result-
ing in one tag of 30 pt up to 27 tags of 15 pt for each tag cloud. Every quadrant of the 
tag cloud got the same number of tags of each font size to avoid biases caused by an 
unbalanced presentation. In accordance with the ordering principle of the circular 
layout, the 30 pt tag was placed in the middle of the cloud. In the sequential and clus-
tered layout, the 30 pt tag was placed in another quadrant for each of the four corpora. 
We also considered the different user tasks in the tags’ distribution: We varied the 
size and quadrant position of the tags the participants were asked for in the first task. 
Likewise, we distributed the thematic clusters that were of interest in the third task 
among all four quadrants of the tag clouds. We kept all other visual features, such as 
font styles, weights, colors, or intensities, constant in order to avoid interdependencies 
as reported in [2]. 
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Fig. 2 shows the resulting four layouts that were generated for the corpus ‘France’. 
The colored lines, circles, and arrows indicate quadrant separations and ordering prin-
ciples of the layouts (not visible for the study participants). 

 

   
 (a) (b) 

 

   
 (c) (d) 

Fig. 2. Tag cloud layouts for the corpus ‘France’: (a) sequential (alphabetical sorting), 
(b) circular (decreasing popularity), (c) clustered (thematic clusters), (d) reference (sequential, 
alphabetical sorting, no weighting of tags) 

4   Experimental Procedure 

36 participants, mainly students, with an average age of 26 (min 17, max 57) took part 
in the experiment. All had normal or corrected-to-normal vision. The general familiar-
ity with tag clouds was given with a median of 4 on a scale of 1 to 10. Five partici-
pants could not remember having seen any tag clouds before. 

In order to create a nearly identical understanding of tagging and tag clouds, the 
experiment started with a short introduction into these topics, consisting of an oral 
explanation accompanied by a paper demonstration (see Fig. 3). In addition, we  
presented three tag clouds from popular websites (flickr, delicious, last.fm) that all 
followed a sequential layout with alphabetical sorting. We expected that many par-
ticipants had already come across this well-known layout – effects caused by a higher 
familiarity cannot be avoided but somewhat compensated by presenting this type of 
tag cloud to all participants in advance. 
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Fig. 3. Introduction into tagging and tag clouds by oral explanation and a paper demonstration 

After the introduction, the participants were randomly assigned to one of the three 
tasks, resulting in 12 participants per task. We applied a Graeco-Latin square design 
to counterbalance the layout-corpus-combinations in the series of trials for each ex-
perimental group. Table 1 shows the resulting four series for task 1. The second and 
third experimental groups (task 2 and 3) were assigned to corresponding layout-
corpus-combinations that also followed a Graeco-Latin square design. 

Table 1. Graeco-Latin square design for the first task (group 1): Systematizing tag cloud layout 
(L) and tag corpus (C) for the four subgroups (SG) and four trials (Tr) 

SG Tr1 Tr2 Tr3 Tr4 

1 L1 / C1 L2 / C3 L3 / C4 L4 / C2 
2 L2 / C2 L1 / C4 L4 / C3 L3 / C1 
3 L3 / C3 L4 / C1 L1 / C2 L2 / C4 
4 L4 / C4 L3 / C2 L2 / C1 L1 / C3 

 
The tag clouds were presented on a 17" TFT monitor with a screen resolution of 

1280 x 1024 px. They were placed in the middle of a blank screen in an area of 20 x 
13.3 cm. Before the presentation of each layout, a short text was displayed explaining 
the scenario and task. The text of the task was identical within each group; the sce-
nario was adapted to the corresponding tag corpus. The participants should carefully 
read the task and the scenario before moving on. When one layout was completed by 
clicking on the tags, the group’s task was again displayed along with the next scenario 
and tag cloud layout. After all four layouts had been presented, the participants filled 
out a questionnaire in which they chose their preferred layout among others. All four 
layouts were again shown in the questionnaire to aid recognition. The click times 
were recorded by the presentation software. Gaze data was captured by an eye track-
ing system that was embedded in the TFT monitor. 

5   Results of Task-Layout-Performance 

We measured the task-layout-performance as the time the participants needed to ac-
complish the tasks. For the first task, we measured the time until the target tag was 
selected. For the second and third tasks, we calculated the mean value of the time 
needed for the three selections as indicator for task-layout-performance. 
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We ran a Kruskal-Wallis test on the data to get an objective ranking on how the 
layouts perform for each of the three tasks. In addition, we calculated a subjective 
ranking by counting the study participants’ votes for the layouts in the post-test ques-
tionnaire. Table 2 shows these values for all three tasks along with the means, medi-
ans, minima, and maxima (all in seconds) of the times needed. In the following, we 
discuss the results for each task in more detail. 

Table 2. Performance values of the tag cloud layouts for the 12 participants (N) of each task: 
Kruskal-Wallis (KW) mean rank, user votes, mean, median, minimum, and maximum (in sec) 

Task Layout N KW Mean 
Rank 

User 
Votes Mean Median Min Max 

 

sequential 12 22.5 8 8.6 6.5 2.5 18.8 

circular 12 27.8 1 13.6 12.8 3.3 42.3 

clustered 12 30.0 0 14.3 12.2 2.8 33.5 

1 
p=.131 

3df 
χ2=5,6 

reference 12 17.8 3 6.9 5.3 2.3 18.7 
 

sequential 12 20.8 1 2.6 1.6 1.0 6.6 

circular 12 18.7 8 2.2 1.8 0.8 4.7 

clustered 12 24.4 3 3.1 2.3 1.0 7.8 

2 
p=.036 

3df 
χ2=8,5 

reference 12 34.1 0 4.5 3.4 1.2 9.8 
 

sequential 12 26.5 4 7.3 5.0 1.7 23.0 

circular 12 22.0 3 5.4 4.7 1.9 12.2 

clustered 12 19.4 5 4.9 3.7 1.5 13.2 

3 
p=.239 

3df 
χ2=4,2 

reference 12 30.2 0 6.9 6.5 3.0 11.5 

5.1   Results for Task 1 

For the first task (finding a specific tag), the reference layout (the layout without any 
weighting of tags) performed best with a value of 17.8 when comparing the mean 
ranks, followed by the sequential tag cloud (mean rank: 22.5). Since both layouts 
were alphabetically sorted and hence highly supported scanning for a particular term, 
we expected these layouts to score well in this task, though the differences were not 
significant (p=.131). Furthermore, we found some evidence that tags with large font 
sizes are selected more quickly than small tags in this task. However, we cannot pro-
vide reliable values as this effect seemed to be influenced by other visual features, 
such as a tag’s number of characters or its position and neighboring tags in the cloud. 

Interestingly, only 3 of this group’s 12 participants voted for the reference layout in 
the questionnaire (two of them have never come in contact with tag clouds before). 
Although the font sizes did not provide additional value in this task, most participants 
(8 of 12) preferred the sequential tag cloud layout. It seems that their choice was not 
only driven by rational factors but largely influenced by aesthetic aspects, since many 
subjects mentioned the more appealing appearance of the tag clouds compared to the 
reference layout in the questionnaire. 
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5.2   Results for Task 2 

In the second task (finding the most popular tags), the circular layout showed the 
significantly best performance results (mean rank of 18.7, p=.036). It was also  
selected as the preferred layout by most participants (8 of 12). Unsurprisingly, the 
reference layout failed both in click times and user ratings as it does not provide any 
information about tag popularity. 

Interestingly, the two participants that needed the longest time to accomplish the 
task preferred the clustered layout – it seems as if the circular layout supports  
the identification of objectively popular tags (i.e., tags with large font sizes) whereas 
the clustered layout encourages subjective decision making on most important tags 
(i.e., considering not only a tag’s font size but also its position in the clustered layout). 
However, this interpretation needs further validation. 

5.3   Results for Task 3 

The results of the third task (finding tags that belong to a given topic) also met our 
expectations as the clustered tag cloud layout performed best (though not signifi-
cantly, p=.239). However, not all participants seem to recognize its ordering principle; 
some even selected tags from topic areas that were not asked for in the task. Interest-
ingly, most participants that chose tags in accordance with the task also voted for the 
clustered tag cloud in the questionnaire. 

Again, font size had a strong effect on tag selection, as the selected tags had  
a mean size of 23.6 pt (median: 25 pt) compared to a mean size of 19.6 pt (median:  
18 pt) for all tags, even though the study participants could freely choose any tags that 
belong to the given topic area, independently of their font size. 

6   Analysis of Eye Tracking Data 

The analysis of the eye tracking data was performed in an exploratory manner looking 
for typical patterns in the visual search. We focused on the spatial distribution of 
fixations over the three tag cloud layouts (the reference layout was not of interest 
here). All fixations of the subjects’ eyes with a minimum duration of 100 ms were 
considered, using a fixation radius (i.e., the smallest distance that separates fixations) 
of 50 px. We analyzed the fixation data of the first six seconds of each trial, which 
represent well the main phase of the search process. 

In a first analysis, we divided the whole tag cloud areas into 5 x 5 rectangular, 
equally sized subareas and counted fixations in these areas. Fig. 4 shows the distribution 
of fixations over the 25 subareas. In the circular layout, fixations are quite strongly 
focused on the central part of the tag cloud. They are more dispersed and oriented to-
wards the upper left quadrant in the sequential layout. In the clustered layout, they are 
more evenly distributed. The lower right attracts less attention in all layouts. 

The uneven distribution of fixations among the quadrants becomes even more appar-
ent when aggregating the 25 subareas into partly overlapping quadrants (see Fig. 5a). 
Compared to a strict quadrant separation, fixations near the quadrant borders are 
counted for more than one quadrant in this variant what further strengthens the results in 
our case. Interestingly, the distribution of fixations over the quadrants varies only  
 



Comparison of Tag Cloud Layouts: Task-Related Performance and Visual Exploration 401 

6% 3% 2% 2% 1%

3% 9% 6% 3% 1%

3% 11% 14% 10% 1%

3% 5% 6% 3% 2%

1% 2% 1% 1% 1%

6% 10% 2% 4% 2%

3% 11% 4% 7% 3%

4% 7% 8% 7% 2%

2% 3% 4% 4% 1%

0% 1% 1% 1% 1%

6% 5% 5% 3% 2%

8% 7% 8% 7% 1%

2% 3% 5% 5% 3%

4% 4% 6% 4% 1%

2% 3% 3% 3% 1%

Sequential ClusteredCircular
 

Fig. 4. Distribution of fixations in percent over the 5 x 5 subareas for the three tag cloud  
layouts. The five-level coloring illustrates the pattern of the distribution. 
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Fig. 5. a) Definition of areas of interest, b) Distribution of fixations over the quadrants 

marginally among the layouts (see Fig. 5b). In all layouts, the upper left quadrant got the 
most fixations (32-36%) and the bottom-right the fewest (19-21%). This might be ex-
plained by Western reading habits. 

To further analyze the tendency towards the center we aggregated the 25 subareas 
to three larger, concentric zones as illustrated in Fig. 5a: 1) a center zone consisting of 
the single rectangle in the middle, 2) a 1st ring of rectangles around the center, and 
3) a 2nd ring of rectangles (‘periphery’). In this case, we calculated the number of 
fixations per unit of area (fixation density). The data for the center, 1st ring, and pe-
ripheral zones show that the highest proportion of fixations lies in the central parts of 
the cloud (center + 1st ring), regardless of the layout (see Fig. 6). For the circular lay-
out, the small center rectangle has even more than double the fixation density than the 
surrounding 1st ring, indicating a very strong central focus. 

In order to gain insight into the temporal variation of the gaze focus, we divided 
the overall time interval analyzed (sec 0-6) into three subintervals: sec 0-1 (period 1), 
sec 1-3 (period 2), and sec 3-6 (period 3). We chose three periods of increasing length 
since we were interested in contrasting a short initial phase indicative of a subject’s 
orientation at the beginning of the trial with the gaze focus in later intervals where the 
visual search becomes more expansive and covers larger areas. Fig. 7 shows the gaze 
distribution over the center-to-periphery zones for the three time periods. As already 
observed in the overall gaze distribution, the circular layout generates the highest 
central orientation, which is slightly decreasing over time for the benefit of the 1st ring  
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Fig. 6. Fixation density for the central-to-peripheral zones 
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Fig. 7. Distribution of fixation density in the center, 1st ring and periphery zones for the three 
time periods 

and peripheral zones. The change in distribution is less pronounced for the sequential 
layout. In the clustered layout, the decrease in central orientation is strongest. A pos-
sible explanation is that the gaze tends to stay in the target cluster once the thematic 
relation with it has been recognized. 

7   Conclusions 

The results of our comparative study on tag cloud layouts show clearly that there 
exists no single best way to arrange weighted terms in a cloud – as common in inter-
action design, the optimal solution depends strongly on the specific user goals and 
intentions of the designer. However, regarding the layout classes and user goals inves-
tigated in our experiment, the following task-layout-matchings are supported by our 
results: 

1. Finding a specific tag: Sequential layout with alphabetical sorting. 
2. Finding the most popular tags: Circular layout with decreasing popularity. 
3. Finding tags that belong to a certain topic: Thematically clustered layout. 

Generalizing from the layouts and tasks, we got some results that are largely in line 
with the findings and assumptions made in related work. Table 3 summarizes  
the findings by contrasting the general results of our study with the results of related 
work (cp. Sec. 2): As already indicated in previous studies [2, 5, 9], we also found 
that tags with large font sizes seem to ‘pop out’ to the viewers – they were on average  
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Table 3. Summarization of the research findings on tag cloud perception and performance 
contrasting related work and our own study (encompassing both quantitative and qualitative 
observations) 

Abbreviation Description & literature source Evaluation based on our results 
Tag size Large tags attract more user 

attention than small tags [2, 9] 
and are found more quickly [5]. 

Basically, our results support these  
findings, though they also indicate that 
further properties, such as the number of 
characters, the position of a tag in the 
cloud, or neighboring tags, influence this 
effect (cp. [2]). 

Scanning Users scan rather than read tag 
clouds [2, 5]. 

The eye tracking data support this  
finding. However, in contrast to the 
assumption of [5], no general scanning 
direction could be identified.  

Centering Tags in the middle of the cloud 
attract more user attention than 
tags near the borders [2]. 

This seems to be true for most kinds of 
tag clouds though the layout can increase 
(e.g., circular) or decrease (e.g.,  
clustered) this effect. 

Position Tags in the upper left quadrant 
are better recalled [9] and are 
found more quickly [2]. 

The eye tracking data show that the upper 
left quadrant receives the most fixations 
in all layouts. 

Layout The layout of a tag cloud influ-
ences its perception [9]. 

This finding is strongly supported by our 
eye tracking data. 

Exploration Tag clouds provide suboptimal 
support when searching for 
specific tags [5, 8, 10]. 

In general, we support this finding.  
However, very popular tags can be found 
comparatively quickly. 

 
identified more quickly in the first task and more often selected in the third. Although 
tag clouds perform worse than unweighted lists on average [5, 8] they seem to accel-
erate the identification of very popular tags. 

When aggregating the eye tracking data of all layouts and tasks, we observed a 
tendency towards the center: Tags in the middle of the cloud attracted more user at-
tention than tags near the borders. Also, an effect of position could be observed in the 
eye tracking data: The upper-left quadrant received more fixations than the others. 
Thus, a tag's general visibility is largely influenced by its position in the tag cloud, 
which might be used by designers to direct users' attention to certain tags. 

The feedback and ratings of the study participants suggest that fun and aesthetic 
aspects largely affect the user’s interaction with tag clouds. Participants partly 
preferred layouts that did not yield the best performance. Thus, such aspects should be 
included in any design decision and usability evaluation of tag clouds. A holistic 
approach must furthermore consider the general nature of tags and the characteristics 
of tagging systems [4] that were not within the focus of this paper. As shown by our 
findings, interface designers must also and foremost consider the possible user tasks 
before deciding for a certain type of tag cloud or using tag clouds at all. 
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Abstract. It is possible to create interactive, responsive web applications that 
allow user-generated contributions. However, the relevant technologies have to 
be explicitly deployed by the authors of the web pages. In this work we present 
the concept of parasitic and symbiotic web applications which can be deployed 
on arbitrary web pages by means of a proxy-based application platform. Such 
applications are capable of inserting, editing and deleting the content of web 
pages. We use an HTTP proxy in order to insert JavaScript code on each web 
page that is delivered from the web server to the browser. Additionally we use a 
database server hosting user-generated scripts as well as high-level APIs allow-
ing for implementing customized web applications. Our approach is capable of 
cooperating with existing web pages by using shared standards (e.g. formatting 
of the structure on DOM level) and common APIs but also allows for user-
generated (parasitic) applications on arbitrary web pages without the need for 
cooperation by the page owner. 

1   Introduction 

A drawback of the WWW has always been that information only flows in one direc-
tion i.e. from the author of a web page to its readers. To resolve this shortcoming, 
several approaches have been proposed, such as guest books, bookmarks and discus-
sion boards. However, most of these approaches are not capable of providing a true 
two-way flow of information, neither by modifying the information resource itself nor 
by extending the unidirectional flow in a way that indirectly associates separately 
stored additional information with the original source. A popular solution which al-
lows interaction and shared working on documents is Wikis. However, they still re-
quire installation of the Wiki software on the server side and are hence limited to 
specific web sites. Especially with the advent of Web 2.0 technology, annotation 
systems and tools supporting automation and customization of rendered web pages 
have become popular. Yet, those approaches are static in a sense that the applications 
cannot be easily distributed and made available to other users or programmers. 

Our contribution in this paper is twofold. First, we provide a modular technical plat-
form which permits novel types of applications to be deployed on top of existing web 
applications. This is possible using statically added components which are implemented 
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directly within the platform, such as a tool which allows users to leave annotations on 
arbitrary web pages. More advanced applications are customizable and dynamic, e.g. a 
voting tool allowing the user to specify questions, options and the pages to deploy the 
tool on. Finally, user-generated applications are also possible, they allow programmers 
to execute code of their choice on arbitrary pages. The platform is based on an HTTP 
proxy which modifies page content before sending it to the browser, together with an 
application/database server for storage of code and data of the deployed applications. 

Existing solutions in this area rely on client-side software installation, which has 
the unfortunate effect that only users who install the software can use the application. 
In comparison, our solution merely requires the user to reconfigure their browser's 
HTTP proxy setting. Additionally, existing efforts cannot easily support dynamic 
applications requiring for example a database connection due to the same origin pol-
icy. We solve this problem by providing users a simple high-level API that offers 
methods for database access and XMLHttpRequests. 

Our second contribution is at the conceptual level: The abovementioned applica-
tions can be deployed in a symbiotic or a parasitic way. In the first case, they can use 
the existing API of the web application they extend. In contrast, parasitic applications 
can be built on top of any web page without the need of cooperation of the site owner. 
This enables many interesting application concepts to be realized, and allows new 
user interface components to be added to many sites in a consistent way. 

This paper is organized as follows: First, we introduce challenges arising from the 
use of parasitic code on arbitrary web pages. Based on this we present a technical 
approach for allowing the deployment of static, dynamic, and user-generated code. In 
chapter 4 and 5 we present to case studies, demonstrating how our platform can be 
used to augment web pages with annotations and dynamic code and which issues arise 
thereof. Finally we present related work in chapter 6.  

2   Challenges of Parasitic Applications 

In contrast to Berners-Lee’s vision of the WWW, the web as we experience it today has 
many restrictions and follows standards only to a certain degree. This makes it difficult 
to build applications on top of web documents which enhance those documents. 

2.1   One-Way Information Exchange 

When considering the flow of information of web documents on the World Wide 
Web, it is obvious that a one-way information exchange from the author to the reader 
prevails, since the user sitting in front of the browser has read-only access to web 
documents. Many different tools are available for the document author to visualize his 
information, while the interaction of the reader is limited to viewing the page, clicking 
on hyperlinks and creating bookmarks. Other types of communication on the web, 
such as forms or email, do not have these restrictions. It is apparent that the unidirec-
tional information exchange limits the system in its communication potential. 

Tools supporting the deployment of user-generated code on web pages can partly 
help to overcome this problem by providing the readers a form of backchannel. With 
the help of such a backchannel, they can not only address the author but also provide 
others with tools to embed information and thus modify the page. 
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2.2   Structural Diversity 

Another problem of web documents is the lack of a structural layout standard, which 
leads to the use of arbitrary layouts. As an example, a margin is not any longer a man-
datory element of each document. While numerous web pages have a fixed width, 
which results in a margin being displayed if the browser window size is large, there 
are also a lot of web pages that adjust automatically to the window width. 

This raises severe problems when it comes to implementing applications that try to 
interact with the web page’s static code. Our approach tries to overcome this problem 
by providing a way to symbiotically interact with pages, e.g. based on a common 
standard, but also explores ways of how to interact with pages without knowledge 
about their structure. 

2.3   Multidimensionality of Web Documents 

In contrast to traditional documents, digital documents allow to overcome the two-
dimensionality of documents by adding new layers. The use of CSS offers the chance 
to position elements above each other, thus providing content to be added similar to 
post-its that are stuck to a sheet of paper. This way, an almost unlimited amount of 
additional space is available for new content. However, this raises several issues such 
as how to create a relation between this content and the original document, and how 
to define and display an anchor in the original text. 

2.4   Reliable Modifications to Existing Page Layouts 

At a more technical level, adding new code and layout elements to existing web pages 
is a non-trivial task if we consider that the existing page may change subtly over time. 
For example, if an annotation was placed on a page, it should still be attached to the 
sentence it was added to, even if other parts of the text content change. This makes it 
necessary to define different levels on which positioning of added content is possible, 
and to extract high-quality anchor information which allows proper repositioning 
even in case the source document is modified [11, 25]. 

3   A Platform for Parasitic Applications 

Existing systems supporting client side interaction need to make a trade-off between 
several advantages and disadvantages. Systems requiring client side software installa-
tion tend to have a more intuitive and responsive user interface since they benefit 
from the tight integration with the browser and client side integration of the features. 
On the other hand, the main advantage of server-based approaches is that site visitors 
do not need to install software on their computer. Instead, they can start using the 
server side system immediately to deploy any changes. 

It is the aim of our work to combine both aspects. Even though no software instal-
lation should be required, the user interface should be intuitive to use and responsive, 
for example by avoiding re-downloading and redisplaying the entire page during 
working. This is achieved by combining an AJAX-based architecture for responsive 
client side performance with an HTTP proxy approach which allows the deployment 
of code on arbitrary pages. 
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3.1   Requirements 

In our experience, the following requirements were important for such a system:  

− In the same way as the other technologies of the WWW, our implementation 
should achieve platform independence on the server side (i.e. with arbitrary web 
server solutions) and the client side (different browsers and operating systems). 

− Furthermore, it should be minimally invasive in terms of required client and server 
side changes. In contrast to systems that require the installation of software, which 
is always a possible source of errors and implies an additional burden to the user, 
this approach reduces the users' effort: they only need to change the browser pref-
erences for the HTTP proxy. (Moreover, by deploying the proxy as a transparent 
proxy for a whole network, even this small change can be eliminated.) 

− Maintainability of code for the platform and for applications should be ensured. 
Because the JavaScript code for the application platform is delivered by the 
proxy each time a page is loaded by the user, the code can be modified at any 
time without requiring the user to make an explicit software update. Also, the 
strong conceptual isolation of the web server, proxy and browser makes it easier 
to replace any of these components. 

− The platform should support different types of applications, such as static appli-
cations provided by the platform owner, dynamic applications that can be config-
ured by the user and user-generated applications. 

− Finally, the result should be responsive despite the fact that loading and storing 
of modifications requires a lot of traffic between the client and scripting/database 
server. An efficient implementation using AJAX technology is essential to avoid 
negative effects of the platform on the user experience.  

3.2   Supported Types of Applications 

Especially since the advent of Web 2.0 technology, a lot of research has gone on into the 
area of automating and customizing web pages based on user-generated code and con-
tent. Widely available examples are tools for annotation, adding links, building custom 
portals, and making alternative queries (see related work). All those tools have in com-
mon that they allow users to add content to web pages without any programming 
knowledge. On a lower level, several approaches allow users to execute their code on 
arbitrary web pages. Prominent examples are toolkits such as Greasemonkey and WBI 
[4] or high-level programming languages such as WebL [15] or Chickenfoot [6]. 

However those applications have major drawbacks. First, high level applications 
(such as annotation tools) are static in the sense that they do not allow for customizing 
or modifying by the user. Second, solutions allowing the deployment of user-generated 
code are not easily available, since first, the toolkit itself has to be installed as a plug-in 
which limits its use to certain browsers, and second, the scripts are not centrally avail-
able. Finally, existing approaches cannot easily be extended or modified though proba-
bly intended by the author, since placing user-generated content requires the use of, e.g., 
a database. This is difficult due to the same origin policy of modern browsers. 

Our system tries to integrate the advantages of different approaches. First, we sup-
port pre-implemented applications deployable by users without any programming 
knowledge. Second, we allow providing applications that can easily be customized, 
and finally we provide means to implement JavaScript-based applications. 
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Static Applications: As mentioned before, a lot of effort has been put into the devel-
opment of technologies supporting the deployment of applications on top of web 
pages, hence easing the automation and customization for users. The challenging part 
for such applications is the storage of data, since web pages are only virtually modi-
fied. Most of those applications are static because extending the functionality would 
require major changes on the provider side and cannot be simply achieved by writing 
client side code. Yet such applications are very useful, since no programming knowl-
edge is required for their deployment. An example for a static application that can be 
distributed via an application platform such as the one presented in this work are 
annotation tools. In chapter 5 we explain how such a system can be integrated with 
our platform. 

Dynamic Applications: A similar, yet more generic approach is the support of dy-
namic applications. Although those applications also have to be deployed within the 
application platform, they leave more space for customization. An example would be 
an application allowing for generating customized surveys. Connections to external 
storage such as a database server again have to be implemented within the application 
platform. Yet the code for the application itself is created dynamically based on user 
requirements. 

User-Implemented Applications: Finally we also support applications implemented 
by users. We provide a module which allows for inserting arbitrary JavaScript code in 
any web page through the application platform. The JavaScript code is stored in a 
database and can be fetched and executed on demand. In order to enable users to 
create dynamic applications, we further provide a simple high-level API realizing 
access to a database. The API provides methods such as insert(key, value) which writes 
a (key, value) pair into the database and get(key) which returns the value for a given 
key. value can be an arbitrary string which allows for storing 2-dimensional data sets. 
Programmers can simply parse the value variable in order to store multiple attributes. 
This provides an easy way of avoiding the same origin policy and additionally sup-
ports users in creating dynamic applications without the need to care either for 
XMLHttpRequests or for database connections. 

In order to allow the use of the database by multiple applications, we use prefixing 
for the key values in the form {app1}_{local|global}_key. Hence it is not only possible to 
use multiple applications but also to determine between local and global entries in the 
database within one application. Taking the voting system as an example, local entries 
would be the available options (e.g. votingApp_local_1 = "option 1"), global entries 
would be the answers of the users (e.g. votingApp_global_1 = "1"). 

3.3   Parasitic vs. Symbiotic Applications 

We now introduce the concept of parasitic and symbiotic applications. In the WWW, 
the client side has read-only access to web resources. To virtually take control over a 
web page, pages need to be manipulated directly before or after they are rendered in a 
browser. Hence an illusion for the users is created pretending that they are given the 
power to modify a web page itself. 

We call a web application parasitic if it is capable of editing, inserting or destroying 
content on a web page without the need for server side cooperation. We call a web  
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Table 1. Classification of parasitic and symbiotic applications 

 Non-cooperative 
(parasitic) 

Cooperative 
(symbiotic) 

Static applications  
Annotations tool for arbitrary 
web pages 

Annotation tool supported by 
web pages using common 
guidelines 

Dynamic applications Voting tool Customized search tool 

User-based applications 
Script for increasing contrast 
of web pages 

Websites using user-based APIs 
(e.g. drag and drop) 

 
application symbiotic if it uses functionality provided by the server side or provides 
functionality that can be used by the server side to modify web content. Table 1 gives 
examples for the different types of applications that become possible with our platform. 
 
Parasitic Applications: Parasitic applications interact with web pages without the 
explicit permission of the site’s owner. This creates new opportunities since it allows 
users to adjust web sites to their needs. 

While this may sound unattractive at first, parasitic code can be useful in a number 
of ways: an interested party can increase the accessibility and usability of the web 
application without having to coordinate this activity with the provider of the applica-
tion. Furthermore, opposing goals of the application provider and of the users can be 
solved by users. At the simplest level, this can involve removing advertising, but 
more controversial changes are also possible, such as preventing users from acciden-
tally signing up for a service they have to pay for. Finally, it is possible to enrich 
existing applications with new functionality, e.g. by interfacing it with other online 
services such as maps, dictionaries or even related services of competitors. 

 
Symbiotic Applications: Web pages and applications deployed on top of them can 
also interact in a symbiotic way. Web page owners can support the use of applications 
provided by our platform in different ways:  

− Page formatting: Repositioning of additional UI elements is not an easy task. Web 
pages that use identifiers for areas containing text can support applications in a way 
such that places where insertions or modifications happen can easily be retrieved 
once the page is loaded, especially if they moved to a different location.  

− Provide APIs: Web site owners can provide APIs to be used by applications de-
ployed via the platform. Hence, programmers can be supported and encouraged to 
write applications, thus increasing the value of a page. Like this, dynamic applica-
tions can be supported by providing them access to, e.g., a local database.  

Further, page owners can also benefit from deploying platform-based applications:  

− Piggyback applications: Page owners can use the APIs provided by the platform to 
implement applications outside their web server. This allows the use of applications 
among multiple page owners. An example would be a rating system supported 
among a company’s web pages. Hence a user-generated rating could be created 
based on comments and ratings and stored in a third party’s location (in this case 
the application platform) thus increasing its credibility and liability.  
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− Increasing usability/functionality: The platform can offer scripts that increase the 
usability and add functionality to websites by offering tools to the user for custom-
izing and formatting of web pages based on their needs. A simple example would 
be a script to adjust the font-size according to the users' preferences. 

 

Fig. 1. Components of a proxy-based application platform: application server, HTTP proxy and 
client side JavaScript. With this approach, no installation of software is necessary on the client 
browser or the web server. 

3.4   Implementation 

The implemented application platform consists of three components: an HTTP proxy, 
an application/database server and the client side JavaScript code which supplies the 
main functionality as well as the user interfaces. Figure 1 gives a simplified overview 
of the interaction of the components during operation of the application platform. 

HTTP Proxy: The HTTP proxy UsaProxy ([3, 4, 5]) forms the center of the applica-
tion platform since it connects the client side JavaScript code and the application 
server. Its first task is to embed Java- Script code on-the-fly on any page that is sent 
from the web server to the client in response to a standard HTTP request. This makes 
it possible to realize the embedding of content on the client instead of the proxy. In 
order to add the JavaScript code, UsaProxy monitors all HTTP requests which pass 
through it. In case the server delivers HTML content to the browser, the content type 
of the server response is text/html or text/xhtml, and the returned document is modified. 
Other content types such as videos and images are forwarded without any changes. 
The modifications to the original HTML content are small: a <script> tag is added 
inside the document's <head>, and its src attribute references the annotation 
JavaScript. The same approach is used to include a CSS style sheet which controls the 
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layout of the user interface for the application platform as well as the layout of the 
modifications themselves. Finally, the elements for the user interface and the API is 
inserted after the opening <body> tag. 

To access the application (script) data in the database on the application server, the 
JavaScript which is run inside the browser as a result of the above modifications uses 
further HTTP requests. XMLHttpRequest objects provide a convenient way of down-
loading the data. A problem when doing so is that, for security reasons, modern 
browsers require that the requests are made to the same server which also supplied the 
original web page. This “same origin” policy is circumvented in the following way: 
the JavaScript simply makes a request to the same server that the HTML was re-
quested from, which is allowed by the browser. The requested URL is special in that 
it apparently attempts to access the directory /usaproxylolo/httprequest/ on the server. 
However, in reality, the request never reaches the original web server. Instead, trig-
gered by the special directory name, it is intercepted by UsaProxy and redirected to 
the application server, which answers the query and returns the required data. 

 
Application and Database Server: The purpose of the application server is to store 
the code for both, platform-side applications and for client side JavaScripts in a data-
base, and to retrieve it later upon request. The database is accessible via PHP scripts, 
which handle storage and retrieval of the data. Furthermore, they pre-process data 
before returning it to the browser, which simplifies the work of the JavaScript. 

Based on the type of modification required by the deployed applications (annota-
tions, voting tools, text marking), different types of information are stored. They can 
be separated into three classes:  

 

− Content information: data such as the code for creating the voting tool or text that is 
selected by a marking.  

− Positioning information: the topmost positioning information is the URL of the 
page an application or modification was created for. Additionally, x/y coordinates 
are stored for relatively positioned content whereas for selections, a string represen-
tation of the DOM path, the surrounding context, the actually marked text, and, if 
available, the ID of the node is stored.  

− Additional information: all types of information not directly related to the content 
or the positioning such as the date a modification was inserted or updated, the au-
thor or the title of the page. 
 

Client-side JavaScript: The client-side JavaScript code is inserted into every page by 
means of the HTTP proxy. Its purpose is to provide the interface for loading and exe-
cuting available applications from the database. Access to the database is realized 
using XMLHttpRequest to server-side PHP scripts. 

In a similar fashion, the API is made available to programmers using the platform 
for distributing their applications. The high-level functions that allow programmers to 
use the platform’s database are written in JavaScript and by default delivered by the 
proxy by embedding a script tag in the page <script type='text/javascript' src='UsaAPI.js'>. 
Further methods can be simply added by updating the remote JavaScript source file. 
The API would be available immediately for all users hence meeting the requirement 
of easy maintainability. 
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Fig. 2. Elements of the system's user interface: control panel, sticky notes, markings 

Modifications to the Existing Page Layout: Modifications of the original HTML 
can happen at different granularity levels: The same change (e.g. adding a layer with 
UI elements) can be performed on all pages of a domain, or it can be tailored for ex-
actly one page on a website. Within pages, the modification can apply to a certain 
node which must be identified. At the most accurate level, it is specific to individual 
characters, such as text that has been highlighted by the user. 

To be able to implement applications capable of making changes on these levels, 
different types of information are needed for reinserting the changes correctly on a 
page. This includes anchor text information and surrounding context [8] as well as 
structural document information and absolute positioning information. Thus, the plat-
form for deployment of applications supports not only the simple case that absolute 
positioning is used to add new elements at fixed positions on the page, but also that 
the positioning depends on the properties of a certain element in the existing docu-
ment’s Document Object Model (DOM) tree. To allow individual characters to be 
addressable, e.g. to ensure that an annotation for a part of the text appears next to the 
relevant words, the platform can identify the characters using the offset within their 
enclosing element. Alternatively, it can store the marked text, i.e. the words or sen-
tences that the user selected when he created the annotation, and employ a substring 
search at a later time to find it again. This approach can be made more robust against 
changes on the page by not only storing the marked text, but also some of the text 
surrounding it. 

4   Case Study 1: A Web Annotation Tool 

One of the best-researched piggyback applications on the web are annotation tools. 
Hence we had a student implement such an annotation tool as a proof-of-concept for our 
application platform during a master thesis. An annotation tool is an example for a static 
application deployed on the platform side. However, we added several dynamic ele-
ments that allow for customization such as dynamically choosing the marking color.  

In this section we give an overview of the design process and implementation and 
in a final step the evaluation in a user study and a real-world deployment. 
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4.1   Implementation 

The annotation tool provides two basic forms of annotations: the marking of text, 
similar to the use of a highlighter, and placing sticky notes onto a website, similar to 
sticking paper post-its to a sheet of paper. Additionally, inline comments are intro-
duced, which allow for associating comments with marked text passages. Figure 2 
shows the different types of supported annotations and the expanded control panel. 

The basic idea for the marking tool is to simply change the background color of the 
text selected by the mouse, thus creating a similar effect to using a highlighter in the 
real world. However this approach is technically limited to the marking of text so that 
it is not possible to highlight arbitrary page elements. 

In order to offer the opportunity to create a text comment related to a marking, 
similar to notes scribbled between the lines or in the margin near the annotated text on 
physical paper, the marking concept is extended by so-called inline comments. Once 
created, they can be displayed either as tool tips or as text rendered next to the marked 
text. This way of displaying inline comments differs significantly from real-world 
annotations, so special attention was paid to it during the evaluation. 

The use of sticky notes is similar to the real-world Post-It counterparts which can 
be placed everywhere on a page. To allow moving the sticky notes around a page, a 
drag-and-drop functionality is implemented so that sticky notes can easily be posi-
tioned in arbitrary locations. An interesting extension of this concept trying to deal 
with the limited space on a web page is to provide a minimize function which trans-
forms sticky notes into small icons that can similarly be dragged around, but do not 
obscure any elements on the page. 

To enable access to the previously described functions, it is necessary to provide a 
control panel, a layer that is automatically inserted on each page. The control panel 
offers access to other features such as hiding, displaying, expanding and collapsing 
the annotations, creating summaries or overviews, and using the notification tool. 

The positioning of the control panel is a non-trivial problem. For automatic posi-
tioning, the system would have to interpret the structure and the content of the page in 
order to determine whether important areas of the page are obscured. To deal with 
this, the control panel can be dragged to any position on the page by the user. Addi-
tionally, a minimizing feature of the control panel is provided that reduces the control 
center to a small box showing only the most important functions. 

4.2   Real World Usage Scenario 

In order to assess the applicability of tools developed for the use with our application 
platform in WWW, we tested the annotation tool in the real world. The system was 
set up and adjusted for the online archive of the German weekly newspaper Die Zeit, 
in preparation for productive use with the pages which comprise the archive.  

The goal of the evaluation was to discover potential issues that arise from using our 
system on pages in the World Wide Web. Therefore, we not only intensively tested all 
features of the system, but also closely examined the internal HTML structure of the 
page, the layout, and the use of CSS styles. 

It turned out that the entire functionality of the annotation tool could be used 
throughout the website without any restrictions. However, we discovered some poten-
tial issues that might interfere with the use not only of the annotation system but also 
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with other tools deployed via the application platform. Most of the issues are related 
to the modification of content and/or structure of web sites. 

− Dynamic URLs: since each annotation is uniquely defined by the URL of the page 
it belongs to as well as its ID, the insertion algorithm relies upon the URL for cor-
rectness. Hence, URLs that change according to session IDs or dynamic parameters 
may lead to duplicate pages so that annotations can no longer be associated with a 
specific web page and get orphaned.  

− Dynamic page width: while markings are positioned directly in the DOM structure, 
sticky notes strongly rely on the layout of a page since their position is recorded in 
pixel coordinates. This way, pages that do not have a fixed width and/or are not 
left-aligned lead to sticky notes being displayed in different locations for different 
browser window sizes.  

− Dynamic page content: for pages with dynamic content, the DOM tree can change 
thus causing the positioning information of annotations to become invalid. This can 
be circumvented by predefining areas for dynamic content. Thus the DOM path 
will only be changed on a level where it does not affect the positioning algorithm 
for the annotations.  

− Overriding global style sheet settings: the CSS rules which are intended for format-
ting the annotations should be designed with care to avoid that they influence the 
original site layout. This is achieved by defining a special class for all parts of the 
annotation UI, and assigning it to the UI elements.  

4.3   Summary 

The implementation of the annotation tool prototype helped us considerably in under-
standing issues and challenges arising from the deployment of piggyback applica-
tions. We think that applications provided via our platform could especially benefit in 
symbiotic scenarios by following common design guidelines or even standards. Ap-
plications will be most successful once they are well integrated and their functionality 
tailored towards specific tasks. 

However, we also showed that such tools can be deployed as parasitic applications. 
Yet, creating reliable parasitic applications requires a lot of effort, such as the imple-
mentation of complex positioning algorithms. 

5   Case Study 2: UsaScript 

In a second case study, we implemented UsaScript, a tool for testing the deployment 
of user-generated code on arbitrary web pages. The tool uses the infrastructure of the 
application platform to store JavaScript code in the database and to make it available 
on any web page to any user. 

A simple example would be a script that overcomes the very common problem of 
web pages with low contrast between background and text. A user could implement a 
script based on three lines of code that sets the background color of an arbitrary web 
page to white and the standard text color to black: 

var bodyNode = document.getElementById('body'); 
bodyNode.style.background = '#FFF'; 
bodyNode.style.color = '#000';  
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A user who wants to use that piece of code can simply choose it from a list of 
available applications provided by the platform. The script is loaded into a <script> 
tag embedded in the page by the platform and executed immediately. 

However, the tool also allows for writing more complex applications that provide, 
for example, a GUI. In order to prevent the code of being immediately executed once 
loaded, programmers can define JavaScript methods to be called later, even by other 
scripts. By following this approach, UsaScript does not only support the deployment 
of user-generated scripts, but also gives programmers the opportunity to provide APIs 
for other programmers or the site owners. 

An example would be an API that enables drag and drop for page elements. This 
API could provide a function makeDraggable(id) which assigns drag and drop func-
tionality to the element id. Page owners could then define page elements which 
should be draggable (e.g. products in an online store that could be dragged to the 
shopping cart). To users who are not using the application platform, the web page 
appears normal. However, once they use the application platform, they are able to 
drag and drop elements without any further required action since the API for the drag 
and drop functionality can be loaded based on the URL of the page. 

6   Related Work 

Since the advent of the World Wide Web, programmers try to realize Tim Berners-
Lee’s vision of its interactive and bidirectional use. There have been numerous attempts 
to build systems enabling users to customize and modify pages of the World Wide Web 
by adding content and controls. However, existing solutions require either a special 
server side setup or installation of software on the client machine, both of which limit 
the areas in which the system is useful. 

First we focus on research in the area of customization and modification in general, 
second we look at research that has been carried out in order to achieve this through 
augmenting web pages by content and controls. As a third part we especially focus on 
annotation tools as an illustrative application. 

Bolin et al [7] have proposed a categorization of tasks supported by tools that deal 
with the automation and customization of web pages on the client side. The categori-
zation distinguishes between automating repetitive operations, integrating multiple 
websites (e.g., incorporating a map service inside a web page), and transforming a 
web site’s appearance. 

Suitable approaches for automation include scripting languages such as Perl, Py-
thon, or WebL [15] but also tools that support the recording of macros such as 
LiveAgent [16] or WebVCR [1]. Those tools allow for recording the actions neces-
sary to access hard-to-reach content and replay it later. 

Examples for approaches that deal with transforming a website’s appearance are 
toolkits such as the browser extensions Greasemonkey and Platypus, as well as WBI 
[4], a pre Web 2.0 approach that observes user interactions by using different kinds of 
agents.WebL [15] and Chickenfoot [4] provide a high-level language to ease the ma-
nipulation of web pages. The advantage of Chickenfoot is that it supports the modifi-
cation of web pages without requiring knowledge about HTML programming.  

Concerning modifications of a page, mechanisms and strategies are required to insert 
content into the page. Bouvin et al [7] present an overview of web augmentation strate-
gies. They define a tool as a hypermedia augmentation tool if “it through integration 
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with a web browser, an HTTP proxy or a Web server adds content or controls [. . .] with 
the purpose to help users organize, associate or structure information found on the web.” 
Such tools can be divided into four categories: structuring/spatial, link creation and 
traversal, guided tours, and annotations/discussion support. 

First, spatial hypermedia describes applications where link structures are not shown 
explicitly any more but rather implicitly based on the spatial relationship between ob-
jects, hence providing a powerful tool for organizing and structuring the web. An exam-
ple is Web Squirrel [20] that helps users to organize their URLs in information farms. 

Second, example tools for link creation and traversal are Chimera and DLS. Chimera 
[1] is an experimental system that allows for displaying structural information of a page 
in a separate program (applet) or within the browser by hooking up a web server to the 
Chimera server hence translating the Chimera structures into HTML. The Distributed 
Link Service (DLS) [10] is based on the MicroCosm hypermedia system [13]. It allows 
for attaching a link service menu to the browser by using a wrapper. This wrapper 
would contact the link server once a link was clicked in this menu. 

Third, tools supporting guided tours are mainly used in educational settings. Walden’s 
path [11] uses a path authoring tool such as VIKI [19] to compose a trail that students 
have to pass. Trails are stored on a Path Server as well as CGI scripts to provide an inter-
face to the path. A similar approach is followed by WebVise [12], an open hypermedia 
service which provides a link, annotation and guided tour authoring interface integrated 
with MSIE. It can be accessed in arbitrary Web browsers via a proxy server interface. 

Finally, annotation tools such as implemented in the presented case study have 
been widely examined and numerous approaches of deploying them exist. Most 
common are client side browser extensions such as Yawas, Diigo, Fleck, and Stickis, 
or bookmarklets such as sharedcopy. Yet, also entire browsers have been imple-
mented which support annotations such as comMentor [17]. On the other side, also 
several serverbased approaches exist such as CritLink [21] which works based on 
prefixed URLs or Dashnote which is, similar to Wikis, entirely deployed on web 
servers. Between those two solutions also hybrid approaches exist such as Annotea 
[14] which allows for storing the annotations locally or on an annotation server. 

7   Conclusion 

In this work, we have introduced the concept of parasitic and symbiotic applications 
capable of bringing Web 2.0 to any page of the World Wide Web. This was realized 
by implementing a proxy-based application platform. Our approach offers the oppor-
tunity to deploy static and dynamic applications provided by the platform owners as 
well as the deployment of user-based code. 

For the implementation of the concept, UsaProxy served as a basis for inserting Ja-
vaScript code on-the-fly into each web page delivered from a web server to the client. 
This JavaScript code provides the basic functionality for inserting or editing the con-
tent of web pages. Furthermore, a HTTP proxy was extended to allow for 
XMLHttpRequests to a remote application server, thus avoiding the same origin pol-
icy of modern browsers. Hence, content can be dynamically loaded from or stored to 
the application/database server using AJAX technology. 

As a proof-of-concept we presented two case studies. One focused on deploying a 
parasitic application supporting both static and dynamic elements in the form of an 
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annotation tool. We presented challenges arising from dealing with arbitrary web pages 
and provided potential solutions either by complex client side mechanisms or by symbi-
otic deployment. Issues like scalability and extensibility still need further research. 

Second, we presented UsaScript, a tool for deploying user-based scripts and APIs on 
web pages. We outlined how this approach can also be used among web site owners to 
cooperate with the application platform thus creating additional benefits for the user. 
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Abstract. Information scent of hyperlinks, that is the user’s assessment of se-
mantic relevance of navigation options in a webpage, has been identified as a 
critical factor in Web navigation. An important question in this context is to 
identify the minimum number of participants required to measure reliably in-
formation scent. A two phase study was conducted in an attempt to provide an 
answer to this question. In the first phase, involving 101 participants, ratings 
produced by different size subsets of participants were compared to those of the 
whole set. In the second phase, the ratings of these different size subsets of par-
ticipants where compared with measures of behavior of 54 participants, who 
performed the same information navigation tasks using a typical web browser. 
Results indicate that representative estimates of information scent can be ob-
tained from 10 participants in both cases. This finding has important implica-
tions for future scent-related studies.  

Keywords: Information scent, Web usability study, cost-benefit analysis.  

1   Introduction 

Recent models of user behavior while foraging for information in the Web have con-
tributed to the better understanding of human-information interaction. A key concept 
in these models (e.g. SNIF-ACT, CoLiDeS, MESA - see [1] for a review) is informa-
tion scent, defined as the user’s assessment of semantic relevance of the provided 
navigation options. Recent studies rendered information scent as the most important 
factor in Web navigation [1], [2].  

Various semantic similarity algorithms, such as LSA and PMI-IR, have been pro-
posed as a computational model of information scent [3] and have been used in order 
to facilitate the task of measuring information scent [4], [5]. However, in certain 
cases, such as modeling users with considerable background knowledge and/or exper-
tise, or assessing similarity of ‘rare’ or informal words, computational techniques may 
yield misleading results.  

Therefore, often human raters are called to evaluate information scent [6], [7]. In a 
typical study, participants are presented with hyperlink options as well as the informa-
tion goal and are asked to evaluate semantic similarity among them. A key question in 
this context is how many people to involve in such a study in order to obtain represen-
tative estimates of information scent. The current practice does not seem to follow a 
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clear pattern on this issue. For instance, Miller and Remington [6] used the assessments 
of three judges and Brumby and Howes [7] reported involvement of 13 participants, 
without discussing the quality of the results with respect to the number of raters.   

A similar question has been asked in the context of general usability evaluation. As 
concluded by a variety of related studies, the required number of participants to unveil 
a specific percentage of usability errors is ruled by a cumulative function of the geo-
metric distribution [8]. The question is of significant importance towards understand-
ing quantitative aspects of human-information interaction on the Web. 

In the study presented in this paper, we attempt to identify the number of required 
participants to evaluate information scent in a reliable way, using as reference the 
ratings of a large set of users first and objective user behavior measures in the second 
phase of the study. Such a finding could help both practitioners and researchers to 
manage the available resources in a more efficient way. 

2   First Phase of the Study 

In the first phase of the study we compared the ratings of different size groups of 
raters with the ratings produced by a large pool of raters, considered as reference case. 
The study involved 101 University students, 39 female, with a mean age of 22.2, who 
were asked to rate on a 1-5 scale the semantic relevance of all the links of a menu to 
the associated given goal (1=poor relevance, 5=high relevance). All eight menus 
consisted of eight links each and were selected from actual websites1. A total of 6464 
ratings (=8 goals x 8 links x 101 raters) were gathered during this phase of the study.  

 

  

Fig. 1. (a) Total variance of 101 participants’ scent-ratings explained as a function of sample 
size. (b) Mean spearman correlation between two measures of users’ behavior (on-link-clicks, 
on-link-observations) and scent-ratings of random samples of raters. Note: Error bars represent 
standard deviation of the 10 random samples.  

 
Then, subsets of various sizes were built and compared to the ratings of the whole 

group; an approach also used by Tullis and Wood [9 - page 223] who aimed at identi-
fying the optimal number of users required for a card-sorting study. Ten subsets were 
                                                           
1 Tasks and menus used can be found at http://hci.ece.upatras.gr/Katsanos_et_al_INT2009  

(a) (b)



Are 10 Participants Enough for Evaluating Information Scent of Web Page Hyperlinks? 421 

randomly selected, of N raters each, for N=2, 5, 10, 15, 20, 25, 30, 40 and 50. Next, 
the average ratings of these subsets were compared to the ratings of the whole popula-
tion of raters. The mean spearman correlation between the ratings of each sample size 
and the ratings of the 101 raters was calculated. 

Fig. 1a presents the resulting total variance explained (R2) as an increasing function 
of sample size. The error bars in the graph represent standard deviation of the values for 
the 10 random samples and were calculated as (rMEAN ± rSD)2. As depicted in the graph, a 
sample size of 10 raters was found to explain 84-90% of the total variance of the ratings 
of all 101 participants. The lowest value observed for this sample size was 76% for the 
seventh goal, whereas the highest was 98% for the fifth goal1. After that point, there is a 
marginal gain in involving more participants. In specific, increasing to 15 or 20 partici-
pants does not have any impact and only when the raters are tripled the results get ap-
proximately 5% closer to the whole dataset. Thus, 10 raters appear to be a cost-effective 
solution to evaluate information scent without expense in the quality of results.  

3   Second Phase of the Study 

In the second phase, a new set of users was asked to perform the navigation tasks of 
the first phase using a typical Web browser. Fifty-four University students, 11 female, 
with a mean age of 24, all proficient in English, took part in this phase. First, users 
were presented with a goal-description screen. Next, they were presented with the 
associated menu and were asked to select a link as they would normally do. The pres-
entation of the menus and the order of links were randomized to avoid serial order 
effects. An unobtrusive 17’’ Tobii T60 eye tracker with minimum fixation duration 
set to 100ms was used to record users’ eye movements. Two measures of users’ be-
havior were gathered: a) clicks on each link and b) observations on each link. Obser-
vations were used instead of simple on-link fixations to avoid bias of higher fixations 
counts due to lengthier text descriptions [10].  

Next, the ratings of the different size sets of raters of the first phase were correlated 
with these two measures of users’ behavior, using mean spearman correlation. A non-
parametric measure of association was used since the assumption of normality was 
violated for all variables. The question in this case was to identify the number of hu-
man raters that were enough to reach an acceptable rate of correlation with the two 
measures of users’ behavior that were used as a reference. 

Fig. 2b presents graphs of the resulting mean correlations. The dotted lines repre-
sent the mean correlation between measures of observed behavior and all participants’ 
scent-ratings for the eight goals. This correlation coefficient is high for the on-link-
clicks measure (rs=0.80, p<0.01, one-tailed) and medium for the on-link-observations 
measure (rs=0.40, ns). As depicted in Fig. 2b, 10 participants are enough to reach 
these values with 0.7% deviation for the on-link-clicks measure and 7.4% deviation 
for the on-link-observations measure. However, given the medium overall correlation 
between scent-ratings and on-link-observations found in this study, scent-ratings 
should be used only as a rough indicator of users’ distribution of attention on the 
available navigation options. 
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4   Conclusions 

The goal of this paper was to investigate the minimum number of participants re-
quired to representatively evaluate information scent. Analysis of the data collected in 
the reported study, suggest that 10 human raters can be enough to obtain representa-
tive results of users’ link-selection behavior and distribution of attention on the avail-
able links. Involving more users increases the resources spent with marginal gain in 
the quality of results.  

This is an important finding for both researchers designing future Web interaction 
studies, and practitioners evaluating the semantic appropriateness of hyperlinks in a 
webpage. Furthermore, it contributes to the overall debate on suitable number of users 
for a Web usability study. In addition, it was found that scent-ratings should be used 
only as a rough indicator of users’ distribution of attention regardless of the number 
of raters involved, due to their medium overall correlation with on-link-observations 
(rs=0.40, ns). In such cases, an eye-tracking study would be more suitable. Further-
more, it should be noted that if strong statistical inferences about the user population 
are required, then additional participants should be recruited.  

Future work includes investigating the influence of task complexity on the optimal 
number of participants required, as well as investigating the presented finding in the 
context of highly specialized domains and/or varied user group composition [8]. 
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Abstract. A study was conducted to investigate the effects of navigational in-
consistencies in websites on users’ perceptions and performance. Of four incon-
sistencies manipulated (position of navigational bar, order of elements in  
navigational bar, font type and size of elements), only the position of the bar 
had a substantial effect. However this affected both users’ perception of their 
performance and their actual performance, in terms of the time spent on web-
pages. The mean time spent on the page with the inconsistently positioned 
navigational bar more than doubled and this effect persisted over subsequent 
pages. The methodology developed provides a useful way of investigating the 
effects of navigational inconsistency, an under-studied phenomenon. 

Keywords: Website navigation, navigational consistency, website usability. 

1   Introduction 

Ever since we have had hypertext systems, people have been getting lost in them. The 
term “lost in hyperspace” was coined in the late 1980s [2] to describe this phenome-
non, even before the advent of the World Wide Web.  Many navigational aids have 
been proposed to users to assist in overcoming this problem, including breadcrumb 
trails [6, 13], site maps [1, 13] and tabs [13].  Nonetheless, users continue to get lost 
and feel disoriented, particularly on the Web. 

In addition, numerous guidelines and design principles have been proposed to as-
sist developers in creating websites that are easy to navigate [3, 4].  One such guide-
line is to use consistent navigation, which is of course simply a specific instantiation 
of the more general and widely cited principle of consistency in interface design [8, 
10, 12].  But what do users actually notice in navigational consistency and what af-
fects their performance?  Surprisingly few empirical studies have been conducted on 
these questions. Studies have investigated the sense of “lostness” at a global level and 
created appropriate metrics [5, 9, 11] with interesting results, but less work has looked 
at the fine-grained detail of navigational consistency. Yet the few studies which have 
done so have produced surprising results. For example, Kalbach and Bosenick [7] 
found that users did not perform any more efficiently when the navigation was on the 
lefthand side of webpages, as recommended [13], than when they were on the 
righthand side of pages. 
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This study therefore set out to investigate both user perceptions and performance in 
relation to four aspects of navigational consistency on websites: position of the navi-
gational bar on the webpage, order of elements in a navigational bar, size and font of 
navigational elements. 

2   Method 

Fourteen participants, nine men and five women were recruited from students at the 
University of York. Their mean age was 20.9 years (range: 19 to 25). They were all 
experienced Web users, with a mean of 8.3 years of experience (range: 3 to 11). They 
spent on average 35.1 hours a week using the Web (range: 10 to 70).  

We have developed a website specifically to enable us conduct studies of naviga-
tion on websites.  It is the website for a fictional university computer science depart-
ment, the University of North Yorkshire.  The website contains information about 
four MSc courses, each of which had one distinct subtree within the website's infor-
mation architecture with no cross-linking between them.  This means that when  
participants undertake a task about one MSc, a navigational inconsistency can be 
introduced and it is highly likely they will all encounter it after the same number of 
pages and will then continue to the task conclusion with the same number of pages 
with the new navigational style (data from participants who deviate from the expected 
path can be removed from analyses if necessary). 

The navigational inconsistencies investigated in this study were: 

• Position of navigational bar: changed from lefthand to righthand side of page; 
• Order of elements in the navigational bar: the order of the 5 elements was al-

tered;  
• Font size: changed from 10 pt to 12pt; 
• Font type: changed from sans serif (Arial) to serif (Times Roman). 

10 and 12 point were chosen for font sizes, as although the difference in size is not 
great, an informal survey of 100 websites showed that these are the two most com-
monly used default font sizes.  Although much is presented in Times Roman, there is 
a long running discussion about the readability of serif versus sans serif fonts, and this 
distinction is quite clear to readers, so a serif and a sans serif font were used.  

A Windows XP Professional PC was used to conduct the study. Screen resolution 
was set at 1024 x 768, and no horizontal scrolling was necessary in accessing the 
study website. Participants were given the choice between using Internet Explorer 
6.0.2900 and Mozilla Firefox 3.0.8, as it was known that the student population at 
York favour these two browsers. Thus any difficulties in navigation would not be 
attributable to lack of familiarity with the browser. Four chose Explorer and 10 chose 
Firefox. There was no difference in the website's appearance between the two browser 
configurations, so this choice did not affect the final results. Morae software1 was 
used to record participants' interaction with the website.  

                                                           
1 Techsmith. Morae customer experience software.  Available at: www.techsmith.com/ 

morae.asp 
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Participants undertook ten tasks, eight of which led the participant through a se-
quence of pages that introduced one navigational inconsistency. The remaining two 
tasks were control tasks and they led participants through a sequence of pages with no 
inconsistency, that is a consistent sequence of pages. 

After each task the participant answered the following question: Did you notice 
any change in the navigation bars throughout this task? (answer yes or no).  If they 
answered yes, they were asked two further questions: What was/were the change(s)? 
Did the change(s) affect your performance during the task? (on a scale from 1 = not at 
all to 5 = very much) 

No feedback was given to the participant about the navigational (in)consistencies 
and the accuracy of their perceptions after each task. After all the tasks were com-
pleted, the participants were debriefed and were shown the inconsistencies.  

3   Results 

The extent to which participant noticed the navigational inconsistencies was analysed.  
The change in the position of the navigational bar was noticed on most occasions (85.7%), 
the change in font size of navigational elements was noticed on about half the occasions 
(42.9%) and the change in font type and the order of navigational elements was noticed on 
only about 20% of instances (21.4% in both cases). A Cochran's Q test showed that these 
percentages were significantly different from each other (test conducted on mean % per 
participant per inconsistency type, Cochran's Q  = 44.1, df = 3, p < 0.000).   

For those participants who noticed a navigational inconsistency, their perception of 
how it affected them was analysed, using their answers on the Lickert scale (1 = not at 
all to 5 = very much). The mean rating for the perception of the position inconsistency 
was 2.38, for the order and font type inconsistency it was 1.67 and for the font size 
inconsistency it was 1.38. Thus none of the mean ratings were higher than the mid-
point on the rating scale. 

To investigate how the inconsistencies affected participants’ performance, the 
times they spent on the pages before the inconsistency (PagesB), the page where the 
inconsistency appeared (PageI) and the pages after the inconsistency (PagesA) were 
analysed. A one way repeated measures ANOVA was conducted on the mean time (in 
seconds) spent on the web pages with three variables: (1) the type of inconsistency, 
(2) the pages before/on/after the inconsistency, and (3) the task (first or second task 
for a particular inconsistency).  This analysis found that there was a significant differ-
ence between the mean ratings for the five inconsistency conditions (F = 5.86, df = 4,  
 

 

Fig. 1. Mean time on page for different navigational inconsistencies 
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52, p < 0.03). There was also a significant difference between the page conditions (F 
= 10.44, df = 2, 26, p < 0.005). There was also a significant interaction between in-
consistency type and page type (F= 4.26, df = 8, 104, p < 0.05). From Fig 1, it can be 
seen that for the position inconsistency, the time spent on the page where the inconsis-
tency occurs is much longer, and this increased time persists to subsequent pages. 

4   Discussion and Conclusions 

This study found that of the navigational inconsistencies investigated, only the posi-
tion of the navigational bar had any noticeable influence, but that this affected both 
participants’ perception and their performance.  The effect on performance was very 
noticeable, with time spent on the page with the inconsistency more than doubling, 
and that effect persisting over subsequent pages. The persistence of the effect is inter-
esting: it may be that once a position inconsistency occurs, web users become less 
confident about the layout of the navigation, and spend more time scanning the page 
when they land on this.  We will follow up this possibility with a study of naviga-
tional inconsistencies that uses eye tracking to study the pattern of page scanning. We 
believe the methodology developed in this study will be useful for investigating the 
perception and performance implications of navigational inconsistencies, as well as 
the effectiveness of navigational aids such as breadcrumb trails.  We are already un-
dertaking a further study that investigates a larger range of navigational inconsisten-
cies and will follow this up with an investigation of breadcrumb trails. 
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Abstract. Studies in the field of Music Information Retrieval (MIR) have 
shown that users would like to use multiple criteria simultaneously and addi-
tional criteria besides the widely used metadata of artist, album and song. We 
present our prototype named CloudMonster, which supports flexible browsing 
and searching within music collections using multiple criteria. In a preliminary 
evaluation the added flexibility for browsing and searching was highly appreci-
ated and we received valuable suggestions for future research. 

1   Motivation and Formative Study 

For Music Information Retrieval (MIR), there are additional criteria besides the 
widely used artist, album and song. These criteria, for example, similarity, mood and 
social activities, are less common but nonetheless desired [1]. Cunningham et al. [2] 
suggested that functionalities beyond explicit searching should be offered, to allow 
users to find unexpected but acceptable results. Some researchers have already built 
visualizations based on non-standard criteria, such as similarity [3] and mood [4]. 

In order to learn more about the actual criteria people wish to use, we conducted a 
formative study. We recruited 36 college students, 25 male and 11 female, with an 
average age of 22 years and investigated their current browsing behavior. From this, 
we learned that the most desired criteria for organization seem to be genre, year and 
cover art, while for playlist generation, they are gender, tempo, instrument and listen-
ing history. By combining the results of our survey with existing research, we selected 
the set of most desired criteria and integrated them into a prototype named Cloud-
Monster for browsing and searching within music collections.  

2   CloudMonster 

CloudMonster is implemented based on Prefuse (http://www.prefuse.org/). The basic 
metadata, such as genre, duration, released time and cover art are extracted from 
ID3Tags. The content-based similarity is derived from low level features extracted 
with jAudio (http://jmir.sourceforge.net/jAudio.html). Contextual information such as 
artist popularity and similarity are derived from Last.fm (http://www.last.fm). 
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Figure 1 shows the CloudMonster interface, in which songs are represented as either 
nodes or cover art. Upon mouse-hover, more song detail is shown (see figure 3(b)). The 
whole collection is displayed with genre-, popularity- and similarity-based initial views. 
Five color coding schemes are provided: for ordinal parameters, each color presents one 
category such as artist, genre and gender and for quantitative parameters such as popu-
larity and year, the transparency represents the popularity or recency. 

 

Fig. 1. CloudMonster with genre-based view and genre color coding. (A) Overview. (B) Key-
word-based searching. (C) Saved playlist. (D) Saved criteria. (E) Genre histogram. (F) Cover 
art. (G) Initial views. (H) Reset button. (I) Color scheme. (J) Criteria list. (K) Song list. 

     

Fig. 2. (a) Popularity-based view with popularity color coding. (b) Similarity-based view with 
artist color coding. 

Based on the Dust&Magnet metaphor[5], each criterion works as a magnet and at-
tracts matching songs while repelling differing ones. The user can create or delete a 
magnet by double clicking a criterion in the criteria list. The magnet value can be set in 
the criteria list and its strength is presented as its size, which can be adjusted by mouse 
wheel. The user can then adjust the magnet position freely and the songs will move 
accordingly. For example, three magnets were chosen in figure 3(a): BPM, gender and 
genre. The values were set as 136-160, female and R&B. These magnets were place in a 
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triangle. The matching songs were attracted in the center and shaped in a circle. The 
current configuration and visualization can be saved for future reuse. Similarly, one 
song can serve as an example and attract similar songs (see figure 3(b)). The weights for 
content- and context- similarity can be adjusted by a weight slider. 

  

Fig. 3. (a) Multiple-magnets-based search. (b) Example-based search. 

The user can generate a playlist by simply drawing a rectangle in the graph view. 
All the songs inside will then be included in a playlist, which can be saved. Once a 
saved playlist is chosen, the graphic for the moment this playlist was created will be 
re-visualized, which also improves the system reproducibility and speeds up learning.  

3   Preliminary Evaluation 

We recruited 12 users at (delete for blind review), 7 female and 5 male with an aver-
age age of 24 years, who regularly use music player software. The evaluation was 
conducted with the participants’ own music collections. After a brief tutorial and 
freely playing around, participants were asked to conduct 5 tasks concerning brows-
ing, searching and playlist generation, and then filled out a post-questionnaire. 

The tasks were: Locate some personal favorite songs; from these, filter out faster 
songs; search for the songs similar to an example song; search for songs of the favor-
ite genre and released in the same year; generate a playlist for a party. 

Post-questionnaire: After completing the tasks, the participants were asked to score 
the initial views and color coding schemes (1 for not useful at all and 10 for very 
useful). The average scores for genre-, popularity- and similarity-based views were 
8.75, 8.23 and 7.75. For the color coding schemes, the average scores for genre, popu-
larity, gender, artist and year were 8.25, 8.16, 8, 7.8 and 7.125. The average score for 
the overall impression was 8.0. For helpfulness, enjoyments, feeling of control and 
understandability the average scores were 8.75, 8.5, 8, 8, and 7.5. 

Results and implications: In task 1, all the participants conducted a keyword-based 
search. In task 2, they firstly conducted keyword-based search for the artist, and then 
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used a BPM-magnet to attract songs with higher BPM value. The usage of keyword-
based search illustrated its advantages with large collections. In task 3, the partici-
pants firstly chose the similarity-based view, and then chose one example song from 
the song list. This song was highlighted as an example in the graph and similar songs 
were attracted automatically. In task 4, the participants used the genre- and year-
magnets. Without being prompted, all of them were able to make the right judgment 
of matching songs, which implied the understandability of the magnet metaphor. In 
task 5, the most frequently used criteria were BPM, genre, popularity and instrument. 
Generally positive feedback was received in the post-questionnaire. Although all the 
participants claimed that the magnet metaphor was easy to understand, the average 
score for the overall understandability was lower because of the attribute inconsis-
tency in the views, color coding schemes and criteria list. 

4   Conclusion and Future Work 

In this paper we present CloudMonster, which supports flexible browsing and search-
ing within music collections. CloudMonster received positive feedback in an initial 
evaluation and its multiple search options were highly appreciated. CloudMonster can 
be easily extended for example for browsing in large online music dataset or general-
ized for broad multi-criteria search. In our future work, we will address the problems 
revealed in the evaluation, for example, improve the systems consistency, allow du-
plicate magnets and multiple example songs, and enhance the histogram for color 
coding. Then we will conduct a formal user study concerning systems scalability, data 
reliability and look in detail at the behavior differences between different visualiza-
tions, such as list and graph.  
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Abstract. The Tabbed Document Interface (“TDI”) of today’s web browsers is 
widely considered to be a usability improvement over the previously predominate 
Single Document Interface (“SDI”). TDI styled interfaces however, especially in 
mashups or other overlays of different information sets, suffer from a key usabil-
ity limitation: they cannot show two or more tabbed documents simultaneously. 
Users are left with the task of quickly switching between tabs when trying to visu-
ally compare content. Our contribution is centered on intuitively enabling the 
comparison of tabbed content via what we coined a Combinable Tabbed Docu-
ment Interface (“CTDI”). This interface extends TDI to allow tabs to be dragged 
and dropped onto one another to form a “master tab” whose data page renders a 
“side by side” view of its combined “sub tabs”. The combined view will revert to 
the previous form when closing the master tab. It’s a novel solution for those 
websites that needs to compare information, such as e-commerce sites, online dic-
tionaries, etc. To test the effectiveness of CTDI, we developed an online diction-
ary called “Engkoo” which puts the concept to practice.  

Keywords: Information comparison, TDI, CTDI, AIC, tabs, combinable tabs. 

1   Introduction 

With so much information available through the internet, one of the major issues in 
computing today is designing a browsing user interface that not only models page 
style data but also makes the experience of navigating and interacting with the data 
feel natural. We went about looking at this issue by focusing on one major scenario 
common on the internet today: information comparison[1]. From our user studies, we 
found the majority of people go about finding their target information by sorting 
through numerous data by a process of identification and comparison. However, users 
are required to open a new page and must switch back and forth between the original 
pages if they want to compare, which is cumbersome to many users because of the 
repetitive action and sizable number of clicks. Our design practice is based on a pro-
ject whose aim was to build a breakthrough online English-Chinese dictionary web-
site for Chinese people called Engkoo.  
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2   Process 

We ran a user interview that contains 8 participants who frequently use online dic-
tionary. Besides open questions, participants were also asked to show their “using” 
mode of online dictionary as they usually do and the procedure was tracked and re-
corded. A key finding from the interview, which is the underpinning of our Combin-
able Tabs work, can be coined “Appropriate Information Comparison” (AIC), as 
Figure1 shows. The AIC pattern was found when users needed to look up an English 
translation for a Chinese word. We observed the participants using the leading Eng-
lish-Chinese online dictionaries in Chinese market, Dict.cn, Youdao.com, and 
Iciba.com. For nearly all searched terms in these dictionaries, the results are multiple 
translations.  We observed AIC when the participants copied and pasted the resulting 
translations, one by one, into the search box to execute further reverse dictionary look 
ups to verify their comprehension of the definitions and then switch back quickly 
between the tabs of the browser to compare the results of other definitions to find the 
most suitable one for their task, as Figure 1 shows. This user behavior pattern trig-
gered us to think about how to support it in a more efficient way.   

 

Fig. 1. AIC Model 

2.1   Engkoo Prototype 1 

We found that the users’ requirement for comparison nearly always occurs when they 
search for synonyms or related words. The key intuition to prototype 1 is that these 
queries are always in sequential order. Therefore, our approach to enabling the entry 
point for comparison was to present the option for “compare” upon a subsequent 
search. The interface design was to enable the visibility of a compare button adjacent 
to the search button if another query is executed in the same session, as Figure 2 
shows. When the compare button was clicked, the compare mode becomes activated, 
which presents a split view containing the definition results for the active query and 
the preceding query. Users can still type in new queries. When a new query typed and 
the compare button executed, it will be compared with the previous one, and the first 
one will be popped off. It is like a word comparison flow. The limitations with this 
approach are that it can’t be used to compare non adjacent queries and also entering 
compare mode in this way isn’t very intuitive.  
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Fig. 2. Prototype 1                                                       Fig. 3. Prototype 2 

2.2   Engkoo Prototype 2 

We brought the concept of a Tabbed Document Interface into our online dictionary 
design[2]. In our improved prototype 2, as Figure 3 shows, we innovated on the con-
cept in an intuitive way by creating a Combinable Tabbed Document Interface which 
allows tabs to be dragged and dropped onto one another to form a master tab whose 
data page renders a side by side view of its combined sub tabs. When users click on 
an English translation to see the details (the same action as typing in a new query), a 
new tab is created. All the information of each tab, including definition, sample sen-
tence, synonym, etc, is stored in the cache. Therefore, to the user, switching between 
tabs is an instantaneous operation. By just making the webpage TDI enabled – it 
would still carry all the same comparison usability problems generally associated with 
such an interface model. Our novel extension, CTDI, overcomes those usability prob-
lems by providing an intuitive method to enter into a comparison mode, which clearly 
shows the state is now in a compare mode, and allow for easy visual consumption of 
the information. To exit the comparison mode, users intuitively close the master tab – 
and the sub tabs will be released into their previous state. One key benefit of this 
approach that it allows comparison of any two queries executed, not just the current 
and preceding ones as in prototype 1. 

3   Evaluation and Findings 

For the evaluation, we design a task compared between our design and Iciba.com (#1 
market leader) as competitor. The task followed AIC process-(1)Search Chinese word 
“拿” in Engkoo.com and iCiba.com. (2)Explore the details of three translations and 
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compare three of them at one time, such as “Take vs. Catch vs. Carry”. (3)We re-
corded the “number of new pages” and “clicks” as a measurement of the usability [3]. 
The result shows that Engkoo.com has a obvious advantage in this task-“number of 
new pages”:Engkoo(0), iCiba(3); “clicks”:Engkoo(8),iCiba(17). Engkoo performs 
more effective and usable in the AIC process compared to iCiba-the market leader. 

To design this new kind of interface for solving the AIC problem, this concept 
could be extended to a further pattern: internet search. Such a domain is analogous to 
the usability problems found in dictionary lookup because there is usually more than 
one result from a search query. Users click on the resulting hyperlinks that may or 
may not match the user’s intended search[4]. Modern implementations of web brows-
ers have partially made this task less arduous by implementing TDI; however the 
issue of not being able to simultaneously view the contents of multiple resulting web 
page documents is a usability inhibitor. A CTDI approach provides a solution to this 
problem while maintaining the benefits of a TDI interface. 

4   Conclusion and Future Work 

We have designed a novel concept to mitigate the AIC pattern by comparing informa-
tion using CTDI. There is no need to have a “compare mode view” button or open 
another page for compare. All the action is executed in an intuitive way; drag to com-
bine and close to end. To demonstrate this design we built a website prototype called 
Engkoo, which is publically accessible at http://www.engkoo.com.  

In future work, we will explore the possibility of extending CTDI to all users to 
open multiple tabs at one time. A powerful aspect of this design is that users can 
combine N tabs together for comparison. That is, they can continually drop tabs into 
the master tab to compare further, which continually subdivides the visual area, and if 
necessary a horizontal bar is enabled to scroll if data is pushed off-screen. 
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Abstract. Information foraging theory lays a good foundation for web user 
modeling. However, the existing user modeling methods mainly focus on fixed 
information needs. In the real world, a user’s information goal often evolves, 
and information foraging is a negotiation process between the user and the sys-
tem. In this paper, we proposed an agent based approach that modeled the dy-
namic information seeking process of information foragers.  

Keywords: Information foraging, information scent, information retrieval, user 
modeling, software agent. 

1   Introduction 

Usability evaluation is important in the software development lifecycle. However, it is 
usually difficult to afford a large number of real users to participate in the usability 
studies. Using software tools to simulate real users’ behavior and therefore to conduct 
automated usability evaluation is a practical solution. There are some tools that based 
on information foraging theory for web usability evaluation, such as SNIF-ACT [1] 
and WUFIS [2]. They modeled web users’ navigation from page to page searching for 
information with fixed information goals. However, a user’s information goal may 
change based on what is learned during the seeking process. He/she may adapt to 
what the system has if the original information goal is not reached. The goal evolve-
ment and the adaptation/negotiation process between searchers and systems have not 
been well addressed in the existing models.  

This paper proposes an agent based web user model. The model distinguishes itself 
from the existing models in that it situated information goal in context and modeled 
the goal evolvement and the negotiation process of information seeking.  

2   Information Foraging 

Information foraging theory [3] is a foundation theory of web navigation. On the web, 
users typically forage for information by navigating from page to page along web 
links. The content of pages associated with these links is usually presented to the user 
by some snippets of text or graphic. Foragers use these proximal cues (snippets, 
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graphics) to assess the distal content (page pointed by the link). Information scent is a 
subjective perception of the value and cost of information sources obtained from 
proximal cues, such as web links, or icons representing the content sources [2]. The 
goal of the information forager is to use proximal information scent cues (eg. a web 
link) to predict the utility of distal sources of content (i.e. the web page associated 
with a web link), and to choose the links having the maximum expected utility [1]. 
Three important aspects of information foraging have not been well addressed in the 
existing web user modeling literature: 

1) The goal of information foraging evolves. According to the berrypicking infor-
mation seeking model [4], in real-life web search, users may begin with one feature of 
a broader topic, or a relevant reference, and move through a variety of sources.  Each 
new piece of information encountered can offer new ideas and directions to follow, 
hence a new conception of query. The search goal evolves. 

2) Information foraging is situated in context. Information foraging is usually a 
task embedded in the context of other tasks. Its value and cost structure is conse-
quently defined in relation to the embedding task and often changes dynamically over 
time [5]. Such an embedding task can be choosing a good graduate school, developing 
a financial plan, or writing a scientific paper.  

3) Information foraging is a negotiation process between the searcher and the sys-
tem [6]. It is a trade-off between the value of information gained and the cost of per-
forming a task to find the information. Therefore, foraging refers to the variety of 
strategies seekers exhibit in their quest for information and how humans adapt to their 
environments on a situational basis.  

3   Negotiating Information Foraging Agent (NIF-Agent) 

Software agents are autonomous entities that work towards their goals. They are suit-
able to work as representatives of human users. This section proposes a negotiating 
information foraging agent (NIF Agent) to simulate web information foragers. The 
NIF agent is able to model the goal evolvement, goal’s context and the negotiation 
process of information foraging. 

• NIF Agent Knowledge Model  
Users may have different level of search goals. There can be four broad categories of 
goals: long term goal, leading search goal, current search goal and interactive inten-
tion [7]. For a specific search, higher level search goals may have different lower 
level options (sub goals). For example, to find out “why the baby is crying”, the user 
may have a few search options in mind, such as “ear infection” or “infant colic”. 
Lower level goals may further have next level of options. Different levels of goals 
form a hierarchical structure. The goals and their relationships form the knowledge 
base of a NIF agent, and it can be defined as a directed graph KB= <V, E>, where  
V = { vi  | i = 1, 2, … n. }, it is a set of all search goals E = {( vi, vj) | vi is the higher 
level goal of vj }, it is a set of goal relationships, vi is termed as father of vj, vj is termed 
as son of vi.  

• Proximal Scent Matrix 
The scent of information comes from the linguistic relationships between words ex-
pressing an information need and words contained in links to web pages. People are 
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more likely to select the link on a page that appears to have the highest probability of 
leading them to the page best matching their information need.  

The proximal scent of a link is calculated as a degree of similarity between the 
proximal cues and the information need. Proximal Scent Matrix PS’ and PS can be 
computed based on WUFIS (Web User Flow by Information Scent) algorithm [2, 8] 
which calculates the similarity based on the weight of word importance. Each PS’(i,j) 
describes the similarity degree between the proximal cues of a link (link from page j 
to page i) and the information need. Matrix PS is obtained by normalizing the PS’ 
matrix so that each of the columns sums to 1. Each entry in PS(i,j) specifies the prob-
ability of a user flowing down the link from page j to page i. 

• Automation of Information Foraging 
Information goal evolves and is embedded in certain context. The knowledge base of 
NIF agent models the context. For an information goal (a node in KB), its higher level 
goals is the search purpose and sibling goals are other search options. When a user is 
not able to achieve a search goal, he/she may change to other options (sibling goals) 
or a more general goal (father goal). For example, for the purpose of finding out “why 
my baby is crying, and always draw up his knees against his abdomens”, the user may 
search for the possible options, from “ear infection” to “rashes”. He/she may also shift 
to a more general search about “crying baby”. The shifting of goals models the dy-
namic evolvement of the information need.  

A user might bring some initial information needs to start the foraging. However, 
the system may not be able to satisfy the user’s needs exactly. Other information is 
still acceptable to the user if it has considerably strong information scent (satisfying 
certain threshold) to the user. This is the negotiation nature of information foraging. 
As in the “crying baby” example, if the user hasn’t found the perfect explanation of 
the baby’s situation, a link “infant colic” with high information scent may also catch 
his/her attention. In this case, “infant colic” is actually the most likely answer.  

Algorithm Forage and Find is provided below. Algorithm Forage automates the 
information foraging processes with evolving goals, and the algorithm Find is a sub 
function that forages for a fixed information goal. In the algorithm, v.InfoNeed, 
v.father/v.son and v.visited are used to refer to the information need vector of goal v, 
the super/sub goal of v and whether v is processed respectively.  

Algorithm. Forage () 
For all v∈V in KB, v.visited = false  
CurrentPage = n1, add n1 to the end of PageLog //PageLog records the history 
v = StartNode   //Suppose the search starts from a goal StartNode∈V 
While ( v ≠ Ф ) 
{ If Find(v.InfoNeed)= true   Return true 

 Else 
 v.visited = true,  v = v.father 
 if (v ≠ Ф)  // change goal to the most detailed level of other relevant goals 

while (exist v.son ≠ Ф and v.son.visited = false )  v = v.son 
} Return false 
End Forage.  
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Algorithm. Find ( InformationNeed )       // forage for a fixed information need 
Step = 0, Build matrix PS’ and PS based on InformationNeed 
While (Step < MaxSteps)      // give up after a certain number of steps 
{ Randomly generate NextPage based on the probability, i.e. the value of  

PS[1, CurrentPage], PS[2, CurrentPage],… ,PS[n, CurrentPage] 
 Put NextPage at the end of PageLog, Step=Step+1 
 If (PS’(NextPage,  CurrentPage)  ≥ θ )  //θ is the user satisfaction threshold 

  CurrentPage = NextPage, Return true 
 // suppose the link cues are meaningful, i.e. if the link cue is similar with the  

// user need, the page pointed by the link is also similar to the user need 
 Else    CurrentPage = NextPage // flow to the next page and continue foraging 
}  Return false 
End Find.  

4   Conclusion and Future Works 

The NIF agent we proposed models the exploratory search activity [9]. The model 
distinguishes from the existing models in that it models the evolvement of informa-
tion need and the negotiation process of information seeking. Future works include 
the implementation of a NIF agent tool and evaluation of its effectiveness.  
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Abstract. Passive brain-computer interfaces are designed to use brain activity 
as an additional input, allowing the adaptation of the interface in real time 
according to the user’s mental state. The goal of the present study is to distin-
guish between different levels of game difficulty using non-invasive brain ac-
tivity measurement with functional near-infrared spectroscopy (fNIRS). The 
study is designed to lead to adaptive interfaces that respond to the user’s brain 
activity in real time. Nine subjects played two levels of the game Pacman while 
their brain activity was measured using fNIRS. Statistical analysis and machine 
learning classification results show that we can discriminate well between sub-
jects playing or resting, and distinguish between the two levels of difficulty 
with some success. In contrast to most previous fNIRS studies which only dis-
tinguish brain activity from rest, we attempt to tell apart two levels of brain ac-
tivity, and our results show potential for using fNIRS in an adaptive game or 
user interface.  

Keywords: Brain-computer interface, human cognition, functional near-
infrared spectroscopy, fNIRS, task classification, game, difficulty level. 

1   Introduction 

A brain-computer interface (BCI) can be loosely defined as an interface controlled 
directly or indirectly by brain activity of the user. While most BCI research is de-
signed for direct use with disabled users, we instead focus on passive BCIs for healthy 
users. Passive BCIs are interfaces that use brain measurements as an additional input, 
in conjunction with standard devices such as keyboards and mice [1].  

Unlike much BCI work which uses electroencephalography (EEG) [2], this re-
search uses functional near-infrared spectroscopy (fNIRS), which is non-invasive, 
portable, and relatively impervious to user movement (Figure 1). It is also uniquely 
sensitive to changes in blood oxygenation, which can be used to extrapolate levels of 
brain activation. This tool has been used in the contexts of biomedical research and 
experimental psychology, but little has been done to take advantage of it in a human-
computer interaction (HCI) context. Researchers have used fNIRS to investigate brain 
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patterns related to particular mental activities, such as motor imagery [3, 4], mental 
workload [5], deception [6], or emotions [7]. However, most of these studies concen-
trate on differentiating between no activity and one activity, while this experiment 
attempts to differentiate two levels of activity from each other, as well as each level of 
activity from a resting baseline.  

 

Fig. 1. A picture of a subject with the two probes (usually held by a headband) 

The goal of the present study is to distinguish between different levels of game dif-
ficulty using fNIRS data collected while subjects played a computer game. The study 
is designed to ultimately lead to adaptive games and other interactive interfaces that 
respond to the user’s brain activity in real time. Our results show that we can distin-
guish between the user playing Pacman or being at rest, as well as between two diffi-
culty levels of Pacman. 

2   Background and Related Work  

2.1   Functional Near-Infrared Spectroscopy  

fNIRS measures changes in hemoglobin concentrations [8]. At the near-infrared 
range, light can pass through most tissues, allowing them to be probed for depths up 
to 1-3 cm. By measuring the light sent at two wavelengths, we can calculate oxygen-
ated and deoxygenated hemoglobin concentration. The slow hemodynamic changes 
measured by fNIRS occur in a time span of 6-8 sec [9]. fNIRS provides high temporal 
resolution (data points measured in the order of tenths of ms), and a spatial resolution 
of approximately 5mm. However, it can only measure the cortical surface of the 
brain. In comparison, fMRI has a low temporal resolution but allows whole-brain 
imaging, including both cortical and subcortical structures. EEG can gather informa-
tion from electrodes placed all over the scalp, with a high temporal resolution. While 
there are many brain imaging techniques, each with advantages and disadvantages [2], 
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we believe fNIRS to be a suitable brain sensing technology for HCI research because 
it is safe, non-invasive, easy to use, and relatively impervious to user movement, as 
compared to other brain techniques. 

2.2   Psychophysiological Related Work 

Game play has been measured using psychophysiological signals. For instance, Chen 
et. al used two physiological measures (heart rate variability and electromyogram) to 
measure the interruptibility of subjects in different tasks, including a game, and found 
a high correlation between those measures and the self-report of interruptibility [10]. 
Other researchers have measured the brain during game play using EEG and demon-
strated the ability to distinguish the user resting, exploring the game environment or 
playing the video game [2]. Based on these results, we wanted to explore the fNIRS 
blood oxygenation response during different levels of video game play.  

Task load and blood oxygenation have been shown to be correlated in a number of 
non-game environments [11] as well as in more directly relevant game-playing envi-
ronments. Several fNIRS studies reported a significant variation in hemoglobin con-
centration in the prefrontal cortex in comparison to resting while playing an arcade 
game [12], a shooting game, a rhythm action game, a block puzzle and a dice puzzle 
[13]. Another study showed that one could differentiate between playing and not 
playing a computer game using functional magnetic resonance imagery (fMRI), by 
comparing three video games: Space Invaders, Othello and Tetris [14]. These studies 
all compare rest versus play, but never more than one level of difficulty.  

These research papers show a prefrontal cortex response to video game playing, 
which lead us to believe that the video game Pacman could produce similar activa-
tions. However, note that most of the fNIRS studies measure a larger brain region, 
with probes that are much different than ours, although our current probe format has 
the advantage of a simple and comfortable setup. The present study applies fNIRS to 
the human forehead, measuring the anterior prefrontal cortex, a subset of the prefron-
tal cortex. The choice of Pacman was motivated by the fact that Pacman offers differ-
ent difficulty levels that keep all other aspects identical, such as the scene and the 
characters’ behavior. It was also desired to study an untested arcade video game with 
fNIRS, which we believe can be translated to other games of similar mental demand.  

3   Experimental Protocol 

The goal of this study was to measure brain activity using fNIRS during game play, 
and to differentiate the brain signal between different levels of a computer game. The 
arcade game Pacman was selected because of its customizable environment. We im-
plemented a homemade computer version of the game, originally released by Namco 
(Japan). The user directs Pacman through a maze by pressing arrow keys, with the 
goal of eating as many fruits and enemies as possible, without being killed. Two lev-
els of difficulty, differentiated by pace and quantity of enemies, were selected through 
pilot testing.  

Participants were hypothesized to be able to distinguish these difficulty levels, so it 
was also hypothesized that brain measurements would show distinguishable differ-
ences in addition to observed differences in performance.  
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Nine subjects (4 females) participated in this study (mean age of 24.2 years; std 
4.15). All were right-handed, with normal or corrected vision and no history of major 
head injury. Informed consent was obtained, and participants were compensated for 
their time. All knew of the game, and all but one had previously played it. Participants 
practiced the game for about one minute to familiarize themselves with our version. 

3.1   Design and Procedure 

Participants completed ten sets of two trials (one in each difficulty level) over a 
twenty minute period. In each trial, participants played the game for a period of thirty 
seconds, and rested for thirty seconds to allow their brain to return to baseline. Condi-
tions within each set were randomized for each subject. The experimental protocol of 
alternating 30s-long windows of activation and rest was designed to take into account 
the slow hemodynamic changes that occur in a time span of 6-8 sec [9] as well as a 
short game cycle that nonetheless allowed performance to level off.  

In addition to fNIRS data, we collected performance data—number of times 
Pacman is killed, as well as number of fruits and enemies eaten. At the end of the 
experiment, subjects were asked to rate the overall mental workload of each game 
level with the NASA Task Load Index (NASA-TLX) [15], a widely used measure of 
subjective mental workload used here as a manipulation check. NASA-TLX provides 
a ground truth measurement, a benchmark for comparing and validating fNIRS  
results. It is a collection of questions relating to the task’s mental, physical, and  
temporal demands on the user, their performance, effort and frustration level when 
executing the task. The NASA-TLX for each level was administered using a paper 
version (two in total). 

3.2   fNIRS Equipment  

We collected fNIRS data using an OxiplexTS, from ISS, Inc. (Champaign, IL). Our 
setup is comprised of two probes (see Figure 2). Each source emits two wavelengths 
(690 and 830nm), with a sampling rate of 6.25Hz. The probes were placed in the 
middle of the forehead. We chose to use the data from the two last sources of each 
probe only (with source-detector distances of 2.5 and 3cm), because they reach deeper 
into the cortex. The shallower source-detector axes are thought to pick up primarily 
systemic responses happening in or on the skin. 

Movement artifacts picked up by the fNIRS probes can include both general limb 
movement, and specific skin movements (e.g. frowning). The user was seated at ease, 
with their right hand positioned to reach the arrow keys of a standard keyboard com-
fortably, with the fingers resting on the keys, minimizing all movement of the arm 
and hand. We asked the users not to move their limbs, or to frown, but they were not 
constrained in any way. We did not measure their eye blinks or frowning, but we did 
visually observe their behavior. We did not find a visual correlation between such 
small movements and the preprocessed data. A pilot test indicated that small finger 
movements show up only minimally in our data, and this noise is mostly removed 
with filtering.  
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Fig. 2. A picture of the right probe. A probe includes a detector (larger square) and four light 
sources (smaller squares). While the probe has five possible light sources, only four sources can 
used at once because of hardware constraints. Moreover, we decided to only use data from two 
sources, the two furthest from the detector. The picture shows the side that will be on the  
forehead. 

4   Analysis Techniques and Results 

4.1   Behavioral Results and Performance Data 

In this section, we performed an analysis on the non-brain data collected, such as the 
NASA-TLX results and the game performance statistics. 

NASA-TLX. We analyzed results from the NASA-TLX data to confirm that users 
perceived the two difficulty levels as different. Results indicated an average mental 
workload index of 26 (std 12.9) for the easy level, and 69 (std 7.9) for the hard level, 
on a 100 point scale. This difference was significant according to a two sided t-test 
(p<0.01), and confirm our manipulation.  

Performance Data. We also examined the performance data. Every data source col-
lected showed a significant difference between the two difficulty levels (p<0.05). 
Figure 3 displays the average value of the data collected.  

4.2   Brain Data 

fNIRS is still a new methodology, and as such it lacks well-established preprocessing 
and analysis methods [16]. Each researcher is currently left to his or her better judg-
ment to find a method that works best. Some researchers choose to do a visual inspec-
tion of the data to determine patterns [17], while most use some sort of statistical 
analysis of the data, with no real consensus on how to perform this analysis. Many 
perform paired t-test on averaged concentration change for each trial [18], while oth-
ers average all the trials at each time point and performs t-test to compare each point 
with a baseline point [5, 12]. Additionally, a small number of researchers perform 
machine learning classification and clustering on fNIRS data [4, 5].  

 

Sources Detector 
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Fig. 3. Graph of data collected, with standard deviation, for each difficulty level, averaged over 
trials and subjects. The difference between each level is significant for each data type.  

We performed two analyses of the brain data to confirm the presence of differences 
in hemoglobin concentrations for the different conditions: a classic statistical analysis 
to establish the differences between conditions, and a more novel task classification 
that will show the possibility of using this data in a real-time adaptive system.  

Data Preprocessing. We preprocessed the raw data to remove artifacts and transform 
it into concentration of oxygenated and deoxygenated hemoglobin. To remove motion 
artifacts, and optical changes due to breathing and heart beat, we applied a folding 
average filter using a non-recursive time-domain band pass filter, keeping frequencies 
between 0.01Hz and 0.5Hz. The filtered raw data was then transformed into oxygen-
ated hemoglobin and deoxygenated hemoglobin concentrations (respectively [HbO] 
and [Hb]), using the modified Beer-Lambert law [8].  

Given the assumption that the brain returns to a baseline state during each rest pe-
riod following the stimuli, even though it may not be the same baseline state in each 
rest period, we shift each trial so that the initial value is zero to control for differences 
in initial state. Finally, we separate each trial according to Activeness—whether the 
user was playing or resting. Figure 4 illustrates trials of data for a particular stimulus.  

Statistical Analysis. For the statistical analysis, we average each trial of each condition 
to get a mean value of [HbO] and [Hb], for each difficulty level, activeness, hemisphere 
and channel. We then apply a factorial repeated measures analysis of variance 
(ANOVA) on Difficulty level (2) x Activeness (2) x Hemoglobin Type (2) x Hemisphere 
(2) x Channel (2) x Subject (9). This factorial ANOVA will observe differences within 
each participant, and determine if they are significant across participants. If the end 
result is to construct a system that can respond to different individuals with a minimum 
of training, we need to know how different we should expect individuals to be—hence 
including subjects as a factor in the analysis. Given the novelty of the fNIRS method, 
and the lack of well established analysis methods in previous work in this area, the 
cortical distribution of the(combination of channel and hemoglobin type effects cannot 
yet be predicted beforehand. In addition to the statistical significance, we report the 
effect size of the interaction (ω2), which is the magnitude of the observed interaction,  
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Fig. 4. Example of fNIRS data. The data displayed is subject 2’s [HbO], from source 3 of the 
right probe, filtered. The red, ticker line indicates the mean of all trials. The left half of the data 
was taken when the user was playing the easy Pacman, and the right half was the rest period 
following.  

and indicates practical significance. An omega-squared measure of 0.1 indicates a small 
effect, 0.3 a medium effect and 0.5 a large effect [19].  

We found that the Hemoglobin Type was a significant factor, with a medium effect 
(F(1, 8)=6.819, p<0.05, ω2=0.39). This was expected, because [Hb] and [HbO] are 
present in different concentrations in the blood. The interaction of Channel x Hemo-
globin Type is also significant, with a medium effect (F(1, 8)=5.468, p<0.05, ω2= 
0.33), indicating that [Hb] and [HbO] are not the same at a given channel. 

Game-playing compared to resting are significantly different as an interaction with 
channel with a large effect size (Activeness x Channel, F(1, 8)=27.767, p<0.001, ω2= 
0.75), showing that there is a difference between playing Pacman and resting, and that 
this difference varies as a function of the cortical depth of the measurement (that is, 
the source-detector distance). We also observed that the interaction of Activeness x 
Channel x Hemoglobin Type is significant, with a medium effect (F(1, 8)=5.412, 
p<0.05, ω2= 0.32).  

Finally, we observed a significant interaction of Difficulty Level x Activeness x 
Channel x Hemoglobin Type, with a small effect size (F(1, 8)= 7.645, p<0.05, ω2= 
0.18). This interaction shows that we can significantly distinguish between the active-
ness of the participant, and the degree of difficulty of the current game when we take 
into account the channel and the hemoglobin type. This confirms our initial hypothesis.  

Machine Learning Classification. Statistical analysis confirmed our hypothesis that 
the brain signals in the different conditions were significantly different. We then 
wanted to determine whether this signal could be used in an adaptive user interface. 
To do this, we used machine learning to train a classifier. 

We chose sequence classification [20] because of its simple nature. Sequence clas-
sification applies a label to an entire sequence of data, and uses each data point as a 
feature. In our case, a sequence is one trial, containing 180 points. We used the same 
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preprocessing as for the statistical analysis, but we use non-zeroed data, as it is more 
similar to data we would have in a real time brain-computer interface.  

Because we have multivariate data (8 recordings for each time point: 2 probes x 2 
channels x 2 hemoglobin types), we classify each channel individually first. To com-
bine the results of all these classifications, each classifier votes for the label of the 
example. We used a weighted voting technique that takes into account the probability 
distribution of each example by each classifier. 

The classification algorithm used is k-nearest-neighbors (kNN), with k=3. kNN 
uses the label of the three most similar examples (the closest neighbors) to the exam-
ple to classify, and assigns a label based on the weighted average of their labels. We 
used a random 10-fold cross-validation in all classifications. We trained the classifier 
on part of one subject's data, and then tested for this specific subject with the left out 
data. This procedure was repeated for each subject.  

We attempted three types of classification: (a) Activeness (Play versus Rest), (b) 
Difficulty level (Easy versus Hard), and (c) Two difficulty levels and rest (Easy versus 
Hard versus Rest). To accomplish each classification, we selected and/or grouped the 
trials differently. For Activeness, we combined all playing trials into one class, and all 
resting trials into another to form two classes. For Difficulty Level, we compared the 
easy and hard levels using the play trials only. Finally, in Two difficulty levels and 
rest, we compared three conditions: the play period of the easy level, the play period 
of the hard level, and all rest periods. Figure 5 shows the average accuracy of each 
type of classification (accuracy averaged over subjects). 

 

Fig. 5. Average accuracy for different classifications, with the standard variation and the ran-
dom classification accuracy. Activeness compares the playing trials to the resting trials; Diffi-
culty Level compares the easy and hard levels using the play trials only; Two difficulty levels 
and rest compares the easy playing trials versus the hard playing trials versus the resting trials.  

5   Discussion 

Our analyses show that we can distinguish between subjects being active and passive 
in their mental state (Activeness), as well as between different levels of game com-
plexity (Difficulty Level) in this particular task when combined with the activeness of 
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the participant, the channel and hemoglobin type measured. The classic statistical 
analysis confirmed that these conditions produced different patterns in blood oxy-
genation level, and the machine-learning analysis confirms that these patterns can be 
distinguished by the classifiers used. 

While some might argue that performance data is sufficient to classify the diffi-
culty level of a game and can be obtained without interference, the goal of this study 
is to investigate the use of the brain measurements with fNIRS as a new input device. 
In a more complex problem, performance and brain data coming from fNIRS might 
not be as related, e.g. if the user is working hard yet performing poorly at some point. 
In addition, distractions may also produce workload increases that would not obvious 
from monitoring game settings and performance, and thus may necessitate brain 
measurements. That is, a participant playing a simple game while answering difficult 
questions might also show brain activity relating to increased workload that would be 
incomprehensible based only on performance data (e.g. [21]). In real, non gaming 
situations, we might not have performance data like in the present case, as we don’t 
always know what to measure— how hard is an air traffic controller working, or a 
person creating a budget on a spreadsheet? The use of the brain signal as an auxiliary 
input could provide better results in these situations. 

5.1   Brain Activation When Playing Pacman: Play versus Rest 

Results indicate the presence of a distinct brain signal when playing Pacman, in com-
parison to the rest periods. The Activeness classification in Figure 5 yields an average 
accuracy of 94.4%. It indicates a noticeable difference between the playing signal, 
and the resting signal. This corresponds to the results obtained with the statistical 
analysis, where Activeness was a significant factor in multiple interactions. This pro-
vides real time measurements that could be used in an adaptive interface. Our results 
corroborate those of previous studies that showed prefrontal cortex activity related to 
video games, measured with fNIRS.  

5.2   Difficulty Levels: Easy versus Hard 

The Difficulty level of the game was shown to be a significant factor in this experi-
ment in both types of analyses. This is supported with the fact that users perceived the 
two levels as being significantly different according to the NASA-TLX. Hence, we 
can say that there was a significant cognitive difference between the two levels. Pre-
vious fNIRS game experiments [12, 13] only analyzed stimuli versus non-stimuli 
periods (which in this experiment we have called activeness), and not two levels of 
difficulty, making this result an advance over prior work. 

However, the statistically significant interaction that included Difficulty Level had 
a small effect size, and classifying the difficulty of playing periods yields an average 
accuracy of 61.1%. This relatively low accuracy indicates that it is difficult with this 
classifier to differentiate between the two levels, which relate to the small effect size 
found in the statistical analysis. We also observed significant inter-subject variability: 
four participants scored between 65% and 85%. This indicates that the two difficulty 
levels might be significantly different with only part of the participants. As every-
one’s brain varies greatly, this is not a surprising result. 
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A comparison of three types of conditions (Two difficulty levels and rest) indicates 
an encouraging average accuracy of 76.7%, explained by the low differentiation be-
tween the difficulty levels, and the high separation between the activeness of the sub-
jects. We must note that the difference in brain signal measure is not strong. One 
explanation may be that the difference in mental processes between each level mani-
fests itself in other brain locations besides the anterior prefrontal cortex (location 
measured), such as in the dorsolateral prefrontal cortex. It could also be that the dif-
ference between the two difficulty levels was not big enough to cause strong changes 
in activation.  

Results are consistent with prior work. Distinguishing work from rest was rela-
tively easy, but discriminating different workload levels was harder, with significant 
inter-subject variability. Similar results have been found over decades of EEG work 
(e.g. [22, 23]), which may suggest fundamental limitations in making fine discrimina-
tions between two similar workload levels. 

5.3   Subject Movement 

We noted earlier that subjects’ motions can sometimes be picked up by fNIRS de-
vices. We believe that by simply asking the subjects to restrain their movement (ma-
jor limb movements, as well as yawning and frowning), and by applying a filtering 
algorithm, we can minimize these motion artifacts. The data showed in this paper 
corroborates this hypothesis. The experiment was located in a quiet work environ-
ment, our subjects did use the keyboard, and significant differences between condi-
tions were still obtained. This is good news for the use of fNIRS in HCI, as it shows 
the feasibility of using such tool in a real setting. We hypothesize that the use of the 
mouse would also be acceptable because those movements are usually minimal.  

Overall, the findings indicate the presence of brain activation in the anterior pre-
frontal cortex when playing Pacman. Because the activation of the different levels of 
difficulty is correlated with mental workload (measured with NASA-TLX), we can 
presume that the difficulty level in this experiment is also correlated with mental 
workload.  

The machine learning results show that fNIRS data can be classified easily, sug-
gesting great potential as an auxiliary input for an adaptive interface. In the long run, 
our goal is to be able to classify data in real time. 

6   Future Work 

There is much interesting work to be done with fNIRS that could benefit the HCI 
community. Next steps include converting an offline classifier into a real-time algo-
rithm that accepts streaming data for use in an adaptive interactive user interface. 
Additional data analysis could further resolve the temporal dynamics of classification 
efficacy, such as detecting workload changes within the first 2, 5, or 10 seconds in-
stead of 30. Furthermore, a probe with more sensors, placed differently, could lead to 
a stronger signal, as it would pick up changes in blood oxygenation in more locations.  

Saito et al observed a larger activation cluster in the dorsolateral prefrontal cortex 
with the games of Othello and Tetris than with Space Invaders [14]. This was justified 
with the fact that Othello and Tetris require spatial logical thinking (planning and 
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memory of prior moves). The game of Pacman relates more to Space Invaders than to 
Othello or Tetris, as both are arcade games, and not puzzles, suggesting the possibility 
of a stronger signal with a different game. In addition, previous work using fNIRS to 
study video games compare different types of games (e.g. shooter game versus puzzle 
game), which could be interesting to experiment with, such as contrasting different 
levels in other types of games. This could verify whether differentiating two levels of 
video games yield weak results in other game types, or that Pacman’s main brain 
activation is located elsewhere.  

In a larger research context, exploring the use of fNIRS in an adaptive interface 
would prove interesting for the HCI community. Pacman was chosen in this experi-
ment because of its great potential for passive adaptability: it is easy to change the 
amount of enemies to maintain interest without overwhelming the user. Results of the 
comparison of two different levels could be applied to other games of similar mental 
demand. The correlation between mental workload and difficulty levels in this ex-
periment indicates we could also apply the current results to general applications that 
respond to such measurements.  

There are limitations to using fNIRS in real-time, such as the fact that the meta-
bolic response measured by fNIRS occurs over a few seconds, and the difficulty of 
filtering out motion artifacts in real time. This suggests that a real time user interface 
would be hard-pressed to produce an immediate, perfect response. Using fNIRS as a 
passive supplemental input will avoid some of these issues since the interface would 
not be dependent on this signal for its interaction. The interface can be adapted in a 
subtle matter, when we have a high degree of certainty in the user’s cognitive state. In 
the case of an adaptive Pacman, changing the difficulty level should not be clearly 
noticeable to the user.  

7   Conclusion 

In this experiment, we have shown that functional near-infrared spectroscopy can 
distinguish between the brain at rest and the brain activated when playing a video 
game, both using statistical analysis and machine learning classification. We also 
demonstrated that we can differentiate two levels of difficulty. The activation of the 
different levels of difficulty is correlated with mental workload, measured with 
NASA-TLX. Hence, we can presume that the difficulty level in this experiment is 
correlated with mental workload. However, our classification accuracy was low when 
distinguishing easy or hard levels.  

We introduced fNIRS as a new input device to the HCI community. It shows poten-
tial by its ability to measure different brain signals, such as difficulty level and mental 
workload, and its ease of use, and quick setup time. This is a step forward, as previous 
work only studied the activeness of the user during video games using fNIRS. We 
believe this work to be a stepping stone to using fNIRS in an adaptive user interface, in 
this case a passive brain-computer interface. In a real time user interface, we could use 
fNIRS measurement as an additional input on which to adapt the interface. In the case 
of Pacman, it could be used to modify the game’s difficulty level to keep the user in an 
ideal game level, always challenged without being overwhelmed.  
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Abstract. What is the relationship between memorization of information and 
the behavior used to retrieve that information? Searching for photos stored on a 
media is a common activity. Chances are that it is easier to find some types of 
photos than others. To determine the reason for this, we conducted a user study 
to clarify the mechanisms people use to retrieve information. We found that the 
operational patterns differed with the degree of memorization and the types  
of target photos. In particular, we found that the overall relative positions of 
target contents and/or the order of the arrangement affect memorization. The 
difference in operational patterns can be interpreted as a difference in retrieval 
strategies. These findings should contribute to the field of computer-human in-
teractions, enabling the mechanisms used to retrieve information to be better 
understood. This understanding should lead to interfaces that can dynamically 
and appropriately assess user intentions and situations.  

Keywords: Information-retrieval, scrolling, memorization, operation patterns. 

1   Introduction 

Due to the rapid progress in information technologies, we live in a society where we 
can enjoy a rich variety of digital information. However, the complexity of the inter-
faces between digital information and potential users has increased, and accessibility 
to the information they require has been reduced. Even though a great deal of research 
on user interfaces has been done, and many excellent results have thus far been ob-
tained, there have not been that many studies on the mechanisms people use to re-
trieve information. If we could understand them more clearly, novel and instinctive 
user interfaces based on these mechanisms could be attained. 

In our user study, we focused on scrolling because this is one of the basic methods 
for retrieving digital information, and investigated how the degree of human memori-
zation and the features of the targeted information affect the scrolling operation. For 
example, someone searching for a favorite photo in a folder may be able to find it 
immediately without straying because he/she remembers the folder’s contents and the 
photo’s whereabouts well. In contrast, someone searching for a friend’s favorite photo 
in an unfamiliar folder will likely take longer to find it and may stray in the informa-
tion space. This illustrates that the scrolling pattern used may be affected by the target 
information. We asked the participants to retrieve photos by scrolling, and we meas-
ured the time it took to find the target photo, recorded the identification numbers of 
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the photos viewed (the “scrolling position”) for every time unit, and derived the ve-
locity from the changes in position. We also asked them to complete a questionnaire 
that enabled us to estimate how well they remembered the target photos, not only their 
features but also their position in the arrangement.  

The rest of this paper is organized as follows. After briefly introducing related 
work, we describe the motivating hypothesis in Section 3. Then we describe the user 
study we conducted in Section 4, and present some of the results in Section 5. In Sec-
tion 6 we discuss the results, and finally describe our conclusion.  

2   Related Work 

Several cognitive psychological studies have investigated how people use Web 
browsers and their information-retrieval behaviors [4,5,6,7,15,16]. These have shown 
that a user’s retrieval behavior is driven in part by the way information is presented. 
That is, the user interface design affects the retrieval behavior. The results of these 
studies have been used to develop tools for designing and evaluating Web pages, and 
techniques to improve browsing or searching content-rich information [14,17].  

People are generally good at retrieving things stored spatially. Several groups have 
conducted studies aimed at organizing digital data spatially like we do in the physical 
world [1]. One approach has been to reproduce the arrangement of objects on a physi-
cal desk on the computer. Stacks of files are arranged at spatially different positions 
on a desktop-like GUI as groups of information. 

An investigation of the relationship between scrolling distance and the required 
precision of scrolling [8] revealed that Fitts’ Law models the scrolling behaviors well, 
though it is usually used to evaluate the performance of pointing devices. This inves-
tigation of how conventional scrolling techniques are actually used resulted in a para-
digm that can be used for designing new retrieval techniques. 

Various methods have been proposed for the scrolling operation. Igarashi et al. pro-
posed a scrolling technique for browsing a large amount of content using a zoom func-
tion [9]. The pseudo speed of scrolling is kept constant by automatically zooming in and 
out in accordance with the speed of operation. This technique utilizes the scrolling speed 
to dynamically change the content presentation. However, it does not take the relation-
ship between the types of content and scrolling operation into consideration.  

Appert et al. proposed a technique for automatically adjusting the zoom level in ac-
cordance with the user’s operation, not the operation speed. Their OrthoZoom Scrol-
ler [2] controls the zoom level by moving the pointer in the direction perpendicular to 
the scrolling direction. As the pointer approaches the scrollbar, the contents are pre-
sented with lower precision, and as the pointer moves away from the scroll bar, the 
contents are presented in higher precision.  

Kumar et al. proposed using eye gaze to control scrolling [12]. They focused on the 
finding that scrolling is strongly coupled with a user’s ability to catch information 
using his/her eyes. For example, the placement of a document being read on a screen 
can be maintained even when the page up or page down key is pressed by detecting 
the eye-gaze point and using it to limit the scrolling edge. 

For supporting user operations, some studies have suggested using the users’ opera-
tion tendencies to deduce their intentions. Asano et al. used the direction and peak 
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speed of pointer movement to deduce the target and automatically scroll to it [3]. 
Kobayashi et al. proposed a technique for operating a cascaded menu [11]. The direc-
tion of pointer movement is mapped to the direction of the cascaded-menu items, and 
the user does not have to actually point to an item to open it. Ishak et al. described a 
scrolling method that depends on the content characteristics [10]. The speed of scroll-
ing and zooming automatically changes in accordance with the context of the content. 
For example, if a document with two columns is being read, the scrolling operation is 
supported by a function for automatically jumping from the bottom of the left column 
to the top of the right column.  

Improving the scrollbar has been another topic of interest regarding scrolling. In 
one study, a rubber band metaphor was used to control the scroll speed [13]. The 
speed changed with the distance between the pointer and the scrollbar slider. When 
the user drags the slider, the speed of scrolling is the same as that of the slider. When 
the user drags somewhere else in the scrollbar area, the speed of scrolling is higher 
the greater the distance between the mouse pointer and the slider. This enables more 
precise pointing to the desired contents because the closer the target content comes to 
the screen, the lower the scrolling speed.  

Most previous studies focused on the functions or design of the user interface it-
self, not on the effect the target contents has on using the interface. In this study, we 
focused on how the contents affect a person’s use of an interface. We attempted to 
clarify the mechanisms people use to retrieve information and explored the possibility 
of using them as a basis for novel computer-human interaction techniques. 

3   Hypothesis 

In this study, we investigated the relationship between memory and retrieval behavior 
by conducting a user study in which users retrieved target photos using scrolling. The 
scrolling speed was controlled by the user and was not constant during the retrieval 
process. The identification numbers on the photos scrolled through were recorded, 
and the number of photos scrolled through per time unit was used as a measure of the 
scrolling speed. The speed varied with the operation pattern, for example, how long 
keys were pressed or the speed at which the slider was moved. We hypothesized that 
the shape of the scrolling pattern (Fig. 1) depends on the user’s memorization of the 
target contents and that the patterns can be categorized on the basis of their shapes. 

The time it takes to find a target photo in a folder and the psychological load are 
affected by how well the searcher remembers the contents of the folder and their or-
der. This means that the scrolling patterns for well-memorized photos should differ 
from those for poorly memorized ones. The memorization can be affected by both the 
features of the contents, that is, the contents themselves and their overall relative 
positions. Though a computer cannot directly calculate the degree of a person’s 
memorization, there is a relationship between the degree of memorization and the 
features of the contents that a computer can calculate. There are characteristic differ-
ences between photos that tend to be well memorized and those that are not. A series 
of photos with the same theme taken on nearly the same date or at the same time can 
usually be easily distinguished in a folder of photos. Photos with strong features such 
as tone or composition can also usually be easily distinguished. Thus, we categorized 
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the target photos into three types before conducting the user experiment: “series,” 
“impressive,” and “featureless.” We investigated the relationship between photo type 
and ease of memorization and between photo type and operation pattern. 

Position (content ID)

timeSlow

Fast
Zigzag

Stop

 

Fig. 1. Example plot of scroll track 

4   User Study 

The participants were asked to find a target photo from among 200 photos using two 
types of operation.  

• Operation 1: Use only left and right arrow keys on keyboard to scroll.  
• Operation 2: Use only mouse movements to drag scrollbar slider.  

Eight people (two women and six men, 25 to 42 years old) familiar with computer 
operation participated. Photo browsing software was run on a desktop PC with a 24-
inch display (Fig. 2 (a)). The photos were presented in one dimension horizontally 
across the middle line of the display. A fixed cursor was presented at the center of the 
display, and three photos were shown at once. The target photo was shown in the up-
per-center area. The participants scrolled through the photos by dragging the scrollbar 
slider using the mouse in operation 2. They could also scroll by pressing the left and 
right arrow keys on the keyboard (in operation 1), and the slider moved in accordance 
with how the keys were operated. There were five steps in the experimental process.  

1. We gave the participants (one at time) 3 min to memorize the features of a total 
of 200 photos and their order. 

2. The participant pressed the Enter key to start searching. The target photo was 
displayed, and the timer started. The participant scrolled by pressing keys (in op-
eration 1) or dragging the scrollbar slider (in operation 2) to find the target.  

3. The participant pressed the Enter key again when the target photo was apparently 
found in the fixed cursor. If the photo was the target one, the task was accom-
plished and the timer stopped. If not, a beep was sounded, and he/she resumed 
searching. 

4. After the participant found the target photo, he/she answered three questions on a 
questionnaire. 

5. Each participant repeated steps (1) to (4) for 12 photos, once using keyboard 
operation and once using mouse operation, i.e., 24 tasks in total. 
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Q1: Did you remember the photo itself?
1: Yes     2: No

Q2:Did you remember its position?
1: Yes (Accurately)
2: Yeah (Almost)
3: No, but remembered

(Remembered during the operation)
4: No (Not at all)

Q3:  Did you find it where you expected it to be?
1: Yes (exactly) 2: No (different)

(a) Photo browser.

Slider
Fixed cursor

Timer

Scrollbar

Target photo

(b) Inquiries.  

Fig. 2. Photo browser and inquiries for experiment 

Each time the participants finished a task, they were asked to write their answers to 
three questions (Fig. 2 (b)). The first question (“Did you remember the photo itself?”; 
“yes” or “no”) was used to investigate the effect remembering the photo itself had on 
the operation pattern. The second question (“Did you remember its position?”; “yes 
(accurately),” “yeah (mostly),” “no (but remembered during the operation),” or “no 
(not at all)”) was used to investigate the effect remembering the photo’s position had 
on the operation pattern. The difference between Q1 and Q2 was “position.” Someone 
may remember the photo itself and the position as well. Others may remember the 
photo itself but not the position. The operation strategies may be different between 
these two. The third question (“Did you find it where you expected it to be?”; “yes 
(exactly)” or “no (different)”) was used to confirm the accuracy of their memory. 
From the results of the last two questions, we defined a “memory score,” which repre-
sented how memorable the photo was.  

The same 24 of these photos were used as retrieval targets, and they were presented 
in the same order to all participants. The 24 photos were categorized into three types: 
“series,” “impressive,” and “featureless.” The “series” type included photos that had 
been taken in close succession and had the same theme. The “impressive” type in-
cluded photos that had strong, easily remembered features. They included photos that 
were striking in some way, such as photos with strong tones, an interesting composi-
tion, or a strange object. The “featureless” type included photos that were not in a 
particular series and had no strong features. For example, a photo between one series 
and another series could be of this type. In the experiment, we recorded the identifica-
tion numbers of the photos located at the fixed cursor position during each time unit 
(100 ms). We then derived the velocity from the changes in position. The entire time 
it took to find the target photo was also measured.  

5   Results 

5.1   Classification of Scrolling Patterns 

We gathered scrolling-pattern data, i.e., the ID numbers of the photos scrolled through 
(i.e., the scrolling position) and the derived velocity of scrolling for the eight partici-
pants for both the keyboard and mouse operations. Some of the patterns had a similar 
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shape even though they were for different target photos or were for different partici-
pants. This indicates that the scrolling patterns can be classified using several typical 
patterns and their combinations. We found that we could use four typical patterns for 
each type of operation to classify all the patterns. All the gathered patterns can be one 
of the four patterns itself or the combination of them. As shown in figures 3 and 4, the 
patterns comprised two plots: position (ID) vs. time and velocity vs. time. The pat-
terns in the figures are for actual data obtained from the user study. 
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Fig. 3. Typical scrolling patterns for keyboard operation 

Scrolling Patterns for Keyboard Operation (Fig. 3) 
“Approach”: The user continued pressing (key down) an arrow key until the target 
photo appeared. He/she then stopped pressing and started to tap the key to scroll 
slowly until the target photo was reached. That is, he/she approached the target at 
high speed by continuously pressing a key and then slowed down. The slope of the 
position plot is initially steep, and then it becomes gentle near the target; the velocity 
plot forms a trapezoid.  

“Pass-by”: The user continued pressing an arrow key until the target photo had been 
passed. He/she then stopped pressing and started to tap the key for moving in the 
opposite direction to scroll slowly back to the target photo. That is, he/she approached 
the target at high speed, passed the target, stopped suddenly, and returned to the 
photo. The slope of the position plot is initially steep, and then it becomes gentle with 
opposite inclination; the velocity plot forms a trapezoid.  

“Tap”: The user scrolled by continuously tapping an arrow key. That is, he/she oper-
ated slowly and certainly by tapping a key. The position plot remains fairly steady, 
and the velocity plot has a very gentle slope. 

“Alternate”: The user alternated between continuously pressing an arrow key and tap-
ping an arrow key. That is, he/she periodically repeated high- and low-speed moving. 
The position plot has steps, and the velocity plot has spikes at semi-regular intervals.  
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Fig. 4. Typical scrolling patterns for mouse operation 

Scrolling Patterns for Mouse Operation (Fig. 4) 
“Approach”: The user initially dragged the slider quickly over a long distance, scroll-
ing through numerous photos until the neighborhood of the target photo was reached. 
He/she then slowly searched through the neighboring photos until reaching the target. 
That is, he/she approached the target at high speed in one stroke and then carefully 
adjusted the position. The position plot has a very steep, almost vertical, slope, and 
the velocity plot has one sharp peak near the beginning and then remains flat. 

“Jump”: The user alternated between suddenly and rapidly moving the slider over a 
long distance and moving it very slowly until the target was reached. That is, he/she 
randomly changed the base position for retrieval by jumping long distances at once. 
Both the position plot and the velocity plot have discrete sharp peaks. This is a char-
acteristic pattern of mouse operation and is not found in keyboard operation.  

“Move-slowly”: The user moved the slider slowly and continuously until reaching the 
target. That is, he/she operated slowly and certainly by dragging the slider. The aver-
age speed of scrolling was very low. The position plot remains fairly steady, and the 
velocity plot has a very gentle slope. 

“Alternate”: The user alternated between moving the slider over long and over short 
distances (or stopping). That is, he/she periodically repeated high- and low-speed 
moving. The position plot is stepped, and the velocity plot has spikes at semi-regular 
intervals. 
 
We then defined representations for all the scrolling patterns. For example, if the 
scrolling pattern was simply “approach”, (approach, pass-by, tap, alternate) was rep-
resented as (1,0,0,0). If the pattern included both “pass-by” and “tap,” it was repre-
sented as (0,1,1,0). The former representation is interpreted as “approach 100%” (i.e., 
the rate of use was 100%); the latter is interpreted as “pass-by 50% and tap 50%” (i.e., 
the rates of use for both patterns was about 50%).  
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5.2   Degree of Memorization of Photo Itself and Operation Pattern 

In the questionnaire (Fig. 2), we asked the participants whether they remembered the 
target photo itself. Using the answers to Q1 and the scrolling pattern representations, 
we identified the relationship between the degree of memorization of the photo itself 
and the operation pattern. As shown in Fig. 5 (a), finding unremembered photos took 
longer, and the difference in retrieval times is consistent with it being more difficult to 
find unremembered photos than to find remembered ones.  

(c) Mouse operation.(a) Time for retrieving. (b) Keyboard operation.
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Fig. 5. Time for retrieving (a) and details of operations (b), (c) for the answers to Q1, “Did you 
remember the photo itself?” 

Answer to Q1 and Keyboard Operation: As shown in Fig. 5 (b), the participants 
who answered “yes” to Q1 for keyboard operation used the “approach” and “pass-by” 
scrolling patterns at a combined rate of about 50%. Those who answered “no” used 
them at a combined rate of about 25%. This is consistent with the idea that a user who 
remembers the target photo will tend to scroll quickly because he/she can catch a 
rough impression of it even when the photos are scrolled rapidly. Additionally, a user 
who remembers the position of the photo can move toward it without straying. A user 
who does not remember the photo has no clues for finding it and will thus tend to 
scroll through the photos more slowly, with more dependence on visual feedback. 

Answer to Q1 and Mouse Operation: As shown in Fig. 5 (c), the participants who 
answered “yes” to Q1 for mouse operation used the “approach” scrolling pattern at a 
rate of about 45%, while those who answered “no” used the “jump” pattern at a rate 
of about 35%. That is, someone who remembers the target photo can approach the 
target with one long movement. Someone who does not basically scrolls slowly, and, 
if he/she cannot find the target, he/she changes the base retrieval position by scrolling 
a long distance in one stroke. That is, they jump to a new position and start searching 
again slowly. 

5.3   Degree of Memorization of Photo’s Position and Operation Patterns 

We have seen that differences in remembering the target photo caused significant 
differences in operation patterns and retrieval times. Next, we focus on the effect of 
remembering the target photo’s position rather than the photo itself because this in-
formation could prove useful in finding the photo. The scrolling patterns for “remem-
bering the photo but not the position” should differ from those for “remembering the 
photo and the position as well.” We thus analyzed the representations for Q2 (“Did 
you remember its position?”) for those participants who answered “yes” to Q1. 
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Fig. 6 (a) shows the retrieval time for each pattern. The participants who did not 
remember the position of the target photo (Q2: “no”) even though they remembered 
the photo itself (Q1: “yes”) took more than twice the time to find the photo than those 
who gave one of the other three answers. 

(b) Keyboard operation.
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Fig. 6. Time for retrieving (a) and details of operations (b), (c) for the answers to Q2, “Did you 
remember its position?” 

Characteristic Tendencies for Keyboard Operation: As shown in Fig. 6 (b), the 
rate of using the “approach” scrolling pattern for keyboard operation was significantly 
reduced when the degree of memorization was lower. That is, the more accurately the 
participant remembered the position, the easier it was for him/her to recognize when 
he/she was close to the target. He/she was able to move directly and rapidly toward 
the target because he/she knew where it was. As he/she approached the target, he/she 
slowed down to be able to stop directly at the target. Interestingly, when the answer to 
Q2 was “yes” i.e., the user remembered the position exactly, the “tap” scrolling pat-
tern was not used. The basic strategy was to keep pressing the arrow key and moving 
quickly until the neighbors of the target were reached. 

The characteristics for users who answered “yeah (mostly)” or “no, but remem-
bered” to Q2 were similar. In particular, the percentages for the “pass-by” pattern were 
high. This was because it was more difficult for them to recognize when they were 
close to the target because they approximately rather than accurately remembered the 
position. They could find the photo visually because they knew the photo itself, so, 
when they found it, they immediately stopped moving and went back to the target. 

When they did not remember the position (Q2: “no”), the percentage for the “alter-
nate” pattern was more than 50%, and the two “keep-on pressing” patterns (“ap-
proach” and “pass-by”) had the smallest percentages. This can be interpreted to mean 
that these participants used a probabilistic search strategy. That is, by periodically 
changing the “base” position of retrieval, they hoped to more quickly approach and 
reach the target.  

Characteristic Tendencies for Mouse Operation: As shown in Fig. 6 (c), when the 
participants remembered the position of the target exactly (Q2: “yes”) or almost ex-
actly (“yeah”), the rate of using the “approach” pattern for mouse operation was close 
to 50%. The “jump” pattern was virtually unused, especially for “yes.” This means 
that, when the participants knew the position of the target, they moved toward it with-
out hesitation. If they did not initially remember the position but remembered it dur-
ing the operation (“no, but remembered”), the rate of using the “approach” pattern 
was lower, and that of using the “jump” pattern was higher. The “jump” pattern was 
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also used by those who answered “yeah”. As evident in the figure, the lower the de-
gree of remembering the position, the higher the rate of using the “jump” and “move-
slowly” patterns. However, when the participants did not remember the position at all 
(Q2: “no”), the “jump” pattern was not used, and the rate of “move-slowly” was close 
to 50%. This can be interpreted to mean that, when a participant roughly remembered 
the position, he/she used the strategy of frequently changing the base position of re-
trieval, aiming to accidentally and probabilistically find a location near the target. 
And when they did not remember the position at all, they used the strategy of slowly 
searching from one end of the photo list one-by-one.  

As we have seen, the operation patterns varied with the degree of how well the tar-
get’s position was remembered. In keyboard operation, when the participants remem-
bered the position accurately, the typical pattern used was “approach”; when they 
remembered the position approximately, it was “pass-by”; and when their memory 
was poor, it was “alternate.” In mouse operation, when they remembered the position 
exactly, the typical pattern used was “approach”; when they remembered the position 
approximately, the “jump” pattern had a larger rate; and when their memory was 
poor, “move-slowly” was dominant. 

5.4   Types of Photos and Operation Patterns 

We have seen that there is a relationship between the degree of memorization and the 
operation patterns used. Then, what kinds of photos are easy to memorize and what 
kinds of photos are difficult? We defined “memory score” (MS) for evaluating the 
ease with which the photos were memorized. It was calculated for the photos for 
which the answer to Q1 was “yes.” MS makes use of the answers for Q2 and Q3 and 
is defined as 

(if answer to Q3 was “yes”)                     3 ൈ qଵ,௜,௝ ൅ 2 ൈ qଶ,௜,௝ ൅ 1 ൈ qଷ,௜,௝ ൅ 0 ൈ qସ,௜,௝ 
        0           

=jiMS ,

 (if answer to Q3 was “no”) 

where i stands for participants and j stands for photos. The ݍଵ,௜,௝, qଶ,௜,௝ , qଷ,௜,௝ , and qସ,௜,௝ 
are the answers to Q2 (“yes,” “yeah,” “no, but remembered” and “no”) and took a 
value of 1 if they corresponded and 0 if they did not. The more accurately the partici-
pants remembered the position of the target photo, the higher the score that was 
awarded. If the answer to Q3, which was to confirm how accurately they remembered 
the position after finding the target photo, was “no,” a score of 0 was given because 
their memorization was not accurate. The higher the MS, the easier it was for partici-
pant i to memorize photo j. 

The average MS for each photo type we used in the experiment is shown in Fig. 7 
(a). The “series” photos tended to have higher scores, and the “featureless” ones 
tended to have lower scores. The results show a correlation between photo types and 
MS, i.e., ease of memorization. 

We have seen that the operation patterns varied with the degree with which the 
photo itself and its position were remembered. Since the degree of remembrance is 
affected by the photo type, there must be a correlation between photo type and pat-
terns used. This is supported by the finding that it took longer to find featureless pho-
tos (Fig. 7 (b)). 
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Fig. 7. Type of photo and (a) memory score, (b) time for retrieving, details of operation for (c) 
keyboard and (d) mouse operation 

Photo Type and Keyboard Operation: As shown in Fig. 7 (c), when searching for 
“series” photos, the participants used the “approach” scrolling pattern at a higher rate 
than for the other two types of photos. This can be explained in the sense that, when 
searching for a “series” photo, it was easier for a participant to recognize when he/she 
was in the neighborhood of the target photo even when they approached it quickly be-
cause the similar photos in the series were easily recognized. It was surprising to find 
that the “alternate” pattern had the highest rate (~40%) for “series” photos. This could 
be because, when the participant did not remember the position of the series, he/she 
searched for the series of photos that included the target at a medium scrolling speed 
(not quickly by continually pressing the key, and not slowly by using the “tap” pattern). 
This would be more likely to happen when the series containing the target photo con-
tained only a few photos, and the target photo itself was “featureless.” When searching 
for “impressive” photos, the participants used the “pass-by” pattern at a rate of about 
60%. This was because the “impressive” photos could be memorized more accurately, 
enabling the participants to move directly and quickly toward the target photo. How-
ever, since the target was not in a series, it was difficult to recognize when they were 
near the target so that they could slow down. They passed the target and then went back. 
The “tap” pattern was used more often to search for “featureless” photos. The partici-
pants tended to search for the target by scrolling slowly from one end of the photo list 
photo-by-photo because they had few clues for recognizing the photo.  

Photo Type and Mouse Operation: As shown in Fig. 7 (d), the mouse operations used 
to search for “series” and “impressive” photos were mostly the same. In both cases, the 
“approach” pattern, i.e., moving the slider rapidly over a long distance toward the target, 
had a rate of about 50%. The difference is that the rates for “move-slowly” and “alter-
nate” were reversed between “series” and “impressive.” For “series,” the rates were about 
13 and 24%. For “impressive,” they were about 26 and 15%. This indicates that, when 
the participants did not know the whereabouts of the target photo accurately and searched 
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for a series of photos, they tended to use “alternate,” so the average scrolling velocity was 
medium. When they searched for a single impressive photo without knowing its where-
abouts, they tended to use “move-slowly,” so the average velocity was low. For “feature-
less” photos, the rates for “jump” and “alternate” were higher (~21 and ~32%). The 
search strategy was to increase the probability of finding a neighbor of the target by 
changing the retrieval base periodically or by suddenly beginning to move the slider. 

6   Discussion 

Effects of Type of Photo and Degree of Memorization: We have seen that different 
scrolling patterns were used depending on the degree of memorization of the target 
photos and of their positions in an arrangement. There was also a relationship be-
tween the type of photo and the degree of memorization. This relationship was used to 
define a rule combining the patterns of operations and the type of target content. The 
differences in the scrolling patterns can be interpreted as difference in information-
retrieval strategies. 
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Approach slowly = Low degree of memorization; featureless photos.
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Fig. 8. Typical patterns of operations 

In our user study, we found some typical patterns of operations (Fig. 8). The “ap-
proach” and “pass-by” patterns observed for keyboard operation were consistent with 
the “approach” pattern observed for mouse operation. They were generally used to 
search for well-memorized photos that were either in a “series” or “impressive” and 
were not used much to search for poorly memorized “featureless” photos. For “series” 
photos, the searcher tended to slow down and stop at the photo. For “impressive” 
photos, the searcher tended to go past the target and return to it. The “tap” and “move-
slowly” patterns observed in keyboard and mouse operations, respectively, were used 
to search for unfamiliar photos (poorly memorized and/or “featureless”).  

The interesting and unexpected patterns we found were “alternate,” observed for 
both keyboard and mouse operations, and “jump” for mouse operation. The “alter-
nate” pattern was used for retrieving poorly memorized photos, especially in key-
board operation. The “jump” pattern was correspondingly used in mouse operation. It 
tended to be used to search for poorly memorized, “featureless” photos. With the 
“alternate” and “jump” patterns, the participants used a similar strategy for finding 
unfamiliar photos. They changed the base position of retrieval, aiming to accidentally 
and probabilistically come close to the target. The difference between the two is that 
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with “alternate,” the participants changed their base position periodically and gener-
ally continued scrolling in the same direction. With “jump,” they changed the base 
position suddenly and did not necessarily continue scrolling in the same direction, so 
that the position (photo ID) plot zigzagged.  

Effect of Arrangement Order: We received several useful comments regarding 
photo memorization. For example, 

1. “I memorized the photos on the basis of the clothes the people wore or the sea-
son.” 

2. “I knew that the target photo was not in the latter half of the photo list, even 
though I did not remember the photo itself. The target photo showed some 
houses, and although I did not remember any pictures with houses, I did recall 
that there were no photos with houses in the latter half of the photo list, only ones 
with beautiful beach scenes.” 

The first 100 of the 200 photos used in the experiment were taken in May, and the 
other 100 were taken in October. People with short-sleeved shirts or trees with green 
foliage were included in the photos taken in May, reflecting the season becoming 
warm. Likewise, people with long-sleeved shirts or trees with foliage that had turned 
red were included in the photos taken in October. Comment 1 indicates that the par-
ticipant had memorized photos by using a mental model of clothes and seasons. That 
is, a sense of the season of the photos was mapped onto the flow of time for all 200 
photos and was used to estimate the position of the target photo. Comment 2 indicates 
that the position of the photo could be deduced even when the participant did not 
remember the photo itself. The participant searched for the photo by comparing it 
with the order or atmosphere of all the photos to estimate its position. These com-
ments indicate that we make use of a mental model reflecting the atmosphere of all 
the photos, focusing on their features and order, rather than memorizing each photo 
exactly. If the order of photos is changed, the atmosphere generated by the whole 
collection of photos is also changed. This can change the scrolling patterns or time it 
takes to find the target photo.  

7   Conclusion 

We have demonstrated that the scrolling patterns used for retrieving photos differ sig-
nificantly depending on how well the searcher memorizes them and their positions in 
the arrangement. We also demonstrated that a photo’s characteristics affect the degree 
to which it is remembered. The difference in scrolling patterns can be interpreted as a 
difference in strategies for retrieving information. These findings enable the mecha-
nisms used to retrieve information to be better understood, and lead to interfaces that 
can dynamically and appropriately assess user intentions. Our ultimate goal is to un-
derstand the mechanisms people use to retrieve information and to establish a method 
for designing user interfaces based on that understanding. To reach this goal, we plan 
to investigate the relationship between not only photos but also other contents, such as 
text or sound, and retrieval behaviors. In the study described in this paper, we investi-
gated fundamentals of these mechanisms. We showed that it is possible to extract a 
principle of information retrieval that is based on memorization and to develop an 
algorithm for adapting user interfaces to human’s behaviors. For example, an algorithm 
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could be constructed that causes only photos in a series with high memorization poten-
tial to be presented with emphasis when a user scrolls through the photos rapidly and 
that causes featureless ones with low memorization potential to be presented with em-
phasis when the user scrolls slowly. Though this example is rough and the details must 
be worked out, if such algorithms were established, we could design interaction meth-
ods based on the natural behaviors of people rather than simply designing the outer 
layer or a brand-new input method or defining functions that treat the relationships 
between the various factors and the search behaviors in the same way. 
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Abstract. Sonification of data via the mapping of values to frequency of sound 
is an auditory data analysis technique commonly used to display graph informa-
tion. The goal for any form of graph is to display numerical information with 
accuracy and neutrality while exploiting perceptual and cognitive processes. 
Conveying information in frequency of sound is subject to aspects of pitch  
perception, largely overlooked to date, that can influence these properties of 
auditory graphing. This paper identifies some of these aspects and describes po-
tential design limitations and opportunities derived from the musical nature of 
auditory data representations. 

Keywords: Frequency categorization, auditory display, auditory graph, design. 

1   Introduction 

Parameter-mapping data sonification (PMDS) is an established data analysis tech-
nique in which numerical information is mapped to parameters of sound in order to 
perceptualise relations in the data [1]. As with any method to display quantified in-
formation, maximising the accuracy with which the information is made available to 
the senses is a desirable property. The accuracy that can be attained depends on the 
perceivable resolution of the information display, a function of the resolution of the 
display and the resolution of the senses involved. In data sonification, given the high 
pitch and temporal resolutions of the human auditory system (and the relatively large 
usable range for any of these parameters of sound), information mapped to frequency 
of sound and time can be conveyed with high accuracy. Research and experience have 
shown that optimum implementations of PMDS techniques are obtained by mapping 
relative numerical data to frequency of sound and laying them out temporally. This 
pairing of frequency and time has become the default design for auditory graphs [2]. 

An additional requirement is the uniformity of the psychophysical scaling used in 
the display. Focusing on the frequency-of-sound axis of the auditory displays consid-
ered here, the logarithm of the frequency offers a good approximation to a linear scale 
in the middle band of audible frequencies, within which equal increases of the loga-
rithm of frequency are perceived as equal increases of pitch. This is particularly true 
for frequencies between 80 and 800Hz, where toneness is highest [3]. 

These characteristics of the frequency-of-sound scale are comparable – when not 
superior – to the most common visual quantitative data display scales, like distance on 
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an axis in a typical visual graph. In spite of this, this paper argues that there are as-
pects of human auditory perception and cognition which do not always permit repre-
senting numerical relations on a pitch scale in as neutral a way as with analogous 
visual scales. Furthermore, this paper argues that the way in which we interpret 
sounds in the frequency space can pose a limitation on the use of our fine frequency 
discrimination skills for the display of numerical information. These theses are 
grounded both on user experience observed with the use of frequency-and-time 
PMDS techniques (section 2), and on the current understanding of psychology of 
hearing (section 3). 

2   Musical Nature of Sonified Data 

In the many studies conducted in [4], users explored large numerical data sets interac-
tively using frequency-and-time PMDS techniques, estimating magnitudes based on 
perceived pitch of piano notes and chords. The value-to-frequency mapping strategies 
employed in the sonifications made use of either the chromatic 12 tone equally tem-
pered (12-TET) scale or the whole continuum of the frequency space. The participants 
that evaluated these techniques reached consistently high performance levels in over-
view and detail information-retrieval data-exploration tasks. During the interviews con-
ducted to evaluate these techniques qualitatively (their usability and the exploratory 
strategies devised for different types of data sets), users often volunteered reports of 
their subjective experiences derived from listening to sonified data. A frequently-
recorded comment was that upon extended use of these techniques the sonifications 
became more tiring to listen to. Many of their comments included aesthetic judgements 
regarding the audio representations of the data, with ratings ranging from appealing to 
(more frequently) ugly and even harsh. Both frequency spaces used (12-TET and whole 
continuum of frequency) received positive and negative aesthetic ratings.  

The interesting aspect about receiving this kind of feedback was not the actual aes-
thetic tastes of the participants, but the fact that they volunteered them in interviews that 
dealt with pragmatic questions regarding interface usability and effective data mining. 
The frequent recording of such comments, together with multiple anecdotes about users 
attempting to improvise musical compositions during the more distended parts of the 
experiments (by searching for data that would render in particular frequency ranges, 
generating sonifications in rhythmic patterns, and even identifying elements of specific 
musical compositions and styles) provided enough anecdotal evidence to realise that the 
outcome of frequency-and-time PMDSs convey associated musical and aesthetic quali-
ties, even when the tasks in hand are strictly analytical belonging to the domain of data 
mining. Indeed, research has already suggested that musical training can be an impor-
tant factor in the use of PMDS techniques [5]. However, musical expertise is not re-
quired for users to be implicitly aware of the categories present in the different musical 
dimensions, and ultimately to be implicitly aware of the rules forming a particular musi-
cal context [6] that may arise from the sonification of data. 

3   Cognitive Limitations on Usable Display Resolution 

As stated above, we possess a very fine capacity to discriminate audible frequencies. 
The majority of the population can detect frequencies far smaller than a semitone, 
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often of only a few cents, particularly across the middle range of audible frequencies 
(see [7] for a summary of related studies). This would suggest that the highest display 
resolution usable by most people is obtained by mapping values to the frequencies in 
the 12-TET scale, and that even the majority of users would benefit from the further-
increased resolution obtained when values are mapped to the exact corresponding 
frequencies in the frequency continuum. In contrast, literature in musicology shows 
that, despite our fine frequency discrimination capabilities, no musical tradition makes 
structural use of more than 12 equal divisions in the octave1. Burns ([8] p.218), offers 
the following explanation for this: "The most likely reason for the adoption of a rela-
tively small number of discrete intervals as the tonal material for music is that discreti-
zation or categorization is a typical, if not universal, strategy used by animals in order 
to reduce information overload and facilitate processing when subjected to the high-
information-content signals and/or high information rates from a highly developed 
sensory system". Due to the categorical perception of pitch (for which frequency shifts 
of any size are reliably labelled as one of the discrete intervals in familiar musical 
scales, like the 12-TET scale [9]), making use of the whole frequency continuum for 
the mapping of values may not provide the fine display resolution that could be ex-
pected. Instead, and unless required for local detailed analysis of a few data points, it 
could often be beneficial to select a relatively small subset of intervals per octave, and 
represent values rounded to those discrete frequencies. Such mapping strategy would 
be useful for overview explorations of larger data sets, where sonifications could repre-
sent data with sufficient accuracy, while being ‘easier’ to listen to. 

When considering subsets of intervals for value-to-frequency mappings, it is nec-
essary to investigate whether the obvious division in 12 equal intervals is still too 
large. For instance, in music (at least in the western tradition), although with excep-
tions, diatonic scales are used to create melodies, and not the full chromatic scale [8]. 
If the selection of such small collections of intervals for musical expression are part of 
a strategy to cope with complexity of information, similar criteria could also be rele-
vant for the implementation of PMDS techniques intended to extract knowledge from 
complex data. However, as smaller sets of intervals are used, the chances of obtaining 
musical phrases with a strong tonal identity would be higher. This gives rise to the 
question of whether musical context (which can significantly improve pitch judge-
ments [10]) is a desirable factor in a display of numerical information or if, on the 
contrary, the sense of expectation of musical events that might arise [11] could inter-
fere with the objective exploration of numerical information. 

4   Conclusions 

This paper has identified aspects of psychology of music and auditory perception and 
cognition that can be relevant for the design of value-to-frequency mapping strategies 
in auditory displays. Building on qualitative data collected from users of interactive 

                                                           
1 While there are traditions that include quarter tones or other intervallic divisions that are 

smaller than the western semitone, as well as embellishments like glissandi, none of them 
seem to make use of intervals smaller than the western semitone to construct structural ele-
ments in music, such as intervals in melodic lines. See [8] for a comprehensive discussion on 
this topic. 
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sonification interfaces who explored large data sets, it is highlighted that auditory rep-
resentations of data possess a musical nature that influences the subjective experience 
of data mining, even to an aesthetic level, and that they are generally rated as unpleas-
ant if generated with relatively large sets of intervals per octave. The paper then dis-
cusses the implications of the categorical perception of the pitch space, arguing that, 
except for the cases in which detailed examination of data is required locally, most 
stages of the exploration cannot benefit from the complexity of information generated 
with very accurate mappings. These aspects of human auditory cognition should be 
included in the research agenda about PMDS techniques, and taken into account in 
their implementations. In particular, the effects of low-resolution displays in the per-
formance and subjective experience with large auditory graphs should be investigated, 
including the implications of stronger tonal contexts that might arise as a result. 
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Abstract. In this paper we present an approach towards supporting the ergo-
nomic design of aircraft cockpits by predicting the probability that pilots might 
miss relevant information due to routine learning effects combined with non-
adequate placement of display instruments. The approach is based on an ex-
ecutable cognitive pilot model. We focus on the cognitive interaction between 
(1) rule-based processing of flight procedures, (2) the pilot’s mental model of 
the current situation and (3) pilot’s attention. The cognitive model is coupled 
with a formal cockpit design to simulate human-machine interaction during 
flight procedures. As an example we analyze the perception of automatic flight 
mode changes. 

Keywords: Human modeling for design, human (selective) attention, mental 
models, human behavior simulation. 

1   Introduction 

Today, human factor analysis of aircraft cockpit systems like autopilot or flight man-
agement systems is based on expert judgment and simulator-based tests with human 
subjects (e.g. test pilots) when first prototypes exist. This is in general a very expen-
sive and time-consuming approach, because a number of subjects have to be hired for 
the simulation and necessary changes can only be realized with huge effort in the 
usually late stage of system development. In preceding papers an approach relying on 
cognitive models as partial substitutes of human subjects has been suggested (e.g. [5], 
[6]). In this paper latest extensions of the cognitive model are described. 

Cognitive models were established in the early eighties as research tools to unify 
psychological models of particular cognitive processes. These early models neglected 
mental processes such as multitasking, perception and motor control that are essential 
for analysis of complex dynamic systems like aircraft cockpits. Models such as ACT-R 
[1] and SOAR [2] have been extended in this direction, but still have their main focus 
on processes suitable for static, non-interruptive environments. Other cognitive models 
like MIDAS [3] and APEX [4] were explicitly motivated by the needs of human-
machine interaction. At OFFIS we developed a cognitive model with focus on how 
pilots adapt their mental knowledge about flight procedures while they gain experience 
of a particular system [5]. The phenomenon is called Learned Carelessness (LC). 



472 A. Lüdtke and J.-P. Osterloh 

In the EU funded project ISAAC the cognitive model was coupled with STATE-
MATE system design models to analyze pilot-autopilot interaction by human simula-
tion to identify design structures where LC might have an impact on flight safety [6]. 
Case studies conducted in ISAAC already demonstrated plausible predictions of a 
number of erroneous pilot actions and provided insight in potential improvements of 
the analyzed autopilots. Based on these promising results it was suggested to extend 
the scope of covered psychological phenomena.  

In this paper we present extensions towards simulation of human behavior on the 
level of perception and how these processes interact with rule-based processing of 
flight procedures and with the pilot’s mental model of the current situation. This ex-
tended model shall be used to evaluate the ergonomics of cockpit layouts with regard 
to characteristics of human attention including a phenomenon called Selective Atten-
tion (SA) which may undermine the effect of graphical means used by designers to 
shift attention to critical events (like flashing annunciations). Both, LC and SA, may 
induce errors of omission. LC may lead to omitting displayed information, because 
routinely no relevant information is expected. SA may also lead to omitting displayed 
information because it is absorbed by other attention capturing displays in the neigh-
borhood, e.g. a flashing warning signal may go undetected if it appears in the context 
of other dynamic elements. 

In the following we first discuss LC and SA in the context of autopilot mode changes 
and mode annunciations during takeoff maneuvers. Afterwards, we present our model 
of these phenomena in the context of the OFFIS cognitive architecture. Then the mod-
el’s operation including the interaction of LC and SA is illustrated based on three simu-
lation run examples. The paper finishes with a brief overview of related work. 

2   Monitoring Autopilot Modes 

Aircraft cockpits are becoming increasingly information rich. Pilots have to take a lot 
of information into account in order to monitor the current aircraft status and to plan 
next actions. In this paper we focus on the autopilot (AP) of the Piper Cheyenne III 
PA42. The interaction with the AP is highly dependent on the actual AP mode. The 
modes indicate the current state of the system, what it is doing and what it is going to 
do. Because modes may change automatically during the flight, pilots are required to 
monitor the Mode Annunciation (MA). The MA is located in an instrument called the 
Primary Flight Display (PFD) which primarily indicates pitch and roll of the aircraft 
in a graphical way. Mode are indicated in form of letter codes, e.g. 'ALT' flashing in 
Green is an abbreviation for the Altitude Capture mode, in which the AP automatical-
ly decreases vertical speed in order to smoothly level off to an altitude previously 
dialed into the Alerter. 'ALT' flashes for approx. 6 seconds. Afterwards the annuncia-
tion is steady. On more modern flight decks a flashing box appears around the letter 
code and flashes for 10 seconds to attract pilots’ attention. 

Fig. 1 shows an excerpt of activities pilots have to perform during a takeoff ma-
neuver with a Piper Cheyenne. The horizontal bars indicate what instruments have to 
be monitored at which time by the pilots according to the normative flight procedure. 
Parallel bars indicate that several instruments have to be monitored simultaneously. 
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The flashing letter code 'ALT' is intended to take advantage of SA. But recent stu-
dies showed that the flashing annunciations have not always the intended effect of 
shifting the pilots’ attention to changing modes. Mumaw, Sarter and Wickens [8] 
investigated mode changes in Boeing aircraft and found that 30 to 60 percent of pilots 
did not look at the Flight Mode Annunciation in an appropriate time after the mode 
had changed. On Boeing and other modern flight decks a flashing box (instead of 
flashing letter codes) is used to highlight mode changes. A successor study by Nikol-
ic, Orr and Sarter [9] provides a hypothetical explanation: The context of the display, 
like color or dynamic elements can undermine the effect of attention capturing. The 
intended effect might be undermined by the data-rich and multiple-dynamic display 
context. As mentioned above, the PFD not only contains the MA, but, for example, 
also the artificial horizon which is moving according to the pitch and roll of the air-
craft. Due to the colorful and dynamic neighborhood, the probability that the flashing 
'ALT' captures the pilots’ attention significantly decreases. Nikolic, Orr and Sarter [9] 
performed further more basic experiments which showed that the detection rate of the 
flashing box is about 0.649 (standard deviation 0.282), when the stimulus occurs in a 
colorful and dynamic context; in the control condition (solid black background) the 
detection rate is significantly higher (0.969, standard deviation 0.057). The results 
provide evidence that the salience of a stimulus depends on how much it differs from 
its surroundings. 

Top-down and bottom-up attention compete against each other [7], e.g. a salient 
stimulus might detract the pilot from the task on which (s)he is currently concen-
trated, which is often intended, e.g. in case of warnings. The other way round, a sa-
lient stimulus might go undetected, because top-down attention causes the eyes to 
move to an Area of Interest where the stimulus is either out of the visual field or still 
in the visual field but absorbed by a dynamic neighborhood. Top-down processes 
drive attention while the pilot performs flight procedures. We assume that pilots have 
mental models of how to interact with the cockpit systems. While human pilots can 
partially substitute visual perception with other information from other resources, e.g. 
sense of balance, we assume for our modeling activities that pilots always move their 
visual attention to an instrument if one of the sub tasks that are currently performed 
requires the displayed information as an input according to the mental model of the 
flight procedure. Thus, the mental model drives the top-down attention, and is  
the main parameter that determines if a certain stimulus (like the flashing 'ALT') is in 
the visual field or not. Being in the visual field is certainly a precondition for being 
detected by bottom-up visual attention processes. The missing effect of resource subs-
titution has to be considered in the model validation, e.g. one can conclude from the 
actions of the pilot that he perceived certain data, and this can be counted additional 
evidence for perception. 

Obviously, considering the mental flight procedure model as the only driver of vis-
ual top-down attention is a simplification because it neglects scanning patterns pilots 
additionally use to get constant updates on the aircraft state. But, studies by Sarter 
[10] and others have shown that especially the autopilot modes are often not part of 
these scanning patterns. There is evidence that observing modes is more driven by 
mode change expectations. 

While SA refers to the bottom-up aspect of human attention LC refers to the top-
down aspect. The mental model of flight procedures is initially formed based on nor-
mative flight procedures acquired through handbooks and in simulator sessions. Then 
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example by the MA when the mode changes automatically to Altitude Capture mode 
and 'ALT' flashes and by the PFD when the artificial horizon moves while the aircraft 
is changing its attitude.   

Memory: The memory component of the cognitive model stores the mental image of 
the current environmental state. Consequently, there is a corresponding Memory Ob-
ject for every AOI Object. Memory Objects store a subset of the AOI Object 
attributes including name and the current value. 

Rules: Additionally to the GSM-rules described above we added a second rule type, 
called reactive rules. Rule 52 in Fig. 4 is an example of this rule type. The only differ-
ence is that reactive rules have no Goal-Part. While GSM-rules represent deliberate 
behavior and are selected by the knowledge processing component during the execu-
tion of a flight procedure, reactive rules (State-Means (SM) rules) represent imme-
diate or reactive behavior which is triggered by visual events in the environment  
(bottom-up perception). 

Knowledge Processing: The knowledge processing component executes a four step 
cognitive cycle typical for production systems: (KP1) a goal is selected from the goal 
agenda in short-term memory, (KP2) all rules containing the selected goal in their 
goal-part are collected and a request for retrieving the current state of the variables 
contained in the Boolean conditions in the state-parts of the rules is sent to the memo-
ry component, (KP3) after the request has been answered one of the collected rules is 
selected by evaluating the condition-part, finally (KP4) the selected rule is fired, 
which means that the motor and percept actions are sent to the motor and percept 
component respectively, the subgoals are added to the goal agenda (together with the 
partial temporal order) and the values contained in memory items are sent to the 
memory component.  

The cycle time is 50 ms like in ACT-R. This time may be prolonged depending on 
the memory retrieval in KP2. In KP2 all variables contained on the left-hand sides of 
the collected rules have to be retrieved from memory. The retrieval time is influenced 
by the number of variables. 

In KP1 the goal agenda may contain several goals that are currently applicable ac-
cording to the temporal order. We modeled a simple task switching mechanism in 
order to achieve an alternating between tasks. Our mechanism is similar to the multi-
tasking general executive of Salvucci [17] and selects goals, based on a most-
recently-used criterion. In KP2 reactive rules may be added to the set of collected 
rules if new values for the variables contained in the State-Part have been added to the 
memory component (by the percept component). In KP3, reactive rules are always 
preferred to non-reactive rules. 

Vision: When modeling visual perception, the main focus is on what can be perceived 
based on the visual constraints, and how much time is needed to perceive something. In 
order to answer this, one needs to model visual focus, visual field, human attention, as 
well as head- and eye-movements. In our model we assume a visual field of 170 degree 
horizontal and 110 degree vertical around an optical axis (defined by the gaze direction 
of the eye). The focus is modeled with an expansion of seven degree around the optical 
axis. Eye-movements can be initiated either by the knowledge processing component or 
by Visual Events in the environment. Currently we do not distinguish between moving 
eyes and moving attention. We assume that if eyes are moved also the attention is 



 Simulating Perceptive Processes of Pilots to Support System Design 479 

moved. This is of course a simplification which does for example not allow simulating 
the phenomenon "seeing without noticing". For a validation of the model with human 
pilots, an extensive debriefing of the human pilots is necessary in order to identify see-
ing without noticing, and to enhance gaze data. 

The visual component is split into Low Level Vision (LLV) and SA. LLV imple-
ments all basic functions of human vision: eye- and also head-movements (including 
focus and visual field). SA is modeled as a mechanism that computes for each Visual 
Event if it is detected or not. The two processes are performed in parallel. LLV is 
triggered either by the knowledge processing component when percept actions are 
sent to the percept component during rule firing in KP4 (top-down perception as ex-
plained above) or by the percept component itself if SA detects a salient stimulus 
(bottom-up perception). In both cases LLV performs the necessary steps to move the 
eyes and head to an Area of Interest (AOI). For top-down perception this is done in 
three (LLV1-3) and for bottom-up perception in two (LLV2, 3) steps: 

• LLV1: For top-down perception the variable (e.g. ALTITUDE) contained in the 
percept action has to be transformed into an AOI by retrieving the position of the 
corresponding instrument from memory. Then the position of the instrument is 
transformed into the coordinate system of the eyes, so that the angle α between the 
actual optical axis of the eye V1 (e.g. pointing towards the MA) and the desired opt-
ical axis V2 (e.g. pointing toward the Airspeed Indicator, ASI) can be computed: 

ሺߙ • ଵܸ, ଶܸሻ ൌ ݏ݋ܿݎܽ ൬ ௫ಾಲڄ௫ಲೄ಺ା௬ಾಲڄ௬ಲೄ಺ା௭ಾಲڄ௭ಲೄ಺ඥ௫ಾಲమା௬ಾಲమା௭ಾಲమڄඥ௫ಲೄ಺మା௬ಲೄ಺మା௭ಲೄ಺మ൰ (1) 

• This preparatory step takes about 140 to 200 ms normally distributed around 
170 ms. For bottom-up perception this step is skipped because the AOI is defined 
by a visual stimulus directly in the cockpit at a certain instrument position. Thus, no 
position has to be retrieved from memory. 

• LLV2: Eyes and head are moved in order to focus the new AOI. Based on concepts 
of Freedman [11] we developed a model for a combined movement of head and 
eyes. The contribution of head and eye, respectively, to the total change α is calcu-
lated as follows: 

ሻߙ௖௢௡௧௥௜௕ሺܧܻܧ • ൌ ൜ ,ߙ ߙ ൑ 20  min൫0.31 ڄ ߙ ൅ 13.6,  40൯ , ߙ ൐ 20 (2) 

ሻߙ௖௢௡௧௥௜௕ሺܦܣܧܪ • ൌ ߙ െ  ሻ (3)ߙ௖௢௡௧௥௜௕ሺܧܻܧ

• The eye contribution is limited to 40 degree, due to the physical design of the hu-
man eyes. The modeled speed of the eye and head are approximated functions from 
Freedman as well. 

• LLV3: The AOI is fixated until LLV is triggered again. If fixation can be kept for at 
least 200 ms the actual value of the AOI Object is sent to the memory component 
and stored in the corresponding Memory Object. A shift of attention might be inter-
rupted in LLV3 by a new attention shift request as soon as the centration of the eyes 
in the head is finished. Thus, it may happen that LLV3 is interrupted before the 
needed fixation time of 200 ms has passed. In such a case the AOI value is not writ-
ten into memory. 
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Each Visual Event sent by the simulated environment is processed by the SA mechan-
ism which is divided in three steps: 

• SA1: Based on the actual eye and AOI position it is determined if the AOI to which 
the currently processed event belongs lies within the current focus or at least in cur-
rent visual field. To be in the visual field the AOI must be within 85 degrees of the 
eye position. If the AOI is in the visual focus, then the associated event is marked as 
recognized and SA3 is started, skipping SA2. If it is outside the visual field the as-
sociated event is marked as unrecognized, the next event is retrieved and SA1 is 
restarted. If it is within the visual field but not in focus SA2 is initiated in order to 
determine recognition. 

• SA2: It is determined if in a neighborhood of 15 degree around the AOI other Visu-
al Events have occurred. The 15 degree neighborhood has been derived from the 
experimental setup of Nikolic, Orr and Sarter [9], so that the probabilities of their 
study can be used in our model. If the event indeed has a dynamic neighborhood, a 
probabilistic choice is computed to determine if the event is recognized or not: the 
probability to detect an event within a dynamic neighborhood is 0.649 with a stan-
dard deviation of 0.282. If the event is recognized SA3 is started else the next event 
is retrieved and SA1 is restarted. 

• SA3: The Visual Event is sent to the memory component to be stored. LLV reacts 
to this event as soon as step LLV3 is entered. The other LLV steps cannot be inter-
rupted. 

Learning Component: The learning component implements our LC mechanism. 
Rule 25 in Fig. 4 specifies that the vertical speed must be stabilized as long as the 
target altitude has not been captured (MA ≠ 'ALT-flash'). Using rule 21 the current 
value of MA is perceived from the associated cockpit instrument. Rule 23 stores the 
perceived value into the memory.  Most of the times when the pilot tries to press the 
VS button the mode change has not occurred, because the distance to the target alti-
tude is long enough. Thus most of the time the percept action delivers 'ALTS' which 
indicates that the current mode is Altitude Select and not Altitude Capture. We hold 
the hypotheses that due to this regularity a pilot would simplify his mental model of 
the procedure into a version, where the MA value is no longer perceived from the 
cockpit instrument but is just retrieved from memory. This is modelled by melting 
two rules into one rule by means of rule composition [14]. A precondition for com-
posing rules is that firing of the first rule has evoked the second rule, or more exact, 
the first rule derives a subgoal that is contained in the Goal-Part of the second rule. 
Melting the rules means building a composite rule by combing the left-hand sides of 
both rules and also combing both right-hand sides.  

The crucial point is that in this process elements that are contained on the right-
hand side of the first and also on the left hand side of the second rule are eliminated. 
This process cuts off intermediate knowledge processing steps. Fig. 5 shows the com-
posite rule 112 that was formed by composition of rule 21 and 23. The percept action 
has been eliminated and the composite always stores the value 'ALTS' in memory. 
Rule 112 is appropriate in scenarios that are similar to those in which the rule has 
been learned (MA does not indicate Altitude Capture mode). In deviating scenarios 
(MA does indicates Altitude Capture mode) applying rule 112 results in careless be-
haviour: pressing the VS button independent from the current mode annunciation. 
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eye-movements taking into account the distance to the target for calculating eye 
movement time. MIDAS [13] is equipped with a complete anthropological model. 
APEX [4] was designed to model air traffic controllers, and has a detailed temporal 
model of the eyes. Unique for the OFFIS cognitive model is the consideration of Se-
lective Attention especially in combination with Learned Carelessness. While APEX 
and MIDAS allow building dedicated rules for SA which reacts to dynamic stimuli, 
the OFFIS model has an architectural build-in SA model that takes the neighborhood 
of instruments into account to determine detection rates. 

The OFFIS model does not consider visual search mechanisms like scanning cock-
pit instruments based on their contextual importance. General mechanisms of visual 
search are a major topic in the ACT-R field (e.g. [17]). Furthermore the OFFIS model 
does not distinguish between moving the eyes and moving attention. Within human 
cognition these are separate processes which have not always the same target, e.g. 
when the eyes of the pilot are fixed on the instrument, but (s)he actually thinks about 
a communication with the air traffic controller. 

7   Summary and Future Work 

We extended the OFFIS cognitive model with a sophisticated perception component. 
The new visual component models the basic concepts of human perception like visual 
field and focus, eye- and head movements as well as Selective Attention. This enables 
the prediction of eye movements and the analysis of the effectiveness of graphical 
stimuli used to trigger attention shifts in aircraft cockpits. The OFFIS model addition-
ally allows simulating a routine learning process called Learned Carelessness causing 
pilots to neglect checking the current flight modes before performing actions. The 
integration of this learning process with the perceptive processes allows analyzing if 
the graphical attention capturing stimuli are sufficient to alleviate the effects of the 
routine learning process. Our intention is to use this model to develop a methodology 
to validate the ergonomics of cockpit layouts. Our future work will concentrate on a 
detailed validation and improvement of the perceptive processes as well as the model 
as a whole. The validation requires a complex design of experiments with real pilots. 
A series of scenarios is needed to induce routine learning effects. Afterwards dedicat-
ed scenarios to test the effect of graphical stimuli on attention shifts have to be inves-
tigated. This would allow comparing the detection rate of mode annunciations as well 
as eye-movements of real pilots with the corresponding data of the cognitive model. 
Such a complex experimental design is foreseen in the European project HUMAN 
which started in March 2008 in the 7th Framework Program of the EU  
(cf. www.human.aero). 
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Abstract. An adaptive interaction system, which is aware of the user’s current 
cognitive load (CL), can change its response, presentation and flow of interac-
tion material accordingly, to improve user’s experience and performance. We 
present a speech content analysis approach to CL measurement, which employs 
users’ linguistic features of speech to determine their experienced CL level. We 
show analyses of several linguistic features, extracted from speech of personnel 
working in computerized incident control rooms and involved in highly  
complex bushfire management tasks in Australia. We present the results of lin-
guistic features showing significant differences between the speech from the 
cognitively low load and high load tasks. We also discuss how the method may 
be used for user interface evaluation and interaction design improvement.  

Keywords: Cognitive Load, Measurement, Linguistic Features, Language usage, 
Word Categories, Interaction Design, Bushfire Management.  

1   Introduction 

Cognitive load (CL) refers to the amount of mental load imposed on a person by a 
particular problem-solving task. It is attributable to the limited capacity of the per-
son’s working memory and his ability to process novel information [5,6]. In complex, 
time-critical, and data-intense situations, users of an interaction system can experi-
ence high cognitive demands, caused either by the complexity of the task being per-
formed or by the complex interaction designs, as in multimodal or multimedia  
interfaces and improper amounts of contents presented at once [7]. For example high 
intensity control room work-situations, such as that found in high-reliability environ-
ments e.g. air traffic control, require users or operators to manage a number of such 
interfaces, switching from one application interface to another, often over multiple 
screens and in time-critical scenarios. Operators will frequently use radios or mobile 
phones, make and answer calls, and speak to their co-located colleagues while com-
pleting their tasks. This can result in extremely high cognitive load and interfere with 
users’ ability to perform at the optimum level.  

Adaptive interaction systems that are aware of the users’ cognitive load (CL) could 
in fact alleviate these problems by implementing strategies to adjust the response, 
presentation and flow of interaction material as per users’ experienced CL to help 
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them complete the task effectively. However, measuring a user’s CL robustly is not a 
trivial task. Many studies have attempted to measure CL using several methods in-
cluding physiological, performance, and self-reporting subjective measures [1-3,6]. 
Such measures, however, can be physically or psychologically intrusive and can dis-
rupt the normal flow of the interaction. While they may be useful approaches in re-
search situations, they are often unsuitable for deployment in real-life scenarios. 

Behavioral measures such as some speech features, e.g. pitch, prosody, pauses, and 
disfluencies, have also been found to be changing under high levels of CL [4,8-10]. 
Such measures allow non-intrusive analysis as they are based on speech data gener-
ated by users while they complete the task. Linguistic and grammatical features may 
also be extracted from spoken or written input for the purpose. Such features have 
been used before for purposes other than CL measurement [11-13].  

In this paper, we present a study that analyses linguistic features of speech as po-
tential indices of CL. We analyze several linguistic features, extracted from speech of 
operators working in computerized incident control rooms and involved in highly 
complex bushfire management tasks around Australia. We present the results of lin-
guistic features showing significant differences between the speech from the cogni-
tively low load and high load tasks. We also discuss how this approach may be used 
for user interface evaluation and interaction design improvement. 

2   Study and Method 

2.1   Data and Participants 

Australia is one of the most bushfire-prone regions in the world. As the impact of 
climate change results in more extreme weather events, fire and emergency service 
work is becoming increasingly important and needs to be managed in order to save 
the communities from their effects. The speech data used in this study was collected 
from operators of Incident Management Teams (IMTs) [14] involved in bushfire 
management in Australia. Three targeted roles comprised of Incident Controller (IC), 
Planner, and Operations (Ops), who participated in planned bushfire management 
training exercises simulated to be conducted in four states of Australia (New South 
Wales, Victoria, Queensland, and Tasmania).  

The data was collected from 9 different exercises each about 5 hours in duration on 
average, resulting in 27 operators’ speech data being available for our study. All op-
erators had experience in bushfire management and were competent for their assigned 
roles. Each exercise was monitored by a bushfire management expert training in 
charge. During each exercise a fire is reported that escalates and threatens local assets. 
The operators co-located in a control room manage the fire and communicate infor-
mation and resources needed to manage it with each other as well as with the field 
workers and volunteers. For this purpose they use different methods e.g. phone calls, 
map boards, computers often with multiple screens for updated fire maps and task 
checklists etc. All operators’ speech was recorded using lapel microphones for each 
exercise and was later transcribed and coded using Transana [15]. 

2.2   Cognitive Load Coding and Data Cleaning 

All exercises were monitored by bushfire management experts who manually marked 
speech transcriptions for cognitive and/or task load indication based on their observations 
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and given subjective ratings by the operators. The transcriptions were marked for four 
different load levels: (1) ‘low’: non-bushfire activity, no time pressure; (2) ‘medium’: 
routine tasks; (3) ‘high’: challenging tasks, time constraints; and (4) ‘very high’: very 
challenging, lot of unexpected events and breakdowns happening. The transcribed data 
was later cleaned and parsed semi-automatically to bring it in a form usable by an auto-
matic text analysis and extraction software tool. The cleaned data for each IMT role from 
each exercise was stored in a separate text file grouped as coded load levels resulting in 
27 transcription text files. 

2.3   Hypotheses 

We expected several linguistic indices to be likely indicators of load including word 
count, negative emotions, perceptive and cognitive phrases, and inclusive words, etc. 
Across users, indices that we expected to increase with CL include negative emotions, 
number of long words, affective words (preposition and conjunction words), percep-
tive and cognitive phrases, and feelings and inclusive words. Indices that we expected 
to decrease with CL include total number of words spoken, and number of words per 
sentence. 

3   Data Analysis and Results 

During cleaning it was observed that for load levels ‘low’ (1) and ‘very high’ (4), 
there was insufficient data available, which could affect the results of our analysis. So 
to handle the problem of missing data, we combined two lower load tasks i.e. (1) and 
(2) into one as ‘low’ and two higher load tasks i.e. (3) and (4) into one as ‘high’ for all 
transcription files. These files were processed using a text analysis software called 
LIWC [16] that automatically extracted 85 predefined linguistic features from each 
transcript file for ‘low’ and ‘high’ load speech separately in that file. To take into ac-
count differences in verbosity, these were extracted as percentages of total words. 

We analyzed extracted linguistic data for all three operator roles combined, as well 
as separately, resulting in four data sets for analysis. Tables 1 and 2 show linguistic 
features that showed consistent trends, i.e. either increased or decreased use of a fea-
ture between low load and high load tasks across four data sets, underscoring the im-
portance of these features for measuring CL. The values show the usage difference in 
percentage for each feature, indicated by a plus sign for an increased usage and a mi-
nus sign for a decreased usage. 

       Table 1. Significant Linguistic Features     Table 2. Supporting Features 
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 Load-wise (All Roles) +24% -22% +42% +21% +14% +62%   Load-wise (All Roles) +12% +5% +4% 
 Role-wise (IC) +39% -15% +98% +36% +18% +113%   Role-wise (IC) +4% +13% +5% 
 Role-wise (Planning) +22% -48% +80% +20% +4% +20%   Role-wise (Planning) +5% +2% +4% 
 Role-wise (Operations) +14% -2% +9% +8% +13% +26%   Role-wise (Operations) +7% +5% +11% 
Shaded cells = Statistically significant; p < 0.03  
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The linguistic features are listed below with few examples of each: 

• WC: Total number of words spoken by the operator; 
• WPS: Number of words used per sentence; 
• AW: Affective words i.e. preposition and conjunction words, e.g. about, along, etc. 
• NE: Words that denote negative emotions, e.g. annoy, angry, messy, afraid, etc.; 
• Per: Perception words, e.g. vision, beauty, quite, rough, cold, etc.;  
• Cog: Words that represent the human cognitive processes, i.e. think, consider etc.; 
• Feel: Words that denote feelings, e.g. hard, difficult, heavy, loose, sharp, tight etc. 
• LW: Number of long words, i.e. words with at least six letters; 
• Inc: Inclusive words, e.g. and, both, each, including, plus, with etc.; 

 

To test the significance of these features, we analyzed them for the differences be-
tween low and high load tasks for the four data sets using dependent-sample 2-tailed 
t-Test with 95% confidence level (alpha = 0.03 after Bonferroni adjustment).  Table 1 
shows test results for features with majority of them statistically significant (shaded; 
p<0.03). This implies that we can use these features to determine a user’s level of CL 
from similar speech data robustly. Table 2 shows features that were found insignifi-
cant but may be used to support the significant features for better CL measurement 
due to their consistent trend across all roles. 

4   Discussion 

Analyses of bushfire operators speech showed consistent trends for selected linguistic 
features over a variety of data sets and roles, along with many significant results, and 
therefore, confirmed the robustness of these features for CL measurement. We remain 
optimistic about the lack of significant results for some roles, as this may have been due 
to insufficient amount of speech data. Additionally, although all operators are expected 
to have same language profile, some of them may not have used enough relevant words 
or terms for a particular linguistic feature category, due to possible difference in the  
nature of role.  

It was interesting to find out that in contrast to our hypothesis about the WC and 
the WPS features, these showed increasing trends. This could be due to the complex 
and data-intense nature of the task. We expect same feature behavior in similar task 
situations but this trend may not persist with less critical task situations. Also, though 
the results apply across a variety of people and roles, they are specific for this combi-
nation of tasks, in a bushfire management scenario. Different linguistic features may 
be found to be robust for other types of application scenarios, e.g. in road or air traffic 
management, though it is expected to have common linguistic features across these 
application areas. 

Adaptive interaction can be achieved with a system, which is able to determine user’s 
experienced CL using the proposed approach. For example, in bushfire management 
control room scenario, the system can be able to adapt many things, from highlighting 
critical screen or window, to sorting and prioritizing task checklists, to showing con-
trolled reminders, to filtering email messages, to redirecting phone calls to less cogni-
tively loaded operators etc.  

Besides the possible system adaptation, this linguistic approach to measuring CL may 
be used as a post-hoc analysis technique for user interface evaluation and interaction  
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design improvement. For example, we may evaluate two different speech-enabled inter-
faces to see which one is resulting in higher CL. Based on the findings we may be able to 
improve the interaction design for the interface causing higher CL. 

5   Conclusion and Future Work 

This study has provided encouraging evidence for use of linguistic features of speech 
as indicators of increased CL. Though these features require further cross-application 
validation, analysis and evaluation, they offer a promising contribution to the set of 
potential interactive indices that may be used by human computer interaction systems.  

For future work, we intend to include in our analyses the grammatical features for 
CL measurement, along with validation of all the potential features and development 
of a common feature set for different application areas. We also intend to develop a 
software application to demonstrate the concept using the proposed features. 
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Abstract. Psychophysiological evaluation of mental workload in human-
computer interaction has generally been limited to situations with little physical 
load. This paper examines the viability of using heart rate, skin conductance, 
respiration and peripheral skin temperature as psychophysiological indicators in 
a physically demanding task performed in a simple virtual environment. Respi-
ratory rate was found to be a good indicator of arousal while respiratory rate 
variability and skin temperature indicated changes in valence. 

Keywords: Affective HCI, Human Factors, Multi-Modal Interfaces. 

1   Introduction 

Human-computer interaction makes use of findings from many scientific fields to 
study the response of humans to technology. One such field is psychophysiology, 
which describes how a person’s physiological responses reflect his or her psychologi-
cal state. Physiological responses are a valuable tool for human-computer research 
since they provide an objective estimate of the user’s psychological state. The most 
commonly used responses are those of the autonomic nervous system: heart rate, skin 
conductance, respiration and skin temperature. Unfortunately, they are not only influ-
enced by a person’s psychological state, but also by any physical activity. Thus, many 
studies of psychophysiological responses try to limit physical activity to a minimum. 
However, to some degree, responses of the autonomic nervous system may provide 
meaningful results even in physically demanding environments. Our goal was to de-
termine which autonomic nervous system responses could be used to determine the 
level of mental activity, stress and frustration in tasks that require physical load. 

2   Materials and Methods 

This paper presents a study of a physically demanding hand-eye coordination task per-
formed with different difficulty levels. Thirty healthy subjects (age 19-46 years, mean 
26.2, 23 male, 7 female) participated in the study. They were presented with the classic 
inverted pendulum problem. An unstable pole standing atop a cart was shown on the 
screen, and participants had to balance the pole (pendulum) by moving the cart using a 
HapticMaster haptic interface (manufactured by Moog FCS) that also measured the 
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force exerted. The HapticMaster actively resisted movement, requiring a significant 
force to move. If the pole fell to a horizontal position, it was reset to a nearly vertical 
position. Figure 1 shows a participant balancing the pendulum. 

 

Fig. 1. Participant performing the pendulum task 

Three difficulty levels of the pendulum task (PT) were implemented. While the 
medium difficulty level (PT.M) was moderately challenging and the easy level (PT.E) 
was only slightly easier than the medium level, the hard level (PT.H) was intended to 
be difficult to the point of frustration. This was done by subtly manipulating the 
mathematical model describing the cart and pole in order to make the pole much less 
responsive to user input. In addition to the PT, a control task (CT) was introduced to 
evaluate the effect of physical load in the absence of mental load. During the CT, 
participants had to move the HapticMaster left and right at an even, moderate speed 
while nothing was shown on the screen. Participants were informed that they would 
need to perform the PT three times, but that there would be no change in difficulty. 

The participants rested for five minutes in order to obtain baseline values. 
Afterwards, CT, PT.E, PT.M and PT.H were performed in random order for five 
minutes each. After each period, participants were presented with nine-point arousal 
and valence self-report scales from the self-assessment manikin [1]. 

The electrocardiogram was recorded using surface electrodes affixed to the chest 
and abdomen. Skin conductance was measured from the second and third fingers of 
the non-dominant hand using a g.GSR sensor (g.tec Medical Engineering GmbH). 
Respiratory rate was obtained using a thermistor-based SleepSense Flow sensor. Skin 
temperature was measured using a g.TEMP sensor (g.tec) attached to the distal pha-
lanx of the fifth finger. All signals were sampled at 2.4 kHz. After the experiment, the 
following physiological parameters were calculated for each time period: mean heart 
rate (HR), two standardized measures of heart rate variability (SDNN and RMSSD 
[2]), mean skin conductance level (SCL), nonspecific skin conductance response 
frequency (SCRF), mean respiratory rate (RR), respiratory rate variance (RRV) and 
final skin temperature (ST). In addition to physiological measurements, the mean 
absolute force exerted by participants was calculated for each time period.  

The purpose of the study was to determine how physiological responses are affected 
by psychological arousal and valence in the presence of physical load. Arousal is de-
fined as general mental activity while valence indicates whether the person’s emotions 
are positive or negative [3]. Comparing PT.M to CT was expected to show the effects of 
arousal. Since PT.H was designed to be frustratingly difficult, comparing it to PT.M was 
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expected to primarily show the effects of negative valence. Significance was evaluated 
using a one-way repeated-measures ANOVA followed by the Tukey test in post-hoc 
analysis. Differences were significant for p < 0.05. 

3   Results and Discussion 

Results of the self-assessment manikin showed that self-reported arousal was higher 
during CT than during the baseline period (p = 0.02). Thus, we cannot rule out some 
influence of arousal during CT. Arousal during all three difficulty levels of PT was 
higher than during CT (p < 0.001). There were no significant differences in arousal 
between difficulty levels. Self-reported valence decreased from baseline during CT (p 
= 0.02) and PT.H (p = 0.007). Valence was lower during PT.H than during the other 
two difficulty levels (p < 0.01 for both comparisons). It was also lower during CT 
than during PT.E and PT.M (p < 0.05 for both comparisons). 

Mean absolute force during CT was more than twice as high as during all three dif-
ficulty levels of PT (p < 0.001). It was also higher during PT.H than PT.E and PT.M 
(p < 0.05 for both comparisons). Thus, we must be cautious when comparing physio-
logical responses. The change in a physiological response may not have been caused 
by changes in psychological state, but by the differences in physical load. 

The following physiological parameters changed significantly from baseline to CT: 
HR (increased by 10.2%, p < 0.001), SDNN (incr. by 17.1%, p < 0.01), RMSSD 
(incr. by 23.9%, p < 0.01), SCL (incr. by 1 μS, p < 0.001), SCRF (incr. by 236.2%, p 
< 0.001), RR (incr. by 17.4%, p < 0.001) and RRV (decreased by 6%, p = 0.04). 
Thus, all physiological parameters other than ST were affected by physical load. 

The following physiological parameters were significantly different between CT 
and PT.M: HR (lower in PT.M, p < 0.001), RMSSD (lower in PT.M, p < 0.001), RR 
(higher in PT.M, p = 0.006) and RRV (lower in PT.M, p = 0.02). The difference in 
SCRF approached significance (higher in PT.M, p = 0.07).  

Since there was no significant difference in SCL between CT and PT.M, it ap-
peared to be primarily affected by physical load and thus not useful in physically 
demanding tasks. Previous studies have noted a connection between SCRF and 
arousal [4]. However, since the difference in SCRF between CT and PT.M was not 
quite significant, SCRF is apparently only a reliable indicator of arousal if little 
physical load is involved. On the other hand, since SCRF increases with physical 
load, we can assume that it would have been much lower in CT if the mean absolute 
force exerted had been the same as in PT.M. In that case, the difference between CT 
and PT.M probably would have been significant. RR during CT was significantly 
higher than the baseline value, but RR during PT.M was higher still. Since mean ab-
solute force was higher during CT, the changes in RR cannot be attributed solely to 
changes in physical load, but must be caused by arousal. Previous studies have indeed 
shown respiratory rate to be connected to arousal [5]. Similarly, RRV during CT was 
significantly lower than the baseline value, but was even lower during PT.M. Mental 
arousal thus apparently also decreases RRV. By far the highest increase in HR was 
during CT, where the exerted force was also the highest. Since there was no signifi-
cant difference between difficulty levels, we can conclude that HR was mostly influ-
enced by physical load. Similarly, though significant differences in SDNN and 
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RMSSD were observed between CT and PT.M, none can be reliably attributed to 
changes in psychological state – they may have been caused by physical load. 

No physiological parameters showed significant differences between PT.E and 
PT.M. There were two significant differences between PT.M and PT.H: RRV was 
lower during PT.M (p < 0.001) while ST was higher during PT.M (p = 0.01). 

Differences between CT and PT.M indicated that RRV decreases as arousal in-
creases. The difference in RRV between PT.M and PT.H suggests that RRV also 
increases as valence decreases (i.e. as frustration increases). Since ST significantly 
decreased from baseline only during PT.H and was lower during PT.H than during 
PT.M, it apparently decreases as valence decreases. Other studies have linked de-
creases in fingertip temperature to anxiety and stress [6], supporting our findings. 
Again, it is worth noting that ST was the only psychophysiological response not in-
fluenced by physical load. 

4   Conclusions 

We demonstrated a significant influence of both mental arousal and emotional va-
lence on skin conductance, respiration and skin temperature even in the presence of 
moderate physical load. However, our study only confirms the usefulness of psycho-
physiological responses up to a certain level of physical load. Strenuous physical 
activity would probably cause physiological responses that would completely over-
shadow the physiological responses caused by changes in psychological state.  
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Abstract. In many modern working environments interruptions are
commonplace as users must temporarily suspend a task to complete
an unexpected intervening activity. As users are faced with more and
more sources of information competing for their attention, it is becom-
ing increasingly important to understand how interruptions affect their
abilities to complete tasks. This paper introduces a new perspective for
research in this field by employing analytical, model-based techniques
that are informed by well-established cognitive theories and empirical
data available in the literature. We propose stochastic modelling and
model checking to predict measures of the disruptive effects of interrup-
tions to two well-known interaction techniques: Drag ’n Drop and Speak
’n Drop. The approach also provides a way to compare the resilience of
different interaction techniques to the presence of external interruptions
that users need to handle. The obtained results are in a form that allows
validation with results obtained by empirical studies involving real users.

1 Introduction

In many modern working environments interruptions are commonplace as users
must temporarily suspend a task to complete an unexpected intervening activ-
ity. Interruptions are unpredictable and quite often cannot be disregarded by
users in working environments. Web page pop-ups, phone calls, emails, instant
messaging and social events can also be disruptive when people need to concen-
trate on certain tasks. One of the interesting aspects of interruptions, according
to O’Connaill and Frohlich [17], is that they reveal that the timespace of any
individual is not owned and controlled in the same way as their workspace, but
can collide and merge with that of another individual unexpectedly.

Research has shown that different types of interruptions can affect their
disruptiveness. Quite often, interruptions are associated with negative effects:
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resuming a task after an interruption is difficult and may take a long time,
interrupted tasks are perceived as harder than uninterrupted ones, interruptions
cause more cognitive workload and they are quite often annoying and frustrating
because they disrupt people from completing their work.

Interruptions can also lead to incidents due to human error. According to
Trafton & Monk [22], pilots experiencing interruptions during preflight check-
lists have been blamed for multiple aviation crashes. In addition, recent studies
have shown that interruptions may be an important factor in driving, emer-
gency room care and nursing errors. Indeed, frequent interruptions can reduce
user performance. However, not all interruptions have negative impact: aware-
ness systems such as alarms and alert systems effectively shift our attention to
matters that need immediate care and, at least for simple tasks, interruptions
may actually increase performance.

As users are faced with more and more sources of information competing for
their attention at any time, it is becoming increasingly important to understand
how interruptions affect one’s abilities to complete tasks [5]. Interruptions raise
questions of non-exclusive practical and theoretical significance including: How
many interruptions occur at work? How is performance affected by various in-
terruption characteristics, like complexity, duration, timing and frequency? How
many interruptions are disregarded rather than handled? Who benefits from the
ensuing interactions? How disruptive are interruptions to prior tasks? What can
be done to mitigate negative disruptive effects? Most current research tackles
these questions by conducting empirical studies with users, either on controlled
conditions (i.e. usability labs) or on working environments (e.g. ethnographical
studies). This paper introduces a new perspective for the research in this field
by employing stochastic model-based techniques during early phases (i.e. speci-
fication phases) of the development process of interactive systems to investigate
potential disruptive effects of interruptions on user performance and the re-
silience of interaction techniques to such interruptions, i.e. the ability to sustain
the impact of interruptions and recover and resume its operations [11].

Outline of the paper. We start by a review of the literature on interruptions
in Sect. 2 followed by a description of our proposed methodology in Sect. 3.
In Sect. 4 we briefly recall the cognitive theory ICS that we use to motivate
the models of the user aspects of the interaction techniques presented in Sect. 5.
The stochastic model addressing the multi-modal Speak ’n Drop interaction tech-
nique is presented in Sect. 6. In Sect. 7 the results of the performance analysis of
the models are presented and their differences in resilience to external interrupts
are discussed for different assumptions on the average number of interrupts that
occur. Finally, in Sect. 8 we conclude the paper with some considerations on
current work and a discussion of future research on this topic.

2 Task Interruptions

Interruptions occur when a person is working on a primary task (usually long-
lasting) and an alert for a secondary task occurs [22]. Sources of alerts could
be either internal (i.e. user thoughts) or external (e.g. a person coming into the
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room to ask the person a question, a fire alarm, instant messaging). An important
aspect of alerts is that they create an interruption lag as the user has to turn her
attention to the interruption. The person then starts the secondary task. After
completing it, the person must resume the primary task. During the resumption
lag, the person must figure out what she was doing during the primary task
and what to do next. Finally, the person resumes the primary task. From this
task analysis and real-world examples, it is clear that different aspects of the
cognitive system are relevant to the study of interruptions and resumptions.

Since the seminal work of Zeigarnik [24], who was the first to publish the
relations between interruption and selective memory, researchers have not ceased
to document other effects of interruption in human behaviour.

There have been several attempts to formalise cognitive models describing
the impact of interruptions in human behaviour. Only a few, however, address
formal description techniques to describe the occurrence of interruptions in sys-
tem specifications [12]. In fact, there seems to be a gap in the literature con-
cerning predictive methods to system specifications towards hazardous effects of
interruptions. A main problem is to identify suitable notation to formalise inter-
ruptions occurring in interactive systems. The unpredictability of interruptions
would favour the use of declarative models to describe what should be accom-
plished by the user system (whatever happens) rather than describing the steps
required (i.e. control flow) to accomplish it [21]. Nevertheless, there are situa-
tions where the interruption of an actual task should be considered part of the
user goals, e.g. to cancel document printing. Indeed, task models like CTT [20]
explicitly provide the operator suspend/resume to allow explicit modelling be-
tween tasks. Similarly, West and Nagy [23] have added theoretical structures
to the notation GOMS to overcome its limitations for analysing interruptions
when task switching is common. Jambon [12] has analysed the idiosyncrasies of
relationships between tasks (e.g. parallelism and sequence) to derive a formal
model (using automata) describing the semantics of interruptions in notations
like MAD, UAN and Petri nets. However, none of these works has yet evolved to
a systematic analysis approach to deal with interruptions during task execution.

3 Methodology

The methodology we propose and experiment in this paper exceeds the specific
case of interruptions and can be used whenever it is necessary to make design
decisions concerned with usability issues. For this purpose we address syndetic
modelling [6], relevant human factor studies and formal specification with par-
ticular emphasis on stochastic techniques [4]. Syndetic modelling is a conceptual
breakthrough in interactive system and man-machine interface design. It pro-
vides design and formal specification and verification techniques that take into
account both human’s capabilities and limitations together with robustness of in-
teractive systems, thus enabling the study of the joint man-machine behaviour.
Such joint models allow for the investigation of properties expressing require-
ments or expectations and provide insight in the extent to which an interactive
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system meets such requirements and constraints. The point of departure from
known design methods is the requirement that the system should be usable. This
is not just a mechanical property of the system, but a statement that implicitly
or explicitly must embody some claim or understanding about human capabili-
ties and limitations. In other words, in addition to being a (formally) provable
consequence of the specification, the property must also be psychologically valid.

With a syndetic approach, capabilities of and constraints on user behaviour
are expressed explicitly by representing a cognitive model (or an approximation)
as a formal theory, which can then be integrated or combined with the model
of system behaviour. In this way, the user model is explicit and it contains the
theoretical basis for the claims based on it; the model is as correct as the theory
it encapsulates. However, properties can be expressed and verified only at the
level of abstraction at which available models describe cognitive behaviour. If
this is not the case, we need to refine aspects of user behaviour in the model
by addressing human factors and usability studies. Given a set of statistical
characteristics of both system and user performance derived from literature and
available empirical data, we can use stochastic modelling techniques to under-
stand the character of the interaction between user and system. We can see the
resulting specification as a means to make explicit the assumptions about the
capabilities of both user and system, and to explore the behaviour of the com-
bination of system and user based on these assumptions. In this way, answers
to design questions can be both easier to relate to empirical performance data
from human factors and usability studies, and the analysis results can be more
meaningful for interpretation by human factors experts. Moreover, much modern
and emerging user interface technology is stochastic in nature, which provides
additional motivation to apply stochastic techniques to model interaction.

Our methodology uses a range of theories and techniques, from cognition to
formal languages, to model interaction. For the purpose of the current work we
make use of the following theories and techniques and, consequently, apply them:
ICS theory [2]; studies on pointing gestures [14,8]; the PEPA process algebra [10];
the stochastic model checker PRISM [13]. We use these to develop a case study
for comparing two interaction techniques to remove objects from a display in the
presence of interrupts.

4 Interacting Cognitive Subsystems

Interacting Cognitive Subsystems (ICS) [2] is a comprehensive model of human
information processing that describes cognition in terms of a collection of sub-
systems, each of which process different mental representations. There are three
sensory subsystems (visual, acoustic, body state), four central subsystems com-
posed of two structural subsystems (morphonolexical, object) and two meaning
subsystems (propositional, implicational), and two effectors subsystems (articu-
latory, limb). These representational subsystems are supplemented by peripheral
somatic and visceral response systems (Fig. 1).
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Fig. 1. ICS architecture configured for gestural interaction

The internal decomposition of all subsystems is identical. Incoming data
streams arrive at an input array, from which they are copied to an image record
representing an unbounded episodic store of all data received by that subsystem.
In parallel with this copy process, each subsystem also contains transformation
processes to convert incoming data to certain other mental codes. This output is
passed through a data network to other subsystems. If the incoming data stream
is incomplete or unstable, a process can augment it by accessing or buffering the
data stream via the image record. However, only one transformation a time can
be buffered in a given processing configuration. Coherent data streams may be
blended at a subsystem’s input array, as a result of which a process can engage
and transform data streams derived from multiple input sources.

Overall behaviour of the cognitive system is constrained by the possible trans-
formations and by several principles of processing. Visual information for instance
cannot be translated directly into propositional code, but must be processed via
the object system that addresses spatial structure. Although in principle all pro-
cesses are continuously trying to generate code, only some of the processes will
generate stable output that is relevant to a given task. This collection of processes
is called a configuration. The thick lines in Fig. 1 show the configuration of re-
sources deployed while using a hand-controlled input device to operate on some
object within a visual scene.
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Fig. 2. Example of display

5 Case Study

We developed a case study in order to highlight the potential of the proposed
methodology. The choice of the case study is motivated by the fact that a number
of real-life applications require operators to remove objects from the current
system presentation, such as, e.g., in multi-modal man-machine interfaces for
space ground segment applications [19].

We assume the presentation to be composed of a set of icons on a display,
the standard device for output communication in man-machine interfaces. It is
well known from psychological theories [9] that design and layout of objects in a
visual scene, as well as other (multi-)media structures, play a fundamental role in
the way people perceive, think and react to sensorial stimuli. However, this level
of detail is beyond the scope of our current work. We assume that the symbolic
configuration or pattern of icons is based on a set of features that directs the
structuring of the visual scene into a group of icons with one distinguished icon
(the trash in our case). The user is asked to remove the icons from the display
(see Fig. 2) using one of the following two interaction techniques.

Drag ’n Drop. This well-known technique works as follows: (i) by means of a
mouse device, the user moves the cursor on the display over one of the icons; (ii)
by pressing the appropriate button of the mouse, she selects that icon which gets
highlighted and linked to the cursor; (iii) while keeping the button pressed, she
moves the mouse dragging the icon over the trash; (iv) she releases the button
causing the system to remove the icon from the display.

Speak ’n Drop. This multimodal technique uses a combination of mouse and
voice commands: (i) the user selects one of the icons by positioning the cursor
over it and by pressing and releasing (click) the appropriate button of the mouse;
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(ii) she pronounces the word delete interpreted as a command by the system.
When both the icon selection and the delete command are acquired by the
system, that icon is removed from the display. No constraints are imposed on
the users’ behaviour, i.e. the modalities can be used in any order as well as
concurrently, and the system must be designed to cope with this.

The performance of a user using a particular technique can be characterised
by the number of items she is able to drop during a fixed period of time. We
assume an interrupt to manifest itself as a pop-up window fully covering the
display. The user has to click the mouse button over a push button positioned in
the centre of the window to make it disappear and to resume the previous task.

6 Model Development

To illustrate the methodology, we first describe the general assumptions w.r.t. the
case study, followed by the steps necessary to develop a stochastic model of it.

We include in the model only correct behaviour of both the user and the sys-
tem. We do this deliberately in order to be able to separate two concerns: reduc-
tion of performance due to the occurrence of external interrupts and reduction
of performance due to user and/or system errors. Although the consideration of
the combination of erroneous behaviour and interrupts would be interesting too,
it is useful to be able to study the effects of these two aspects first in separation.
In fact, if both aspects would be included in the model from the beginning it
would be no longer clear to which extent a certain outcome should be attributed
to erroneous behaviour, to the effect of interrupts or to both. In this work we are
mainly interested in the effect of interrupts and a formal model based methodol-
ogy that allows one to compare the resilience to external interrupts of different
interaction techniques.

A further concern is the level of abstraction used for modelling. We choose to
keep the models relatively abstract, modelling observable events, and to refine
the models only after a clear indication that this would lead to significantly
better approximations. Finally, we use exponential distributions to approximate
the average duration of activities. This way we make minimal assumptions on
the exact shape of the distribution of the duration of individual actions.

6.1 User Model

In the first phase of model development, we consider an abstract view of the
flow of information between interaction devices, system and user with the aim of
getting insights in the cognitive resources required to perform the task at hand.

Referring to the ICS theory, features, such as colours and edges, contribute to
form a mental visual representation derived from raw data acquired by the eyes.
The structure of the visual scene in terms of icons is a more abstract object rep-
resentation obtained by combining the visual representation with the knowledge
and the experience the perceiver has of the world. This knowledge comes from
a level of abstraction, where objects are named and their properties identified
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in terms of a propositional representation. Thus, the current structuring of the
visual scene is used to augment the propositional knowledge about the objects be-
ing sensed. Visual and propositional representations can be combined to produce
a further level, called implicational representation, where the general meaning
of information is stated. Combining implicational and propositional knowledge,
people are able to define goals and to act accordingly. Consequently, the object
representation enriched by propositional data can be transformed into limb rep-
resentation controlling physical actions performed, e.g., by hands and eyes. A
continuous source of sensorial information, body state representation, provides
feedback to the co-ordination of the physical actions. In the Drag ’n Drop case,
this is thinking mentally of moving the cursor over one of the icons, push the
mouse button to select it, drag it over the trash and release the button. The
propositional knowledge can be transformed into a morphonolexical representa-
tion describing the phrases’ structure. This is transformed into an articulatory
representation controlling the physical production of speech. For Speak ’n Drop,
this involves thinking mentally of moving the cursor over one of the icons on the
display followed by a mouse click, while pronouncing the word delete.

The above reasoning is described by a set of subsystems, where knowledge
is stored as representations, a set of processes transforming the knowledge from
one representation into another, and a set of communication paths carrying the
information from one subsystem to another. The set of transformations in place
at a given moment in time, fully characterises the mental activity and is referred
to as a configuration. The reaction time is the interval from the acquisition of
sensorial data to the production of physical actions. It represents the time the
user needs to put in place the appropriate mental configuration in order to re-
act to sensorial data. From literature on cognitive psychology it is known that
each transformation step in such a configuration takes approximately 40 millisec-
onds on average. Consequently, the time required to deploy the configuration for
graphical interaction in Drag ’n Drop is at least 240 ms. The configurations for
Drag ’n Drop and Speak ’n Drop, resp., are specified by

DnDconfig ⊇
⋃

⎛

⎝
{:vis-implic:, :prop-implic:},
{:obj-prop:, :implic-prop:},
{:vis-obj:, :prop-obj:}, {:obj-lim:, :bs-lim:}

⎞

⎠ and

SnDconfig ⊇
⋃

⎛

⎜⎜⎝

{:ac-mpl:, :prop-mpl:}, {:mpl-art:},
{:vis-implic:, :prop-implic:},
{:obj-prop:, :implic-prop:, :mpl-prop:},
{:vis-obj:, :prop-obj:}, {:obj-lim:, :bs-lim:}

⎞

⎟⎟⎠

The ICS theory can be used also to describe which changes in mental config-
urations occur when unexpected events happen during a user’s activity aiming
at satisfying a specific goal. The mechanism put in action is the stopping of the
activity of effector subsystems and the deployment of the following configuration:

RecoveryConfig ⊇
⋃ ( {:ac-implic:, :bs-implic:, :vis-implic:, :prop-implic:},

{:implic-prop:}
)

The sensorial and propositional information is blended at the implicational
subsystem and fed back into the propositional subsystem. This loop with infor-
mation mutually exchanged between implicational and propositional subsystems,
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enables to get insights on what we know both as facts and feelings and to reason
about the current context in which the unexpected event has occurred.

To get better insight in the user’s performance in pointing movements, we
need to refine the ICS model by addressing human factors and usability studies.
It is well known that the duration of pointing movements is fairly well approx-
imated by Fitts’ law. Fitts’ law based experiments show that the average time
spent to point at an icon on a computer display by operating a mouse is in the
order of 1000 ms [14]. Additionally, more recent findings [8] show that the move-
ment itself can be distinguished into several phases including a planning phase,
where the display is investigated and the propositional goal is formed; a ballis-
tic phase, where the movement is based on low-level hand control (i.e. without
buffering taking place at limb subsystem); an approach phase, performed under
visual control requiring focus of attention (i.e. with buffering taking place at the
limb subsystem [7]); and an adjustment phase to check that the target has been
reached, similarly requiring the focus of attention. With this information, it is
possible to refine the ICS analysis by splitting the pointing movement into two
distinct phases: the first includes the planning phase plus the ballistic movement;
the second consists of visual control. Consequently, the transfer of the buffer may
occur later w.r.t the start of the movement and this will have important effects
in the case of multimodal interaction.

6.2 Stochastic Automata

We move from the semi-formal and qualitative reasoning to a formal and quan-
titative one by specifying the identified user activity as PEPA (Performance
Evaluation Process Algebra) models [10], described via a parallel composition of
stochastic automata.

Configurations are modelled as states of the automata. Configuration changes
usually identified by an observable action, are modelled as pairs (action type,
rate) linking two states. action type denotes the type of the action and rate the
negative exponential distribution of the activity duration; that is the average
period of time during which a particular configuration (state) is in place. A
special case are actions with infinite rates called passive actions as opposed
to active actions . These play a special role in the parallel composition of the
automata in which synchronisation on (action type, rate) pairs can be specified.
The expected duration of a passive action cooperating with an active one is fully
determined by the rate of the active one. The expected duration of a cooperation
of active actions is a function of the expected durations of the corresponding
activities in the components (typically corresponding to the longest one).

Due to lack of space, we only briefly describe one of the stochastic automata
developed for the Speak ’n Drop interaction, shown in Fig. 3 (a); the interested
reader is referred to [3] for details. To illustrate our approach to calculate the

values of the rate parameters, consider transition Usr
(move,im)−→ UsrMve modelling

the initial part of the pointing movement. The value of rate im is composed of
a planning phase of 240 ms, which is the time to deploy the relevant mental
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configuration, and the average time of the ballistic mouse movement, estimated
to be 670 ms on average given the average distance that a user needs to cover
to reach an icon on the screen obtained from empirical data available in the
literature. Rate im then equals 1/(0.240+0.670) = 1.1. Other values are obtained
in similar ways, resulting in ss = 1.6, vc = 3.4 and mc = 8.33 for this case study.

Speak ’n Drop interaction is multimodal in nature, requiring both speech and
gesture. In a real setting, where pointing gestures are performed in the same
visual space where the referred objects exist, it will result in the performance of
deictic references. In our case, the key question is whether users will be able to
deploy the resources of the interface to achieve their tasks by performing a deixis
or by using a sequential construct. Two major facts constrain user performance
of Speak ’n Drop: the performance of the speech recognition system and the
use of the mouse. Realistic speech recognition systems matching an acceptable
performance accuracy operate at a rate in the range of 2/2.5×real time. For the
use of the mouse, it is known [7] that operating any device in a space different
from the visual one, under visual control, requires the transfer of the buffer to the
limb subsystem. Consequently, users will focus on operating the mouse device
and they will be unable to initiate speech. However, they will be able to sustain
previously initiated speech that is not in conflict with resource allocation.

In Fig. 3(a), transition UsrMve
(startSpeak,ss)−→ UsrSpeak1 defines a user that

starts to speak while operating the mouse before entering visual control and that
will achieve both goals in parallel. The alternate UsrMve

(visualCtrl,vc)−→ UsrOp1
refers to the case in which the visual control is entered before speech is started.
Consequently, pointing occurs first and speaking is delayed.

It is interesting to note the duality of the states UsrEndSpeakOp and UsrSel-
Speak . Both identify a condition in which one of the modalities has reached
a stable point, in the sense that the task can be completed re-starting from
that state after an interrupt has occurred. This requires special attention to be
paid to the presentation of the system state in order to help the recovery of
the propositional goal. For example, how do users know whether or not the sys-
tem has already recognised the pronounced words? and by what means can this
knowledge be made persistent over a period of time?

The system component is specified using the same formalism, allowing both
user and system models to be combined to study the resulting conjoint behaviour.
The system is split into two automata, similar in structure, specifying the se-
lection and speaking tasks, as shown in Fig. 3(b–c). Both are always ready to
reply to user’s initiated actions as well as to interrupts. In addition, the SysSpeak
automaton defines the rate at which speech is recognised with variable es = 1.

Interrupt generation rate and interrupts handling is specified by the automa-
ton of Fig. 3(d). We assume that no nested interrupts occur. The Speak ’n Drop
model is the parallel composition of the four automata described above:

Usr��{move,startSpeak,click,endSpeak,drop,interrupt,clickOK}
((SysMouse��{drop,interrupt,clickOK}SysSpeak)��{interrupt,clickOK}Interrupt),
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��
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��
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��
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(c) �������� �� ���� �	Interrupt

(i,in)

��

���� �� ���� �	SysSpeak
(startSpeak,∞)

��

(i,∞)
��

�� ���� �	SysSelS
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��

��
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���
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��
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��
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(OK,ok)

��

Fig. 3. Stochastic automata of (a) Usr, (b) SysMouse, (c) SysSpeak and (d) Interrupt,
in which i=interrupt and OK=clickOK

where the sets of actions identify the synchronisation of automata over the named
actions and �� stands for the PEPA cooperation operator. Actions interrupt and
clickOK, e.g., represent the occurrence of an interrupt and its handling. The
above composition expresses that they may occur only with the participation
(i.e. synchronisation) of all component automata. Action drop instead requires
the participation of all except the Interrupt automaton, as it is not part of its
synchronisation set at the cooperation operator. The resulting PEPA specifica-
tion can be analysed with the stochastic model checker PRISM [13], a prototype
tool that supports, e.g., the automatic verification of temporal logic properties
and reward properties. One kind of reward property is particularly useful for the
analysis of the effects of interrupts and will be explained in the next section.
Reward formulae implicitly use reward structures that must be included in the
specification to define those transitions that generate a certain amount of reward
when executed. In our case, e.g., we have assigned a reward of 1 to each drop
action to analyse the total number of such actions over a certain period of time.
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7 Analysis Results

As an indicator of the resilience of an interaction technique to external interrupts
we study the number of effective drops a user manages to perform during a fixed
period of time under a varying number of interrupts occurring randomly during
that period. The expected number of drops and interrupts occurring during an
interval of 5 minutes (i.e. 300 s) are cumulative reward measures that can be
formalised in reward stochastic temporal logic supported by the PRISM model
checker as:

R{"drops" }=? [C ≤ 300] and R{"interrupts" }=? [C ≤ 300].

The notation R{}=? means that instead of comparing the results with a spe-
cific bound, the effective number of drops and interrupts is calculated.

Fig. 4(f) shows the expected number of drops a user manages to perform in the
presence of a number of interrupts over the time span, for the Drag ’n Drop and
Speak ’n Drop interaction techniques. The effective number of interrupts at rate 1
in Fig. 4(f) is 130 and not 300 because the user needs time to handle an interrupt
(i.e. moving the cursor to a button and click on it). Recall that our model assumes
no new interrupts arrive while a user is still handling a previous interrupt. With
an interrupt rate close to 0, the user performs on average (given the values chosen
for the model’s parameters) 134 drops when using Drag ’n Drop and only 109
when using Speak ’n Drop. As expected, the user’s performance decreases when
the interrupt rate increases. In the presence of about 130 interrupts in 300 s, the
user manages to perform only 27 and 33 drops.

Although the differences are relatively small, we can nevertheless make some
observations. First of all, in the absence of interrupts Drag ’n Drop leads to
a higher average number of drops. This is explained by the fact that we have
assumed a time of recognition of spoken words equal to 2.5 × real time for
the Speak ’n Drop model; this is a realistic assumption, but it limits the speed
of interaction a user can reach. Furthermore, when the number of interrupts
increases, Speak ’n Drop leads to better performance than Drag ’n Drop. The
latter is more sensitive to interrupts because the total time involved in dragging
is relatively long and when an interrupt occurs the user needs to start all over.

Apart from a basic comparison of the performance of the two techniques, we
also investigated their sensitivity to the variation of the various action rates. In
Fig. 4(a), the performance of Drag ’n Drop is shown for different user behaviour
concerning the distribution of time between the various phases of a movement.
As expected, when the percentage of time spent on the ballistic phase increases
w.r.t. that spent on the visually-controlled phase, the performance improves
slightly. However, a variation of 12% of splitting between the two phases accounts
for only a 4% difference in the number of drops, showing that the model is not
very sensitive to how the movement is partitioned over time in the two phases.
Regarding Speak ’n Drop, the same analysis shows a negligible difference of
performance: a variation of 12% in the distribution of the time accounts for only a
1% difference in the number of drops. Likewise, in Fig. 4(b) the line labelled drops
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(a) Drag ’n Drop for varying behaviour.
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(b) Effect of learning in Drag ’n Drop.
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(c) Intermediate actions in Drag ’n Drop.
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(d) Intermediate actions in Speak ’n Drop.
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(e) Intermediate actions in Speak ’n Drop
(with real-time speech recognition).
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(f) Drag ’n Drop vs. Speak ’n Drop (with
and without real-time speech recognition).

Fig. 4. (a) Case study; (b)–(h) Results performance analyses performed for this paper
(on the x-axes the values of the rate of interrupts used, ranging from 0 to 1 per second)

(vc2=1/0.120) shows the effect on performance of a user skilled in sustaining
the overall propositional goal, while that labelled drops (vc2=1/0.290) shows the
performance of a less skilled user. Clearly, in the former case the performance is
uniformly better than in the latter; this describes the effect of learning due to
frequent recurrence of the operation. According to the modelling experiments,
an already skilled user can increase her performance by 8% with such a learning
effect. This learning effect does not apply to Speak ’n Drop: there is no significant
variation in performance when the user is behaving procedurally or not.

Fig. 4(c) relates the performance of various actions to the overall performance,
i.e. it shows the total number of move, push and drag actions needed to obtain
the corresponding number of drops for the given number of interrupts occurring
in 300 s. About 50% of moves, 35% of pushes and 10% of drags are interrupted
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not leading to a successful drop. In fact, since the Drag ’n Drop technique is
sequential, clearly actions that occur towards the beginning of the sequence fail
more often than those close to the end. For Speak ’n Drop, it is particularly inter-
esting to relate the intermediate actions to the number of drops. In Fig. 4(d) two
facts show up clearly. First, the number of interrupted startSpeak actions keeps
decreasing after the other actions have reached a more or less stable number.
This is explained by the relatively slow speech recognition, which forces users
to adapt themselves to the performance of the system. Second, the number of
failures of the click and endSpeak actions is substantially equal to the number
of drops for any number of interrupts considered. In fact, given the scale of
Fig. 4(c), those actions collapse in the bottom curve and are not distinguishable.
This is explained by the parallel execution of the subtasks and the very short
time that passes between their respective completion, making the occurrence of
an interrupt unlikely.

From these results, one might conclude that Drag ’n Drop is better suited
for low interrupt rates while Speak ’n Drop takes the lead as the number of
interrupts increases. On the other hand, the Speak ’n Drop proves to be more
resilient, both to the number of interrupts and to the varying performance of
users. Also, taking into account the percentage of failures of intermediate actions
caused by interrupts, it can be expected that Speak ’n Drop might be more
appreciated by users because they experience less frustration than with Drag ’n
Drop, where for many interrupts they continuously need to restart their activity.

After these observations, we repeated the analysis specifying a real-time speech
recogniser as shown in Fig. 4(e). In this case we observe that the number of start-
Speak actions decreases in a similar way as for the other actions, the percentage
of failing clicks and endSpeaks is very low, the increase of failing actions is mod-
erate, and speech fails less often than selection. As before, the click , endSpeak
and drop actions cannot be distinguished in Fig. 4(e) since they collapse in the
bottom curve due to the scaling factor.

Finally, under the objective assumption that simple command languages can
be recognised in real time by a speech recogniser, Fig. 4(f) shows the overall
performance of the interaction techniques (i.e. number of drops) comparing Drag
’n Drop and Speak ’n Drop, both without and with real-time speech recognition.
Real-time multimodal interaction clearly gives the best results for any number
of interrupts.

8 Conclusions and Future Work

In this paper we have developed syndetic stochastic models of the Drag ’n Drop
and Speak ’n Drop interaction techniques and analysed their resilience to the
presence of external interrupts. We have modelled the human behaviour based
on the well-established cognitive theory ICS and used literature on Fitts’ law
to obtain timing information on task execution. The models have been specified
in the process algebra PEPA and analysed with the stochastic model checker
PRISM. The models produce surprisingly plausible results given their level of
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abstraction and the fact that the parameter values come from published ex-
periments each referring to different concerns of the overall user behaviour. To
exactly what extent our models may serve to predict performance of human in-
teraction in the presence of external interrupts requires further validation and
is a topic for future research. This brings us to another issue: in reality human
errors cannot be excluded and may clearly influence overall performance. Ex-
tending the models to cover erroneous behaviour is another interesting topic for
future research. A particular challenge is to take into account the effects of cog-
nitive load. A high cognitive load may result in more errors, but perhaps also
in a slower capability of resuming the original task after an interrupt. A further
topic for future research is the adaptation of the proposed methodology to the
formalisms more commonly used in the HCI community, like ICO [18].
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Abstract. Despite the increasing awareness of the importance of security for 
daily computer users, we see that many users still fail to behave securely when 
confronted with a security-related decision. In this paper, we introduce a new 
approach to security-related dialogs called Adaptive Security Dialogs (ASD). 
This approach is a combination of a new architecture and a new way of interact-
ing with users to provide them with appropriate and effective security dialogs. 
ASD realizes this goal by matching the complexity and intrusiveness of secu-
rity-related dialogs to the risk associated with the decision the user is making. 
This results in an architecture in which users can focus on their tasks, get (im-
mediate) feedback on their decisions, and interact with dialogs with an appro-
priate complexity and appearance for the decision's associated risk. This paper 
makes the following three contributions. First, we introduce a general architec-
ture for handling security-related decisions. Second, through an empirical user 
study using a web-based e-mail client, we show significant improvement in the 
care exercised by our participants without sacrificing usability. Third, we de-
scribe how the different pieces of existing research fit into the bigger picture of 
improving users’ behavior. 

1   Introduction 

In their daily life, computer users are frequently confronted with security-related 
decisions. However, even though most computer users are aware of the existence of 
security risks when using a computer, many do not make safe security decisions [15]. 

The underlying causes of this have been identified as: (1) most users are task 
driven and do not want to be bothered by distracting security questions [15], (2) dan-
gerous security decisions usually go unpunished and undetected for long periods of 
time [2], (3) many security-related dialogs are too complicated for typical us-
ers [7, 16], and (4) it hard for the users to estimate the level of risk, since the dialogs 
look basically the same regardless of their security implication. For example, a dialog 
for saving a file and a dialog for running active content in a browser often look much 
alike [15]. We illustrate this with real world examples in Sec. 2.1. 
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To battle these problems, several approaches have preceded ours. To counter task-
driven behavior, [7] concludes that the user's primary task should be clearly interrupted. 
To ensure users feel the impact of their security decisions, users were immediately pun-
ished in [2]. To simplify the user experience, a complex operation with many dialog 
boxes, required to connect to a secured wireless network, was simplified to a three-click 
operation [1]. In [5], dynamic security skins make a dialog or even an entire application 
appear differently to prevent phishing attacks.  

However, to the best of our knowledge, none of these proposals have addressed the 
different levels of user risk and correspondingly adapted their dialogs. Nor did they 
change the appearances of the dialogs based on user behavior or external factors such 
as recent attacks. In this paper, we introduce an architecture which has a general 
model of a user with respect to security decisions. This model, when confronting a 
user with a security decision, takes into account: (1) the security risk associated with 
the decision, (2) the user's recent security performance, and (3) the external security 
situation and related factors. We show how adapting the security dialogs to these 
factors significantly improves security behavior. To test the effectiveness of our 
model, we implemented a prototype web mail client and performed a user study. 

This paper makes the following three contributions. First, we introduce a general 
architecture for handling security-related decisions (Sec. 2). Second, through an em-
pirical user study, we show significant improvement in user behavior when opening e-
mail attachments in a web-based e-mail client. This improvement was quantified by a 
reduction in opened attachments, and an increase in time spent on the decision 
whether or not to open the attachments (Sec. 3 and 4). Third, we describe how the 
different pieces of existing research fit into the general architecture and what work is 
needed to complete the puzzle (Sec. 5 and 6). 

2   Adaptive Security Dialogs 

2.1   An Intuitive Feel 

To get a better feel for the current user experience with security dialogs, let us briefly 
consider opening attachments in an e-mail program. When trying to open an attached 
text file the typical warning users are confronted with is “Opening attachments can be 
dangerous to your system. Click OK to open the attachment.” When Bob, an inexpe-
rienced user, first sees this, he probably thinks “Is that so? Eh, what does that mean? 
What should I do?” and he quickly discovers that the message goes away by simply 
clicking OK. Alice, a more experienced user, will most likely think “I already know 
that, you have told me a thousand times. And by the way, text files are safe.”  

Now suppose they are confronted with a dangerous attachment, an executable file 
disguised as a text file. Bob, who has gained some experience by now, has learned 
that if he clicks OK, he can quickly open the attachment. “Why not?” he thinks, “The 
other times I clicked OK nothing bad happened.” Alice, who is really in a hurry to-
day, did not pay attention to the extension of the file name and is fooled by the icon of 
the attachment (which of course looked just like a text file). While unknowingly in-
stalling the latest malware on her system, she thinks, “Is it really necessary to have 
these useless warnings for text files?” and continues her work. 
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Our goal with Adaptive Security Dialogs (ASD) is to change the outcomes of these 
all-too-common scenarios. Since ASD adapts dialogs to the risk a user is exposed to, 
the appearance of the dialog when opening a text file and when opening an executable 
file will be obviously different. For Alice, this would have been a clear indicator that 
she was not opening a text file. Confronting Bob with a new type of dialog along with 
explanatory information, allows him to learn that different files have different risks. 

Since ASD learns about the performance of each user as they are confronted with 
security dialogs, Alice, who always behaves securely, will receive fewer complex 
dialogs. This allows her to complete her tasks with minimal disturbance. For example, 
after behaving safely for some time she will no longer be informed of potential risks 
when opening a text file. But she will receive an appropriate dialog box for high risk 
attachments, warning that attention should be paid. In contrast, Bob will get the 
maximum of information about the risks he is being exposed to and more feedback on 
the choices he makes so that he can learn how to behave properly. As his knowledge 
evolves, so will his user performance and the ASD system will become less intrusive. 

A third aspect of ASD is adaptation to external factors. Suppose, for example, a 
worm is spreading as a macro in an MS Word file. Typically these attachments can be 
identified by a certain fingerprint (e.g., the file name). By using an external source 
(e.g., an anti-virus program), ASD could identify high risk attachments and warn the 
user in the attachment-opening dialog. ASD could even offer to inform the sender of 
the possible infection. Other external sources influencing the security risk level could 
include compliance with company security policy, current best practices, and so on.  

The core goal of ASD is therefore to provide an effective dialog with an appropri-
ate level of intrusiveness to the user's tasks while providing a personally optimized 
user experience with the necessary feedback. 

2.2   Architecture 

In this section we describe the components of the ASD architecture. Since the focus 
of this paper is to demonstrate the feasibility of ASD using an empirical study of its 
effectiveness in a web mail application, we leave a detailed explanation of the algo-
rithms to a future paper. This section provides the high level overview required to 
understand the overall system and interpret the results of the user experiment. 

To realize the goal of the ASD, we designed the architecture in Fig. 1. The architec-
ture is composed of several data stores, engines, and an end-user application. Security 
information is collected and stored in the data stores. The engines use this information 
to alter the behavior of the dialogs. The different types of data stores are: 

 

− Decision Risk Data (DRD): This data store contains information that links program 
execution points and decision types to risk levels. E.g., a mail client would have a 
corresponding record stating that opening an attachment (a program execution 
point) that contains an executable file (a decision type) is a high risk operation. 

− User Performance Data (UPD): This data store contains user performance regard-
ing security dialogs. E.g., if a user opens any attachment regardless of type, this in-
cautious security behavior would be stored here. 

− Environmental Data (ED): This data store contains information from external 
sources which influence the engines. E.g., information about best practices, recent 
virus and malware trends, corporate policy, other users' behavior, and so on.  
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Fig. 1. ASD Architecture The Dialog Adaptation Engine combines data sources to provide the 
user with an appropriate dialog. The user's decision is evaluated by the Decision Evaluation 
Engine which gives feedback to the user and loops the performance score back into the system. 

Based on information in these data stores, the engines will instruct the UI compo-
nent to generate an appropriate dialog, track users' behavior, and provide user feed-
back. Feedback is used to train the user to make better decisions. The engines are: 

− Dialog Adaptation Engine (DAE): This engine selects the appropriate dialog for a 
given security risk during program execution. E.g., for a normally cautious user 
who tries to open an text file attachment, a minimal dialog will be displayed. 

− Decision Evaluation Engine (DEE): Users make decisions about each dialog, e.g., 
whether or not to open an attachment. The DEE tracks this and generates a user 
performance score, which is stored, and used to select dialogs. This engine guides 
the user by providing information, penalties, and or rewards. 

2.3   Dialog Types 

Although theoretically any type of dialog box can be used within our ASD system, we 
limited the dialog types in our empirical study to the following five classes of dialogs. 
These dialogs were selected based on the authors’ estimation of three criteria: 1) un-
derstandability, 2) interference with the user’s task, 3) estimated handling time. 

− Warn-and-Continue (W&C) [2]: This is a dialog that warns the user and asks the 
user to confirm an action. This is currently the most used dialog in e-mail software. 
In the upper left of Fig. 2 a sample W&C dialog is shown for the situation in which 
a user wants to open an e-mail attachment containing a text document. 
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 Warn & Continue Multiple Choice 

Security Training

Blank Filling 

Clarification

 

Fig. 2. Different types of dialog boxes Warn-and-Continue, Multiple Choice, Security Train-
ing, Blank Filling, and Clarification Dialogs for attachments of different file types 

− Multiple Choice Dialog (MC): This type of dialog provides the user with different 
options from which to choose the correct one to open the attachment. At the upper 
right side of Fig. 2 a sample multiple-choice dialog is shown for the situation in 
which a user wants to open an e-mail attachment containing an MS Excel File1. 

− Security Training (ST): This type of dialog combines a W&C dialog with a related 
security question. This question is taken from a set of security training questions 
and selected based on the topic of the W&C dialog. With the ST dialog the user 
learns more about the background of the question and can therefore make more in-
formed decisions. At the bottom left of Fig. 2 a sample ST dialog is shown for the 
situation in which a user wants to open a PDF file. 

− Blank Filling (BF): To complete this dialog the user is asked to confirm the file to 
be opened by typing in the file name. This makes sure the user is fully aware of 

                                                           
1 As an alternative a polymorphic dialog [2] could be used. Such a dialog changes the order of 

its elements each time it is presented, and provides step by step context-based guidance to the 
user. In our user experiment, we opted for the simpler multiple choice dialog to ensure that 
decisions can be made in one step. 



 Adaptive Security Dialogs for Improved Security Behavior of Users 515 

which file he/she is being opened. At the bottom right of Fig. 2 a sample blank fill-
ing dialog is shown for the situation in which a user wants to open an e-mail at-
tachment with the filename "Steve John's Resume.doc". 

− Clarification Dialog (CD): In this dialog a user is required to type in the reason for 
opening the attachment. This reason is stored and later audited. This makes the 
user more aware of what he is doing and requires him to think about the motivation 
for doing it. At the bottom of Fig. 2 a dialog is shown for a situation in which a 
user is trying to open an executable attachment pretending to be an MS PowerPoint 
presentation2. 

3   Testing Methodology 

3.1   Experiment Set-Up 

To test the impact of ASD on the user tendency to open all attachments, we imple-
mented a web-based e-mail client simulating ASD and performed user trials. To make 
sure that none of our participants would perform better than others due to familiarity 
with a certain e-mail client, we built a new mail application based on the DOJO Dijit 
Mail demo [14]. As a result, our participants performed the tests on a browser-based 
AJAX application similar to currently popular online mail clients such as GMail [8], 
Yahoo! Mail [18], and Hotmail [10]. 

We created three different versions of the e-mail application for this experiment: 
(1) a version in which all of the dialogs are W&C dialogs, referred to as W&C 
throughout the rest of this paper, (2) a version in which dialogs are selected using the 
ASD system, except that feedback is given to the participant, called ASD throughout 
the rest of this paper, (3) a version in which dialogs are selected using ASD and 
automatic feedback is provided to the participant, called ASDF throughout the rest of 
this paper. Feedback was given by using virus warnings and explanatory dialogs to 
help users to make better choices for later attachments. 

The questions we wanted to answer with this experiment are: 
 

1. Do our participants behave more carefully when using ASD or ASDF versus 
W&C? 

2. Does the use of ASD or ASDF come with a cost in usability? 
3. How do the participants experience each type of dialog as regards complexity and 

interference with their tasks? 
4. What is the effectiveness of immediate feedback on a participants' tendency to 

open attachments? 
 

We divided users into three equal groups to observe any differences in the behav-
iors of the participants using W&C, ASD, or ASDF. One group used the W&C dialog 
application, the second group ASD, and the third used ASDF. We tracked the deci-
sions of each participant on whether or not to open attachments. In addition, we 
measured the time it took the user to answer each dialog. This time was measured by 
taking the difference between the time at which the dialog appeared and the time of 
                                                           
2 This dialog can be considered a variation on the audited dialog introduced in [2]. Once again, 

we selected a simplification to maintain a single step decision process. 
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the user decision. Due to the length of the experiment, it was not possible to evaluate 
the influence of repeated appearances of the same dialog on the decision time. There-
fore, the measured time should only be seen as a first indicator towards the amount of 
attention the participant paid to the dialog when confronted with the choice to open an 
attachment or not. We used an unpaired t-test to evaluate the significance of the dif-
ferences between the three groups.  

At the end of the test, we presented the participants with a feedback form in which 
they were asked to evaluate our application. The W&C group was presented with a 
general questionnaire about the overall usability. The ASD group received the same 
questionnaire with additional questions regarding the difficultly of understanding the 
dialogs and the interference of the dialogs with completing their tasks. The ASDF 
group was asked the same questions with one additional question about the usefulness 
of the feedback. These final results were later compared with the objective effects 
observed during the tests. 

3.2   Role Playing Scenario 

Our participants were provided with a URL which gave them access to our experi-
ment website. On the first page they received instructions on how to complete the 
experiment. The instructions explained (1) that we were testing a new web-based mail 
client for its usability, (2) that they were supposed to play the role of Chris Baker, an 
office worker at a credit card application company3, and (3) a set of tasks that Chris 
needed to complete. Note that we chose not to disclose that we were actually measur-
ing the efficacy and usability of ASD to make sure that our participants were not 
security-biased while performing the experiment.  

Chris' task list was given to the participants to make sure that everyone would per-
form the same actions. A welcomed side-effect of a task list is that having the tasks 
distracts people from the actual dialogs, more as if they were doing their daily tasks in 
their normal working environments, which made the test more realistic. The tasks 
required each participant to read the mails in the Inbox and to possibly open the at-
tachments. The following email messages were present: 

− A request from a coworker to extract deadlines from some meeting notes. The 
notes were attached as a text file. 

− A request from a coworker to search for the applicant with the highest annual in-
come in a new applicants list. The list was attached as an MS Excel file. 

− A request from a coworker to check out a cool New Year's card. The card was 
attached as an executable disguised as an MS PowerPoint file. 

− A resume of an unknown job applicant. Attached as a PDF file. 
− A resume of an unknown job applicant. Attached as an MS Word file. 

 

For the W&C group, all dialogs were of the W&C type. The dialogs for the ASD 
and ASDF groups are shown in Fig. 2. Due to the length of the test, it was not possible 

                                                           
3 The authors acknowledge that providing participants with a scenario can influence their secu-

rity behavior, as shown by Schechter et al. [11]. However, it was our intention to control the 
content of the messages and their attachments and therefore we could not allow our test sub-
jects to answer their personal messages. 
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to study all aspects of the adaptive behavior of ASD. We studied adaptation based on 
the type of attachment (decision risk data) and the simulation of a recent outbreak of 
PDF exploits (environmental data). However, even with these limitations, we will 
show a significant improvement in behavior in Sec. 4. It is the authors' opinion that 
experimentally observing the educational benefit of ASD on user's behavior would 
improve the results even more. However, to obtain significant results regarding long-
term user behavior improvement would require a longer observation period than in this 
experiment. 

3.3   Participant Information 

The participants in the experiment were all familiar with e-mail clients. However, we 
excluded potential participants with a background in computer science or engineering, 
or any person that had significant computer security expertise. Their security behavior 
is fundamentally different from the general computer users, for whom ASD was de-
signed. After filtering, we had a total of 32 participants. From these, the results of 8 
participants were excluded as incomplete. This could have been avoided if the tests 
were performed in a more controlled environment such as a fixed lab setting. How-
ever, for more natural behavior, we allowed participants to perform the tests in their 
own environments. 

Table 1 summarizes the characteristics of the final participants and the survey 
summary results. A majority of our participants were female. This was not the au-
thors' intention and we do not assign any significance to it. The other results depicted 
in Table 1 will be further discussed in the next section. 

Table 1. Participants characteristics Participant numbers, genders, average ages, and their 
feedback on the system 

W&C ASD ASDF
Participants (#) 8 8 8
Female (#) 5 6 6
Male (#) 3 2 2
Age (avg.) 30 32 28
Overall Usability 2.75 / 5 2.62 / 5 2.75 / 5

std.dev. 0.71 0.74 0.89
Usefulness Feedback 2.37 / 5

std.dev. 0.52  

4   Experimental Results 

Tables 2 and 3 contain the main results of our experiment. We indicate the mean, 
standard deviation, effect size, and p-value of our experimental results. The effect 
sizes are expressed as Cohen's d-values [4, 13] which indicate the strength of the 
observed effect. A value larger than 0.8 is considered a large effect. The p-value of 
our unpaired t-test [3, 4] is used to indicate the statistical significance of our results.  
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A value smaller than 0.05 indicates that our results are statistically significant and that 
we accept our null hypothesizes that with ASD fewer people immediately open at-
tachments and with ASD people spend more time considering their decisions. 

Table 2. Comparison between W&C and ASD (unpaired t-test, n=8) ASD shows a significant 
increase in the time participants spent analyzing the dialogs and a reduction in the percentage 
of attachments opened 

mean std. dev. eff.size p-value
attachments opened (%)
W&C 92.50% 10.35%
ASD 87.50% 10.35%
difference -5.00% 17.73% not sig.
dialog response time (sec)
W&C 3.85 1.76
ASD 29.49 29.88
difference 25.64 30.56 1.3 0.00004

 

Table 2 shows the comparison between W&C and ASD. It indicates that ASD 
causes an average 5% reduction in the number of attachments that our participants 
opened. The average time spent by users making a decision increased by an average 
of 25.64 seconds. This result was statistically significant and had a large effect 
(p=0.00004, d=1.3). Although the result for file openings was not statistically signifi-
cant, combined with the decision times it indicates that our participants were more 
careful in ASD than in W&C when deciding to open an attachment. The large value 
for the standard deviation on the time measurements, 29.88 seconds, is caused by 
having five different types of dialogs with different average decision times, and repre-
senting a large variance in times.  

Table 3. Comparison between W&C and ASDF (unpaired t-test, n=8) ASDF shows a 
significant increase in the time participants spent analyzing the dialog and a significant 
reduction in the percentage of attachments opened 

mean std. dev. eff.size p-value
attachments opened (%)
W&C 92.50% 10.35%
ASDF 75.00% 14.14%
difference -17.50% 12.82% 1.51 0.01707
dialog response time (sec)
W&C 3.85 1.76
ASDF 35.80 29.28
difference 31.96 30.23 1.65 < 0.00001

 

Table 3 shows the comparison between W&C and ASDF. In this case, the results 
indicate that ASDF causes an average 17.50% reduction in the number of attachments 
opened by our participants. The average time spent making decisions went up by  
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Fig. 3. Percentage of participants not opening attachments of varying file types For W&C most 
participants opened all of the attachments, while for ASDF their behavior was more careful 

 
31.96 seconds. In this comparison both values were statically significant and had a 
large effect (p=0.01707, d=1.51 and p<0.00005, d=1.65 respectively). The large stan-
dard deviation for time measurements has the same cause as in Table 2. 

Tables 2 and 3 indicate that ASDF causes an improvement in the care taken by our 
participants when opening attachments. Figure 3 reinforces this by showing the number 
of participants who did not open certain types of attachment using W&C, ASD, and 
ASDF. A percentage of zero indicates that all of the participant opened that attachment. 
With W&C, the participants tended to open almost every type of attachment. We see 
this is not the case for ASD and even more so for ASDF. An interesting result is that for 
BF (the dialog box used for opening a doc file) the performance of ASD is worse than 
W&C. The feedback we received from our participants is that they were not motivated 
to think about security when confronted with a blank to fill in. They simply performed 
the task they were asked to do, which was to type the file name so that they could open 
the attachment. In addition, interviews with our participants showed that to them file 
types had little security meaning. More education on the risks associated with certain 
file types could potentially improve the performance of this dialog box. 

Figure 4 displays the participants' reported scores for difficulty and interference with 
their tasks. These values are expressed on a scale from 1 to 5, ranging from “easy to 
understand” to “difficult to understand” and “low interference” to “high interference.” 
In addition, this figure also contains the relative time participants spent on different 
dialogs. These values are expressed on a scale from 1 to 5, where 1 is the dialog that 
took the least time to respond to and 5 is the one that took the longest time. The reported 
values become larger as the dialogs were more demanding of the users. Again, the score 
for BF is unusual, since it indicates that in spite of the fact that it is considered more 
complex and more intrusive than dialogs such as MC, it does not result in more careful 
security behavior. However, it does have a relative shorter decision time. 

The bottom of Table 1 contains feedback we received from our participants regard-
ing the relative overall usability of the application (compared to their current mail 
client) and on the usefulness of the feedback in ASDF. These values are expressed on 
a scale from 1 to 5, ranging from “much less usable” to “much more usable” and “not 
useful” to “very useful” respectively. A score of 3 should be considered equally us-
able and to have neutral usability, respectively. 
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Fig. 4. Participants' experienced difficulty, interference and relative decision time for the dif-
ferent dialog types. Paradoxically, little time was spent on the Blank Filling dialog despite the 
high difficulty and interference rating. 

The participants rated our mail application as slightly less usable (a score less 
than 3) compared to their current mail clients. The main complaint we received was 
that our application was missing functionality for forwarding mail and did not have a 
folder for sent mail. A more interesting aspect of the results was that they were all 
very similar to each other. This suggests that the dialogs are not a significant factor 
when deciding on the overall usability of a web based mail client. An alternative ex-
planation could be that the dialogs in ASDF do not negatively influence the usability. 
In either case, the participants did not consider the ASDF versions to be (signifi-
cantly) worse than the W&C version. 

The participants in the ASDF test did not consider the feedback useful (a score less 
than 3). The main complaint we received was that the feedback came too late and had 
no impact on opening the attachment. For example, when a user was presented with a 
multiple choice question, he received feedback after making a decision. In this proto-
type, we did not provide any options to the user to change the decision. As a result, 
most of our participants spent little time reading the feedback and considered it to be 
interfering with their tasks. Despite this, the results for ASDF are slightly better than 
those for ASD. 

5   Future Work 

The biggest challenge in evaluating the efficacy of ASD(F) is to carry out a long-term 
experiment that fully resembles the day to day environment in which participants are 
confronted with security dialogs. Due to the limited timeframe in which we evaluated 
our system, we were only able to measure our system in its initial state. Therefore, it 
was not possible for us to test the effectiveness of using dialogs to educate the users 
and improve their long-term security behavior. The already promising ASD(F) could 
be further improved by such a study. Interesting aspects to measure would be: 1) the 
impact of using different machine-learning algorithms to profile the security aware-
ness of the participant, 2) the improvement of the perceived usability of a system that 
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adapt to the user's security knowledge, 3) the extent to which a user learns to associate 
risk levels with the appearance of certain types of dialogs. 

As a result of various studies [6, 7, 9, 17], we are beginning to understand the fac-
tors that influence a user's interaction with a security dialog. Also in this experiment, 
we found that there is no single factor that influences users. Further study of the cor-
relation of the different aspects of a security dialog and users' security behavior (such 
as the impact of difficulty, interference, decision time, layout, and attachment file 
type) could be used as a basis for improving the base set of dialogs in our ASD archi-
tecture. 

6   Related Work 

Although security usability is still a field in which a lot of future research must be 
done, several relevant experiments have preceded ours. In addition to the references 
to related work throughout the paper, we list some of the most relevant studies here 
and consider how they compare to our experiments. A recent publication by 
West [15] tries to answer the question: “Why do well-intending users make dangerous 
decisions?” His analysis looks at the psychology behind user behavior when con-
fronted with security decisions. One of the main thoughts in this paper is that people 
are generally unmotivated when confronted with security decisions. This was con-
firmed in our experiments as our participants often choose the quickest path to com-
plete their tasks. Paradoxically, making them spend more time on some of the security 
dialogs did not have a negative impact on their perception of the overall usability of 
our application. This hints that, for certain decisions, users find interruptions justified. 

Another aspect contributing to users making dangerous decisions is that it is gener-
ally hard for security-naive users to understand security precautions. In [16] Whitten 
evaluates how difficult it is for ordinary users to integrate encryption and signing of e-
mails into everyday tasks. This work shows that security user interfaces need their 
own design principle and should be considered separately from normal user interface 
design. This was confirmed by Zurko in [19], where she evaluated how users respond 
to dialogs in Lotus Notes and noted the difficulty they had in understanding and cor-
rectly evaluating the content of the dialogs. In our experiment, ASDF ensured that the 
security dialogs were treated differently from other dialogs. We designed the dialogs 
so that they provide the user with the necessary information to facilitate decision 
making. A thought-provoking finding was that making users spent time on a dialog 
can provide improved security behavior. There appears to be a correlation between 
the number of actions required to process a dialog and security performance. 

Dangerous decisions are also often triggered when users do not spend sufficient 
time evaluating a security decision. Users tend to be task driven and any dialog that 
stands between them and the completion of their task is generally considered an ob-
stacle that needs to be overcome as quickly as possible. In [12], Sharek wanted to 
evaluate if users differentiate between real pop-up messages and fake pop-up mes-
sages. Perhaps the most interesting result from this study was that up to 40% of the 
test users just wanted to get rid of a dialog as quickly as possible and had very little or 
no concern about the content or authenticity of the pop-up. By giving our test users a 
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task driven scenario we evaluated the effectiveness of our solution against this poten-
tial problem. 

In most applications, security dialogs are just one of many types of dialogs. This 
leads to the current situation where users tend to consider each dialog they encounter 
to be of equal importance. To the user, all dialogs appear the same [7]. For example, a 
warning that opening a suspicious attachment is dangerous and a dialog used for 
paragraph formatting often appear visually the same to users [15]. In [2] Brustoloni 
successfully introduced polymorphic and audited dialogs to make security dialogs 
stand out clearly from other dialogs. This idea was applied in Firefox 3 and Internet 
Explorer 7 to handle certificate problems more carefully. In our ASD architecture, we 
extended this idea to make the appearance of all security dialogs fundamentally dif-
ferent depending on the attachment type, user performance, and so on. 

In [7], Egelman differentiates between active warnings and passive security indica-
tors. Active warnings can be regarded as a form of dialog since they interrupt the 
user’s task. Passive notices are just indicators on the users' screen of dangerous states. 
Egelman found that passive notices have very little effect on user behavior, so we 
designed our ASD architecture and experiment to use active security interruptions. 

7   Conclusion 

In this paper we introduced Adaptive Security Dialogs (ASD), a new architecture and 
approach to improve the security behavior of computer users. We made the following 
three contributions. 

First, we introduced ASD, a general architecture for handling security-related deci-
sions. We described the different components within ASD and illustrated how ASD 
adapts the type of dialog to (1) the risk associated with the security decision the user 
is about to make, (2) the user performance regarding previous security decisions, and 
(3) environmental factors such as virus reports, company policies, and so on. 

Second, we studied the feasibility of our approach. We created several versions of 
a web-based e-mail prototype which we used to compare the current practice with 
ASD. We observed the security behavior of 24 participants while they were perform-
ing a set of e-mail-related tasks. With this empirical study we showed how our ASD 
prototype provides a significant improvement in the care exercised by the participants 
regarding opening attachments. Despite the high intrusiveness of our dialogs in cer-
tain risky situations, our participants rated the usability of all of the prototypes simi-
larly, illustrating that ASD does not add significant overhead. 

Third, the elements of our ASD architecture were compared to the current state of 
the art and we described how the different pieces of existing research fit into a bigger 
picture. In addition, we identified what work is needed to fill the gaps to build a fully 
adaptive security dialogs framework. 
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Abstract. With a marked increase in advanced driver assistance systems 
(ADAS) being designed and deployed for cars, there is a logical emergence of 
studies that critically examine the influence these have on driver behavior and 
attitudes towards risk and safety. The research question addressed within this 
paper asks to what extent the level of perceived criticality or risk on the part of 
drivers influences their acceptance of advanced assistance.  

1   Introduction 

Presently, the technological feasibility of most ADAS is not the main issue for im-
plementation anymore [1]. In fact, the first ADAS applications have already entered 
the market, such as adaptive cruise controls and collision warning systems. The focus 
in scientific research on ADAS in the past years has shifted from basic technology 
research and development towards the complexity and impacts of implementation of 
ADAS [2]. By focusing on the tools (both technological and conceptual) that mediate 
between our subject group of drivers and our augmented driving environment, this 
paper attempts to critically examine how diverse driver attitudes towards risk and 
control can be factored into the design of intelligent in-car systems. 

2   Methodology and Experimental Design 

This paper reports on the findings from two years of post-doctoral research that  
took place within the broader frame of a European network of excellence called  
HUMANIST1. Our methodology combined qualitative, interpretative analysis tools 
with simulator based study design, thereby allowing for a deeper, richer understand-
ing of driver decision-making behaviour and subjective attitudes towards risk and 
safety, albeit within a controlled environment.  

A total of 20 subjects participated in our study, who were selected from a diverse 
background, cutting across gender, age, driving experience, and license history. With 

                                                           
1 http://www.noehumanist.org/ 
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regard to the novice-elderly distribution, the subjects covered ages ranging from 24 to 
66, their experience ranged from 1 to 48 years. In terms of mileage the subjects varied 
from below 3000 kms to 100000 kms. Finally, we had a mixture within the group of 
subjects that had points on their license and those that held a clean license history.  

The simulator part of the experiment was divided into three main stages. These 
were: Orientation, Non-assistance and Assistance. This was further characterised by 
two series (1&2) where the driver experienced a range of critical and non-critical 
situations, but without any automation or assistance from the intelligent vehicle. Then 
in series (3&4) they once again experienced a range of critical driving condition, with 
assistance in the form of automatic breaking, steering control and speed reduction. 
Warning assistance was given by way of audio (beeps) and visual (flashing diode) 
signals. Finally the last section of series 4 ended with a near-collision scenario. After 
the simulator part, we again asked our subjects to fill in questionnaires and participate 
in semi-structured subjective interviews, where they had another opportunity to pro-
vide rich data on their perceptions of risk and control and their subsequent acceptance 
or need for ADAS.  

3   Analysis 

The environment that we refer to here concerns the physical features of the road 
(weather, geometry, signs and signals), the driver’s own speed and direction, and the 
paths and speeds of other road users. As subject here we refer to the individual driver, 
while the instruments in question would be the ADAS and IVIS functions available 
within the experimental car. Our explicit goal here, or the object, would be to reduce 
accidents and injury on the road, thereby making the overall environment safer by 
endowing the subject with more informed decision-making powers. In Fig. 1 below 
we see this represented within the framework of the activity model.  

 

Fig. 1. ADAS Activity model 

 

The outcome of the activity however is determined by the interactions between  
the various nodes. And given the subjective nature of risk it is not surprising that the 
final outcome of the activity could take form either in line with the desired object of 
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activity or in tangent to it. For instance the perceived level of risk will be relatively 
low if the driver is confident about having the necessary coping skills, and higher in 
the case of those who doubt their abilities. This was precisely what was reported by 
one of our subjects during his self-assessment exercise: 
 

“I consider myself a risk taker, however it is very important for me to be in control. 
Being in control for me means being aware of what is happening around me, to be at 
a speed that I can master and in general be in charge of the situation.” 

 

Thus our subject was implying that risk taking was acceptable, in so far as the some 
of the variables were under his control. Taking this a step further, it is logical to argue 
that individuals differ not only in the accident risk they are willing to accept but also 
in their ability to perceive accident risk and in their decision-making and executive 
skills in the face of risk. Individuals differ in both willingness (i.e. acceptance) and 
ability (skill). However as situation awareness varies amongst drivers, so does their 
subject evaluation of the posed risk. Burger et al. [3], have found that those with a 
high desire for control exhibited a greater illusion of control (perceived control over 
chance events). The primary functionality of ADAS, as is understood at present, is to 
facilitate the task performance of drivers by providing real-time advice, instruction 
and warnings. This type of systems is usually also described by the term “co-driver 
systems” or “driver support systems”. Driver support systems may operate in advi-
sory, semi-automatic or automatic mode [4], all of which may have different conse-
quences for the driving task, and with that on traffic safety. Although the articulated 
object or goal of a driver support system is to have a positive effect on traffic safety, 
unintended effects have been shown on driver behaviour, indicative of negative ef-
fects on traffic safety [5]. Firstly, the provision of information potentially leads to a 
situation where the driver's attention is diverted from traffic. Secondly, taking over 
(part of) the driving task by a co-driver system may well produce behavioural adapta-
tion. This behavioural adaptation, or compensation as it is called in a wider field, must 
be taken into account when investigating the conditions for introduction of ADAS [6]. 
When interviewed post simulation, one of our subjects outlined for us this very fea-
ture of compensation.  

 

“When a system adds something that I don’t have, for instance in the case of fog, 
or night-time if a systems takes control, due to my inability to see well in poor condi-
tions, I can accept that.” 

 

The critical issue here is one of dependency on a technical artefact that could poten-
tially lead to overlooking crucial variables and affecting the stakeholders in an  
adverse way. For instance there is now substantial evidence that the effect of risk 
compensation has been to shift part of the burden of risk from people in vehicles to 
vulnerable road users outside vehicles, leaving the total number killed in road acci-
dents that could be attributed to seat belt legislation little changed [7].  

4   Conclusion 

Within this paper we’ve have seen how shifting perceptions on risk and control de-
termine the efficacy and acceptance of ADAS systems. In terms of future directions 
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for this research, we aim at continuing our analysis efforts both in terms of driver di-
versity in risk-taking, as well as in terms of user acceptance of ADAS. Parallel studies 
that were conducted using video tools and focusing on sensation-seekers and risk tak-
ers, will be integrated with the findings of this project at a wider level.  
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Abstract. In this paper we show a consistent approach of using Hierarchical 
Task Analysis together with model checking to identify pilot errors during the 
interaction with cockpit automation systems in aircraft. Task analysis is used to 
model flight procedures which describe how to operate a specific system in a 
particular situation. Afterwards model checking is used to identify deviations 
from these procedures in empirical simulator data. We envision applying this 
method to automatically detect pilot errors during flight tests or pilot training. 

Keywords: Hierarchical Task Analysis, Model Checking, Error Analysis. 

1   Hierarchical Tasks Analysis of Normative Pilot Activities 

Our goal is to identify aircraft pilot errors (e.g. omission of actions) during the inter-
action with cockpit automation systems while performing specific flight tasks. This is 
done based on two inputs: (1) Information about how the flight task has to be per-
formed normatively and (2) data on the actual performance (recorded in flight simula-
tions) of the task. We define pilot errors as deviations from normative activities. To 
get the first input we perform a hierarchical task analysis to produce a hierarchical 
task model. 

There are various approaches supporting analysis and modeling of tasks. Semi-
formal task analysis and modeling approaches such as [5, 6] primarily concentrate on 
the hierarchical decomposition of tasks into subtasks and their temporal ordering. The 
models are semi-formal in the sense that they formally structure (hierarchy, temporal 
relations) informal elements (task descriptions in natural language). Formal task mod-
eling approaches define a granular formal structure for the task descriptions, e.g. in 
form of Goals, Operators, Methods and Selection Rules (like in GOMS [4]). The 
result of a task analysis is a hierarchical task model. Task models are typically used in 
the early phases of system design [8] or user interface design [4] to get valuable in-
formation about task performance. They are also increasingly applied for the analysis 
of workplace situations, especially for human error analysis [1].  

In our approach we implement a tool chain which combines semi-formal and for-
mal task analysis and modeling. The tool chain begins with AMBOSS [5], a tool for 
the semi-formal level of task analysis and modeling. This modeling environment 
provides different abstraction levels in a hierarchical manner, represented graphically 
in a tree-like format. AMBOSS offers different features for task inspection like task 
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order specification, task duration and task criticality as well as the description of the 
task environment. Similar to other approaches [7] AMBOSS also provides simulation 
of semi-formal task models to support the experts in the analysis of the plausibility of 
such models. To go from semi-formal to formal task modeling AMBOSS supports the 
export of the task model as an XML output file which can be imported by PED. 

PED (Procedure Editor) is a modeling environment for creating formal task mod-
els. With the formal task modeling the designer gets a highly precise description of 
the environment that the operator interacts with. To achieve such a fine granular level 
we developed a rule based language which is based on the well-known GOMS [4] 
language. Using PED we formalize procedures as a set of rules. Each rule contains a 
left- and a right-hand side. The left-hand side defines the conditional part. Every rule 
is assigned to exactly one goal and is applicable if the conditional part evaluates to 
true. Conditions contain system variables (e.g. current auto pilot mode) or environ-
mental variables (e.g. current altitude of the aircraft). The right-hand side specifies the 
method, which is a sequence of different types of actions. Actions are functional enti-
ties distinguished in percept, motor, vocal, memory retrieval and memory store ac-
tions. This language allows us to organize a flight procedure in a tree-like structure of 
goals and sub-goals, methods and operators to achieve a certain goal on a fine granu-
lar level. 

After we have analyzed and modeled the normative pilot activities we have to pro-
duce data on actual performance of pilots during a flight task. The normative activi-
ties and the data are then used to find deviations from normative activities and to 
derive actual pilot errors. These steps are described in the next section. 

2   Identifying Actual Pilot Errors Based on Actual and Normative 
Pilot Activities 

Data on actual task performance is recorded during experiments with pilots in flight 
simulations. The recorded data contain aircraft states (e.g. current speed), pilot actions 
(e.g. eye-movements) and environment states (e.g. weather conditions). The flight 
simulations and data recording will be performed by DLR (German Aerospace Cen-
ter) with whom we cooperate in the European project HUMAN.  

Based on the raw data we produce an activity trace. The activity trace consists of 
time stamped data rows. Each row in the activity trace represents a pilot action or the 
beginning / the ending of a task with the corresponding aircraft and environment 
states at a given time. Deviations from normative activities are detected by automati-
cally comparing normative activities (rules) with actual activities (activity trace). 
These deviations are then classified in two types: (1) additional normative activities 
that have not been identified during the tasks analysis before - in this case the norma-
tive activities have to be extended - or (2) true errors. Experts have to decide whether 
deviations are the former or the latter. 

Deviations of type (2) are classified with regard to error types (ETs), e.g. omission 
of actions or goals. The allocation of errors to an ET is done by interpreting an erro-
neous action in context of the task that a pilot is performing and environmental / air-
craft conditions.  
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Model Checking is a powerful approach for automatic system verification. Mean-
while there are approaches which try to use model checking on user behaviour with 
the intention to enhance human-machine interfaces [2] and to analyze erroneous ac-
tions [3]. We are currently developing a method based on formal automata and model 
checking to perform the detection of pilot errors and ET classification automatically. 
This requires a transformation of the normative and actual activities into automata. In 
addition, we have chosen a set of ETs that have to be available in automata as well. 
These three types of automata are formally integrated into a comprehensive model in 
order to apply model checking techniques for the automatic detection of pilot errors. 
We use the model checking tool UPPAAL [9]. Fig. 1 depicts our approach. 

 

 

Fig. 1. Automatic detection of pilot errors by analyzing a comprehensive automata model of 
normative activities, actual activities and error types using a model checker 

 

We perform the error detection in 2 steps: First, we only integrate the automata for 
the normative activities and a pilot activity trace (a and b in Fig. 1). We apply the 
model checker to test if the actual activity automaton can be successfully synchro-
nized with the normative activity automata. This is done by a reachability analysis for 
the final state of the actual activity automaton. The synchronization between the 
automata is modeled by communication variables (channels in UPPAAL) for each 
pilot action. Every transition in the activity trace has a channel which sends a message 
to the normative automata. A transition is only possible if at least one normative ac-
tivity automata can understand the message and perform a transition itself. In this way 
the reachability analysis will only be successful if the actions in the activity trace are 
normative. 

The model checker denotes deviations from normative activities as deadlocks. In a 
second step we subsequently add the ET automata (c in Fig. 1) to the integrated model 
and run the query again (individually for each ET automaton). The ET automata in-
clude communication variables similar to those in the normative activity automata. A 
true pilot error has been identified if one of the ET automata solves the deadlock. 
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3   Conclusion 

In this paper we presented a comprehensive approach to analyze and model normative 
flight procedures in a stepwise approach from semi-formal to formal. The resulting 
formal task model is used to automatically identify pilot errors in data that has been 
recorded in flight simulations. Preliminary tests with the model checking tool UP-
PAAL showed that the method produces results for some normative activities. But, 
we found that the current construction of the automata is not powerful enough to 
cover all aspects of normative flight procedures: information about tasks on a low 
level and some types of temporal relations between tasks could not be handled. We 
tackle these problems in the next steps by extending our task language as well as the 
automata structure. We envision applying our method for the automatic detection of 
pilot errors during flight tests in a simulator or during pilot training. In the first case 
the automatic identification of pilot errors can support highlighting weaknesses of the 
cockpit design to drive subsequent design improvements. In the second case the 
analysis of the trainees’ performance and the design of individual training sessions 
can be supported. 

The work described here is funded by the European Commission in the 7th Frame-
work Programme within the project HUMAN (FP7-211988, www.human.aero).  
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Abstract. In many everyday contexts people interact with information systems 
in order to make sense of a domain of interest. However, what this means and 
how it can best be supported are poorly understood. In particular, there has been 
little research on how to develop system representations that simplify naturally 
occurring sense making processes by matching people’s conceptualizations of 
the domain. In this paper we draw on Klein et al.’s data-frame theory and Rus-
sell at al’s notion of cost-structures in sensemaking to propose an approach to 
understanding sensemaking that supports reasoning about system requirements. 
The two key elements of the approach are the identification of the process and 
the transformational steps within that process that could benefit from support to 
reduce costs, and the identification of primary concepts which are cued by in-
formation in the context of a given sensemaking task and domain, and around 
which users integrate information to form a structured understanding. Our gen-
eral principle is that by understanding a sensemaking transformation in terms of 
its source data and the integrating structures it creates, one is better able to an-
ticipate the evolving information needs that it tends to invoke. We test this ap-
proach with a case study of fraud investigation performed by a team of lawyers 
and forensic accountants and consider how to support the elaboration of proto-
typical user-frames once they have been invoked. 

Keywords: Sensemaking, conceptual design, fraud investigations. 

1   Introduction 

In many everyday professional and personal contexts, users interact with information 
systems in order to develop a ‘picture’ or ‘model’ of some domain [5, 19]. And yet 
ideas about what this means and how it can best be supported are still poorly formed. 
Consequently, guidance for the design of innteractive systems that support the devel-
opment of user understanding is typically generalized, heuristic and based around 
exemplars. Whilst there is value in this, there is a need to understand the specifics of 
the cognitive processes people go through in different situations in order to reason 
about specific system design solutions. 

The process of constructing understanding from information (in the widest sense) 
has been referred to as ‘sensemaking’. People engage in sensemaking when they find 
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themselves in situations they want to understand. Sensemaking is a process of impos-
ing structure on the unfamiliar in understanding it. There are many models of sense-
making, developed within different research traditions; examples include Dervin’s 
Sensemaking Methodology as a means of eliciting users’ information needs and their 
contexts [5], Pirolli and Card’s model of sensemaking for intelligence analysis [14], 
Russell et al.’s learning loop complex [16] and Klein et al.’s data-frame theory [12]. 

In this paper we build on Klein et al.’s data-frame theory and Russell et al.’s ideas 
about cost structures in sensemaking to develop a theoretically informed approach to 
the analysis of sensemaking tasks in a way that yields specific system requirements. 
We focus on these two approaches because their semi-formalized descriptions of 
representational change provide useful accounts of the interplay between top-down 
and bottom-up cognitive processes which is central to sensemaking. However, they do 
not offer generalised leverage for information systems design; a question we consider 
here. We test our approach through a case study of a fraud investigation performed by 
a team of lawyers within a large law firm.  

2   Background 

‘Sensemaking’ is the process through which people make sense of their worlds. As a 
topic of research it spans a number of disciplines, including Human Computer Inter-
action, Organisational Studies, Naturalistic Decision Making, and Information  
Science. In Human Computer Interaction sensemaking research has tended to focus 
on sensemaking in electronic environments. This typically involves tasks that extend 
over time, and include searching and exploring large information collections or  
datasets, and integrating information into a coherent understanding. During such sen-
semaking tasks, people often create personalized, external, and often structured repre-
sentations. These retain important information relevant to the task and can also be a 
resource for determining important elements and relationships. An interest in such 
representations has itself formed a significant focus in Human Computer Interaction 
research which identifies a concern with sensemaking (see, for example, [14, 15, 16]). 

2.1   Data-Frame Symbiosis and the Learning Loop Complex 

Klein et al.’s data-frame theory of sensemaking [12] evolved out of Klein’s work on 
naturalistic decision making in relation assessment in command and control [11]. 
Klein et al. [12] focussed on sensemakers’ internal, cognitive representations. Follow-
ing Weick [23], they view sensemaking as a ubiquitous cognitive function. 

According to the data-frame model, people react to information within their envi-
ronments by accommodating it within ‘frames’. A frame is seen as an integrating 
structure with slots for data. In this respect they draw a link with previous notions of 
frames [9], scripts [17] and schemata [2]. 

In outline, the data-frame model argues that when faced with a situation sensemak-
ing involves abductively inferring a frame based on a few key cues or ‘anchors’ 
within that situation. The frame then ‘connects the dots’ and offers a plausible inter-
pretation of what the situation is—an interpretation that can support explanation, 
prediction and decision response.  



534 S. Attfield and A. Blandford 

Importantly, frames are seen as extending beyond the cues. Consequently, they de-
termine expectations about the world, including the possibility of specific kinds of 
information that could be found to elaborate the frame. In common with Starbuck and 
Milliken [20], Klein et al. argue that as an interpretation of a situation a frame can act 
as an information filter and determine what is subsequently noticed. Where informa-
tion is noticed that conflicts with a current frame, however, the plausibility of the 
frame (or indeed the data) can be challenged and a new frame required. Hence, sen-
semaking is seen as a process of framing and re-framing.  

Klein et al. argue that people have repertoires of frames derived from experience 
that they can apply to new situations and that this, for example, underlies the distinc-
tion between experts and novices. Experts, it is argued, reason in the same way as 
novices. The difference lies in the fact that experts have richer repertoires of frames 
that are better differentiated. These allow them to make sense of a greater variety of 
situations and to be more precise about expectations. 

The data-frame model identifies seven kinds of frame-based operations applied in 
the sensemaking process. These are:  

 

• Connecting data and frame: Identifying the situation with a frame.  
• Elaborating a frame: The frame is elaborated with detail. New data does not chal-

lenge it.  
• Questioning the frame: Expectations created by a frame are violated by unexpected 

data. The frame or the data can be questioned.  
• Preserving the frame: Inconsistent data are explained away or simply ignored and 

the frame is maintained (significant for explaining confirmation bias).  
• Comparing multiple frames: Multiple frames are explored. These may be similar 

but mutually inconsistent (for example, alternative medical diagnoses).  
• Reframing: A replacement frame is adopted when it is suggested by data (a frame 

also defines what counts as data).  
• Seeking a frame: Trying to find (recall) or construct an appropriate frame.  

 

For Russell et al. [16], information representations also form a central component 
in sensemaking, although Russell et al. are concerned with the creation of external, 
user-generated representations. They observed a group of course designers who de-
fined schemas within a hypertext system for capturing information relevant to the 
content of a new course. The instantiated schemas then provided a resource for auto-
mated clustering in order to identify core concepts within the material.  

Russell et al. used findings from this study to motivate a model of sensemaking 
called the ‘learning loop complex’. According to this model, a sensemaker generates 
representations (schemas) to capture salient information (generation loop), uses these 
to guide the identification of information of interest, and then encodes found informa-
tion within the representations (data coverage loop). During data coverage, however, 
salient information can be discovered which does not fit the representational scheme 
(residue), and the representation can be changed to accommodate  (representational 
shift loop), followed by further data coverage, etc.  

In another example, they described a case study of someone making sense of  
the laptop market to decide which to buy. The sensemaker created a table to hold 
salient data (specifications etc.) and then explored available literature on different 
models to populate the table. During exploration, however, they made changes to the 
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table according to new decisions about which properties were most relevant to their 
decision and the extent to which the relevant information was retrievable.  

Despite the fact that Russell et al.’s model is concerned with external representa-
tions and Klein at al’s model is concerned with internal representations, their accounts 
are strikingly similar. In both, representations reflect an understanding generated 
about some domain, and lead to an interplay between bottom-up and top-down proc-
essing. Accordingly, the representations evolve through encounters with information 
triggering and shaping the structures and these, in turn, guide subsequent encounters 
with information—affecting what is sought and what is noticed. 

2.2   Cost Structures in Sensemaking 

Russell et al. argued that sensemaking tasks can be decomposed into their constituent 
activities and that optimising sensemaking involves selecting methods to maximise 
the expected cost-to-gain ratio of individual steps. Given any particular method, there 
is a fixed cost-to-gain function according to which a given cost (or effort) provides a 
given gain. Adaptations that sensemakers make to their method change the character-
istics of the cost-to-gain function (hopefully in their favour).  

For example, they observed in their case-study of course designers that the main 
user-cost was incurred by the manual extraction of data (finding relevant documents, 
selecting the right information, transforming this into canonical form suitable for the 
external representation). The payoff for this investment of effort, however, came from 
the fact that extracting the data and encoding it into hypertext schemas allowed the 
course designers to use a computer to perform automated clustering; a powerful tech-
nique whereby they were able to reveal recurring concepts within the content. The 
payoff for adjustments (representational shifts) to the schemas that occurred during 
extraction was an improvement in the reliability of human encoding and the ultimate 
utility of the automated analysis.  

They analysed the cost of sensemaking as the sum of the costs of generating repre-
sentational schemas, finding relevant information and instantiating the schemas. They 
argued that technology that improves the cost-to-gain ratio of one step can free up 
time to invest in others. 

3   An Approach to Identifying Costs and Representations  

Understanding the internal processes of sensemaking in a given situation can high-
light requirements for tools to support that process. Within our approach, there are 
two main steps:  

 

1. Identify opportunities for achieving the greatest benefit. This involves analysing the 
sensemaking process and identifying the most expensive elements (in terms of time 
and effort). Identifying opportunities for achieving the greatest benefit involves de-
veloping a sensemaking process model for the activity to be supported and, within 
that, identifying opportunities for making local improvements that will have the 
greatest impact on the process as a whole. Russell et al. [16] and Attfield et al. [1] 
show that sensemaking tasks often involve users in sequences of external representa-
tional transformations. An approach to identifying opportunities for local improve-
ment is to capture these in a ‘process-resource’ model [1]; this model includes explicit 
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representation of the key information transformations that users perform during sen-
semaking and the main information resources that each transformation uses and pro-
duces. Once a model has been developed, the next step is to identify the activities 
with greatest potential for cost saving. 

2. Understand the frames of significance to the sensemaker and optimise the concep-
tual fit between user and system [3]. This begins with the ontology or ‘frame of refer-
ence’ with which a user understands and interprets a domain, and so will permeate the 
sensemaking process as that process moves from large amounts of unstructured in-
formation towards more concise and parsimonious representations. The significance 
of this is that the ontology with which the user understands and interprets a domain is 
not necessarily represented in the information system they use. Consequently, the 
burden is on the user to translate from one ontology to the other. Blandford et al. [1] 
recognize the importance of identifying the concepts that users are working with to 
design systems that support manipulation of and reasoning about those concepts, and 
in the more general problem-solving literature the roles of external representations are 
well recognised (e.g. [4]).  

Klein et al.’s data frame symbiosis theory provides a useful framework here. In 
Klein et al.’s theory, a frame is a mental representation which corresponds to a do-
main concept. The concept might be anything that is salient to the user in terms of 
forming their understanding of the domain e.g. a product, a terrorist incident, a per-
formance, a device, a company etc. Once instantiated through interaction with a situa-
tion—meaning that some cue identifies the frame as a plausible interpretation of some 
situation—a frame can become a ‘centre of gravity’ or focus around which relevant 
information can be related.  

Frames themselves are determined by a priori knowledge, which itself arises from 
experience. Hence they not only integrate known information but suggest unknown 
elements too. For example, you may come to know that a terrorist incident took place 
in a particular location, but you may not know the time and the date or the number of 
casualties—facts which it may be useful to discover.  

Frames evolve continuously as new situations are encountered, reasoned over and 
learned about. And the particular information elements or constituents that are con-
sidered relevant for a given purpose will vary depending on the sensemaker’s broader 
interests and what information they see as usefully informing them. The existence of 
frame constituents, the fact that at any point in a sensemaking task these may be rela-
tively well defined and yet unknown (i.e. known unknowns), and their possible im-
portance for furthering the sensemaker’s interests, means that frames offer a basis for 
explaining the content and evolution of information needs—an issue very significant 
to the design of information systems. Hence, analyzing typical frames within a given 
sensemaking context and how they are cued and evolve, provides a basis for reason-
ing about design.  

In summary, our approach involves: 
 

1. Identify opportunities for achieving the greatest benefit. 
 a. Develop a ‘process resource’ model of the sensemaking process. 
 b. Identify transformations that represent major overheads. 
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2. Understand the frames of significance to the sensemaker and optimise the 
 conceptual fit between user and system. 

 a. Understand transformations in terms of the users’ frames.  
 b. Design to reduce the costs involved in developing key frames. 

4   A Case Study – Investigating Corporate Fraud 

The case study was of a large fraud investigation undertaken by a corporate law firm 
in London. Ten in-depth interviews were conducted with nine lawyers who had 
worked on the case. For reasons of client confidentiality, it was not possible to gather 
real-time observational data, but key sense-making artefacts emerging from the case 
were made available for study. The interviews aimed at understanding global and 
local processes of the investigation, with a particular focus on the relationship be-
tween sensemaking and the use of external representations and automation.  

Participants were recruited through a combination of snowball [10] and theoretical 
sampling [8]. Theoretical sampling was used to focus in on emerging issues. Follow-
ing the practices of Grounded Theory [8], data gathering and analysis were inter-
leaved. Data from the first five interviews were analysed to develop a preliminary 
model of the sensemaking processes of the legal team, covering both individual sen-
semaking and team co-ordination. This model was tested and refined with participants 
through subsequent interviews and analysis, and is the model presented in this paper 
(figure 1, below). 

Interviews were conducted in an open and informal way. Each lasted from 45 min-
utes to 1hr 40 minutes. Early interviews focused on how the individual investigator 
had identified and worked with documents of interest, what tools they had used, what 
external representations they had generated and how they had used them, and how 
they coordinated their individual activities with those of the team. Many interviews 
were conducted using supporting artefacts. These included representations that had 
been generated by the investigators such as evidence tables from the investigators’ 
final report, and software that had been used, loaded with the investigation data. 
These artefacts provided a reference point for discussing and reconstructing specific 
aspects of the investigations. 

Interviews were transcribed and analysed through open coding [21] and the genera-
tion of process models used to describe the activities. Models decomposing the proc-
ess were developed on an ongoing basis. Later interviews included discussion of these 
models. In this way, the models were verified and elaborated by participants on an 
ongoing basis and through constant comparison against the data [21]. 

4.1   Step 1a: Develop a ‘Process Resource’ Model of the Sensemaking Process 

The investigation occupied a team of around 30 lawyers and forensic accountants for 
three months. Broadly, the objectives were to discover whether a particular kind of 
fraud had taken place in a company and, if so, who had been complicit. Figure 1 
shows the investigation process in overview as a ‘process-resource’ model, as de-
scribed above. In Figure 1, rectangular boxes represent processes. Arrows between 
them represent flow of information. This flow occurred through resources (marked 
against each arrow) created or modified by one process and used by another. In this 
way each process acted as a transformation.  
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The model begins and ends at the top with client discussion (a) where objectives 
are agreed and findings reported (client discussion was also returned to throughout).  
Following some early evidence review the objectives were explicitly characterised as 
set of relatively discrete investigation ‘issues’. These were thematic lines or enquiry 
each of which had or developed associated theories, questions and facts. 

In the model, issues propagate down as a resource influencing all other processes 
and can also be refined by any process in the light of discoveries. Processes can also 
be skipped depending on what resources are available and what are required at any 
one time. At the beginning of the investigation the issues informed the recovery of 
evidential documents (e). Documents (mostly electronic) were recovered from com-
puters used by the company under investigation. Information was gathered from 
around 500 locations (including email servers) and the collection was ultimately 
equivalent in size to about 8.5 million novels. Evidence was also gathered through 
witness interviews (although here we focus on documents). Once recovered, docu-
ments were added to a database.  

The database provided a resource for submitting searches (d), again guided by the 
investigation issues. Returned documents were then individually read and coded for 
relevance to the issues (within a document management system) (c). Relevant docu-
ments were then used as a resource for constructing integrated representations (b) 
which structured extracted facts relevant to the investigation and allowed connections 
to be seen between them. A number of representations were used, but most attention 
was given to chronologies which recorded meetings and other significant events. 
Chronologies were created for each issue by different groups within the investigation 
team and these were combined into a single master chronology for review by senior 
team members.  

Create/amend/review   
external representation 

Review & code documents 

Search documents 

Recover documents and 
populate database 

  Discuss with, report to client    

Database 

Results sets 

Coded collections 

Findings Issues 

Is-

Issues 

Issues 

(a) 

(b) 

(c) 

(d) 

(e) 

Fig. 1. An overview of the investigation process 
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Significantly, the investigation process was not linear. By interacting with docu-
ments and external representations the investigators gradually made more sense of the 
company’s activities and, in addition to discussions with the client, this led them to 
refine the issues with new theories and questions. For example, the chronologies pro-
vided a narrative which supported the identification of unexplained or suspicious 
events and showed overall timescales from which periods of particular interest could 
be identified. As the issues evolved into more specific sub-issues so these propagated 
down to motivate new searches or the recovery of new documents.   

4.2   Step 1b: Identify Transformations that Represent Major Overheads 

As discussed above, optimising sensemaking involves maximizing the cost-to-gain 
ratio of component tasks. That is, increasing the amount of gain obtained for a given 
level of expended effort. As with any task, when people perform sensemaking they 
design their activities in such a way as to achieve an optimal trade-off between cost 
and gain given the tools at their disposal [Russell et al., 1993]. Changing the tools, 
however, can enable more effective trade-offs (e.g. as a mode of transport, cycling has 
an improved cost-to-gain ratio compared to walking).      

In considering where to focus attention to make improvements, we could consider 
any part of the process in figure 1. However, the investigators consistently cited 
document review (c) as imposing the major overhead in terms of time and effort. 
They submitted a total of 200 searches, each of which returned hundreds or even 
thousands of documents. The results were presented as date-ordered document lists 
from which documents were selected in turn and their full-text reviewed. Over the 
course of the investigation 130,000 documents were reviewed in all. This represents a 
significant reduction on the document universe, but is nevertheless a very significant 
number of documents to have reviewed.  

4.3   Step 2a: Understand Transformations in Terms of Users’ Frames  

An answer to this lies in understanding the representational forms that the investiga-
tors were aiming to construct. Our general principle is that by understanding a sense-
making transformation in terms of its source data and the integrating structures it 
creates, one is better able to enable this transformation and anticipate the evolving 
information needs that it tends to invoke. 

The chronologies were created using Microsoft Excel spreadsheets with entries 
corresponding to a pre-defined event schema. Russell et al. [16] refer to such instanti-
ated schemas as encodons. The schema included the date and time of the event, a text 
account of it’s important elements, a field for recording the people involved and the 
event’s location, and a field for recording references to the supporting document(s). 
Where a document, such as an email, referred to a significant event, an entry would 
be raised. Events could, for example, represent a meeting between protagonists; the 
signing of a contract; or a protagonist travelling. A single document could potentially 
give rise to a number of records and a given record could be based on multiple docu-
ments. 

Many of the chronologies the investigators created corresponded to events specific 
to particular business activities, such as those surrounding particular contracts. Even 
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when the individual chronologies were combined in the master chronology this sepa-
ration was maintained using metadata attached to each event.        

In the following we elaborate two types of frame emerging from the study data (event 
frames and business activity frames) and the way in which processes of sensemaking 
were organized around them. What we see is frames at different levels of granularity 
invoked through discovery after which they act as foci for elaboration and validation. 

Event frames  
An event frame connects information (date, time, description, people) relating to a 
particular event. In developing the chronologies, the investigators reviewed docu-
ments (email messages in most cases) and drew inferences about events (connecting 
data to frame). An email might propose a meeting or it might discuss a meeting that 
had occurred in the past. It might provide details such as the time and location and 
who the participants were, and it might provide some evidence for what was dis-
cussed and the outcomes of the meeting.  

A single email, however, would typically only provide partial and potentially in-
conclusive information about an event. Where a meeting was planned and discussed it 
may not have taken place or it may have been replaced by a telephone call. Hence, 
beliefs about events could be more or less speculative, at least initially. Inferring what 
had actually happened, as supported by the totality of the available evidence, required 
further investigation. As one participant reported:  

P4: […] So you put an entry down for November 20th and then you’d start looking  
for documents which relate, which might give evidence that that happened, that it  
actually happened […] and if it did happen who else was involved, who were they 
meeting, what were they doing, what were they saying to each other? 

Given the discovery of an email about an apparently significant event, an investi-
gator would then want to elaborate and validate it (in Klein et al.’s terms). Each re-
viewer was presented with a display of document titles from which full-text could be 
selected. A problem was that this display provided no cues as to the comparative 
value of a given document at any given time over-and-above their responsiveness to a 
particular search. This did not account for evolution in the user’s thought processes as 
described above.  

Given the design of the system they used, this would present them with a choice. 
One option would be to temporarily pause the exhaustive review, and attempt to find 
further messages containing references to the event (using new searches, for example). 
Alternatively, they could record the event as a plausible conjecture in a chronology 
(e.g. ‘possible meeting’...) and continue their review in the hope of finding further 
relevant information later, or that someone else would find it. Often the reviewers used 
this exhaustive strategy requiring them to maintain multiple, overlapping cognitive 
sub-threads of interest.  

In terms of the data-frame model, this example (which was repeated many times 
throughout the investigation) this demonstrates a sensemaking process which begins 
with a message acting as an ‘anchor’ for an event frame. The occurrence of an event 
is a plausible interpretation or is at least suggested by the anchor. However, given 
knowledge that the investigator brings to the situation (about meetings and emails 
etc.), they also know that there may be more important information to discover and 
that this may show that the meeting did not occur at all.  
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The occurrence of the frame, then, motivates its own elaboration and validation 
(and potential questioning) as a plausible interpretation of the available data. Salient 
information may include location, a list of participants, motives, discussion topic, and 
outcomes. Information contained in the initial message may populate some of these 
and provide some level of guarantee about them. But the frame necessarily triggers 
further information requirements specific to the event. It extends beyond the given 
information, and so creates expectations which need to be tested and elaborated.  

Once the frame is cued, the need for elaboration and validation gives rise to new 
information requirements and this gives new shape to the relative values of different 
documents. For the investigator in that situation, documents that also discuss the 
event become of greater value.  

Business Activity Frames  
A second kind of frame that emerged as being important in this study was a business 
activity frame, which connects information about a given business activity. This links 
work around a particular contract or negotiation and is made up of a sequence of sepa-
rate but causally related event frames. In part, their structure depended upon the in-
vestigators’ a priori knowledge of business processes augmented by specific modi 
operandi of the company as revealed during the investigation.  

The determination that the investigators sought concerned potential malpractice in 
the business activities of a company. Naturally, the company had many business activi-
ties and part of the investigators’ task early on was to identify activities of particular 
concern. The identification of an activity of concern was followed by the elaboration of 
events associated with it.  

The investigators were aware that evidence for malpractice might ultimately arise 
in very few documents. Lawyers involved in regulatory investigation and litigations 
typically sift through thousands or even millions of documents in order find what may 
be just a few documents of significance to the questions of the case.  

However, it was necessary for the investigators to develop a broader understanding 
first. The interpretation of an event, such as an email communication or a meeting, 
depended upon how it located within a wider context of activity. Hence, that context 
must be elaborated. People may meet, exchange information or even money, but what 
these mean in legal terms can only be determined in the light of a broader set of 
events. In this sense the events were indexical [22] with interpretation dependent on 
context. Having said that, the reverse is also true: understanding the context depends 
on understanding a series of individual events. And so the investigators were tied into 
a hermeneutic loop. Interpretation of the parts depended upon interpretation of the 
whole and vice versa [18].  

In addition to supporting interpretation, elaborating the business activity contexts 
also enabled the investigators to identify and focus on key periods of concern. By a 
process that acts in reverse to the interpretation of the meaning of an event, by elabo-
rating broader business activity sequences, the investigators were able to identify 
periods when fraud could technically have occurred. These could then form areas for 
more intense investigation. Given the size of the information universe, focusing atten-
tion on these periods was particularly important:  
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P5: we’d be thinking, well if we’re right on this, this is a really important build up […]. Or, we 
think money must have been sucked out of this business around this time. […] And this is 
what we did, [Junior Partner] selected certain periods and posed certain questions in rela-
tion to those periods. And we would go back and interrogate the information further.  

P6: So some time-periods where it was absolutely critical to know… because you’re  
following this through forensically trying to figure out what’s going on… it’s absolutely 
critical to know minute-by-minute the  exact chain of events.  
 

A business activity is a frame that is triggered by information indicating an identi-
fiable business activity which may be considered suspicious or ‘vulnerable’. The 
frame then acts as a focus and generates expectations about what further information 
might be found. Like the event frame, the business activity frame extends beyond its 
anchor to create expectations about information to discover.  

In terms of the goal of elaborating a business activity frame, some documents had 
higher value than others:  

P4: You know a document may actually lead to five different entries on the chronology 
because for  example it may be someone’s email saying ‘right I’m organising  
[contract]. These are key milestone dates […] and on this day I’m planning on being 
in [overseas city].  

Some documents made reference to events and some did not; those that did had 
higher value for elaborating the frame. Documents that discussed a series of dates 
were particularly useful. The system that the investigators used, however, did not 
provide any method for finding these documents beyond exhaustive reviewing. 

4.4   Step 2b: Design to Reduce the Costs Involved in Developing Key Frames 

We have used a frame-based approach to sensemaking as a method for elucidating the 
evolution of information needs of the investigators in our case study. In this section 
we consider how this translates into design requirements, focusing on finding relevant 
documents within a results list.  

A results list offers the user a list of information objects from which to select items 
for inspection. By default, users in our case study were presented with linear, unstruc-
tured lists within which all documents were presented as equal. However, the need to 
elaborate or validate a frame changes the relative values of documents as the user 
progresses. Some documents become more important to find and others less so. Spe-
cifically, once an event frame is cued the user wants to find other documents about 
that event (as a nested sub-task), after which they will likely continue the search for 
other events. Consequently, continuity would be best served by two complementary 
organisation schemes at the interface; the first links documents in some default way 
(e.g. chronological), whilst the other links documents in virtue of reference to com-
mon events. Ideally, users would be able to move easily between the two schemes as 
they interweave the discovery of events with their detailed exploration.   

Given that a business activity frame incorporates multiple events, reducing the cost 
of elaborating and validating single event frames will also reduce the cost of elaborat-
ing the business activity frame to which they belong. However, we saw from the case 
study that some documents had higher value than others for elaborating such frames.  
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In particular, documents containing references to many events (such as project mile-
stones) could cue many related event frames. These helped in establishing broad 
frames of reference which allowed the investigators to focus in on specific periods in 
detail. Consequently, by drawing attention to the number of event references in a 
single document at the interface users would be better able to prioritise exploring 
those with potentially higher value for elaborating such a frame.   

In terms of developing document results presentations, these needs could be ad-
dressed by providing structured results presentations or visualisations which indicate 
documents’ chronological ordering, link documents according to common event ref-
erences, and indicate the number of event references within each document. We an-
ticipate that text processing techniques necessary to create such representations do not 
significantly extend beyond current capabilities; indeed progress has been made in the 
identification and normalization of temporal references in free texts [7]. Our aim, 
however, is to illustrate how understanding the frames that users work with in particu-
lar sensemaking tasks, and in particular how these are cued, elaborated and validated 
as information is encountered, can provide a basis for requirements for the design of 
more useful information systems.     

5   Discussion  

The approach we have proposed and illustrated for improving the efficiency of large-
scale sensemaking tasks involves the identification of activities of high demand, and 
exploring these in terms of the sensemaker’s typical cognitive frames involved in 
making resource transformations. By providing an analysis of related information 
needs and the way these develop, it provides a useful foundation for reasoning about 
the design of effective solutions using available technologies. By eliciting typical 
sensemaking activities and concepts, it is possible to identify design requirements that 
support them.  

In relation to users’ interactions with information systems, such an account has 
been lacking within both the Human Computer Interaction and Information Science 
literatures. In Information Science, in particular, it has long been recognised that us-
ers’ information needs are broad and under-specified early on in a research task but 
become more specific and better defined later on [13]. One way of understanding the 
role of a frame, or (more generally) users’ conceptual understanding of the domain of 
which sense is being made, is as a mechanism through which broad, under-specified 
information needs evolve to become needs that are more focussed. Consequently, a 
concept-based approach to understanding the evolution of users’ domain models pro-
vides a basis for explaining this characteristic phenomenon.  

We have also shown that frames can embed within each other. The business activ-
ity frames we described are constructed from multiple individual event frames. This 
extends beyond Klein et al.’s original model by revealing the stratification of sense-
making and the way in which addressing one frame can be a part of addressing an-
other.  

The applicability of the approach presented here depends upon the predictability of 
particular user concepts during sensemaking. Contexts of more variegated sensemak-
ing may offer fewer opportunities. However, there is evidence that other domains 
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offer the requisite predictability. For example, Russell et al.’s [16] case studies on 
course designers and laptop purchasing lend themselves to a concept-based analysis in 
terms of printer components and the attributes of laptop models respectively, and 
research on users’ experiences with using information visualisations of research lit-
eratures shows that they tend to conceptualise this domain specifically in terms of 
papers, key ideas and people [6]. The extent to which sensemaking can be supported 
by explicitly representing such concepts in a way that facilitates user reasoning and 
information transformation remains a topic for future research.  

To conclude, in order to design for sensemaking we need to understand it. Little at-
tention has been given to the way people think about the domains they are trying to 
make sense of, or of how to provide targeted support for that sensemaking. In this paper, 
we have presented an approach to identifying the most costly elements of the sensemak-
ing process. This involves generating a process description and reflecting on the  
challenges presented to the user by each step of that process and the possibilities of 
providing support for key steps. It also involves identifying the core concepts with 
which users are working and how they are structured. We have tested the approach with 
a case study of legal discovery processes: this paper therefore provides a domain-
specific account of sensemaking in e-discovery as well as proposing some general prin-
ciples about strategies for supporting sensemaking of large bodies of information. 
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Abstract. In face-to-face group situations, social pressure and organizational hi-
erarchy relegate the less outspoken to silence, often resulting in fewer voices, 
fewer ideas, and groupthink. However, in mediated interaction like email, more 
people join in the discussion to offer their opinion. With this work, we aim to 
combine the benefits of mediated communication with the benefits and affor-
dances of face-to-face interaction by adding a mediated back-channel. We de-
scribe Conversation Votes, a tabletop system that augments verbal conversation 
with a shared anonymous back-channel to highlight agreement. We then discuss a 
study of our design with groups engaged in repeated discussion. Our results show 
that anonymous visual back-channels provide a medium for the underrepresented 
voices of a conversation and balances interaction among all participants. 

Keywords: Anonymous, back-channel, collocated, debate, feedback, voting. 

1   Introduction 

This work introduces an anonymous visual back-channel as a cue to shape the under-
standing of conversation in groups. A cue is a non-verbal communication such as a 
gesture, a facial expression, body posture, movement, or tone of voice [1][2][3][4][5]. 
Visual cues can enhance words or make their own statement: the meaning of “I love to 
work” can be redefined by rolling one’s eyes [4]. Similar cues allow us to successfully 
negotiate social interactions, save face [3], and to coordinate actions quickly and effi-
ciently [6]. In some cases, such as communicating feelings, non-verbal and visual com-
munications are significantly more reliable indicators than the spoken word alone [5].   

Considerable work has investigated the creation and conveyance of new conversa-
tional cues in remote spaces [7][8][9][10]. However, less work investigates their use 
in collocated spaces. One goal for this work is to enable new back-channel cues that 
communicate as effectively as traditional back-channel cues [11] but at a lowered 
social cost via anonymity. When speaking or gesturing, an individual draws attention 
to himself and affects his social persona, for better or worse [2]. The weight of being 
judged and the stigma associated with a mistake regulates speakers to silence. As US 
President Abraham Lincoln said, “It is better to remain silent and be thought a fool 
than to speak out and remove all doubt.” While a person’s image could benefit by 
adhering to this advice, the net result encourages silence and reliance on the rest of 
the group [12]. 
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Fig. 1. Above we see a picture of the Conversation Votes table during a conversation. The most 
current interaction is highlighted by the larger horizontal central history. To provide a longer 
historical context, past minutes are mirrored in the historical stacks (more in Figures 2a, 2b). 

The pressure to conform is less prevalent in anonymous and asynchronous interac-
tions than in face-to-face or group interaction [13]. Employees in an organization 
withhold disagreements from employers in face-to-face meetings that they will di-
vulge via email [10][14]. We designed Conversation Votes to allow similar, imper-
sonal, feedback in a collocated environment (Figure 1a). 

In the following sections, we will discuss previous work in face-to-face interaction, 
group awareness, and aural augmentation. We next describe the Conversation Votes 
visualization, focusing on design aspects for audio depiction and anonymous feedback 
in a face-to-face setting. This is followed by a study of the Conversation Votes that 
addresses questions of how participants utilize the visualization to understand their 
co-located peers. We conclude by discussing our results that show the underrepre-
sented viewpoints become salient with a new anonymous ‘visual voice.’ 

2   Related Work 

Work related to Conversation Votes covers a wide range of areas. We briefly touch on 
three broad areas that are most relevant: Face to face interaction, group awareness, 
and aural augmentation. 

2.1   Face to Face  

With any social situation, appearance is important. A person changes behavior to fit 
the audience and make a good impression [2, 3]. In the workplace, coworkers might 
be casual with each other, but only when it does not reflect negatively on the individ-
ual employees. If a distinguished guest is introduced, social protocol becomes more 
formal and distant.   

A person will adapt their persona to be seen as amiable and intelligent in the eyes 
of the guest [15][16]. Professional vocabulary and mannerisms replace the normal 
signals; individuals say ‘sir’ or are overly attentive as a sign of respect [17]. However, 

(a) Table in use (b) Visualization 
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communication is many faceted and not limited to spoken words. When listening to 
the guest, back-channels show interest and attention. These could be short phrases 
like ‘yeah’ or ‘really?’ but could also be a non-verbal smile or a head nod acting as a 
signal. 

Evolutionary biology derived signaling theory to acknowledge both intended and 
unintended signals. When speaking to the guest, the intention may be to come across 
as interested and engaged, but unintended actions can betray a facade [18]. For exam-
ple, checking the time might demonstrate the desire to leave or tone of voice reveal 
displeasure in current company. It’s left for the signal’s receiver to judge the reliabil-
ity of a signal. Though many of these signals are given without thought, they serve as 
efficient cues in groups. 

Groups use signals to coordinate cooperative action. Organized groups, such as a 
baseball team or military unit, might actively establish gestures and most familiar 
groups naturally learn to recognize cues to anticipate the needs of others. Coordinat-
ing groups that require complicated orchestration often necessitates complex but in-
tuitive non-verbal communication [6]. 

Conversation Votes, leverages the idea of visual cues in the interface. Cues remain 
interpretable and subtle, as is body language, while giving participants explicit opportu-
nity to signal. With Conversation Votes we are not trying to eliminate or replace the 
face-to-face element, but to provide that extra back-channel in face-to-face interaction. 

2.2   Group Awareness 

Shared group displays can alter small group conversations. Simply, labeling individu-
als as over-participating, participating, and under-participating, participants seek a 
conversation balanced in contribution [19]. In follow-up work, a suite of conversation 
visualizations allowed participants to gain insight into their interaction after the ses-
sion concluded [20]. Post meeting displays, designed to include the conversation 
history, were found to be more informative for the group as they included a detailed 
depiction of the verbal exchange.   

Collocated and remote groups benefit from cues through heightened group aware-
ness. In collocated programming environments, shared displays highlight changes and 
conflict in a development group [21]. This visual feedback allows the collocated 
groups to be more agile in their process: developers saw when they were both editing 
codependent files and could coordinate their changes more appropriately. In a remote 
setting, interfaces re-establish status cues that enable effortless coordination when 
face-to-face. Status cues have been used to indicate a remote presence, the desire to 
speak in a teleconference, or to indicate confusion in a meeting [22][23]. 

When introducing anonymity into group awareness, the issue of trusting the signal 
becomes more important. With fewer repercussions for creating animosity, an 
anonymous signal has been used to create discord for no reason other than to incite an 
argument [24]. In Conversation Votes we rely on collocation and mutual accountabil-
ity to keep the anonymous signals meaningful. People are more trusting and coopera-
tive with known individuals [25][26], and the cues gathered from the visualization are 
evaluated with knowledge of the all other personal cues in the space. 

We explore group awareness in a collocated setting with a mixture of explicit 
feedback and anonymous cues. Conversation Votes simultaneously presents the aural 
interaction history annotated with perception cues. 
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2.3   Aural Augmentation 

Sound and speech are experienced serially, one word after another, hindering the 
ability to review recorded sound more quickly. Searching through archived recordings 
to find a specific segment of desired information can require listening to the full re-
cording. In research, some provide tags to index important moments for later review, 
a method similar to random access [27]. Others have hastened aural review by speed-
ing up the playback speed, removing silence, and providing automatically generated 
transcripts [28][29][30]. 

Rather than focusing entirely on word content, others provide a visual display to 
summarize the aural contribution. Visiphone displayed a synchronous continuous 
depiction activity in each remote space by monitoring the volume at each end and 
combining them into a common visualization [8]. As conversational dominance was 
one of the most cited observations in Visiphone, it was recommended for use in mar-
riage counseling sessions as a demonstration tool. Another project, the Conversation 
Clock, provided a persistent history of conversation [31]. The Conversation Clock 
produced augmented visual cues of conversation domination, interruption, turn tak-
ing, mimicry, and more based solely on the aural input of participants. Using this 
visualization, participants reported increased awareness of conversational patterns and 
found the visualized history revealed patterns that were otherwise undetected.   

Audio augmentation and visualization has been explored in artistic works focused 
on collocated audio and the interaction of sound. These works use aural input to cre-
ate continually changing visualizations. For example, Levin’s work In-situ detects 
phonemes and produces depictions of each based on the aural characteristics of any 
utterance [32]. 

These works demonstrate the benefit visualization provides in understanding audio 
and interaction. Conversation Votes cues act as powerful tags to visually annotate 
audio during conversation. While we do not include text, transcripts, and speech rec-
ognition in our visualizations, the annotated visualization salient moments of conver-
sation are highlighted through participant feedback. 

3   Conversation Votes 

Conversation Votes falls in a category of visualization called social mirrors [31]. By 
capturing and visualizing social activity back into a group. In the visualization, a 
shared image of the participants’ changing interaction allows direct comparison be-
tween oneself and all others at the table. 

We designed the anonymous back-channel as a medium for those with less social 
standing to offer their opinions [10]. In large groups, conference calls, or public meet-
ings there is not always the opportunity for all to speak; participation favors those 
with higher social rank. The Conversation Votes visualization annotates aural activity 
with explicit voting feedback on the tabletop display. The resulting public image 
conveys the group’s opinion of the conversation and denotes salient moments. Addi-
tionally, the anonymous votes further lower the social cost of entry into conversation 
allowing a wider swath of views to be discussed [33]. 
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Conversation Votes extends the idea of the social mirror described in [31]. As a so-
cial mirror it provides a real-time common visualization for a group of four participants 
in a conversation. The visualization presents a structured timeline that highlights 
speech and voting activity integrated into the physical environment. Individuals can 
access additional knowledge and the cues in a small group without drawing visual 
attention away from the group. 

3.1   The Timeline and History 

In designing a table visualization integrated into conversation, we aim to convey the 
most important information at a glance. Our structured timeline highlights the most 
recent past while summarizing interaction history. 

The Conversation Votes visualization presents the passage of time as a sequence of 
rectangular bars. The length of each rectangle represents the average audio sample for 
a single second. As shown in Figure 2a, rectangular samples progress through the 
table’s center. This center progression shows one minute of elapsed conversation. Its 
central location on the table provides a detailed view of the interaction most recent in 
history.   

Either side of the center progression depicts older minutes in the conversation 
(Figure 1b). Details are smaller and less visible; participants to get a higher-level view 
of who talks, how long people talk, and who received votes. The history stacks accu-
mulate to 16 minutes, each stack showing one minute of samples. The leftmost stack 
of rectangles in our images indicates the most current minute. The full history is repli-
cated above and below the central progression, making it easily visible from any seat 
at the table. As each minute ends, all completed minutes slide over to make room for 
a new minute (Figure 2b). The timeline and history provide the structure to view the 
individual contributions that make up conversational cues.  

 

 

Fig. 2. Figure 2a shows the progression of the central history. Each second, a new sample is 
taken and appended to the leftmost end of the progression. All bars in the progression slide to 
the right to make room. Dotted rectangles mark the time a vote took place and simultaneous 
speech can be seen as multicolored bars. Figure 2b demonstrates how the historical stacks move 
over time. Each line of samples represents a single minute of time, the most recent picture 
furthest to the left. A line fills over the span of a minute and moves to the right to make room 
for the next.’ 
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3.2   Contribution and Voting 

Conversation Votes shows interaction by noting who spoke when and for how long. 
Individual microphones monitor each speaker, and unique colors identify each micro-
phone in the visualization. With no votes, the visualization provides a simple color-
coded view of who spoke in the conversation. Initially each sample is of uniform 
length, favoring no individual. 

While the visualization automatically captures a conversation’s aural features, it re-
lies on the participants’ votes to highlight a salient moment and provide feedback. 
Participants cast positive votes and negative votes (Figure 3) at any time during the 
conversation to indicate approval or disapproval respectively. A positive vote in-
creases the size of the sampled bars while a negative vote has the opposite effect on 
the same set of samples. Additionally, a positive vote brightens the colored interior of 
the bar while a negative vote causes the color to fade into the background. The vote 
influences adjacent bars for visual impact while acknowledging the difficulty in press-
ing a button at the exact moment an utterance occurs. While a vote will always occur 
after the exact instance that inspired a participant to vote, adjacent bars are adjusted in 
both directions under the assumption that salient moments of conversation might 
continue after the button press.     

Voting buttons can be held in one’s hand discreetly and pressed with little effort. 
By using his or her two buttons, each listener alters the representation of the current 
speakers. A viewer sees which speakers provided a greater positive contribution to 
conversation by examining the full history. Larger and more saturated bars distinguish 
positive contribution at a glance. In our pilot study, participants found negative votes 
hurtful. Some voiced their concern about the animosity created. No one wanted to end 
his or her utterance on a negative note when in such a small group. These same par-
ticipants agreed that it might be much more useful in larger, room-filling, groups and 
crowds. For this reason, we removed the negative voting button for our full study of 
small groups.  

 

 
 

Fig. 3. The voting button (left) is a handheld plate with a colored circle indicating where to 
push. The button could be held discreetly under the table. There was no tactile feedback in this 
button, a light press was sufficient to vote and alter the visualization. The effect of a positive 
(right) lengthens the otherwise uniform bars. 

3.3   Simultaneous Speakers 

Moments of simultaneous vocalization, indicating excitement, agreement, or contention, 
proved to be among the most salient aural features portrayed by the Conversation  
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Clock [31]. We incorporated this visual cue into Conversation Votes by showing the 
two loudest active speakers in each sample bar. The speaker with greater volume deter-
mines the color of the outer bar while embedded rectangle represents the second 
speaker. Previously, overlapped bars would indicate relative amplitude of each speaker. 
As the bar length is no longer indicative of amplitude, the decision to only show two 
speakers makes the visualization more legible. 

4   User Study 

We set out to evaluate the following questions: 
 

Q1: Do less talkative members provide more anonymous feedback? 
Q2: Does receiving votes change a person’s interactions? 
Q3: Will positive feedback disrupt the trend to balance conversation? 
Q4: Does voting convey participants’ views in the conversation? 

4.1   Method 

We gathered 24 volunteers (13 male / 11 female) to meet in 6 groups. Participants 
consisted predominately of undergrad and graduate students in engineering disci-
plines. We asked each group to meet once in the our lab and take part in three debates. 

The four participants of a group sat at our rectangular table, two per side on the 
long side. Prior to beginning the study, lapel microphones were clipped to each par-
ticipant’s collar before calibrating the microphone sensitivity. Participants were also 
given a single button and told to indicate their approval and encouragement of the 
current speaker by pressing it. As there is little sensory feedback when pressing the 
buttons, all participants first tested a button press before beginning the session. 

A full session lasted about 1.5 hours and consisted of three 15-minute mini-session 
debates. In order to provide a base level of activity for comparison, the first mini 
sessions were conducted without the visualization projected. In this session, partici-
pants were not aware of the visualization’s appearance and voted knowing only they 
were marking positive moments in conversation. The second mini-session began with 
a demonstration of the previous topic’s visualization, an explanation of how conversa-
tion was depicted, and a live demonstration. The visualization was projected onto the 
table for the duration of the topic (Figure 1a). The final mini-session was without the 
visualization to offer a comparison with the baseline. 

Topics for each mini-session were chosen from a collection of debate topics for 
youth debate groups that would be familiar and easily understood by most partici-
pants: the minimum age to allow voting, the establishment of national ID cards, and 
banning smoking in public places. The debate nature of the discussion was to provoke 
a confrontational style of conversation. Debate questions were assigned prior to each 
mini-session, and each group received a unique ordering. Participants were free to 
argue either side of the issue, explore a topic, and switch sides during discussion. 

For each mini-session, we logged the aural activity and button presses used to gen-
erate the Conversation Votes visualization. For each individual we monitored their 
participation and noted how often they Lead conversation, how many Turns and the 
Turn Length, and the number of Votes. These measurements are all straightforward 
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and simply logged during conversation. We also generated a measure of Voting Effect 
to represent the visual “bump” a participant receives (Figure 3). Voting effect can be 
calculated as the increase of a participant’s graphical rendering from a baseline of no 
votes. All of these measures were normalized to be per minute for comparison across 
groups. 

To measure individual perspective on the conversation, mini-sessions concluded 
with the same brief questionnaire. We presented participants with three, seven point, 
Likert Scales to measure how adequately everyone’s viewpoints were Represented, 
how Comfortable participants were in the discussion, and how much their opinion 
was Altered due the discussion. Additionally, we asked all participants to notate the 
degree of contribution each group member made to the conversation. 

The second session questionnaire included an additional set of seven point Likert 
scales to investigate the visualization awareness, visualization accuracy, level of vot-
ing anonymity, and degree of altered participation due to the visualization. 

As part of the survey following each mini-session, participants were asked to esti-
mate the total contribution during conversation. We compared this attribution to the 
logged lead data to calculate the Estimation Error in all conditions.  

4.2   Results 

Overall, our investigation demonstrates that anonymous voting creates an effective 
back-channel to enable some, though not all, to better assert themselves in conversa-
tion. Though this group was not the less talkative members that we expected, those 
enabled by the back-channel felt the un-augmented conversation was less inclusive of 
all viewpoints.   

To investigate our hypotheses, participants were classified and divided for com-
parative analysis. Similar to prior work, groups are divided based on aural participa-
tion in the initial session; Heavy contributors spoke more than the leads per minute 
median value while light contributors spoke below that same threshold. To explore 
voting, participants were grouped into active voters and less active voters to examine 
how the voted and divided into heavily supported and lightly supported based on the 
visual effect of received votes.   

Table 1. The table below summarizes the second session’s likert scale survey. Participants 
reported being somewhat altered in their interaction and noticing alteration in others. 

 

(a) Changes over Sessions (b) Likert Results 
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For the statistical analysis, we fit our data to a Linear Mixed Effects Model using Hi-
erarchical Linear Modeling with a repeated condition. A generalized linear model, it is 
commonly used to address hierarchical data models in social and behavioral sciences 
when analyzing groups with set hierarchies. Modeling our data as individuals who are a 
part of a group, we acknowledge individuals are not independent observations and ac-
count for the variance that naturally occurs between groups. To investigate Q1-Q4 
posed earlier, the model also included variables indicating splits defined above. 

Table 2. Splitting the participant groups on three different variables, the linear mixed effects 
model highlights the differing interaction emerging from our split categorizations over time and 
across the visualization conditions 

 
 
As can be seen in Table 1a, Conversation Votes only altered turn length consis-

tently across all individuals (F(2,24.1) = 3.68, p < 0.04). Follow-up investigation reveals 
that turn lengths decreased in the final mini-session. Table 1a also shows error estima-
tion approached significance, indicating that people are modestly better at estimating 
contribution when they have a visual representation available. Surveys presented 
during the visualization session indicated participants were aware of stronger changes 
than these initial results reveal. They noted that both their own and others participa-
tion were altered from the previous session (Table 1b). This does turn out to be the 
case, but it is only after analyzing changes throughout the sessions when split that it 
becomes apparent. 

Few differences could be found, outside of the defining characteristic, by making 
comparisons between the splits overall. Heavy participants tended to speak about 9 
seconds more per minute than the less active participants (F(1,25.1) = 38.83, p < 0.001) 
and take an additional turn every two minutes (F(1,21.7) = 19.83, p < 0.001). Active 
voters pressed their buttons an additional time every 2 minutes (F(1,23:0) = 13.47, p < 
0.001), and heavily supported participants received 10% more increase in visual 
prominence than did the remaining participants (F(1,28.2) = 11.69, p < 0.002). However, 
we see many more interesting differences when the splits are examined over the 
course of the sessions (Table 2). 

The first split, between heavy and light participants, is motivated by previous work 
demonstrating visual feedback of group activity tends to balance contribution 
[19][31]. Our results with the Conversation Votes supports that finding (F(2,21.3) = 
5.42, p < 0.012). Participants noted a change in their debate, stating, “[it] more evenly 
dispersed conversation. I was less likely to interrupt.” Overall, the visualization  
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(a) Differences in voter speech (b) Differences in voter opinion 
 

Fig. 4. Though similar contributions were seen without the visualization, Figure 4a shows 
active voters increased their contribution while less active voters significantly decreased during 
the visualization condition. Figure 4b shows that the most active voters did not feel representa-
tion was comparable until the visualization was present in mini-session two. 

encourages a more equitable distribution of contribution and can be considered a 
balancing element in conversation. 

An even more interesting story is told when examining differences between active 
and less active voters (Table 2). Unlike the balancing seen in the previous split, when 
active voters can see the results of their votes they drastically increase their lead in the 
conversation, diverging from the non-voters (F(2,21.3) = 5.35, p < 0.013). Looking at 
Figure 4a, we see that both groups are essentially equals in leading conversation with 
no visualization present, but active voters speak about 30% more than less active 
voters with the visualization. 

These same active voters reported better representation of opinions when the visu-
alization was shown (F(2,22.6) = 4.45, p < 0.021). Seen in Figure 4b, active participants 
were significantly less satisfied than their less active counterparts that conversation 
was providing a full representation of viewpoints. Feedback also indicated the back-
channel could have been better utilized with a larger vocabulary of signals. One par-
ticipant stated a negative vote would be particularly useful because he looked when he 
wanted to move on and “felt someone was talking too much.” Though the channel 
was limited, the visualization allowed this group of active voters not only to speak 
more, but also to feel more satisfied with the group discussion.  

Surprisingly, though voting enables activity and makes participants feel better 
about the debate, receiving a vote made little difference in our quantitative results. 
However, it inspired the most conversation amongst the participants. 

 

“You could see when the others agreed with you, so it encouraged 
you to continue talking.” 

“I could get a visual grasp of argument/conversation successes (i.e. 
winning others over).” 

“[I would] check if others were agreeing with the point presented 
(not necessarily by me).” 
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In spite of our participants’ receptive comments, the last split examining the heav-
ily and lightly supported shows no significant differences, only two notable differ-
ences. These notable differences in leads (F(2,21.3) = 2.85, p < 0.080) and votes (F(2,19.1) 
= 2.79, p < 0.087) fall in line with the above quotes. However, a larger testing pool is 
needed to confirm those receiving votes become more talkative and more apt to vote 
during the Conversation Votes sessions.  

5   Discussion 

The results demonstrate that conversation visualization with a voting back-channel 
can influence conversation and perception. Below is a brief summary of highlights 
from the qualitative and quantitative highlights, noting how it relates to our original 
four questions.    
 

Opening a back-channel: With Q1, we sought to show an anonymous back-channel 
offered an outlet for those reluctant to speak up. We had expected the light contribu-
tors would utilize the back-channel while heavy contributors favored speaking. How-
ever, our results do not show a significant difference in the voting patterns of heavy 
and light contributors. 

Instead, active and unsatisfied voters increased their participation over the less ac-
tive voters with the visual cues (Figure 4a) to ensure more opinions were represented 
(Figure 4b). Qualitative feedback also indicates the back-channel helped the group to 
better craft their arguments by understanding the group’s overall sentiment. 

The back-channel did not serve the purpose we had targeted, but it did create a new 
medium to better shape conversation contribution. 
 

Participants strive for balance: The social mirror encourages people to have a bal-
anced conversation as posed in Q3. Previous work found significant change towards 
balance when conversation is visualized. Presenting perceived contribution as op-
posed to raw data did not change this effect. 

However, we cannot claim that a balanced conversation is a necessary goal of good 
conversation. A balanced conversation might be a result of silencing a more informed 
or provocative speaker. Further study is necessary to investigate the definition of 
quality in conversation, though our results for Q1 and opening a back-channel indi-
cate that the balance did not lessen the quality of group conversation. 
 

Awareness of Self and Others: With the visualization, participants reported being 
significantly more aware of others’ contributions. They reported checking the visuali-
zation for agreements and approval of points. The visualization became a testing 
ground for ideas and feedback into one’s success within the rest of the group. Partici-
pants also reported checking for reactions in response to other people’s points. For 
Q4, we argue the visualization does adequately convey how participation view con-
versation. 
 

The Voice of the Voter: The heaviest voters were less satisfied with the overall repre-
sentation of ideas. Their voting could indicate pressure toward other topics. As one 
participant stated, the vocabulary of feedback needs to be expanded. While we re-
moved negative votes for our study, our quantitative and qualitative results support an 
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expanded set of cues. We have shown the visualization provides the necessary back-
channel to send cues anonymously, however, the voters desired a back-channel with 
more than just the positive vote. 
 
Social Mirror Karma: In examining Q2, we cannot definitively say receiving votes 
changed a person’s interaction; our numbers are not strong enough to be certain. 
However, combined with the qualitative feedback, we hypothesize what further work 
might show. 

Heavily supported individuals can be shown to be more talkative and more active 
in voting when visual feedback is present. Participating in the conversation and being 
active in the social mirror seem to correlate with receiving more votes from the re-
maining participants, in a sense one must give in order to receive. While a participant 
mentioned the possibility of gaming the system by anonymously voting for himself, 
an examination of the logs does indicate it occurred in our study. 

From our own observation we posit both receiving and casting votes are influenced 
by engagement in the conversation. A participant in conversation is likely to speak 
more and vote more when a topic is close to his or her knowledge or interest, encour-
aging them to influence the social mirror to support their ideas. Future work should 
consider measuring prior knowledge and taking it into account. 

6   Conclusion 

Conversation is about more than relaying words. Rather than focusing on recreating 
face-to-face cues in a remote space, our work encourages the exploration of beneficial 
augmentations for collocated spaces. 

We have shown that anonymous back-channels are used to better understand a group 
and balance participation while conversing. Participants responded in debates based on 
the feedback they received from the table and reported a heightened awareness of others 
opinions and their own interaction. Further, we have shown that the heaviest voting 
block are those who feel conversation is not adequately representing all viewpoints. 
Though our feedback is limited in vocabulary, Conversation Votes is our first step in 
enabling the underrepresented voices to be heard in a collocated setting. 
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Abstract. Knowledge workers tailor collaborative business processes to local 
conditions. They own (i.e., create and maintain) representations of these local 
processes (such as checklists) to guide the work. Our goal is to design tools to 
support the ownership of collaborative local processes by enabling workers to 
flexibly adapt process representations to work situations. This paper focuses on 
how workers evolve representations for collaborative, locally-owned processes 
by updating them from situated experiences to keep up with changing business 
conditions. To understand this, we conducted a field study and a lab study. 
From the field study, we describe how factors like group roles and documenta-
tion purposes affect the evolution of process representations. Based on these 
observations, we propose a model of the practice of evolving local process rep-
resentations that provides a framework for understanding activity documenta-
tion needs. The lab study then provides behavioral details on the ways people 
carried out the evolution practice. These studies yield design implications for 
collaborative activity support tools. 

Keywords: Coordination, collaboration, business processes, activities, work 
practices, process evolution. 

1   Introduction 

Business processes are often treated as centrally-owned and mandated work [1,2]. 
However, various ethnographic studies of knowledge workers have shown that they 
formulate their own objectives for business processes and work out strategies and 
methods for attaining them [3,4,5,6]. We call these locally-owned processes. They are 
local in that they are adapted to local work situations and needs, even when workers 
are following centrally defined and mandated organizational processes, which we call 
central processes. Local processes are owned by the workers involved and responsi-
ble for doing the work. A number of studies show that people adapt central processes 
to local situations and needs, e.g., [2,7,8,9]. However, little is known about how 
workers actually go about evolving local process representations over time, an issue 
investigated in the studies presented in this paper. 
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1.1   Local Process Representations (LPRs) 

In everyday, informal work practices, processes exist as verbal or even tacit knowledge. 
However, prior work has found that knowledge workers also create representational 
artifacts, or documentation, to help manage these processes – checklists, diagrams, 
charts, how-to’s, instructions, etc. [3]. These local process representations (LPRs) help 
workers: (1) carry out activities by providing to-do reminders, critical how-to informa-
tion, key resources, etc.; (2) manage and coordinate activities by representing the dy-
namic state of the processes; and (3) support adapting activities (i.e. instances of local 
processes) to specific situations by being flexibly changeable. 

The key to the vitality of LPRs is that people not only create them, but also main-
tain them. LPRs are never perfect, and even if they were, they would degrade over 
time as conditions change [10]. We are investigating whether workers will adapt and 
evolve LPRs, under what circumstances they will do so, and what types of LPRs they 
see fit to evolve over extended periods of time. Throughout the paper, we use the 
terms LPR and documentation interchangeably. 

1.2   Studying the Practice of Evolving LPRs 

To study practices of evolving LPRs, we distinguish two aspects: (1) the organiza-
tional context and (2) cognitive capabilities and working styles of the workers in-
volved. To explore the effects of the both aspects on practices of evolving LPRs, we 
conducted field interviews. Based on observations from the field, we propose a model 
of the practice of evolving LPRs that provides a vision and hypothesis for the lab 
study. To explore the second aspect in more detail, we conducted a lab study to gather 
behavioral data on the ways people carried out the practice of evolving LPRs. These 
studies yielded design implications for collaborative activity support tools. 

2   Related Work 

Process representations and their coordination and use are research topics that have an 
extensive and varied literature. Since we cannot cover all this research in detail, we 
will show how our work is positioned along with some key examples. 

The first broad research area, activity theory [11], examines how people work 
communally with socially constructed tools to create situated outcomes. In this 
framework, central processes serve as a tool to help people negotiate their roles and 
actions as mandated by the community’s rules. Local processes and their documenta-
tion is seen as fashioned from the local needs of in situ activity. Sachs [4] articulates 
this dichotomy as an “organizational, explicit” view of work (central process repre-
sentations) versus an “activity-oriented, tacit” view (LPRs).  

A second area of research, distributed cognition, examines how tools such as LPRs 
help mediate cooperation, learning, and error recovery. In a study of how groups co-
ordinate with regular member attrition and on-the-job novices, Seifert and Hutchins 
showed how people organized the work of navigating a navel vessel with minimal 
errors [12]. The work on distributed cognition highlights the need to use tools, such as 
processes and LPRs, for shared understanding and cooperation. 
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A large body of ethnographic work examines how knowledge management systems 
– which can be considered as collections of process representations – came into being 
[13] and were reused [14]. Along with studies that were in-depth analyses of discrete 
yet complex work (e.g., call centers [15,16], ticket booking [5], and banking [17]), this 
research emphasizes that work is seen to follow a rote method, but is actually quite 
messy and locally adapted: “Study after study have demonstrated, unambiguously and 
beyond any doubt, that the status of these formal organizational constructs in the actual 
course of work is problematic in that these constructs are impoverished idealizations 
when taken as representations of actually unfolding activities” [5, p.166].  

Another body of work studies organizational routines [18,19], which are “repeated 
patterns of behavior that are bound by rules and customs” that continuously change 
[18]. This literature also observes the “endless variations” of routines (e.g., in differ-
ent departments) and the range of artifacts that enable and constrain them [19]. 

The literature on articulation work is another form of process reification. Articula-
tion work is the detailing of who will do what and when. Articulation work is dintin-
guished from “cooperative work,” which is the business of doing the work. (See [5] 
for theoretical postulates on the balance between the two.) This research reflects our 
findings about who, how, and when people go about revising documentation about 
both articulation work and cooperative work. 

Suchman notes that central process technologies serve as “a basis for centralized 
assessments of the efficiency and correctness of the local operations in which the 
technologies are embedded” [2]. Similarly, Dourish argues that workflow technolo-
gies (which he describes as centrally-owned) act as “organizational accounting de-
vices,” rendering employees’ work “observable and reportable” [1]. In contrast, the 
goal of our work is to inform the design of technologies to represent and coordinate 
locally-owned processes. While prior work shows that locally adapting processes is 
widespread, there are few studies of the systematic practices of evolving LPRs, the 
issue we explore here. 

3   Field Study: The Practice of Evolving LPRs  

Our field study’s goal was to explore and discover the processes for which LPRs are 
created, the roles people had in updating LPRs, and the practices for revising LPRs. 

3.1   Participants, Method, and Data 

In order to focus on LPR evolution, we selected 14 participants who coordinated 
processes, since they would more likely own the documentation. Our participants 
came from diverse work contexts: they worked across two states, in three different 
organizations (a large business organization, a university, and a home owners associa-
tion), in seven positions (administrator, director of development, program manager, 
HR, department manager, graduate student, professor, and fiscal technician) and in 
eight different departments. Ten participants were female. 

All interviews were conducted in person, in the participant’s working context.  
Interviews lasted 40-90 minutes and were audio-recorded. The interviews were  
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semi-structured, based on questions designed to gather data about the processes they 
carried out, factors affecting how they carried out the processes, and how they and 
their teams used and evolved process representations. We also probed topics that 
arose during interviews, and we collected copies of process representations. 

Because participants coordinated processes, our data does not represent a general 
office population. However, this enabled us to gather concentrated data on practices 
related to evolving LPRs. We focused on gathering in-depth data about processes that 
had some aspect of local ownership, were collaborative, and were repeated. 

3.2   Results 

We discussed various repeated, collaborative processes with participants (26 different 
processes in total), including on-boarding new hires, disclosing inventions, planning 
various events and programs, evaluating employees, creating products, moving offices, 
and teaching classes. For all of these processes, participants had 40 LPRs they and/or 
their teams maintained through evolving business conditions and local contingencies. 
We report three main findings in this section: (1) people spent effort to maintain LPRs 
for four specific purposes; (2) LPRs were updated at different times depending on the 
way they were used; and (3) roles emerged in teams for practices of evolving LPRs. 

Purposes for Maintaining LPRs. We observed that participants took time to maintain 
and reuse LPRs for four different purposes. Six LPRs were coded as serving two 
purposes. 

• Explicit and complete how-to information for a complex activity (8 of 40 LPRs).  
For example, two administrative assistants at the same global company maintained 
and used how-to checklists for only two processes (on-boarding new hires and or-
ganizing a colloquium), even though they carried out many other processes regu-
larly. The difference in these two processes was that they were particularly complex 
or long, warranting the effort spent to maintain LPRs. For their remaining, simpler 
processes, they had memorized the steps. These two checklists included details 
missing from central documentation and local customizations to the way the proc-
ess was carried out (e.g., adding new hires to departmental email lists).  

• Maintaining status information for a complex activity (8 LPRs).  Complex activities 
often require participants to develop LPRs to track status. Both the documentation 
that organizes status information and the status information itself can evolve over 
time and participants found these valuable to maintain. For example, one participant 
coordinated a patent disclosure process by placing post-its, each representing a dis-
closure, in the various boxes of a state diagram drawn on her whiteboard. The posi-
tion of a post-it told her the status of the corresponding disclosure. The disclosure 
process had gone on continuously for years, and the diagram had evolved over that 
time as she learned more about the process (e.g., she added boxes upon learning of 
new disclosure states). 

• Informational documentation used during an activity (22 LPRs).  Informational 
documentation was referenced or shared during a process to help users learn or re-
member what to do and how to do it. Email archives were most commonly used for 
this purpose (14 LPRs). For example, one participant who organized volunteer pro-
grams at a large company, archived her informational emails sent to employees 
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about the programs each year and reused them next year, both to remind her about 
how to do the process and to revise and resend to employees. 

• Final product of a process (8 LPRs).  Products created as part of a process, such as 
papers or presentations, were commonly maintained and reused. For example, when 
planning and teaching a course a professor reused the previous year’s syllabus, edit-
ing it for the current semester, and posting it for students.  

Timing for LPR Updates. Participants updated LPRs at varying times in process life 
cycles, depending on the way the LPR was used and the process itself. 

• Just before reusing the documentation.  This was observed in cases when a partici-
pant was about to reuse old documentation, but knew that it was out-of-date or not 
specific and thus revised it first (7 processes). For example, a participant at a large 
global company kept archives of all the email she sent about the regular employee 
volunteer programs she coordinated. When a volunteer program was approaching, 
she would revise and then reuse her old emails about the program. 

• After completing the process.  This was observed in cases that the participant (1) 
discovered the existing documentation was inadequate or incorrect after using it and 
updated it for themselves (3 processes) or (2) wanted to keep a record of changes 
made to the process for people who would do the process in the future (1 process). 
For example, a participant who was working as a creator and coordinator knew that 
in the following year someone else in his club would have to coordinate a large 
yearly event that involved approximately twenty people. To help that future coordi-
nator, he updated his LPR, an online to-do list with associated notes, a week after 
finishing while the details were still fresh in his mind. 

• While carrying out the process.  This was observed in two of the processes for 
which the documentation became a product of the process. For example, a wiki, 
used by a conference planning team of eight people at a large global company, was 
revised as part of the process: originally, the wiki was used to coordinate their ac-
tivities that were discussed in meetings (e.g., who to invite as speakers). After the 
meetings people would keep track of the progress by looking at the artifacts people 
were working on that they had posted on the wiki. Some of these artifacts were 
eventually molded into final products, like the conference agenda and speaker list.  

• As new process information arose.  This was observed in four processes where 
changes to some aspect (planning, coordination, status) happened continuously or at 
particular times. For example, one participant created a state diagram for disclosing 
inventions, which she constantly updated whenever the legal department informed 
her of a new patent status. She revised the diagram as she learned about the process, 
regardless of the process’ status as starting, completed, or in-progress. 

Roles in the Practice of Evolving LPRs. Related studies on documentation practices 
have noted that experts tend to create documentation, because they have the knowl-
edge needed to do so [12,14,15]. However, our results suggest that additional roles are 
important in LPR evolution: creator, coordinator (of various kinds: managerial, ad-
ministrative, partial, and overall), team member, and advisor. Of course, not all proc-
esses had all of these roles. 
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Process creators usually generated the initial process documentation. For example, 
a participant was the first president of his homeowners association and created a for-
mat for organizational meetings. This format was documented as the meeting agenda, 
which was discussed in meetings, annotated, and republished with notes monthly to 
the other four association members through email.  

If there was a process coordinator, this person usually did the bulk of the LPR up-
dates. If there was a managerial and an administrative coordinator, the latter tended to 
be in charge of documentation. For example, SN co-coordinates a yearly conference, 
but he has an administrative assistant who helps him keep the documentation for the 
process up-to-date. Coordinators maintained LPRs since they were responsible for 
making sure the process was accomplished. 

In the absence of an explicit coordinator, one or more team members will some-
times maintain documentation for collaborative activities. For example, SN describes 
a repeated process in which he collaboratively creates presentations with team mem-
bers. The presentation slides are created by whoever takes responsibility first, and 
they are edited by all the team members. 

An advisor was a person who instructed others how to complete a process, but was 
not directly involved in doing so. For example, TS keeps a set of how-to LPRs for 
managers in her local population. Whenever corporate HR sends an email instructing 
managers to do an HR process, TS sends a follow-up email with helpful instructions. 

4   A Model for the Practice of Evolving LPRs 

We articulate a general model for the practice of evolving LPRs to clarify what we 
mean and to serve as a hypothesis for a lab study exploring individual workers’ capa-
bilities and tendencies for evolving LPRs (presented in the next section). 

A locally-owned process is an organization of the work required to accomplish a 
business objective, by some more or less specific method, with various actors and 
resources. The actors play different roles to carry out the process collaboratively. 
Example: 

Patenting at an engineering firm is initiated with a central Invention Disclosure 
Process, which is the first legal documentation of an invention that could be patented. 
The actors in this process are an Inventor, the inventor’s Manager, an Attorney, and 
an Expediter. The Expediter coordinates the others to make sure inventions are  
disclosed correctly and efficiently. 

A specific instance of a business process is called an activity. Every activity is carried 
out in the context of a specific work situation. A situation includes physical conditions, 
task constraints and requirements, and actor availability. A situation also includes the 
actors’ knowledge of, experience with, and attitudes towards the activity being done. 
Situations vary because every work context is different. More importantly, there are 
trends in the variations. Situations drift over time as people, resources, organizations, 
and business conditions change and evolve. Local processes must also evolve to keep up 
with this drift, in order to remain relevant and effective. Example (continued): 
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Joe and Jane each invented a new technique that might be patentable. Though their 
disclosures are happening at the same time, their situations are different—the   
inventions are different (one is time critical), they have different Managers and  
Expediters (one is new to the role), and the shared files have been moved to a new 
server. These are local variations. The organizational context has also evolved: 
two months earlier, Managers were not part of the process, but they were given a 
role to reduce the burden on Inventors.  

To help manage a process, actors can create a local process representation (LPR) 
or documentation, such as a checklist of steps describing the substantive work and 
coordination work needed to carry it out. Process representations can vary in detail, 
accuracy, and completeness, depending on how well actors maintain them. Example 
(continued): 

The first Expediters worked together to create a 16-step set of instructions to  
describe the invention disclosure process, which they put in a shared file directory. 
The steps in the instructions are assigned to the different roles, and they are in the 
approximate order in which they should be carried out. 

Documentation can be imperfect for a particular situation. There are discrepancies 
between the instructions and the situation. A discrepancy is a specific inconsistency 
between what the instructions say and what the situation demands. Two types of dis-
crepancies involve people (actors failing in various ways and roles being unassigned or 
misassigned) and steps (being too difficult, vague, or just wrong). Example (continued): 

The instructions assign Jane’s Manager too many steps, but this Manager always 
delegates these to his senior engineer. When the Expediter encounters this  
discrepancy, he finds and works with the senior engineer to get the information 
needed. 

In this model, we characterize a situation by its delta, the number of discrepancies 
between the situation and its documentation. Delta is the measure of the inaccuracy of 
the process representation in context. 

As situations drift and processes evolve, the documentation must evolve to continue 
to be useful guidance for the process. In other words, documentation must be updated 
to keep the deltas manageable. It is the actors who must update them, since they own 
them. Thus the practice of evolving LPRs requires that actors not only carry out ac-
tivities, but also update the process representations. Example (continued): 

When the Managers assumed a role in the process, the instructions had to be  
altered to assign some of the Inventor’s steps to the Manager, as well as to change 
some of the steps. 

Actors must carry out activities in situations with discrepancies in the LPRs. When 
discrepancies are encountered, which can happen before or during a performance of 
the activity, actors must reflect on the discrepancy, decide whether it is useful to 
document their reflections, and actually document them by fixing the instructions. In 
some situations, discrepancies will cause a breakdown in the activity, with which ac-
tors must first cope (find a way around) and then reflect upon. 

The model does not specify when revisions happen (since this varied based on field 
study results) or the roles of actors within the process (since these depend on the 
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process). The focus of the model is how potential updates can arise from the experi-
ences of carrying out processes in specific situations. 

5   Lab Study: Individual Behaviors in Evolving LPRs 

We conducted a lab study to explore people’s capability to carry out a practice of 
evolving LPRs consistent with the model: Can they cope with the discrepancies? Can 
they fix documentation on the fly? What kinds of fixes do they make or not make?  

Participants in the study carried out a typical local business process – an invention 
disclosure process (explained above). The participants used Google Talk to communi-
cate and followed instructions on a single-page shared Google Document, which 
served as the LPR.  

Each participant played a coordinator role (which we called the Expediter) in a sin-
gle session, coordinating one complete invention disclosure activity. As Expediter, the 
participant’s job was to gather information from the others, draft the disclosure, and 
coordinate the others in assessing, enhancing, and approving the disclosure. The re-
searcher, using IM, played the roles of the collaborators – Attorney, Inventor, and 
Manager – according to predefined scripts that enacted various situations. 

We varied deltas in different sessions by planting role discrepancies (unassigned 
and incorrectly assigned roles) and step discrepancies (incorrect, irrelevant, missing, 
and out-of-order steps). Participants encountered discrepancies while interacting with 
their collaborators. For example, if steps were listed in an incorrect order, the partici-
pant would notice this either when a collaborator did them in the correct order or 
when a collaborator would warn the participant that he did a step at the wrong time. 
Given these discrepancies, the participant was instructed to make sure the LPR (the 
instructions) were accurate for the next group doing this process. 

5.1   Session Groups 

Session situations were constructed to enact specific discrepancies to control the delta. 
We designed the situations as four related groups. Two groups had stable situations, 
where the situation was the same in each session; and two groups had drifting situations, 
where each session’s situation had increasingly more discrepancies than the preceding 
session’s. Two groups had static instructions, where the same instructions were used in 
each session; and two groups had evolving instructions, where the updated instructions 
from each session were passed on to the next session. See Figure 1. Our research ques-
tions were: 
 

• Stable-Static Group (the situation and instructions are the same for each partici-
pant). How much variation is there in coping with and fixing discrepancies? 

• Drifting-Static Group (subsequent situations have higher deltas, but the instructions 
are the same). What limits do people have for coping with discrepancies? 

• Stable-Evolving Group (the situation stays the same, but evolved instructions are 
passed from one session to the next). Will the instructions become optimized to the 
specific situation, that is, will the deltas approach zero? 

• Drifting-Evolving Group (subsequent situations have higher deltas, but evolved 
instructions are passed from one session to the next). Will the instructions evolve to 
keep up with drifting situations? 
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Fig. 1. The quadrants depict deltas for the four groups: the height of a bar represents the num-
ber of deltas a participant encountered during that session (only 23 out of 27 participants are 
portrayed, because data from the four participants who did not follow the practice of evolving 
LPRs were removed). Arrows show how updated instructions were passed between sessions in 
the two evolving-instructions groups. 

Figure 1 shows the four groups: the height of a bar represents the number of deltas 
a participant encountered in that session (only 23 of 27 participants are portrayed, 
since data from 4 participants were removed for reasons described below). For exam-
ple, in the Stable-Static Group (upper-right quadrant of Figure 1) the four participants 
started with the same instructions and faced the same discrepancies. The number of 
deltas participants encountered in the two evolving-instructions groups (right quad-
rants of Figure 1) was determined by how many discrepancies the previous partici-
pants actually fixed (and introduced) in the instructions, since instructions were 
passed from one participant to the next. Our prediction was that the deltas in these 
groups would be lower than those of the static-instructions groups. 

5.2   Participants and Procedure 

We recruited 27 study participants from a global company: 14 were employees, 13 
were interns. Interns had little or no experience in patent disclosures. Employees had 
participated in some part of the patent process, either writing or reviewing patent dis-
closures. The process and LPR used in the study were significantly different from the 
process and LPR some participants were familiar with, so all participants were rela-
tive novices. Participants ranged in age from 23 to 60 years; 7 were female. 

Each session was conducted as follows: The participant was (1) introduced to the 
tools; (2) read and discussed a document explaining the task, roles, and instructions; 
(3) began the invention disclosure activity with his collaborators, for which there was 
a one-hour limit; (4) took up to ten minutes to update the instructions for use by sub-
sequent participants; (5) completed a survey about how he felt the activity went; and 
(6) was interviewed by the researcher to better understand how he felt the activity 
went, what changes he made to the instructions, and why. Participants were compen-
sated for their time with lunch vouchers. The revised instructions and qualitative 
feedback were the raw data from the study. 

A critical part of the procedure is how we conveyed the basic idea of the practice 
of evolving LPRs to the participants. In part (2) of the session procedure they read:  
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Edit the instructions to reflect how your group actually did the work. You can 
change, add, or delete; and you can add advice or notes as bullets under the 
steps—whatever you need to best reflect your work. These instructions are not  
perfect. People have worked on them before you. The previous groups could have 
added information that is useful. But they could also have added information that 
is not helpful or even wrong. 

Further, they were told their revised instructions would be used by participants in 
the next session. We motivated participants to improve the instructions by offering 
them an extra lunch voucher if their revisions helped the next participant. 

5.3   Results 

The study verified that most participants could follow the practice of evolving LPRs. 
Specifically, participants experienced minor breakdowns when they faced discrepan-
cies; but all of them, even those in high delta situations, were able to cope with the 
breakdowns and complete the activity correctly. Participants were able to reflect on 
breakdowns and document about half of them by fixing the instructions. Revised in-
structions had an impact on subsequent participants. However, we also observed that 
not all participants followed the practice of evolving LPRs. 
 
Participants Not Following the Practice of Evolving LPRs.  Our most basic ques-
tion is whether people understand and agree to follow the LPR practice. This includes 
knowing that they own and can change the instructions, viewing the instructions as a 
valuable tool for completing the activity, and making changes that document their 
experience. Four out of 27 participants did not follow the LPR practice. In the lab 
study situation, these four participants did not update the LPR either because they did 
not find it was a useful practice, they did not feel they should change the LPR since 
they did not feel they owned it, or they felt that the LPR was ineffective and com-
pletely re-engineered the process by creating a new LPR. Overall, this finding indi-
cates that not everyone will understand or agree with the practice of evolving LPRs. 

 
Participants Following the LPR Practice.  Of 27 participants, 23 followed the prac-
tice of evolving LPRs. Figure 1 depicts the number of deltas encountered during these 
23 sessions. We focused our analysis on how well participants evolved the instruc-
tions, measured by the number of discrepancies they fixed. A fix removes a discrep-
ancy from the instructions, and thus is a positive change. The grouping of sessions 
also enabled us to examine the effects of evolving instructions on the number of del-
tas, in both stable and drifting situations. Evolved instructions had the predicted ef-
fect: deltas for sessions using evolved instructions were lower than the corresponding 
static-instruction sessions (see Figure 1). 

First, consider the two groups with stable situations. The Stable-Static group had a 
delta of 6 (same instructions, same situation). But the Stable-Evolving group showed 
that continually passing on revised instructions allowed participants to optimize the 
instructions to delta of 1. The final participant in this group said, “Everything was 
straightforward and really easy to follow, so I made no changes” to the instructions. 
The instructions could be continually optimized since the situation was a stable target. 
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Next, consider the groups with drifting situations, where the situations were de-
signed to become more discrepant with the initial situation. The Drifting-Static group 
shows the continually increasing deltas in succeeding sessions. But the Drifting-
Evolving group was able to hold the deltas down by passing on revised instructions. 
These situations were a distinct improvement compared to the deteriorating situations 
in the Drifting-Static group. (The fact that the deltas were held constant is an acciden-
tal artifact of our having made the situations drift at the same rate as the participants 
could fix discrepancies.) Regardless of delta, all participants could cope with all dis-
crepancies to correctly complete the disclosure process, even if they did not fix all of 
them. As delta increased, the number of fixes also increased, but the percentage of 
discrepancies fixed remained constant, averaging 41%. 

These results may seem obvious, but we think it is important to empirically dem-
onstrate that most people can follow an effective practice of evolving LPRs. For ex-
ample, participants might not have been able to cope or to revise instructions in a way 
that benefits succeeding participants.  

 
How Participants Followed the Practice of Evolving LPRs.  The lab study also 
revealed how people follow the practice of evolving LPRs. 

First, participants did more than fix discrepancies. Participants had no way to dis-
tinguish our planted discrepancies from any other parts of the instructions that they 
felt could be improved. We use the term enhancements to label any changes partici-
pants made to the instructions that were not fixes of planted discrepancies. While we 
reserved the term fix for changes in the LPR that were positive remedies to planted 
discrepancies, enhancements could have negative effects: they could actually intro-
duce discrepancies into the instructions (25% of enhancements were incorrect, thus 
increasing the deltas for the following participants) or could lead to verbose, confus-
ing instructions (one participant in the Stable-Evolving group spoke about her instruc-
tions, which had been revised by three others: “Some of the notes … were lengthy 
and confusing….”). Overall, participants made six enhancements per session on aver-
age. We found that the number of enhancements did not depend on delta and did not 
vary across the different session groups. This is surprising, because intuitively one 
might expect fewer enhancements in sessions with more discrepancies to fix or with 
instructions that had already been enhanced. 

Second, participants fixed different types of discrepancies with differing frequency. 
We planted two types of discrepancies into the study situations: role and step discrep-
ancies. For sessions with deltas 6–22, participants fixed 60% of the role discrepancies 
and 40% of the step discrepancies. (In lower delta sessions, participants had fixed all 
role discrepancies.) The participants’ enhancements can be classified into step-
oriented (74% of all enhancements), role-oriented (21%), and other (5%). Editing a 
step was by far the most common (55% of all enhancements), and most of these were 
to add clarifying content to the step (43% of all enhancements). 

Participants could revise the instructions while they worked on the activity (up to 
60 minutes) or in a 10-minute period after the activity ended. Participants fixed dis-
crepancies during the activity more often than after in the higher delta sessions (deltas 
13-22): there was an average of 6 fixes during the activity and only 1 fix afterwards. 
Enhancements were made equally during and after the activity. 
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Participants fixed 41% of discrepancies on average. The most common reason for 
this (revealed in interviews) was that participants simply did not notice they had 
coped with a discrepancy (10 participants). Other reasons included: feeling like a nov-
ice in the disclosure task (5 participants); being confused by the instructions, which 
could have reduced their ability to document discrepancies (2); forgetting to fix a dis-
crepancy (1); having limited time to make revisions (1); and believing that some dis-
crepancies were so minor they were “not worth recording” (1). These results indicate 
that iterations over several sessions may be needed to optimize instructions, since 
some discrepancies will often be overlooked in each session. 

6   Discussion and Design Implications 

Our field interviews focused on practices and roles affecting the practice of evolving 
LPRs, while our lab study focused on the capabilities of individuals. Using two em-
pirical methods to explore the same issue proved useful since results from each study 
provided data and design implications the other could not. One lab study finding was 
that there was a limit to the number of problems people could recognize and fix in the 
documentation (a fairly constant rate of 41% for the experimental situation). The lab 
study also helped us to identify a distinction between different kinds of revisions: 
problem fixes (which were more objective) and enhancements (which were more sub-
jective) – a distinction designers may want to consider to help users maintain usable 
documentation. 

The field study helped us explore contextual factors that were hard to simulate in 
the lab. We found that roles emerged for document evolution. Processes had a pri-
mary documenter (usually the coordinator), indicating that tools may need different 
functionality for documenters and other participants. We also identified four specific 
purposes motivating people to spend effort maintaining LPRs: how-to and status in-
formation for complex activities, informational documentation using during an activ-
ity, and final products of processes. A design implication is that tools should support 
creating and maintaining these types of LPRs. Specifically, how-tos should be find-
able and the audience should be explicit since LPRs are tailored for specific groups. 
To track status information, designers should enable the creation of custom status 
views, like state diagrams. Since email was so commonly used as informational 
documentation, it will be important for tools to tightly integrate with email. Finally, to 
help teams collaborate on products, tools need to support iterating and commenting 
on drafts and transitioning content to final product format. 

Other results from the lab and field studies complement each other. Lab study par-
ticipants were told they were in a coordinating role (the Expeditor) and were in charge 
of documentation. Even so, not all participants adopted this role (3 made no changes 
to the instructions). However, all participants edited the patent abstract. Similarly, we 
saw in our field study that more team members collaborated on deliverable documen-
tation. Such documentation does provide some information about process status, 
though it is primarily a product of the process. For design, this implies that mixing 
general process documentation with the product of a process in tools may increase 
team participation in maintaining both. 
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In the lab, most people revised instructions while doing the activity, but we saw 
more varied behavior in the field. This difference may have been due to differences in 
processes and situations. For example, lab participants had no way of discovering 
problems before doing the activity, and revising. The high variability of processes in 
real contexts shows it is important that documentation can be easy to revise at any 
time. 

7   Conclusion 

Our goal is to inform the design of tools supporting ownership of local processes. We 
conducted a field study and learned how participants evolved LPRs: factors like group 
roles and purposes of documentation affect the evolution of process representation. 
Based on our findings, we developed a model of the practice of evolving LPRs to 
explore a specific vision of bottom-up ownership. We used a lab study to explore the 
cognitive issues of whether and how people understand and carry out the practice. 
The model and studies revealed implications for designing tools that can not only 
support coordination through process representations, but also make evolution of 
LPRs integral to such support.  
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Abstract. The current verbal patient transfer between nurses and paramedics 
lacks communication, which leads to loss of information. During this operation, 
handwritten protocols are used to document the patient’s personal data and the 
treatment given at several intervals. In order to encourage teamwork between 
the two parties (i.e. nurses and paramedics), the challenge is to present the pa-
tient information in a more accessible and feasible way. In this paper, we pre-
sent the design and evaluation of an interactive and tangible presentation  
medium that aims to improve the verbal patient transfer by mediated communi-
cation. Our result shows that the concept would improve the current verbal  
patient transfer as evaluated by paramedics and nurses. 

1   Introduction 

In the pre-hospital phase of an emergency, medical technician and paramedics pro-
vide patients with treatment, care and qualified transport to the hospital. During this 
operation, handwritten protocols are used to document the patient’s personal data, the 
anamnesis and the treatment given at several time intervals. The verbal patient trans-
fer (VPT) is the crucial joint between the pre-hospital and hospital treatment of the 
patient where information in condensed form has to be presented and understood. It 
has been observed that the traditional form of VPT in hospitals leads to miscommuni-
cation and information loss between the emergency medical technician-paramedics, 
short paramedics, and nurses [3], [4]. It is stated that the majority of the VPT is only 
‘partly’ performed according to a standard guidelines [2]. In perspective of the nurses, 
it is stated that most VPT would provide only ‘partly’ useful information and it is 
better to gather information on your own instead of listening to the paramedics. Cur-
rently used operation protocols would be designed for the information need of a doc-
tor, whereas in hospital most VPT are performed between nurses and paramedics. 
Even sometimes verbal handover is done without filling the protocol [6]. Further, it is 
suggested that the communication between the two parties needs to be drastically 
intensified, to improve the VPT [1]. The goal for this work therefore is to design an 
interactive and tangible presentation medium to improve the verbal patient transfer by 
mediated communication. More precisely, the aim is to help improving the verbal 
patient transfer (VPT), to enhance the quality of the patient treatment and to prevent 
miscommunication and information loss that may lead to death of patients in worst 
cases. 
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2   Design Approach 

It was necessary to understand the current workflow and verbal patient transfer 
(VPT). Therefore, two different research approaches have been followed namely, the 
Activity-Centered Design (ACD) and the User-Centered Design (UCD) approach [5]. 
Information was gathered through semi-structured interviews and observations in the 
work environment A total seven paramedics, seven nurses and two doctors from five 
hospitals and four fire departments were interviewed in several iterations to gather 
insights about the workflow and the social coherence of information during patient 
transfers.  
 

Verbal Patient Transfer (VPT). The quality of the VPT is highly dependant on the 
presenter and the receiver type. In case a doctor is present, it was stated that the VPT 
was generally better performed by the paramedics. The interviewed paramedics had 
the belief that VPT performed with the nurses was problematic. Main sources of mis-
communication and information loss could be defined as: the mental state of the  
presenter (i.e. nervous, less conscious and unmotivated), the missing structure (i.e. 
coherent story line) and missing abstraction (i.e. highlight level of importance). The 
paramedics stated confusion, caused by similar operations and forgetting details as the 
major sources of miscommunication and information loss. Concerning the interaction, 
the paramedics stated that they would miss the nurse’s feedback, whether the informa-
tion was understood.  
 

Protocol. An interview with an experienced attendant revealed that the operation 
protocols are commonly thrown in the bin without putting an effort in evaluating 
them. Interviewed nurses stated “the changing status of the patient and the tendency 
of higher measurements during the transport” as the reason for neglecting the proto-
cols. In summary, the nurses did not perceive the protocol as their responsibility. One 
interviewee mentioned she experienced frustration with the poorly written protocols. 
Generally, it can be stated that the current handwritten protocols find no acceptance 
by the nurses and thus are not suitable as supporting element of the VPT.    
 

Concept Design and Implementation. Based on the above results, consultation with 
nurses and paramedics a concept of intelligent table named ‘DACCORD’ was devel-
oped. It uses a so-called data terminal, a laptop with a touch screen and UMTS/VPN 
connection, to send the patient information in the form of an .xml document from the 
ambulance directly to the hospital. The DACCORD concept (Fig. 1) transfers this 
.xml document into an interactive interface. Two different access points located oppo-
site each other are designed to fit the individual tasks of the communication partners. 
Both sides are equipped with a separate screen showing the same content. The pre-
senter’s (paramedic) side uses a slider for navigating through the interface. The re-
ceiver’s (nurse or doctor) side is equipped with a notepad, to add information and an 
accept buzzer. The accept buzzer allows the information receiver to give feedback 
whether he/she understands and agrees. An additional LED light on each side of the 
table, called side leafs, are depicting information of the level of emergence by color. 
The two table halves were positioned in a 15-degree angle, which allows good visibil-
ity of the screen in front and slight visibility of the other screen. Together with an 
expert from the fire department and the hospital, two cases were defined which were 
representative for the whole range of operations. 
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Fig. 1. Implementation: table (left), interface layout (right) 

It was decided to define an emergent case, a poly-trauma, and a less emergent case 
in the form of a diabetes patient. To create the interface, the currently used handwrit-
ten protocol and the digital protocol were analyzed. The digital protocol was com-
pleted by an expert from the fire department according to the two cases. Furthermore, 
the official guideline in the Netherlands, called the ‘MIST’ (i.e. measurements, inju-
ries, signs and treatment) schema, which describes content of the VPT was studied. 
Based on the documents, first versions of the interface were sketched. Depending on 
the sketches a digital version of the interface was created. To create the content, rele-
vant information was filtered from the .xml document of the completed digital proto-
col and the handwritten protocol. This information was then sorted into the basic 
structure of the official ‘MIST scheme’. The Revised Trauma Score (RTS), composed 
of a combination of results from Glasgow Coma Scale, Systolic Blood Pressure, and 
respiratory rate was transferred into a graph. This graph (Fig. 1) illustrates in form of 
bars by three different sizes and colors the condition of the patient over time. 

3   Evaluation 

In total two tests were performed with four users. For each user test one nurse or at-
tendant and one paramedic participated. The user evaluation aimed for questions 
concerning usability and user experience that could possibly lead to improvements of 
the design. The user test was divided into two steps. Firstly, the system was intro-
duced and time for one individual ‘practice round’ was given. Secondly, the partici-
pants got a real case and were asked to perform a VPT using the system. To make 
sure, the participants use the full range of functions, they received a task list before-
hand. The session closed with an interview. 

Overall, the DACCORD concept was understood by all of the medical staff. Based 
on the short instructions, the participants were able to perform the ‘practice round’ 
individually. The instruction including the ‘practice round’ of the system took 10 
minutes and should be a part of the real deployment of the DACCORD table. The 
system helped the paramedics to present the information in a more structured manner. 
Statements such as “clear interface, you cannot miss it. It goes step by step”, support 
this conclusion. The system aided the nurses in the VPT process. This can be  
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reasoned by observing the following qualitative remarks: “I can see the told informa-
tion”, “No more information is presented than I need”, “I do not have to search” and 
“I have control of accepting” (in reference to the accept button). The system demands 
to process auditory and visual information at the same time. This was considered as 
‘easy’ by all participants. As an improvement, participants suggested a clear distinc-
tion between the two access points. Furthermore, the nurses and paramedics suggested 
being in control of the uploading of the patient data instead of the server. It should be 
noted that the total number of four users is not sufficient but we were restricted by the 
availability of the user group in a real setting. The test could not include a patient, 
who could cause interruptions and unexpected behavior during a natural VPT process. 
Furthermore, the test worked with an already filled out protocol. In future, we will 
compare previous systems with the DACCORD prototype. 

4   Conclusions 

The main benefit of the DACCORD concept lies in creating face-to-face communica-
tion through tangible interaction and in providing a modality to give or receive feed-
back. The paramedics valued that the concept would urge them to go through every 
step. Whereas the nurses valued that, the concept forces the communication partners 
to face each other at one location. Such a system would stimulate cooperation be-
tween the pre-hospital and hospital patient treatment by lending information accessi-
bility and transparency. This newly created information chain would result in a faster 
and quality enhanced patient treatment and prevention of miscommunication and 
information loss which could be detrimental to the patients health.  
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Abstract. This paper presents the results of a comparative study of 4-person 
collaborative teams working at a traditional table with pen and paper vs. a 
multi-touch table with digital keyboards and notepads. We compare the social 
behaviours of ‘giving’ and ‘taking’ during intensely collaborative teamwork, 
namely the differences between paper-based behaviour, digital-object based be-
haviour and a mixed condition behaviour where both paper and digital objects 
were used. Differences in sharing behaviour may be attributed to the degree of 
ownership afforded by digital objects on a touch display vs. paper objects. Ad-
ditional visual metaphors to help tabletop users are recommended. 

Keywords: Manual gestures, CSCW, Multi-touch table, paper vs. digital. 

1   Introduction 

The recent development of multitouch interactive surfaces (e.g. using Frustrated Total 
Internal Reflection) has introduced a new interaction paradigm that allows teams of 
people to manipulate digital artefacts simultaneously, in natural and intuitive ways. 
Ideally, no learning or training for specific gestures is required in such a scenario: 
users can treat digital artefacts just as they would paper artefacts, thus supporting 
intense collaboration, such that the technology becomes transparent. 

Previous research has investigated paper-based group behaviour and space alloca-
tion on shared surfaces [1] in order to inform digital surface interaction design. Other 
literature examines ways to provide support for documents on digital tabletops such 
as orientation and surface interaction [2]; still others consider the suitability of spe-
cific gestures to be used for various digital document functions to inform manual 
gesture interaction design [3]. Nevertheless, paper and digital objects are fundamen-
tally different, comprising disparate physical, visual and tangible characteristics. For 
this reason, the paper-based collaboration paradigm cannot simply be translated into a 
surface implementation of digital objects. 

In one particular study we found in the literature, survey responses were used to 
capture hypothetical differences between the manipulation strategies of paper and 
digital objects [4]. We further this notion of artefacts shared on interactive surfaces 
with a comparative study between digital, paper and mixed artefact scenarios. We 
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investigate the social interaction within teams, naturally sharing and handling both 
paper and digital artefacts, during an intensely collaborative – and meaningful – task. 

In this study, we look at the giving and taking differences in sharing digital and pa-
per objects. We hypothesise that more giving behaviour would be seen in the paper 
only scenario compared to the digital objects scenario. Giving behaviour is exempli-
fied by directly handing objects over to another team member or to the public arena. 
However, more taking behaviour would be evident in the scenario with digital objects 
than in the scenario with only paper objects. Taking behaviour comprises actively 
taking objects held by other individuals or taking objects from the group’s common 
resource. Finally, we expected that paper-based behaviours would converge into 
mixed condition (paper and digital artefacts) behaviour. The reasons for this, we be-
lieve, are related to the degree of feelings of personal ownership of paper objects 
versus digital objects. Drawing from everyday sharing behaviours, when an object is 
considered to be under one’s ownership, it is more easily ‘given’ than an object that is 
part of the public domain. Likewise, objects that are considered to be part of the pub-
lic domain are more likely to be ‘taken’ by individual team members. We believe that 
giving and taking patterns can affect the relative individual contributions of each team 
member in a group task, and the overall team performance, during intensely collabo-
rative tasks. 

2   User Study Design 

Ten teams of four friends participated in the study, members ranging from engineers 
to corporate staff. The task required subjects to compile five lists, each with as many 
semantically related words as possible. A single word was provided to start off the 
semantic list, e.g. NURSE. Single related words such as DOCTOR or PATIENT were 
added by group members one by one.   

 

 

Fig. 1. Digital, paper and mixed conditions 

Three conditions were administered. In the paper only condition, subjects were re-
quired to write words using five different coloured pens on five matching pieces of 
coloured cardboards. In the digital only condition, five different coloured keyboards 
were used to input the words into five matching coloured note windows. A Multi-
touch Cell [5] surface was used for the implementation of this task, supporting natural 



580 N. Ruiz, K. Cheng, and M. Rittenbruch 

manual movement of digital objects. Finally, in the mixed condition, subjects were 
required to use two digital item sets, as well as three coloured paper sets. Conditions 
were balanced to counter order effects (with the mixed condition always last). The 
paper condition was limited to 2 minutes duration, and the other two conditions lim-
ited to 3 minutes duration.  

Annotations.  We devised an annotation scheme to capture various giving and taking 
behaviours, as shown in Table 1. To begin with, we annotated a one-minute sample 
from the middle of the task of each condition, for each team, and each participant.  

Table 1. Annotation Scheme of Sharing Behaviour 

Sharing ID Type Description 
Giving G1 Direct Give Directly passing an object to another individual 
 G2 Passive Give Passing an object at someone’s request  
 G3 Give to Centre Actively putting an object in the public domain 
 G4 Reactive Give Object in your personal space- allow others to take it 
Taking T1 Direct Take Directly taking an object from another individual 
 T2 Passive Receive Taking an object given directly by someone else 
 T3 Take from Centre Actively taking an object from the public domain 
 T4 Reactive Take Taking an object that happened to be near you 

3   Preliminary Findings 

The analysis included a total of 882 instances of sharing behaviour across groups. 
Given the inter-group dependencies in terms of strategy and performance, each group 
was first assessed individually, before acquiring an average across groups of give-to-
take ratios, and normalized with a log function (Figure 2). A ratio value of zero means 
equal give vs. take, positive values mean more giving, negatives more taking. 

In the digital-only condition, the ratio of give-to-take behaviour in each group 
ranged from -0.41 to -0.05, with a collective average between groups of -0.19. This 
means that subjects were more likely to display taking behaviours than giving behav-
iours when using digital objects, substantiating our first hypothesis. In the paper-only 
scenario, the group ratios of give-to-take ranged from -0.08 to 0.06, with an average 
across groups of 0.01, indicating the proportion of giving and taking were roughly 
equal. Finally, in the mixed condition, the group ratios of give-to-take ranged from -
0.2 to 0.15, with an average of -0.02, indicating that the sharing behaviour converged 
toward the paper condition as expected. A one-way, correlated samples, ANOVA 
shows significant differences between groups (df=29, F=18.05, p<0.0001). Subse-
quent Tukey HSD tests show significant differences at the 0.01 level between the 
mixed and digital only conditions; and between paper only and digital only condi-
tions.  Analyses specifically on person-to-person (G1 and T1) and person-to-public 
(G3) or public-to-person (T3) ‘pro-active’ behaviours, where subjects directly move 
objects, highlight very similar patterns.  
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Fig. 2. Summary of give-to-take ratios across groups for each condition 

4   Discussion and Future Work 

As expected, subjects exhibited more giving behaviours in the digital only condition; 
likewise, more taking behaviours in the paper only condition, with the mixed condi-
tion converging to paper-like behaviour. Since the multi-touch table allows natural 
gesture to be used for movement of digital objects, these differences may be attributed 
to the feelings of ownership afforded by each set of materials. It is possible that tangi-
ble paper objects, due to their physical characteristics, feel more like the property of 
the individual manipulating them than digital objects. Proportionately fewer giving 
behaviours in the digital condition may be symptomatic of this. Though digital objects 
were far more malleable (could change in size and were more dynamic, bounced off 
the sides etc.), this plasticity did not seem to make any difference to their ‘ownership 
status’. While they could be moved into each individual’s personal space and into 
public spaces just like paper, they seemed to remain “behind the glass”, engendering a 
feeling of perceptual distance between the team and the items. 

Drawing more general design implications from this result, it seems that digital ob-
ject scenarios may benefit from the implementation of visual effects or widgets that 
convey a greater sense of ownership. For example, ‘magnetic personal areas’ where 
objects are pulled towards, and attached to, personal spaces when passed around, may 
help encourage stronger notions of ownership between objects and participants. Fu-
ture work includes further analysis of the social behaviour categories annotated. 

References 

1. Scott, S.D., Sheelagh, M., Carpendale, T., Inkpen, K.M.: Territoriality in collaborative ta-
bletop workspaces. In: Proc.CSCW 2004, Chicago, November 6-10, pp. 294–303. ACM, 
New York (2004) 

2. Shen, C., Everitt, K.M., Ryall, K.: UbiTable: Impromptu Face-to-Face Collaboration on 
Horizontal Interactive Surfaces. In: ACM Int. Conf. on UbiComp (October 2003) 

3. Wobbrock, J.O., Morris, M.R., Wilson, A.D.: User-defined gestures for surface computing. 
In: Proc.CHI 2009, Boston, April 4-9, pp. 1083–1092. ACM, New York (2009) 

4. Morris, M.R.: Supporting Effective Interaction With Tabletop Groupware. Stanford Univer-
sity Technical Report (April 2006) 

5. Multitouch Cell, http://multitouch.fi/ 

-0.5 -0.25 0 0.25 0.5

Mixed 

Paper 

Digital Average



T. Gross et al. (Eds.): INTERACT 2009, Part I, LNCS 5726, pp. 582–594, 2009. 
© IFIP International Federation for Information Processing 2009 

A Comparison of Direct and Indirect  
Multi-touch Input for Large Surfaces 

Dominik Schmidt, Florian Block, and Hans Gellersen 

Computing Department, Lancaster University, Lancaster, UK 
{schmidtd,block,hwg}@comp.lancs.ac.uk 

Abstract. Multi-touch input on interactive surfaces has matured as a device for 
bimanual interaction and invoked widespread research interest. We contribute 
empirical work on direct versus indirect use multi-touch input, comparing direct 
input on a tabletop display with an indirect condition where the table is used as 
input surface to a separate, vertically arranged display surface. Users perform 
significantly better in the direct condition; however our experiments show that 
this is primarily the case for pointing with comparatively little difference for 
dragging tasks. We observe that an indirect input arrangement impacts strongly 
on the users' fluidity and comfort of ‘hovering’ movement over the surface, and 
suggest investigation of techniques that allow users to rest their hands on the 
surface as default position for interaction. 

Keywords: Multi-touch interfaces, surface computing, indirect input. 

1   Introduction 

Multi-touch input on interactive surfaces has been studied for over 25 years, from 
early work on tablets as separate input device [14] to more recent direct multi- touch 
on interactive tabletops [7, 10]. Multi-touch supports natural use of both hands for 
bimanual tasks and greatly expands the range of gestural input that can be used in 
interaction [6, 26]. This is inspiring widespread research activity on multi-touch inter-
active tabletops [22], but empirical insight into multi-touch input performance is still 
limited. 

Recent work on multi-touch input has tended to imply its use for direct interaction. 
As noted by Forlines et al. [9], it is commonly argued that direct touch is more “natu-
ral” or “compelling” than working with an indirect input de- vice. Forlines et al. took 
this to motivate a study comparing direct multi-touch with indirect mouse input (pro-
viding evidence for their respective advantages for bimanual and single-pointer tasks). 
We, in turn, ask how much the benefit of multi-touch for bimanual tasks depends on 
the directness of the input. Intuitively, direct multi-touch would appear superior to 
indirect multi-touch. However indirect interaction, where the hands are off the output 
medium, can have a variety of advantages depending on application context, for ex-
ample interaction at-a-distance, separate input surfaces for multiple users, avoidance 
of occlusions [21], or one input surface to multiple displays [19]. 

The contribution of this paper is an empirical study of direct versus indirect use 
multi-touch input. The study compares direct input on a tabletop display with an  
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indirect condition where the table is used for input only, with output on separate dis-
play. Figure 1 illustrates the two conditions. In the direct condition, input and output 
space coincide. In the indirect condition, output is on a display arranged vertically 
behind the input surface; for reference between input and output space, the user’s 
hand contours are displayed. 

  

  

Fig. 1. Direct versus indirect multi-touch interaction 

We describe an experiment that investigates direct versus indirect multi-touch for a 
symmetric bimanual task, in terms of quantitative performance, qualitative observa-
tions, and user preference. The results overall indicate that users are faster with multi-
touch for direct interaction but are also able to use multi-touch efficiently for indirect 
input. A main observation was that users approach tasks differently in the two condi-
tions, in the direct condition with fluid movement to a target, and in the indirect con-
dition with hovering movement until a target has reached, resulting not only in longer 
selection time but also less comfort. The discomfort with hovering over the surface to 
avoid accidental touch suggests adoption of multi-touch techniques that would allow 
user to rest their hands on the surface for interaction. 

2   Related Work 

The performance of direct and indirect input modalities for bimanual tasks on interac-
tive surfaces has been scarcely explored. Forlines et al. compared direct- touch with 
mouse input for bimanual and single-pointer tasks, highlighting their different advan-
tages [9]. Barnert described a similar experiment on dual-mouse versus multi-touch 
[2]. These studies provide some insight into suitability for the respective interfaces for 
unimanual versus bimanual tasks. Our work, in contrast, is focused on a single input 
modality (multi-touch on interactive surfaces), to analyze its use and performance in 
direct versus indirect interaction. 

(b) Indirect multi-touch: sepa-
rate output with display of hand 
contours 

(a) Direct multi-touch: input and
output space coincide 



584 D. Schmidt, F. Block, and H. Gellersen 

Direct versus indirect input has been studied widely for single-pointer interaction, 
comparing indirect input devices with direct-touch or pen input (e.g., [20, 23]). A 
recent study is close to ours in spirit, as it focuses on a single in- put technology, here 
a stylus pen, which is compared for direct and indirect interaction showing that indi-
rect use can perform as well for certain tasks [8]. 

Multi-touch technology has become closely associated with interactive displays 
and direct interaction, however a variety of recent systems have been based on multi-
touch input separate from output. Malik et al. demonstrated a system that integrates 
multi-touch input for interaction with multiple displays in the environment [19]. In 
other work, Moscovich et al. investigate indirect multi- touch techniques aimed to 
overcome limitations of direct-touch interaction on touchscreens (e.g., limited preci-
sion, occlusion issues, and limitations on size and proximity of the display) [21]. 

In this work we focus on the use of multi-touch technology that has more recently 
evolved with interactive tabletops [10, 26]. However, our work also ties in with a 
large body of earlier work on bimanual interaction (e.g., [1, 5, 13, 15]). 

To support indirect multi-touch, we track and display hand contours. This concept 
was first demonstrated in Krueger et al.’s Videoplace [12]. In recent work, a related 
technique was used for ‘see-through’ multi-touch input on the back of a mobile de-
vice, addressing occlusion and precision limitations of multi-touch ‘on the front’ of 
the device [24]. 

3   Experimental Design 

The principal aim of our study was to gain insight into direct versus indirect use of 
multi-touch input for bimanual tasks. We specifically sought to understand perform-
ance differences (are users slower when input is indirect, and how much so?), principal 
obstacles in using multi-touch indirectly (are users able to use multi-touch effectively 
when input is displaced from output?), and potential qualitative differences in interac-
tion behavior (do users approach tasks differently when input is separate from output?). 

22 users took part in the study (10 female, 12 male). They were recruited from the 
local campus and compensated with £8 for their time. The age ranged from 18 to 53 
years with an average of 27.23 years (SD = 7.79). All participants but one were right-
handed and regular computer users without specific experience in bimanual interfaces. 

3.1   Apparatus 

The experiment was designed to compare direct and indirect multi-touch in the con-
figuration we introduced in Figure 1. Both conditions use the same tabletop technol-
ogy as input surface. In the direct condition, the surface doubles as display. In the 
indirect condition, the display is provided on a separate screen arranged vertically 
behind the input surface. In both conditions, the respective other display is turned off. 
The size of the vertical display is chosen to appear, from the user’s perspective, to be 
the same size as the input surface. This preserves the 1:1 ratio of input and output 
spaces across the two conditions. Mapping between input and output is supported 
with a contour display of the user’s hands, and with display of circles as feedback for 
points of touch. 
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Fig. 2. User interacting with multi-touch table and vertical screen 

The experimental setup is shown in Figure 2. The tabletop had a surface diagonal of 
100cm with rear projection display of 1280 × 768px. Touch detection was based on a 
diffused illumination principle, using a Point Grey Firefly MV camera with a resolution 
of 640 × 480px at 60fps to capture points of touch. The vertical display was provided by 
a 126cm plasma screen with the same resolution as the tabletop display. A second cam-
era (same model) was mounted on the ceiling to track the position and contour of the 
user’s hands over the tabletop. The hands were extracted from the captured image, proc-
essed by an edge detection algorithm, and mapped using homography. 

3.2   Task 

Figure 3 illustrates the 2D symmetric bimanual task used in this experiment. In order 
to build upon the literature, the task was designed according to the bimanual task in  
 

   

   
 

Fig. 3. Task design: pointing (starting in home area) and dragging (target onto dock) 

(b) Indirect multi-touch(a) Direct multi-touch

(b) Dragging and resizing 
selected target to match dock 

(a) Task layout: home area, target, and dock; same dis-
tance d between home area and target respectively target
and dock; square handles of side length w 
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Forlines et al.’s [9] experiment. It consists of a pointing and a dragging subtask, both 
common interaction techniques in direct manipulation interfaces, but shown to yield 
difference performance behavior [18]. Additionally, the dragging subtask requires the 
user to simultaneously perform a resizing operation similar to the “stretchies” tech-
nique proposed by Kurtenbach et al. [13] but limited to translation and scaling. 

At the beginning of each task, a home area is shown at an arbitrary location, con-
sisting of two red, non-filled squares. Participants were instructed to touch these 
squares, using one finger of each hand. To prevent participants from rushing through 
tasks, a waiting time was introduced before target and dock appeared. To complete 
the pointing subtask, participants had to select the target’s two handles. The target 
was rendered as blue, semi-transparent square with two square handles in the opposite 
corners. While the target had a fixed size of 150px square the handles’ sizes were 
varied as part of the experiment. Providing visual feedback, selected handles were 
highlighted in a brighter color. Moreover, once both handles—and hence the target—
were selected the target’s color changed from blue to green. 

To complete the dragging subtask, participants had to match the target with the dock 
by translating and scaling the target (compare figure 3(b)). The dock was rendered as 
outlined square with a dashed, black border at a fixed size of 250px square. The target’s 
size could be adjusted by changing the handle’s relative position. It was sufficient to 
match the four edges accurately within 10px each which was indicated by changing the 
dock’s border and fill color. The dragging task was successfully completed once target 
and dock were matched and the user had released at least one of the handles. 

Home area, target, and dock positions were randomized but precalculated for all tri-
als, i.e. each user was presented with the same position constellations. In addition to the 
handle size, the distance between home area and target respectively target and dock was 
simultaneously varied as part of the experiment. Participants were instructed to perform 
the task as quickly and accurately as possible. It was not possible to move on to the next 
task before the matching and hence the task was completed successfully. 

3.3   Design and Procedure 

A repeated-measures design was used with the within participant independent vari-
ables interaction condition (direct, indirect), handle width (32, 48, 64px), and distance 
(300, 500, 700px). Every combination of handle width and distance was repeated 
three times. With 27 trials per block, every user performed five blocks resulting in 
135 trials per user and condition and a total number of 5940 trials. 

Participants were introduced to the interface and the concept of multi-touch inter-
action. The experiment started with two training blocks which were followed by the 
three blocks used in the analysis. Participants completed both input conditions in 
succession and their order was counterbalanced. Each participant was presented with 
the same set of precalculated trials. However, the presentation order of trials within a 
block was pseudo-randomized for every user. The same set of blocks was used for 
testing the direct and indirect conditions. 

After each condition, participants were asked to state their agreement with eight 
items1 selected from the IBM Computer Usability Satisfaction Questionnaire [16] on 

                                                           
1 Statements 2, 4, 5, 6, 7, 9, 17, and 19 of the Post-Study System Usability Questionnaire were 

selected as applicable to the test system. 
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a seven point Likert scale ranging from “strongly agree” to “strongly disagree”. In 
addition, participants were also asked to rate the amount of mental demand required 
to fulfill the task as well as their frustration level and to give a self-assessment of their 
performance, using three items from the NASA Task Load Index [11]. In the end of the 
experiment, participants were asked to state a preference and their subjective rating 
about performance and error rates for each condition. 

The measured variables were overall trial time (pointing + dragging time), pointing 
time, dragging time, pointing errors, dragging errors, and handle selection delay. 
Additionally, we recorded video footage of all participants with the camera placed at 
the shorter side of the table slightly above its surface to capture arm and hand move-
ments as well as hand postures. 

4   Results 

4.1   Quantitative Measurements 

Trial Time. Trial time is the sum of pointing and dragging time. It was measured in 
milliseconds from the moment when the user left the home area to the moment when 
he or she completed the docking successfully. A 3-Way Repeated Measures ANOVA 
of the recorded data indicates a significant main effect of condition on the trial time, 
F1,21 = 216.86, p < 0.001. Participants completed a trial quicker in the direct condition 
(M = 4311, SD = 1787) than in the indirect condition (M = 6700, SD = 2704).  
Figure 4(a) shows mean trial times broken down by pointing and dragging time. 

 

  
 

Fig. 4. Mean trial times 

Both, width and distance have main effects on trial time, F2,42 = 45.05, p < 0.001 
and F2,42 = 91.94, p < 0.001 for width and distance respectively. The only significant 
interaction revealed by the analysis is condition × width, F2,42 = 5.99, p = 0.005,  
indicating that the effect of width on trial time differed for the two conditions. Con-
trasts on this interaction term revealed that when the difference in trial time between 
direct and indirect condition was compared for 32 and 48px there was no significant 

(b) Mean trial time for each condition bro-
ken down by width 

(a) Mean trial time for each condition bro- 
ken down by pointing and dragging time 
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difference, F2,42 = 0.56, p = 0.465. However, comparing the difference in trial time 
between direct and indirect for 48 and 64px, a significant difference emerged 
(F2,42 = 7.75, p = 0.011) which indicates that the decline in trial time between 48 and 
64px was significantly more pronounced in the indirect condition (compare figure 4). 

Pointing Time. Pointing time was measured in milliseconds from the moment when 
the user left the home area to the moment when he or she had success- fully acquired 
both of the target’s handles. As erroneous trials were not repeated the user continued 
until the selection was successful. Therefore, pointing time includes time required to 
correct errors. An ANOVA of the recorded data indicates that pointing time was sig-
nificantly shorter in the direct (M = 811, SD = 505) than in the indirect condition 
(M = 2386, SD = 995), F1,21 = 357.75, p < 0.001. 

Both, width and distance, have main effects on pointing time, F1.63,34.14 = 162.26, 
p < 0.001 (corrected degrees of freedom using Huynh-Feldt estimates of sphericity) and 
F2,42 = 91.09, p < 0.001 for width and distance respectively. The condition × width 
interaction is significant, F1.6,33.61 = 37.86, p < 0.001 (Huynh- Feldt), and so is the condi-
tion × distance interaction (F2,42 = 19.06, p < 0.001), indicating that the effect of width 
respectively distance on pointing time differed for the two conditions. No significant 
interaction between condition, width, and distance was found. Figure 5 shows the mean 
pointing time for each width and distance, separated for each condition. 

Contrasts on the condition × width interaction term revealed that when the differ-
ence in pointing time between direct and indirect condition was compared for 32 and 
48px respectively 48 and 64px, significant differences emerged in both comparisons 
(F1,21 = 27.7, p < 0.001 respectively F1,21 = 19.73, p < 0.001). Likewise, contrasts 
indicated a significant differences in pointing time between direct and indirect condi-
tion for 300 and 500px (F1,21 = 5.47, p = 0.029) and 500 and 700px (F1,21 = 23.21, 
p < 0.001). To sum up, the decline in pointing time for larger handles as well as 
shorter distances was significantly more pronounced in the indirect condition. 

 
  

Fig. 5. Mean pointing time for each condition 

Pointing Errors. A pointing error would be registered if the participant missed either 
handle. Multiple pointing errors could occur as the trial would not be reset if an error 
was made. An ANOVA shows that significantly fewer errors were made in the direct 

(b) Broken down by distance (a) Broken down by width 
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(M = 0.16, SD = 0.6) than in the indirect condition (M = 0.57, SD = 1.21), 
F1,21 = 55.48, p < 0.001. 

Both, width and distance, have main effects on pointing error, F2,42 = 14.66, 
p < 0.001 and F2,42 = 6.9, p = 0.003 for width and distance respectively. No signifi-
cant interaction between condition and width or distance was found. 

Dragging Time. Dragging time was measured in milliseconds from the moment of 
successful acquisition of both handles to the moment the user released either handle 
while the target was accurately enough aligned with the dock. Time required to reac-
quire handles after errors is included in this measure. An ANOVA suggests that drag-
ging time was significantly shorter in the direct (M = 3500, SD = 1619) than in the 
indirect condition (M = 4315, SD = 2358), F1,21 = 31.39, p < 0.001. 

Both, width and distance, have main effects on dragging time, F2,42 = 6.44, 
p = 0.004 and F2,42 = 43.23, p < 0.001 for width and distance respectively. No signifi-
cant interaction between any factors was found. 

Dragging Errors. A dragging error occurred when either handle was left while drag-
ging. Multiple dragging errors could occur within a single trial. An ANOVA indicates 
a significant main effect of condition on dragging errors, F1,21 = 5.72, p = 0.026. Par-
ticipants completed the dragging subtask with fewer errors in the direct (M = 0.36, 
SD = 1.3) than in the indirect condition (M = 0.68, SD = 2.64). No further significant 
effects were found. 

Handle Selection Delay. Furthermore, we measured the delay in milliseconds be-
tween the initial selection of the first and second handle. An ANOVA revealed that 
this delay was significantly lower (F1,21 = 36.43, p < 0.001) in the direct (M = 133, 
SD = 317) than indirect (M = 525, SD = 595) condition. 

Both, width and distance, have main effects on handle selection delay, 
F2,42 = 71.47, p < 0.001 and F2,42 = 7.7, p = 0.001 for width and distance respectively. 
Additionally, the condition × width interaction is significant, F1.6,34.75 = 11.51, 
p < 0.001 (Huynh-Feldt). No further interactions were found. 

4.2   Observations 

The following descriptions are based on observations made during the experiment and 
on a post-hoc analysis of the recorded video. In general, the task was easily under-
stood by the participants, independent of which condition was tested first. 

However, a noticeable difference regarding the way users approached the surface 
with their arms and hands could be observed. While many participants relaxed their 
hands by slightly changing the hands’ postures or moving them around the wrist in 
between trials when interacting directly on the table, their hands remained in a rather 
static posture, mostly hovering over the surface and already focusing on moving to 
the home area again when interacting with the screen. We also observed that users 
often maintained a more tense hand posture in the indirect than in the direct condition. 
In this context, several users were intuitively relaxing and shaking their hands in be-
tween blocks in the indirect condition. 

In addition, we could observe that participants were more likely to break down the 
pointing movements in the indirect condition. First, they aligned their fingers with the 
target to point at. Second, they moved their fingers down to touch the surface. In  
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the direct condition, the pointing task resembled more a fluid single movement. More-
over, it was obvious that many participants followed a sequential strategy to select the 
two handles of a target in the indirect condition. Only after they positioned their fin-
ger over one handle and then put it down to make the selection, they started to adjust 
the position of their other hand’s finger. 

We observed that several users tried to apply a different strategy in the pointing 
task when interacting with the screen. They left their fingers on the surface while 
sliding towards the target, then lift the fingers up and put them down again to select 
the target. In these cases, users were asked to perform the pointing as originally in-
structed. 

A potential problem which we noted in this user study concerns long finger nails. 
They prevent users from touching the table in a steep angle which causes more unin-
tended touches. Moreover, they make the fingers appear longer in the hand contour 
representation which results in a mismatch between the displayed fingertip and the 
actual point of touch. 

4.3   User Feedback 

Quantitative Feedback. Participants consistently rated the direct condition better in 
both, the satisfaction questionnaire and the task load index. Wilcoxon Signed-Rank 
Tests indicate that these differences are significant for each rating. 

Results show that 3 out of 22 (13.64%) participants preferred the indirect condi-
tion. Moreover, three (different) participants stated that they were faster in the indirect 
condition; two of them also felt they made fewer errors in it. In addition, one of those 
who preferred the indirect condition also stated he made fewer errors in it. However, 
none of these ratings regarding time and error rate are reflected in the collected data. 

Qualitative Feedback. In addition to the previous ratings, we asked participants to 
comment on positive as well as negative aspects of the tested conditions during and in 
the end of the experiment. Ten participants perceived the direct condition to be easier 
than the indirect condition. Five participants noted that more mental effort was required 
to complete the tasks in the indirect condition; they felt they had to concentrate and 
think more or were more tired afterwards. Twelve of the participating users stated that it 
was difficult to coordinate their hands with the respective contours displayed on the 
screen. In addition, two of them reported on having problems with distinguishing their 
fingers on the screen, hence they only used their index fingers in a pointing posture. 

In the direct condition, two participants said they had experienced problems with 
occlusion due to their arms or hands covering parts of the table; three participants felt 
they had a better overview or visibility with the screen. We received five comments 
indicating that the indirect condition is more comfortable mainly due to problems that 
occur in the direct condition when looking down at the table for a prolonged period of 
time. However, further seven participants perceived the direct condition as more com-
fortable to work with; three of them noted that this is due to a higher amount of physi-
cal stress for the fingers in the indirect condition. 

Further comments reached from describing the indirect setup as a fun system with 
an appealing idea that one user even could imagine to be working with comfortably in 
a job over the day, to statements about how nerve breaking this kind of interaction 
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was perceived. One user noted that she hated the indirect condition while another saw 
it as a training tool for multitasking abilities. 

5   Discussion 

In general, completion times were shorter and error rates lower in the direct condition 
throughout all results. This difference in speed and accuracy was also perceived by 
most participants when asked for a comparative assessment of the two conditions. In 
addition, results of task load index show that participants rated their performance 
better in the direct than in the indirect condition. Furthermore, agreement with the two 
statements of the usability satisfaction questionnaire which are concerned with speed 
and efficiency also underlinesS these results. 

One possible explanation for this measured and perceived performance decrease 
can be found in the additional cognitive load present in the indirect condition. Not 
only the task load evaluation revealed a higher demand for mental and perceptual 
activity in the indirect condition, also the qualitative feedback we received suggested 
that more concentration was required. In addition, the input hardware was identical in 
both conditions which suggests that observed differences are due to an added com-
plexity of coordination. In summary, interacting indirectly with the system was more 
challenging for participants and resulted in a significantly higher frustration level. 

5.1   Differences in Pointing and Dragging 

Times. In accordance with findings of related studies [9, 18], dragging was slower 
than pointing, independent of the condition. It is noteworthy that the overall trial time 
was decreased by the same factor in our study as in the one by Forlines et al. [9], 
although different input techniques were used in the indirect condition. Additionally, 
it is important to acknowledge that the dragging was more demanding than the point-
ing task by design since it included positioning and scaling. However, while it took 
participants on average 2390ms (55%) longer to complete a trial in the indirect condi-
tion, the already shorter pointing time contributed 1575ms (66%) to this total time 
difference between direct and indirect interaction; only 815ms were due to differences 
in dragging performance. That is, it took participants about 200% longer to complete 
a pointing task in the indirect condition, while we only observed a time decrease of 
23% for the dragging task. These results suggest that differences in the conditions had 
more impact on completion time for pointing than dragging. 

Moreover, significant interactions between condition and width as well as distance 
were found for pointing time. Contrasts on these interaction terms reveal that the 
smaller the target is, the larger is the pointing time difference between direct and 
indirect condition. On the same lines, larger distances have a higher impact on point-
ing time in the indirect condition. That is, smaller targets respectively larger distances 
seem to render the pointing task unequally more time consuming in the indirect com-
pared to the direct condition. In contrast to pointing time, there is no indication that 
width or distance had a significant influence on the difference in dragging time be-
tween conditions, suggesting that there is less complexity added in the indirect condi-
tion compared to pointing. 
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While our experiment was designed to include error trials it is still insightful to 
look at times without errors. A brief analysis of only those pointing tasks without 
errors reveals completion times which are around 11% lower in both conditions; indi-
rect pointing is still about 200% slower. However, an analog analysis for dragging 
times shows that the speed advantage of direct over indirect interaction for dragging is 
further decreased. In trials without errors we only observed a time decrease of 13% 
for dragging between the direct and indirect condition, also indicating a smaller dis-
crepancy in complexity between direct and indirect interaction. 

Errors. Since a trial was not interrupted on errors but continued until successfully 
completed, it is no surprise to find a similar tendency of differences between interac-
tion conditions as seen for completion times in the respective error rates, too. While 
participants were more than three times as likely to make a pointing error in the indi-
rect than direct condition, a dragging error was only less than twice as likely made. 

Yet it is important to account for the relatively high dragging error rates observed 
in our study compared to values found in literature for a similar task [9]. First, it was 
sufficient to position the target over the dock in the said study; matching was per-
formed automatically. Our experiment required participants to actively release the 
handles, though, resulting in a more complex and error prone task. Second, we used a 
vision-based input technology which is more sensitive to touches and capable of de-
tecting non-finger contacts, too. In specific, we observed that lifting the finger off the 
surface sometimes caused the selected target to move as described by Sears et al. [23]. 
Therefore, it was not properly aligned with the dock anymore which was counted as 
dragging error. Third, our prototype system sometimes lost momentarily track of 
fingers while dragging which is indicated by frequent handle reselection events within 
milliseconds. This happened in both conditions at about the same rate. It was post-hoc 
not possible to distinguish these errors from valid user activities. 

Furthermore, it is interesting to note that no significant interactions were found be-
tween width or distance and condition for the pointing error rate. In the light of the 
findings about pointing time, this indicates that smaller targets or larger distances did 
not have a pronounced effect on pointing error rate in the indirect compared to the 
direct condition. In short, it appears that the time spent for aiming paid off. 

5.2   Peculiarities of Indirect Interaction 

In the following, we discuss observed behavior which gave indication to higher cogni-
tive load in the indirect condition and helps to explain the varying performance differ-
ences between direct and indirect condition and pointing and dragging tasks. A first 
indicator for an increased mental demand is the less parallel approach of handle selec-
tion in the indirect condition. Analyzing the time which passed between selecting the 
first and second handle of a target shows that participants were about four times 
quicker to select the second handle in the direct condition, also contributing to the 
total shorter pointing time. 

As described before, we observed that participants tended to split the pointing  
task into two separate movements. Only after positioning the fingers over the target 
they would move them down to touch the surface. A possible explanation for this 
behavior can be found in the increased difficulty of estimating the distance between 
hand and table surface when looking at the screen; the user interface did not provide 
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three-dimensional hints. Therefore, it is arguably more difficult to perform a fluid 
movement consisting of a combined horizontal and vertical component to select a 
target in the indirect condition. Participants attempting to perform such a combined 
movement often touched the surface too early and slid into the target instead of point-
ing at it which accounted for a pointing error. To sum up, the missing perception of 
the hands’ three-dimensional location above the surface seems to substantially add to 
the coordination load in the indirect condition. Clearly, no estimation of distance 
between hands and surface is required while dragging. In addition, observations of 
users who tried to apply a sliding and a “lift-and-tap” technique [17] instead of a 
pointing movement suggest that dragging was perceived to be more intuitive in the 
indirect condition. However, realizing selection by dragging raises challenges con-
cerning the differentiation of input states as discussed by Buxton et al. [4]. Wilson  
et al. [25] present a pinching gestures which could serve as trigger for a state transi-
tion. On the same lines, Benko et al. [3] implemented SimPress to distinguish be-
tween mere touches and clicks. 

In general, we could observe a more restricted usage of the indirect interaction 
technique with regard to hand postures and movements. Participants seemed to put 
more emphasis in maintaining certain hand postures over the trials in the indirect 
condition. A possible explanation for this behavior is the added complexity due to the 
mapping between the hand contours and the actual hands. This mapping can arguably 
be facilitated by having a clear and constant point of reference, such as the index 
finger in a pointing gesture. 

6   Conclusions 

Our results indicate that a simple replication and transfer of common interaction tech-
niques from a direct multi-touch to an indirect multi-touch surface comes along with a 
substantial decrease in performance. Nevertheless, it is important to acknowledge that 
even unexperienced users understood the underlying principles of the studied indirect 
interaction modality instantly. In addition, our results indicate that performance loss 
between direct and indirect is mostly due to the requirement of blindly keeping arms 
and hands at distance to the input device. Allowing the user to stay in contact with the 
surface has been shown to decrease performance differences between direct and indi-
rect interaction considerably. These findings motivate the design of interaction tech-
niques that allow the user to keep permanent contact with the surface. The presented 
results provide a basic understanding of factors relevant to the design of indirect 
multi-touch systems and suggest that a significant potential for improving indirect 
multi-touch interaction exists. Further investigations with respect to the quality of 
indirect multi-touch interaction is clearly needed to gain a better understanding of 
costs and benefits of these techniques. 
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Abstract. At Philips Research, an Intelligent Shop Window (ISW) was devel-
oped. With the ISW, a unique combination is made between a transparent dis-
play that is embedded in the window glass, and physical products presented in 
the shop window. In this paper, touch and gaze interaction with the large dis-
play in the ISW are investigated and evaluated. For sensing interfaces it is 
known that especially with gaze interaction, it is a challenge to communicate to 
the user that the system is ready and attending to the user, but also which part of 
the system the user can address. Therefore, two suitable feedback mechanisms 
for this interaction were designed and evaluated with users. The first was the 
'polite products' concept, where products were placed on a turntable. When the 
user selects the product with either touch or gaze interaction, the product on the 
turntable turns towards the user. The second feedback method was a transparent 
light tile behind the products, which changed color when the product was se-
lected. The evaluation results showed that the polite product concept was rated 
better than the light tile on almost every item related to hedonic values such as 
enjoyability and fun. Next to that it became clear that participants felt more in 
control when using touch interaction and that touch worked faster and more ef-
ficient than gaze interaction. However, gaze interaction was a fairly new and 
exotic interaction method for participants and they said they liked using gaze 
interaction. Especially the combination of gaze interaction with the polite prod-
ucts feedback method was very strong. 

Keywords: Touch interaction, gaze interaction, feedback mechanisms, large 
displays, public space. 

1   Introduction 

To investigate the use and benefits of new technologies in the public domain and spe-
cifically in shops, Philips has built the experience lab “Shoplab” on the High Tech 
Campus in Eindhoven. This Shoplab embodies a fashion shop where many prototypes 
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that have associations with shopping are built in and can be tested with users. Shoplab 
also has a shop window [2, 3], which carries the name: “Intelligent Shop Window” 
(ISW). The Intelligent Shop Window responds to the presence, movement and input 
of shoppers near to the window, with light, sound, text, images and animations. It is 
also an interactive shop window where shoppers can obtain information about the 
products on display, using different interaction styles. 

The research described in this paper focuses on the interactive part of the Intelli-
gent Shop Window. Our first exploratory research question therefore is: What is  
the best way to interact with a large shop window? All interaction styles need to  
trigger some sort of feedback to clarify that the system responds to the input of the 
user. So from the first research question, a second one automatically arises: What is 
the best form of feedback that gives the user a clear and understandable interaction 
experience? 

2   Concept Design of the Intelligent Shop Window 

The sensors in the sensing environment around the ISW can be used as input devices 
for a user interface on the shop window. This way the interface can attend to what 
users need without getting explicit input from users [4]. These kind of interfaces are 
called attentive interfaces: user interfaces that dynamically prioritize the information 
they present to their users such that information processing resources of both user and 
system are optimally distributed across a set of tasks [5]. The design of the interface 
of the ISW is based on the attentive interface principle. Therefore we adopt the fol-
lowing hypothesis: in a shopping environment, an attentive interface on the shop win-
dow can attract customers, by dynamic adaptations to the information that is visible 
on the shop window. To this end, a differentiation will have to be made in various 
phases and states the shop window can be in. When a shopper is far away from the 
shop, the information on the shop window will obviously be different of content and 
size than when the user is near to the window. Also, it is essential that only informa-
tion is given on products that are of interest to the user. When the user is very near to 
the shop window it is possible to see where he is looking at and only give information 
about that particular product. This implicit input should result in enhancing the appeal 
of the product and increasing the interest of the user. 

2.1   Interaction Design 

The interaction concept with the Intelligent Shop Window is based on the concept 
presented in [1]. Vogel et al. [1] present 4 interaction phases, related to distance of the 
user to the screen and body/head posture (figure 1): 

 
• Ambient Display 
• Subtle Interaction 
• Implicit Interaction 
• Personal Interaction 
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Fig. 1. Four phase interaction concept 

The differentiation between the various phases is highly applicable to the ISW and 
will be further explained in the next paragraphs. Unfortunately Vogel et al. [1] only 
discuss the use of a screen with touch interaction and body orientation as implicit in-
teraction with the system, while with the ISW the choice can be made between vari-
ous sensors that can function as input devices, i.e. gaze, touch, position and direction 
of movement of the user. Also the products inside the shop window, combined with 
the screen provide an added dimension. Various adjustments to the implementation of 
the 4 phases are made and implemented in the ISW [2, 3]. 

2.2   The Ambient Display 

The first interaction phase is the 'ambient display' phase according to Vogel et al. [1]. 
In the current ISW this is implemented as the 'attractor mode' of the window. This is 
the neutral stage of the screen when no shoppers are near to the shop. The screen is 
displaying the shop atmosphere and the message the shop wants to convey to the 
shopping people outside. Next to the current implementation of atmosphere creation, 
the system can show a range of information items like upcoming fashion shows, news 
updates and perhaps sale or discount information. A shopper that is walking by at a 
relative large distance should be able to get a sense of the overall information that is 
displayed at one glance.  

2.3   Subtle Interaction 

When a user walks parallel to the window, the system reacts to that. In the current 
implementation of the ISW, butterflies and text pop up on the screen at the position of 
the shopper. Also a range of audio devices produce a stream of directed audio. Both 
audio and visible attractors are moving along with the shopper as he walks along the 
shop window. The position and orientation of a user passing by or standing still in 
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front of the shop window is determined by the use of a pressure sensitive floor in 
front of the ISW.  

2.4   Implicit Interaction 

When the user looks into the shop window, it is possible to track his gaze with cam-
eras that are inside the shop window. In the current ISW, the gaze tracker gives the 
user the possibility to just look at an item in the shop and the system will give appro-
priate feedback on this product selection. To investigate which feedback is most ap-
propriate, four feedback mechanisms are developed to give this feedback: the first 
feedback is information about the selected product, displayed on the screen of the 
shop window. Second, an audio feedback is given by a clearly audible 'click'. The 
third and fourth feedback mechanisms are developed to make the product more attrac-
tive: the 'polite products' concept and the 'light 'em up' concept. 

Feedback method: Polite products 
In the polite products concept, all products in the shop window are placed on a spe-
cially designed turntable. This turntable can rotate and tilt the product in any desired 
direction. The metaphor behind the concept is based on human behavior while having 
a conversation. When people talk to each other, they turn their body or at least their 
head towards the person they are talking to. It is often considered as polite to turn 
towards your speaking partner, so in the same manner, the products in the shop win-
dow will turn their 'faces' towards the customer when he/she looks at them. When the 
product is placed below the viewers eyes, the product will also be tilted, to give the 
customer the best view.  

For the polite products concept, there were three design constraints: 
 

1. The product in the shop window should be able show itself and turn towards 
the shopper who is in front of the window 

2. The product can be placed anywhere in the shop window, and at any place, it 
should be able to show its front side. 

3. The product has the size of a bag or a pair of shoes. 

 

 

Fig. 2. 3D model of the turntable with a pair of shoes 
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A dedicated turntable was designed and manufactured. After consideration of vari-
ous options, a cardan suspension was chosen. This suspension is a universal mounting 
which, by means of gimbals, allows the supported part to remain horizontal irrespec-
tive of the orientation of the rest of the instrument. This sort of mounting is often seen 
in compasses in old ships. In this case, the mounting is turned up side down, so the 
ground is the horizontal fixture and it is possible to position the upper part of the 
mounting in any desired angle. This results in a 35cm wide turntable that is 7 cm 
high. This size was chosen because the width ensures that it fits a pair of shoes and 
the height makes sure the shoes can be tilted for 20 degrees. The base part and the 
disc on top of the turntable are made of a plastic. The two inner rings are made of 
aluminum because more strength was needed to withstand the forces that would be 
put on them. The total weight of one turntable is about 8 kilos. 

The positioning of the 2 rings and the disc is done with 3 servos: one for every an-
gular degree of freedom. The model of the turntable is given in figure 2. To fit the 
turntable in the high-fashion look of the shop window, the plastic that is used is spray-
painted with glossy white paint. The aluminum parts keep their original metal color. 
In total 3 identical turntables were manufactured. 

The actuation of the servo motors is controlled with PhidgetsTM [6]. In every turn-
table one control unit is built which is connected to the controlling pc. The control pc 
is on its turn connected to the gaze tracker and to the touch interface, so when a user 
selects a product on a turntable (either with gaze or touch), the 3 servos are actuated 
and turn the product towards the user. At the time of testing, the servos move from 
their starting position to their end position at a constant speed.  

 

  

Fig. 3. Combined feedback mechanisms Fig. 4. Touch interaction 



600 A. Kessels, E. van Loenen, and T. Lashina 

Feedback method: Light 'em up 
In many everyday interaction mechanisms, light is a powerful feedback from the sys-
tem to the user. Lights also attract attention. This also holds for shop windows: the 
best lit products get the most attention. [2, 3]. 

Hence, light feedback is also currently implemented in the Intelligent Shop Win-
dow. When a shopper looks at a product or even points at it, a light behind the product 
changes color and keeps the attention of the user focused on the product. It gives the 
shopper feedback that the system knows where the interests of the shopper are at that 
particular moment. When the user walks away, or indicates that he/she is interested in 
something else in the shop window, the light returns to its regular state. 

To be able to test both feedback mechanisms without altering the experimental 
setup, the two mechanisms are combined as indicated in figure 3. Three tables of dif-
ferent sizes and height are placed in the shop window. The turntables are placed in the 
middle on top of them and the light tiles are mounted at the back of the tables in such 
a way that the bottom of the light tile is at the same height as the top of the turntable.  

2.5   Personal Interaction 

In the personal interaction phase described in Vogel et al. [1], gesture and touch inter-
action is used. In the current ISW, both gaze and touch interaction can be used in this 
phase. A user can select products with gaze, but also point at them on the glass and 
browse through the information displayed on the screen using touch interaction. Here, 
gaze and touch interaction are the most logical interaction styles to use, because the 
user is standing close to the window which is already used as a screen. In contrast, 
other interaction styles like speech are less natural or useful in a noisy shopping envi-
ronment.  

When a user walks away after using the interface on the screen, the information 
that is displayed disappears and another interaction phase can be entered. 

3   Evaluation of Interaction and Feedback Mechanisms 

To be able to evaluate the two interaction methods and two feedback mechanisms de-
scribed in the previous chapter, an evaluation with users has been done. In the following 
sections, the participants, setting, design, procedure and results will be discussed. 

3.1   Participants, Setting and Design 

The experiment involved 18 participants, (9 women and 9 men). Participants were 
selected in the range from 23-40 years old. The mean age was 31. They all indicated 
they go shopping from time to time. Participants were randomly assigned to the pre-
defined sequence of the experimental conditions. 

The experiment took place in front of the ISW of the ShopLab at the Philips High 
Tech Campus. Participants would be asked to step in front of window 3 (out of 4) of 
the shop window, whereas the experimenter would stand in front window 2, starting 
and ending the tasks with the touch interface on the window. 

A camera was used to record the whole experiment and a small unobtrusive micro-
phone was placed between the experimenter and the participant. The products in the 
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shop window were dedicated female products for female participants and dedicated 
male products for male participants. 

We adopted a within-subjects design in which the method of interaction and the 
feedback mechanism in the shop window was manipulated, as indicated in table 1. 
There were in total six conditions. We were interested in comparing gaze and touch 
interaction, as well as comparing the different feedback mechanisms.  

Table 1. Interaction and feedback conditions 

 Turntable  
feedback 

Light tile  
feedback 

No feedback 

Gaze  
interaction 

1. 2. 3. 

Touch  
interaction 

4. 5. 6. 

 
The experiment consisted of 3 parts, in which participants were requested to per-

form several tasks.  
 

• In the first part, participants would either use gaze or touch interaction (the order 
was balanced over user) and perform 3 tasks. A typical task in the experiment was: 
“Find the price of the white shoes in the shop window”. By either looking at the 
product or pointing at it and using the touch interface, participants were able to 
find the requested information about the product. At the moment the product was 
'selected', typical information about that product appeared on the glass of the shop 
window. We opted for three tasks in order to try out the two feedback conditions 
and the no feedback condition. Each tasks was then accompanied by a different 
form of feedback: 1. no feedback, 2. lighting the tile, 3. turning the product. After 
completing the tasks, the participant was asked to fill in a questionnaire about the 
interaction style that was used. This questionnaire enclosed multiple questions on 
hedonic values, perceived ease of use, perceived usefulness and affect (see §3.2). 

• In the second set, again three tasks were carried out. The interaction style that 
was used changed but the feedback methods were not changed. After the three 
tasks the participant filled in the same questionnaire, but now about the interac-
tion style in the second set of tasks. 

• In the third set of tasks, participants could choose their preferred interaction style 
(touch or gaze interaction) and they were asked to elaborate on their choice. Only 
two tasks were given and only the feedback mechanisms 'light tile' and 'turntable' 
were presented. Before starting the third set of tasks, the experimenter told the 
participants that in the shop window two different feedbacks would be given and 
that questions would be asked about them after the tasks. After completing the 
two tasks, participants would be asked to fill in a questionnaire, directly compar-
ing the light tile and turntable feedback mechanisms.  

• A closing interview was done with all participants. 
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3.2   Measures 

A multiple set of measures was used to test both the direct effects of the feedback 
mechanisms inside the shop window as well as the speed, effectiveness and ease of 
use of the interaction styles. 

 

Time measurements. The time between the start and end of a task was measured.  

The Unified Theory of Acceptance and the Use of Technology (UTAUT) [7,8,9] is a 
measure of technology acceptance. The UTAUT was used with some adaptations for 
the shopping domain. The scales perceived ease of use (PEOU) and perceived useful-
ness (PU) are adopted in this experiment. 

The Affect scale (AF) [10] refers to the affective emotional considerations about the 
interaction.  

The Hedonic part of the HED/UT scale of van der Heijden [11] which includes fac-
tors as enjoyability and fun. 

 The Users' preference for a feedback mechanism is a list of carefully composed ques-
tions, including comparing questions between the two feedback mechanisms, whether 
or not the response of the system is noticed and if it is and adequate feedback for in-
teraction with the intelligent shop window.  

An interview was done with all the participants about their general preference of inter-
action method and feedback mechanism. Also some questions about privacy (cam-
eras) were asked. 

3.3   Procedure 

In order to calibrate the gaze tracker to each individual participant, a profile of the 
participants face had to be made. Because this profiling of participants was time con-
suming (approx. 1 hour), this occurred at least 3 days before the actual experiment. of 
time consuming profiling (approx. 1 hour), participants were asked to take part in the 
real experiment another time. 

At the start of the experiment itself, the participants were again welcomed and they 
filled in an informed consent form, approving audio and video recordings. They were 
also explained what the purpose of Shoplab was and the goal of the experiment. Next, 
the participant was asked to step in front of window nr 3. At the glass of the window a 
large button was projected labelled 'START'. The experimenter stepped in front of the 
window next to the participant (window 2). On this window, the participant number 
could be chosen. With this choice, the sequence of interaction styles and feedback 
mechanism was also chosen which would be presented to the participant. The order of 
these sequences was balanced out over all participants. 

After explaining that the interaction style with the interactive shop window was 
under investigation and not the actions of the participant, it was explained which in-
teraction style should be used during the first tasks (touch or gaze interaction). Now, 
the first task of the first set was read out loud to the participant. After the task was 
read, the participant pressed the 'start' button on the touch-sensitive shop window 
(starting the time measurement) and carried out the task. When the participant read 



 Evaluating Gaze and Touch Interaction and Two Feedback Techniques 603 

the correct answer out loud, the experimenter stopped the time measurement by press-
ing a button on window 2. After carrying out the three tasks of the set, the participant 
was asked to fill in a questionnaire about the interaction style that was just used. The 
second set of tasks was carried out in the same manner, with filling in the question-
naire shortly after that. 

Before starting the third set of tasks, the preferred interaction style of the participant 
was indicated on window 2 by the experimenter. The participant was asked to pay close 
attention to what was happening inside the shop window when interacting with it. Then, 
the two tasks were carried out and again a questionnaire was filled in about the feedback 
mechanisms in the shop window. Afterwards, this questionnaire was used as a basis for 
an interview where the participants gave their impression of the experiment and the 
thoughts they had about the interaction styles and the feedback mechanisms. 

3.4   Results 

Hedonic scale 
All questionnaires included the Hedonic part of the HED/UT scale by van der Heijden 
[9]. A T-test was used and Cronbach's alpha was calculated for the whole scale: 
α=0,92, indicating the set of items measures a single unidimensional latent construct. 
This calculation included all ratings from all participants on touch and gaze interac-
tion and on the 2 feedback mechanisms. 

Only the sub-item 'Boring/Fun' in the Hedonic scale shows a significant difference 
between touch and gaze interaction, meaning that touch was rated more fun than gaze. 
Also the item 'Disgusting/Delightful' shows a marginal significant result. On all the 
other items, no significant difference was found. Despite the significant difference in 
fun between the interaction styles, for the complete HED scale no significant differ-
ence was found. However, given the fact that touch interaction is known to many par-
ticipants and that none of them ever worked with gaze interaction, this non-significant 
difference between the interaction styles is still a striking result. 

In the results for the feedback mechanisms, in all cases, the median score is for the 
turntable feedback one point higher than the light tile rating. Also the variance for the 
turntable feedback is smaller than the variance in rating for the light tile, so partici-
pants were quite agreed in their opinions regarding the turntable.  

Half of the items (dull/exciting, boring/fun, serious/playful, unthrilling/thrilling) in 
the HED scale indicate a significant difference (p< 0.05) between the turntable and 
the light tile, in favor of the turntable. All other items except the 'disgusting/delightful' 
item show a strong trend that the turntable is rated higher than the light tile. The re-
sults for the complete HED scale for the feedback mechanisms show a marginally 
significant difference in favor of the turntable (p=0,052, z=-1,941, n=18), so on the 
Hedonic scale, participants rated the turntable feedback higher than the light tile. 

Perceived Ease of Use and Perceived Usefulness² 
Next, the data for the scales 'perceived Ease of Use' (PEOU), 'perceived usefulness' 
(PU) and 'affect' (AF) is analyzed. The calculated Cronbach's alpha for PEOU is: 
α=0,943 and for PU: α=0,791. 

In figure 5 it is striking to see that the mean of all answers of all participants on touch 
interaction is higher on all items in the PEOU and PU scale. For PU a higher variance  
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Perceived Ease of Use (PEOU) and Perceived Usefulness (PU)
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Fig. 5. Mean results for PEOU and PU scales for touch and gaze interaction 

 

for gaze interaction is observed, but also that the median ratings for gaze are lower than 
for touch. A Wilcoxon signed ranks test is performed to see if this difference is signifi-
cant. The difference in PU between touch and gaze interaction was only significant for 
PU5 (z = -2.687, df = 17, p< 0.05) indicating that participants rated the amount of con-
trol he/she had in operating the system higher with touch interaction. In total, touch in-
teraction scores are significantly higher on perceived usefulness than gaze interaction. 

The difference in PEOU between touch and gaze interaction was not significant. 
Not a single item scores significantly different in favor of touch or gaze, although the 
trend points out that touch interaction scores higher on Ease of Use.  

Affect 
From figure 6 it is clear that touch interaction scores higher on all items in the Affect 
scale. A Cronbach's alpha for the scale was calculated: α=0,889. The variance for 
affect on gaze interaction is larger than for touch interaction.  
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Fig. 6. Mean results for Affect scale for touch and gaze interaction 
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The difference in affect between touch and gaze interaction was in four out of 
seven items significant (p< 0.05) indicating that participants enjoyed working with 
touch interaction more than working with gaze. Some items in the affect scale are 
'frustration' and 'awkwardness' of the interaction style. Also, regarding the complete 
affect scale the following result was obtained: p=0.007, z=-2.676, n=17, meaning that 
touch interaction scores significantly higher on affect than touch interaction. 

Users' preference for a feedback mechanism  
All users were asked to compare the two feedback mechanisms in the shop window 
with each other. In figure 7, the ratings are given for the 5 questions that are stated 
below. It is clear that the turntable is rated higher than the light tile on all questions. 
Also, when the light tile and the turntable were directly compared with the question 
'Which form of feedback do you prefer?', 12 out of 18 participants answered they pre-
ferred the turntable. 

 

1. I noticed that [sometimes lights went on/the products in the shop window 
were sometimes moving]. 

2. [A light behind the product/Moving a product] in the shop window is an ade-
quate response of the system. 

3. I find [a light behind the product/movement of the product] in the shop win-
dow useful 

4. [A light behind a product/Movement of the product] is helpful for me in 
searching the shop window 

5. [A light behind a product/Movement of the product] enhances my effective-
ness in searching. 

 

Q1 Q2 Q3 Q4 Q5
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Fig. 7. Turntable vs. Light Tile, users' preference results 

The opinions on the light tile were wider spread than opinions on the turntable. 
One explanation for this is that 5 out of 18 participants indicated that they did not see 
the light tile while performing the tasks. Only when they were explicitly instructed to 
look at the light tile, they saw the effect. A Cronbach alpha is calculated: α=0.573, so 
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all items in this set were treated individually. Only the question if the feedback was 
noticed by the user during the tasks was significant in favor of the turntable (Z=-
3,078, df=18, p<0,05). The other questions were not significant, although the trend 
showed that users had a slightly higher preference for the turntable.  

Time measurements 
During all the tasks in the experiment, a time measurement was done to get an indica-
tion on which interaction style gave the fastest results. The timer was started when the 
task was read out loud by the experimenter and the participant pushed the 'start' button 
on the glass of the shop window. When the correct solution to the task was read out 
loud by the participant, the timer was stopped by the experimenter. The participants 
were not aware that a time measurement was done. Per participant, 8 time measure-
ments were done. 3 for every interaction style and another 2 with the interaction style 
of the participants' choice. For this comparison only the first three tasks for both in-
teraction styles were investigated, because of a large learning effect. 

For 7 out of 18 participants, the task that was performed fastest was with gaze in-
teraction, for the remaining 11 participants this fastest task was performed with touch 
interaction. A mean time for carrying out a task was around 10 seconds. The tasks 
where it took longer than 30 seconds to complete were excluded from the data, be-
cause the participant was lost in the interface on the glass (using touch) or the gaze 
tracker did not work properly. When a task took longer than a minute, the task was 
stopped by the experimenter and skipped. A total of 6 records for gaze and 3 records 
for touch interaction were excluded because of the stated reasons. This exclusion was 
an indication that gaze interaction did not work as stable as touch interaction. With 
the data exclusion taken into account, for 10 participants, the mean time for the tasks 
with gaze interaction is shorter than the mean time for tasks with touch interaction. 
This result showed that gaze and touch interaction were very competitive in interac-
tion speed, but it has to be emphasized that the participants were not trying to com-
plete the tasks as quick as possible, nor were they told that they were going to be 
timed. To be conclusive on which interaction style works the fastest, another test has 
to be done, focusing on the time it takes to complete a task. 

4   Conclusion 

From the user study it became clear that participants think that gaze interaction is 
quite fun to work with, but from the interview it became clear that the loss of control 
is for many difficult to accept. Also it seemed to be difficult to find a solution when 
an unexpected or no response was given by the gaze system. Touch interaction is 
found to be robust and participants knew how to operate it immediately. However, 
drawbacks related to the public shopping environment (vandalism, fingerprints on the 
window) were mentioned very often. 

Regarding our first research question: What is the best way to interact with a large 
shop window? we can conclude that touch interaction is at this moment a very robust 
and intuitive interaction method. However, when gaze tracking technology has be-
come robust and stable and does not require a profile of a face anymore to be able to 
track it, gaze interaction can be a very attractive, vandalism proof and powerful inter-
action style in shop windows. 
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Regarding the second research question: What is the best form of feedback that 
gives the user a clear and understandable interaction experience? we can conclude 
that both feedback mechanisms that were investigated, provided the user with clear 
and understandable feedback that the system responded to the user. However, the po-
lite products concept was rated higher than the light tile and especially in combination 
with gaze interaction, this form of feedback is a very strong one in the context of 
shopping environments. Shoppers do not need to touch anything to take a good look 
at a real product in a show window. The product automatically presents itself politely 
when looked at.  
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Abstract. Social interaction at work has been shown to enhance creativity and 
productivity. This paper describes the design and evaluation of a large, interac-
tive display that aims to stimulate social interaction amongst co-workers by 
providing food for talk in the form of activities, jokes, and music. User and sys-
tem requirements were collected using Cultural Probes and Focus groups. The 
evaluation of our prototype system provides valuable insights that may guide 
the design of future systems supporting social interaction at work. 

Keywords: Design, Large Touch-Screen Display, Social Interaction, BSCW. 

1   Introduction 

In recent years, much research has shown that social interaction can lead to a sense of 
cohesiveness and cooperation amongst employees. It can, also improve self-esteem, 
mental health and overall personal satisfaction by reducing anxiety and uncertainty 
[4]. Social interaction in the workplace can make the job more enjoyable and there-
fore, enhance creativity and productivity [2]. Moreover, social interaction has been 
shown to reduce stress and help build up relationships, which can lead to better access 
to resources and materials [1]. Our goal was to design a large interactive display that 
is specifically aimed at facilitating and stimulating social interaction among co-
workers. This system will be referred to as the LID (Large Interactive Display) sys-
tem. We elaborate and report on the initial set of requirements that was collected by 
using methods such as a Cultural Probes and Focus Groups [3] [5]. We also discuss a 
prototype system and describe the results of a first user test of this system. 

2   Eliciting Requirements 

The first step of the design process was to define the user and system requirements for 
the design. We decided to use cultural probes [3] as a requirements elicitation method, 
because they provide not only events but also people’s feelings and impressions re-
garding interactions and preferences as to what parts of their social interactions could 
be supported by the system. For the cultural probes study we invited 13 participants 
from two companies: 10 from a small consultancy company and three from a research 
institute (8 male and 5 female). The study was carried out over a period of five work-
ing days. The materials that could be used by the participants (i.e. diary, posters for 
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illustrations and cameras) were designed to be engaging, to stimulate thought, and to 
capture emotions and experiences in a playful manner.  

The information gathered from the probes was categorized and put into four main 
clusters: social awareness, ice breakers, cultural information and general information. 
The result of the cultural probes method was a list of 36 user requirements, spread 
across the different clusters.  

To rank-order the initial requirements by their relative importance and to obtain 
initial design ideas we carried out two focus group sessions [5]. Six research office 
workers from the Technical University of Eindhoven participated in the first and 10 in 
the second session. A general overview of the session was sent to each participant in 
advance. The participants in each group were asked to discuss the list of requirements 
that was provided and to select the requirements they found most important for stimu-
lating social interaction at work. Thereafter, they were asked to propose a possible 
design for a system that would support social interaction among co-workers, using the 
selected requirements. 

The focus groups helped us deduce a set of significant system requirements regard-
ing the input, presentation and management of the content.  

 

The following are the selected user requirements: 
Personal information: Each group member should be able to share their personal his-
tory through the system or build a personal profile for other group members to view.  

Organizational information: Company events, such as conferences, trips, excursions, 
and birthdays are important for stimulating social behavior that should be presented 
by the system. Other organizational information such as complaints, suggestions, and 
opinions can further engage the group members in interacting and socializing. 

Ice breakers: Brain teasers, jokes, multiplayer games, open questions, traffic and 
weather reports all give opportunities for people to talk about, discuss and share. 
 

The following are the selected system requirements: 
System self-management: The system must be able to gather and manage some of 
content automatically. Content for sections like jokes can be gathered by the system 
from various sources on the web.  

Attractive content presentation: The shown content must be appealing and inviting. 
All presented information must automatically change or cycle in appropriate periods 
to attract passersby.  It must draw attention but not distract from a professional or 
social interaction that might be occurring. 

Context awareness: The displayed content should be appropriate for the surrounding 
space. Group members can change or define the theme or appearance of the informa-
tion for special events or occasions. Awareness of users would further help in provid-
ing most engaging content.  

Extendibility: The system should allow users to change the content. Users should be 
able to adapt the system to suit particular group needs and preferences; for example, 
they should be able to define their own categories. 

“Walk-up-and-use”: System must be easy to use and self explanatory. First-time 
computer-savvy users should not need extra training to use the system effectively.  
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3   The System 

The main LID application, which shows the content on a touch screen, gathers content 
stored in the Basic Support for Collaborative Work (BSCW) database and from the 
web. The majority of the content is entered by group members through personal com-
puters or other devices like Pocket PCs. The remaining content is retrieved automati-
cally from the web by the LID application. The LID application makes frequent  
requests for user content, combines it with content from the web, and displays the 
interface on a large touch screen. Users registered in the workspace can access their 
workspace on the server and create, manage, and distribute documents, notes, links, 
etc [6]. The center of the LID screen displays the content selected. The tab bar section 
at the bottom of the screen contains ice breaker categories: jokes, games, questions, 
weather and traffic. The section on the right hand side of the screen contains the con-
tents of the remaining user requirements, such as personal information sharing and 
organizational matter. 

4   Validation of User Requirements 

To validate user requirements a user evaluation was conducted. The goal was to find 
out if the user requirements were implemented in a way that is suitable for the work-
ing environment, and if the requirements would fit working routines and attract and 
keep the interest of the participants. 
 

Set-up and procedure. The test took place at the Technical University of Eindhoven 
with 40 students of the post-graduate User System Interaction Program. The user test 
lasted for five days and was performed during working hours. To evaluate the use of 
the system, four different measures were taken. Interactions with the display were 
time-stamped and logged. Information regarding material uploaded to the BSCW 
system was logged, as well. Before and after the test participants filled in a question-
naire and 6 had a follow-up interview.  
 

Results. Quantitative results: The total number of uploaded files was 46. The highest 
number of uploads was in the category of pictures or images. The lowest number was 
0 for the personal achievements  category. Popular categories were also forum (6), 
non-university events (6), messages (5), and travel (5). The category music was added 
after a request by some of the participants and it recorded 31 uploaded music files.  

Analysis of the logging data showed that most interactions took place on the first 
day of the evaluation (almost 350 interactions), after which the number of interactions 
decreased to a steady 150 per day. The most popular category was pictures (selected 
111 times during the testing period) and the least popular category, Wikipedia (38 
selections).  

 
Interviews: Data regarding the participants’ general impression was positive. All six 
interviewed participants found that the information presented on the screen was inter-
esting, and presented in a suitable manner. They characterized the Large Interactive 
Display as funny, easy to use, and attractive. Automatic changes of the content were 
positively evaluated. The participants felt that the application did not change the 
group’s social behavior, but it improved their communication. It also stimulated them 
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to learn more about their colleagues and to share information about themselves. The 
participants described the application as a conversation starter, it made the atmos-
phere in the common room cozy and they would love to have it at their disposal in the 
future. 

Questionnaire: A validated questionnaire for the evaluation of group communication 
was used to evaluate the effect of the system on the group interaction [7]. We found 
no significant changes in social interaction as perceived by the participants. 

5   Discussion and Conclusion 

The goal of this study was to design and evaluate an interactive system supporting 
social interaction at work. The added value of such a system for the work floor could 
be inferred from the analysis of the interaction logs and confirmed during interviews 
with the participants. However, the analysis of the study questionnaire showed no 
significant change regarding how participants felt about their social interactions be-
fore and after using the system, which may be explained that the evaluation period 
was too short to generate visible impact on social interactions in this particular group. 
Despite the limitations we were able to derive several interesting design implications 
for systems supporting social interaction at work. Ice breakers were a very important 
part of the system. They served a double function: not only did they attract people’s 
attention to the system, but they also fostered interaction between users. We realize 
that each working group has different needs and requirements that are specific for this 
particular group and are not likely extendable to other groups. However, the catego-
ries defined in the present study could serve as a backbone for similar systems, al-
though those systems should stay open for customization by their users.  
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Abstract. Technology today provides exciting new possibilities for creating 
more appealing museum experiences, since we can exploit the surprise factor of 
innovative interaction styles to create an engaging experience that facilitates the 
learning process. This research was based on extensive in-site observation as 
well as surveys conducted at the scene, and it relates to a cultural interactive 
exhibition titled “Cultural Tourism”. The issues were organized around usabil-
ity problems detected, social interaction and differences between interaction 
styles, all of which contribute to increasing our knowledge regarding the use of 
interactive technology as a means to reduce the distance between visitors and 
cultural heritage. 

Keywords: Interactive installations, museum exhibitions, sensor-based installa-
tions, kiosks, field observations. 

1   Introduction 

The use of sensor-based interactive installations, in particular installations involving 
infrared motion sensors as well as cameras coupled with real time video processing 
algorithms, have been receiving considerable interest both from industry and acade-
mia [1, 2, 3]. During the design and evaluation of interactive exhibitions, much can be 
learned about interaction design for public settings like these. 

We describe our own experience designing and evaluating an interactive exhibi-
tion, which featured four different interaction styles to control digital contents: touch-
ing, walking over, waving and page-flipping. Our design approach was tailored to the 
exhibition’s contents and makes a creative use of sensor-based technology, with the 
explicit goal of reducing the distance between visitors and cultural heritage [7]. 

The remainder of this paper is organized as follows: Section 2 describes related 
work with a particular emphasis on adding interactivity to cultural heritage exhibi-
tions and museums. Section 3 describes the interactive installations designed as well 
as the interaction styles employed. Finally, Section 4 described the evaluation ap-
proach and results, drawing some conclusions organized around usability problems 
detected, social interaction among visitors and differences between interaction styles. 
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2   Related Work 

Technology today provides exciting new possibilities to approach museum visitors to 
culture and heritage. Danks and colleagues [1] refer the focus shift towards using 
interactive artifacts to enhance the visiting experience, which contrasts with the tradi-
tional approach, centered on the museum’s collection, display and storage of objects. 
They argue that today’s museum visitor expects to learn while also having fun at the 
same time, therefore interactive storytelling and gaming have a great potential to 
improve modern museum’s experiences [1]. 

Several experiences have been conducted to study how visitors experience novel 
interaction styles within museums and science centers. Explore@Bristol, for instance, 
was an interactive science museum, which was studied to analyze six of its exhibits 
according to three dimensions: Drama/Sensation, Challenge/Self expression and So-
cial [5]. A “Walk in the Wired Woods” illustrates how to design an engaging experi-
ence through context-sensitive media and interaction. The visitors were invited to take 
a walk in which they were automatically presented with audio content appropriate to 
their physical location [6]. Other interesting studies have been performed, regarding 
novel interaction styles and schemes, applied both to leisure and educational activi-
ties. Such examples include “The Fire and the Mountain” exhibition, held in 2006 at 
the Civic Museum of Como, Italy [4] and the “Listen Reader” from Xerox PARC, an 
innovative and engaging reading experience installed in three different museums over 
a six-month exhibition period [3]. 

When studying visitors’ interaction with museum digital installations, the problem 
of evaluation arises inevitably, since it’s neither easy nor clear to establish the right 
set of methods in order to draw credible conclusions. Hornecker and Stifter [2], re-
porting on the evaluation of a digitally augmented exhibition on the history of modern 
media, based their conclusions on (i) logfiles’ analysis, (ii) interviews and (iii) obser-
vation in the museum. We also followed this approach as a means to obtain a better 
understanding of the interactive installations, described in the next section. 

3   The “Cultural Tourism” Exhibition 

In April 2008, we designed a set of sensor-based installations in a cultural exhibition 
organized by the Direction of Cultural Affairs, which aimed at showing the visitor the 
cultural richness that formed the streets of Funchal (Portugal). The concepts of the 
exhibition revolved around promoting awareness about, and fostering a better under-
standing of, the cultural tourism that can be performed by simply walking through 
strategic streets and watching certain buildings, sites, and heritage. To better comple-
ment the exhibition’s traditional large-format printed panels, the organizers wanted to 
have the interactivity factor as a means to add value to the visitor’s experience. 

The final set of installations included: (i) a virtual book that could be browsed by 
simple page-flipping gestures performed in mid-air; (ii) an interactive floor that illus-
trated the evolution of the transportation means along the years; (iii) an interactive 
timeline using a touch-screen and (iv) a panel with projected images that would 
change through waving. These installations are shown in Fig. 1. 



614 P. Campos, A. Dória, and M. Sousa 

  
 

  

Fig. 1. The installations and interaction styles employed throughout the exhibition (clockwise 
from top left): waving, walking over, page-flipping and touching 

4   Results and Future Work 

The evaluation of the exhibition was conducted during 30 days, from April to May 
(2008), and consisted in observing visitors interacting with the installations. 

The interactions were observed both in presence and video-recorded. A subset of 
74 out of more than 1000 visitors was also interviewed during a debriefing session 
after their visit. Of these 74 visitors, 32 were under 12 years old, 21 were above 60 
years old and 51 were female visitors. Additionally, qualitative data analysis was 
applied to all data (observer notes, video recordings and survey results) in order to 
gain more insight regarding the visitors’ experience. This insight was organized in 
three different issues: usability problems found, social interaction among visitors, 
differences between interaction styles. We found differences in all these issues to be 
correlated to age, e.g. younger visitors exhibited a much larger degree of social inter-
action than older visitors, and they also enjoyed one particular interaction style that 
wasn’t as much appreciated by older visitors: walking over the interactive floor. 

In general, visitors were very pleased with the interactive installations. In the de-
briefing interviews, we asked them to rate some aspects using a 5-point Likert scale:  

 

– How much they enjoyed the exhibition – 4.7 
– Interaction style rating: walking (4.8), page-flipping (4.2), touching (3.9) and 

waving (3.7). (all values are an average over 74 answers) 
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Usability problems found. In general, children had no difficulties interacting with 
the installations, even though they most of them had never used interactive installa-
tions of the kind. Older visitors were more averse to interacting and preferred to sim-
ply watch. Some visitors didn’t immediately realize the installations were interactive: 
people are not used to this kind of exhibitions. Affordances are needed so that visitors 
know they can interact with the installations: this would have grabbed much more 
attention and visitors.  
 

Social interaction. As we mentioned, there were much larger levels of social interac-
tion among children than adults. But the most successful ones were clearly the page-
flipping gestures performed at the virtual book and the interactive floor. The interactive 
floor, in particular, allowed collaborations between visitors that wanted to discover the 
images underneath them and sparked conversations (about culture) between visitors 
who interacted with the floor at the same time. 
 

Differences between interaction styles. We observed that there was a tendency to 
“transport” interaction styles from one installation to the next, i.e. visitors trying to 
“page-flip” a touch-screen. The collaboration allowed by the interactive floor clearly 
enhanced the level of engagement and their focus. Regarding the virtual book, it was 
interesting to note the important role of affordances, which were adequate to the in-
teraction style: you browse the virtual book the same way you browse a real book. 

One of the main problems we face today, when trying to provide museum experi-
ences incorporating interactive technologies, is to find out issues that could guide 
future designs: in this paper, we learned, for instance, the importance of showing 
visitors they can interact with screens and floors, since people aren’t still used to this 
kind of interactive technologies. What the HCI community needs are more concrete 
design case studies coupled with observational analysis drawn from those case stud-
ies. In this sense, we believe our contribution is a first step towards bringing people 
closer to their cultural heritage. 
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Abstract. This paper presents Leaf menu, a new type of contextual linear menu 
that supports curved gesture shortcuts. By providing an alternative to keyboard 
shortcuts, the Leaf menus can be used for the selection of commands on table-
tops, but its key benefit is its adequacy to small handheld touchscreen devices 
(PDA, Smartphone). Indeed Leaf menus define a compact and known layout 
inherited from linear menus, they support precise finger interaction, they man-
age occlusion and they can be used in close proximity to the screen borders. 
Moreover, by providing stroke shortcuts, they favour the selection of frequent 
commands in expert mode and make eye-free selection possible.  

Keywords: Menu Techniques, Mobile Devices, One-handed Interaction. 

1   Introduction 

Although the command selection is a frequent task in interactive systems, few studies 
have been proposed to improve menus for the case of handheld touchscreen devices. 
The widespread menu techniques are still linear menus whereas they do not fit well 
with mobile device limitations. First, in comparison with the interface of a classical 
computer, those of mobile devices are dramatically impoverished: 1) the lack of 
screen real estate makes it difficult to display much information (especially in the 
widthways direction); 2) the user cannot use hotkeys (keyboard shortcuts) because 
there is often no keyboard; 3) there is no right click while using a touchscreen as opposed 
to a mouse. Moreover these devices are used in mobile situations and users very often 
interact with fingers and with only one hand [6]. In this case, they use their thumb and 
this has several implications on interaction including the occlusion of the thumb, the 

difficulty to reach the borders of the screen and the lack of accuracy as defined in [7]. 
To overcome these limitations, we introduce Leaf menu, a context linear menu 

with stroke shortcuts, which is designed for mobile touchscreen devices. Leaf menus 
provide a compact layout, support precise finger interaction, manage occlusion and 
can be used in close proximity to the screen borders. 

2   Related Work 

Thumb menus are dedicated to mobile devices [4]. Indeed they take into account the 
constraints of thumb interaction on mobile devices by avoiding occlusion and increasing 
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accuracy. However they do not have an expert mode (often no keyboard) and do not 
permit selections in close proximity to the borders of the screen. Moreover their semi-
circular layout is not compact in comparison with a linear menu.  

Gesturing strokes define an efficient alternative to increase the accuracy [8]. How-
ever, they have two limitations. First some strokes cannot be performed near the bor-
ders (such as a downward stroke in close proximity to the bottom border of the 
screen). Second this interaction style is not self-revealing [5]: the system does not 
provide information about what commands are available and how to invoke them. 

One solution consists of displaying stroke shortcuts to items of menus attached to a 
menu bar [1,5]. However, as these menus are not contextual and stroke shortcuts must 
be explicitly learned, this forces users to interrupt his/her activity’s flow. In the oppo-
site way, Marking menus are context circular menus that offer a "fluid transition" 
from novice mode (selection in the menu) to expert mode (gestural interaction) be-
cause users execute the same gesture in these two functional modes. So, users learn 
the expert mode implicitly just by using the menu repeatedly in novice mode. How-
ever the circular representation of Marking menus does not fit well with small screen 
devices. Indeed, such menus require more horizontal space than two linear menus 
(items are laid out on both sides around the center point). Moreover, they do not solve 
the problem of strokes in close proximity to the borders of the screen. 

3   Leaf Menu 

Leaf menus are context linear menus with stroke shortcuts (Fig. 1). Leaf menus pre-
sent five main differences with linear menus that overcome the previous limitations: 

1) When the menu enters in novice mode (after a delay of 0.3 s), it appears by default 
on the south-west zone (for right-handed people) to avoid the occlusion of the hand 
on it, as recommended by [4]; 2) Each item has a corresponding stroke that can be 

used in expert mode (if the user does not wait and begins gesturing immediately); 3) 
Stroke shortcuts are drawn globally to the menu (instead of inside the items as in 
[1,5]) in order to be easily legible on small screens and to favour implicit learning as 
with the Making menus; 4) A visual feedback occurs after the activation of one item 
to help the learning of stroke shortcuts ; 5) The Leaf menu uses a mirror effect  

 

 
 

Fig. 1. Leaf menu. a) The user presses a target. b) The menu appears after 0.3 s. A stroke short-
cut is defined for each item. c) When the user releases his finger, the command is executed. d) 
A visual feedback occurs to confirm the selection. e) The user selects the item in expert mode 
and draws the corresponding marks without waiting for the menu to appear. 
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(Fig. 2) when the space below the activation point is not sufficient to display the 
menu. The mirror effect (Fig.2) consists of displaying the menu above the activation 
point and to invert the order of items by a vertical symmetry. By doing so item 1 of 
Fig.2 is always the closest item of the activation point. The item 1 can then be quickly 
reached according to Fitt’s law, no matter what the location of the menu on the 
screen. This contrasts with linear menus where item 1 is the furthest away item when 

the menu is activated close to the bottom border and is therefore shifted upward. 
When the user does not wait and begins gesturing immediately, the menu is in ex-

pert mode. As Marking menus, the user must perform the appropriate stroke to select 
an item. Stroke shortcuts are mapped to items depending on their positions in the 
menu, so that the user can easily learn the expert mode. Indeed, this mapping helps 
the user to easily associate an item to a stroke or to predict the other strokes (by 
knowing the position of the item, in the menu or relatively to neighbor items). Since 
the Leaf menu layout corresponds to a quarter of the circular layout of a Marking 
menu, it is not possible to have more than 3 straight gestures for maintaining good 
performance (a limitation identified in Marking menus [5]). Leaf menus therefore 
support curved gestures as in Flower menus [2], an extension of Marking menus. The 
curved gestures are simple enough to be accurately executed and to permit eye-free 
selection, useful when visual modality is already used or impossible in mobility con-
text. Leaf menus therefore support 3 straight and 4 curved gesture shortcuts used in 
the expert mode while allowing more items in the novice mode. The frequent items 
can therefore be mapped with the 7 gesture shortcuts. Moreover, Leaf menus are hier-
archical. In novice mode, they work in the same way as linear menus: submenus ap-
pear on the left or on the right of the parent item. In expert mode, the user executes a 
series of "simple" overlapping marks, one mark by menu level [2].  

 

  

Fig. 2. Left, the four configurations of the Leaf menu (mirror effect). Right, experimental re-
sults of our pilot study: the type of selection [success or error] and the mode [novice or expert] 
per block number. 

Finally a major difference with previous menus is that the expert mode of Leaf 
menus is always available wherever the menu is activated. Indeed, each item has 
several symmetrical stroke shortcuts, thanks to the mirror effect (Fig. 2). This flexibil-
ity that Leaf menus offer makes it possible to always have at least one available stroke 
shortcut everywhere on the small screen. 
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4   Pilot Study and Discussion 
The experiment aims at evaluating if users can select and memorize commands in 
expert mode. The 8 participants were asked to activate items as quickly and accurately 

as possible on a target. Targets were located in the 4 corners of the screen to evaluate the 

Leaf menu in the worse scenario: indeed users were confronted with all horizontal and 
vertical symmetries. No instructions were given about the mode to use (novice or 
expert). Participants interacted on a HTC P3600 (supporting Windows Mobile 5.0) 
with the thumb of their dominant hand. The experiment was divided into 10 blocks of 
28 trials (7 commands*4 target locations). The order of items was counter-balanced 
and the position of targets was randomized. The 4 results found are explained below. 

Fig. 2 shows the type of selection (success or error) and the mode used (novice or 
expert) per block number. As expected, blocks have a significant effect on correct 
selections in expert mode (F9,63=25.9, p<.0001) indicating that participants learnt and 
correctly used the expert mode (2 blocks of practice are sufficient). Moreover, these 
results can be improved by revisiting our basic recognition algorithm by taking into 
account the morphology of the thumb. For instance, simply by studying the recorded 
traces, 12% of selections in expert mode could be corrected for the item 3.  

An analysis of the first block shows that more than 24% of correct selections were 
made in expert mode for items 1, 6, 7 and more than 15% for items 2 and 4. Then 5 
commands can be quickly learned (< 4 trials) and it is not necessary to independently 
learn all gestures, because the symmetry of the menu helps to deduce them easily. 
This suggests that the simplicity of a gesture may be as important as the repetition. 
This result needs to be investigate further. 

Most of participants said that once gestures are learned (number of blocks > 5), the 
expert mode (89.1% of correct selections) was more accurate that the novice mode 
(84.4%) because gestures are more accurate than a pointing task. So gestures are not 
only faster but also less error-prone, as previously highlighted in [8]. 

Finally, all our participants enjoy the mirror effect and some of them found it more 
"logical" than the linear menu. They also like drawing marks to select items. 
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Abstract. Disorientation in small-screen-device menus is a frequent problem for 
many users. This study examines if navigation aids containing spatial informa-
tion may reduce disorientation. Two aids were implemented into a simulated 
mobile phone: One aid contained spatial cues, providing an overview of menu 
locations and routes, the other delivered landmark knowledge, representing sali-
ent features on the route. Also, a condition without any aid was examined. 24 
children and 24 adults solved four phone tasks twice. Dependent variables were 
navigation effectiveness and efficiency. Performance was lowest when users 
were not supported by any aid. The aid providing survey knowledge yielded the 
best performance. Though, the relative benefit by aids revealed to be age-related. 
While the aid providing survey knowledge was advantageous for all users, the 
aid delivering landmark knowledge was especially harmful for the children, 
which showed considerably more detouring in the menu. It is concluded that 
navigation aids reduce disorientation in small devices, especially those which 
support users to build up a spatial representation of the menu. 

Keywords: Spatial orientation, navigation aids, small-screen-device. 

1   Introduction 

Recent studies examining the usability of small screen devices, as e.g. the mobile 
phone, show that users have considerable difficulties to navigate through the device 
menu [1,2]. Users get lost in a menu system, without knowing where they are, where 
to go next, and how to get back to previous navigation routes or known parts in the 
menu [2,3,4]. This especially applies for menus implemented in small screen devices, 
because of the restricted screen space, where users only see parts of the menu they 
have to navigate through (2,5). On the one hand, the hierarchical menu structure, still 
the most common form of interaction in communication technology devices, is advan-
tageous as the functions are organized in smaller groups, thus rationing the multitude 
of options and keeping the information manageable. On the other hand, hierarchical 
menus also hold great potential for confusions and disorientation when menu struc-
tures are complex [4,5,6,7,8]. The screen only provides the functions currently avail-
able with only little information given about previous or subsequent menu levels. As 
depth of the phones’ menu continuously increases with increasing number of func-
tionalities, still more function labels intervene along the path and seduce the users to 
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take the wrong turnoff in the menu, if not being prevented from by excellent verbal 
memory abilities [2,6]. Users need to remember which functions they have already 
selected during the search and where they are located within menu hierarchy. The 
memorizing of salient features on the route supports the development of an adequate 
mental representation of the system structure. If short-term memory’s capacity is 
exceeded, disorientation in the menu occurs, accompanied by additional meandering 
in search for the targeted function. Users report to loose their bearings in the menu, 
and, subsequently delve into distraction [2,3,4].  

A considerable number of studies underline the importance of spatial orientation 
processes for the proper handling of technical devices [4,5,9,10,11,12,13], especially 
small screen devices [1,2,6]. When interacting with complex menu structures, users 
need to build up a mental representation of the spatial structure of that menu in order 
to orient themselves. The knowledge of how a menu is spatially structured guides 
users in their search through different levels in different menu depths. Theoretical 
concepts of spatial orientation [14,15] assume that orientation includes three major 
spatial knowledge types: route knowledge (the knowledge of the sequence of actions 
required to get from one point to another), landmark knowledge (representing salient 
features on the route), and survey knowledge (reflecting the overall structure and 
providing an overview of locations and routes in space). The concept had been suc-
cessfully transferred to the navigation through different forms of hypertext [16,17,18], 
also for PDAs [1,19,20], and for mobile phones [2,6,8]. The navigation performance 
was superior when users had built up survey knowledge (hierarchical nature of the 
menu), route knowledge (which route to take through the menu), and also landmark 
knowledge (at which crossings to turn ‘left’ or ‘right’). Spatial abilities specifically 
advantage navigation by developing a mental representation of the systems’ structure 
[2,21,22,23], which helps users to harmonize their relative menu and to keep the 
menu structure in mind while navigating through the system. 

Yet, an increasing number of studies have been dealing with the usability of com-
puter interfaces and small screen devices for older adults [1,2,3,4,11,19,20,21],  
addressing the impact of the demographic change. Only few studies considered the 
difficulties children experience [8,24,25,26] when using mobile devices. Though the 
investigation of children is of specific interest. Children are an increasingly important 
user group of small screen devices, and therefore need usable designs. Also, children 
are supposed to easily master the interaction with technical devices and to understand 
the mode of operation of those devices much faster by virtue of their early contact 
with technology. Additionally, children’s fascination for explorative and inquisitive 
activities is well known. According to recent studies [25,26] evidence is given that 
children showed considerable performance losses in suboptimal interface designs. 

The present study examines the utility of two navigation aids, which were imple-
mented into the phones’ display. One type provides survey knowledge and the other 
landmark knowledge. In order to learn how user characteristics interact with navigation 
in mobile phones, children and younger adults were examined and verbal memory and 
spatial abilities were surveyed. The first question to be answered is if any navigation aid 
implemented in the small screen of a miniature device is helpful at all. The critical ar-
gument in this context refers to screen space restrictions and the limited amount of  
information to be displayed at a time. Any additional information on small screens  
also bears the danger of causing visual overload, possibly interfering with the visual 
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encoding process and affecting information processing [27). As additional information 
load in the small display should be held as low as possible, maximizing the effective-
ness of information access, the adding of information could also disadvantage perform-
ance by causing visual load . The second question is if there are differences respecting 
the type of information which is delivered by the navigation aid. Here, it is of interest if 
children, which have lower cognitive abilities due to their developmental status, can 
process the spatial information delivered by navigation aids. 

2   Method 

2.1   Independent and Dependent Variables 

Two independent variables were examined. The first independent variable was the 
type of navigation aid. Two different navigation aids were implemented into a com-
puter simulation of a real mobile phone. In one condition, the interface showed the 
name of the current category, as well as a list of its contents. This aid delivers mainly 
landmark knowledge without spatial information about the menu structure (Fig. 1, 
center). The other interface was identical to the first except that it showed the parents 
and parent-parents of the current of the category and that sub-categories were in-
dented to emphasize the hierarchical structure (Fig. 1, right). This aid contained spa-
tial cues, providing survey knowledge (structure of the menu). In addition, a control 
condition was examined, in which no navigation aid was given. Instead, the original 
interface was presented (Fig. 1, left). In each of the three cases shown in Figure 1, the 
top display is a higher level version of the bottom display. 

 
        

   

   
      No aid  aid with landmark   aid with survey  

     knowledge     knowledge  

Fig. 1. Visualizations of the three different interface conditions of the mobile phone  

The second independent variable was users’ age, comparing the performance of 
children, and younger adults. In addition, verbal memory and spatial abilities were 
psychometrically determined and treated as between subject variables, possibly af-
fecting navigation performance and interacting with the navigation aids.  

Dependent variables were the effectiveness and efficiency of navigation [28]. For 
the task effectiveness, the number of successfully solved tasks (within the time limit 
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of five minutes per task) was measured. A maximum of eight tasks (four tasks solved 
twice) were to be completed. For efficiency, three different measures were collected: 
The time needed to process the tasks was surveyed. Also, hierarchical returns to 
higher levels in menu hierarchy were analyzed. Returns in menu hierarchy occur 
when users in the belief of having taken the wrong path go back to a known menu 
position, consequently re-orientating themselves. In addition, returns to the top were 
determined. This measure was assumed to reflect utter disorientation, as users had to 
re-orientate by returning to the top menu level, beginning from scratch. 

2.2   Experimental Tasks 

Four typical and frequently used mobile phone tasks were selected. In order to deter-
mine learnability effects, the tasks had to be solved twice consecutively. The order of 
tasks in the two trials was held constant over participants. In total, a minimum of 47 
steps was necessary to solve the four tasks. Participants had to 

 Call a number (11 keystrokes). 
 Hide one’s own number when calling someone (14 keystrokes).  
 Send a text message (11 keystrokes; the message was already provided and only 

had to be sent when participants had reached the adequate point in the menu).  
 Make a call divert to the mailbox (11 keystrokes). 

2.3   Participants 

48 participants volunteered to take part. 24 children (nine boys, 11 girls), aged 9 - 10 
years (M = 9.5; SD = 0.8) of age and 24 young adults (12 males, 12 females), aged 23 
- 31 years (M = 24.9; SD= 2.9) ). The children were pupils in their fourth school year; 
the adults were students of different academic fields. Participants’ experience with 
mobile phones and other technical devices was studied as well as the reported ease of 
using them. They reported if and how often they use a mobile phone and a PC, using a 
5-point scale (1 = several times per day, 2 = once per day, 3 = once or twice a week, 4 
= once or twice per month and 5 = less than once or twice a month). Furthermore, 
they rated the ease of using these devices, using a scale (1= the usage is easy, 2 = the 
usage is rather easy, 3 = the usage is rather difficult and 4 = the usage is difficult). 
Finally, participants indicated their interest in technology, using a 4-point scale (1 = 
low interest; 2 = rather low interest, 3 = rather high interest, 4 = high interest). 

2.4   Assessing User Characteristics Interacting with Navigation Performance 

It was a major aim to learn how age groups were interacting with the mobile phone 
and, which user characteristics might be crucial for navigation performance. There-
fore, participants were surveyed regarding spatial ability and verbal memory capacity; 
both cognitive abilities help to built up a mental representation of the system struc-
ture. For the children, two subtests of the HAWIK-R were carried out. In the spatial 
ability test (“Mosaic Test”) the experimenter showed the child a picture (Fig. 2, left) 
and the child’s task was to reproduce the picture using cubes having different patterns 
on each of the sides (max. 26 points). The test on short-term memory required the 
children to verbally repeat a row of numbers read aloud by the experimenter, which 
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had to be reproduced directly after. The children were given two trials to correctly 
reproduce each row (max: 14 points). For the adult group, spatial abilities were as-
sessed with the paper-folding test [29]). Each of the twenty items includes successive 
drawings of two or three folds made in a square sheet of paper. The final drawing 
shows a hole punched in the folded paper. Participants had to mentally rotate the 
paper from the folded into the fully opened form and to indicate which of a number of 
possibilities shows the correct drawing. The 20 items had to be solved within 180 s. In 
Figure 2 (right), an example item of the paper-folding test is given. To assess memory 
ability, the verbal memory test [6] was used.15 Turkish words (unknown to Germans) 
were presented in succession for 3 sec, each. Directly after, users had to recognize the 
target items among three distractors, each being phonologically or visually similar. 
The maximum score was 15. 

 

 
 

Fig. 2. Left: the Mosaic-Test to assess children’s spatial visualization ability [30]; right: Item 
example of the Paperfolding test to assess adults’ spatial visualization ability [29] 

2.5   User Characteristics of Participants 

In this section, the experience with technical devices, and the reported ease of using 
them are focused at. Also, the rated general interest in technology is illustrated. Fur-
thermore, the participants’ verbal memory and spatial abilities are described. It is of 
interest, if these variables are modulated by age or the gender of participants. 
 

Technical experience. Users showed a high experience with technical devices, how-
ever, significant age differences were present (F(1,40)=18.8; p<0.05. In contrast to the 
adults which used mobile phones and PCs several times a day (phone: M = 1.3; SD = 
0.5; PC: M = 1.4; SD = .48), the children used the mobile phone (M = 3.1; SD = 1.1) 
and the PC (M = 2.2; SD = 1.3) less frequently. The interest in technology was gener-
ally high, but also showed significant age differences (F (1,40)=15.8; p<0.05).  
Interestingly, the children’s interest in technology (M = 3.5; SD = 0.6) was higher  
compared to the adults (M = 2.8; SD = 0.7). Also, gender differences were revealed 
(F(1,40)=13.1; p<0.05). Independently of age, male users reported a higher interest in 
technology (M = 3.5; SD = 0.8) than did female participants (M = 2.9; SD = 0.8).  
 

Verbal memory. First, outcomes in children’s verbal memory are reported. From the 
14 points that could be attained at the most, the children reached, on average, 5.5 
points (SD = 1.4). Apparently, the memorizing and recall of the digits was quite diffi-
cult for them, as none of the children was able to reach the maximum score. For the 
adults, the performance equaled 13.1 (SD = 1.9) points (out of 15). Gender differ-
ences were not present, neither in the children nor the adult group. 
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Spatial visualization abilities. The children differed considerably with respect to the 
extent of spatial abilities. The lowest performance in the mosaic test was 5 points, 
however, there were also children, who reached the maximum score of 26 points (M = 
15.2; SD = 5.1). With respect to the performance of the adults, the spectrum of correct 
answers ranged between 9 and 19 (out of 20), reaching a mean performance of 13.3 
(SD = 3.1). No gender differences in spatial visualization ability were found. 

2.6   Apparatus and Materials 

The utility of navigation aids is a rather generic question, which is quite independent of 
the device type. A simulation of a real mobile phone was used (Siemens S45). None of 
participants had used the specific model before. As individual navigation routes had to 
be analyzed in detail, the phone was simulated as software solution, run on a PC, and 
displayed on a touch screen (Iiyama TXA3841). The display corresponded to the 
original size, but the phone’s chassis and the keys were enlarged enabling easy opera-
tion with the finger on the touch screen. Moreover, a logging software tool was devel-
oped, which logged any user interaction with the system. By this, the number and type 
of keys used, the functions selected, and the individual navigation routes taken through 
the menu could be reconstructed in detail. In order to assure a comfortable body pos-
ture, participants sat on a table and worked on the touch screen fixed to the edge of the 
table (Figure 3).  

 
 

 
 

Fig. 3. Photo of a child using the simulated mobile phone on the touch screen 

2.7   Design and Procedure 

The study was based on a two-factorial design. Both main factors (navigation aid and 
age) were treated as between-subject variables. Gender was balanced. Spatial visuali-
zation and verbal memory abilities were treated as between subject variables.  

In the beginning of the experiment, participants’ technical experience was assessed 
and verbal memory and spatial abilities were determined. Then, the nine tasks were to 
be solved twice, in order to determine learnability effects. A time limit of five minutes 
per task was set (the appropriateness of the limit was tested in previous studies). A 
fast and thorough working style was instructed. If a task was solved successfully, a 
‘Congratulations’ - message appeared on the display. To avoid any biases, the  
aids were neither explained nor mentioned. It was instructed that the experiment was 
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concerned with the usability of mobile phones. All participants were told that -in case 
of a very difficult task- they should feel free to “give up”, in order not to overly bur-
den them. However, none of participants did so, but rather enjoyed the experiment. 
Depending on the individual working speed, the experiment lasted about 60 minutes. 

3   Results 

The results were analyzed by multivariate analyses of variance assessing effects of the 
type of navigation aid and age on effectiveness (tasks solved) and efficiency (time, 
hierarchical returns and returns to the top). The significance of the omnibus F-Tests 
was taken from Pillai values, followed by the description of the single F-tests. Also, 
learnability effects were analyzed, determining if performance improved from the first 
to the second trial). A final analysis was concerned with the impact of user character-
istics for performance. The level of significance was set at p < 0.05. 

Regarding the analysis of task efficiency, two strategies can be considered: One 
strategy only includes users that successfully accomplished the tasks; the other one 
includes all participants, independently from their tasks’ success. Both strategies are 
basically “sensible”. On a first sight, the selection of successful task performers for 
further analysis seems to be advantageous as their results can be directly related to 
effectiveness. However, if only a rather small proportion of participants were able to 
solve a certain task, only small and unequal samples would have entered statistical 
analyses. Moreover, from an ergonomic point of view, it is more insightful to learn 
about the ergonomic shortcomings and navigation difficulties and to consider all user 
actions -- even if users failed at the end. Analyses showed that result patterns for “task 
solvers” and “non-solvers” were quite similar. Therefore, task efficiency was statisti-
cally analyzed comprising the total group. 

3.1   Effects of Navigation Aids 

A first analysis was concerned with the different types of navigation aids. MANOVA 
analyses revealed a significant omnibus effect (F(4,80) = 2.9; p<0.05). On the single 
F-test level, the main effect of navigation aid was significant for the effectiveness 
(F(2,42) = 5.4; p<0.05), the returns in menu hierarchy (F(2,42) = 3.6; p<0.05), and the 
returns to the top. The descriptive outcomes can be seen in Figure 4. 

From figure 4 it can be seen that the lowest performance was given in the condition 
where no navigation aid was given (white bars). The disadvantage of having no aid is 
especially prominent in the two disorientation measures, the returns in menu hierarchy 
and the returns to the top. However, the utility of the two different aids turned out to be 
different. The aid providing landmark knowledge did not differ from the no-aid condi-
tion, yielding about the same (low) level of performance, what is –again- very pro-
nounced in the disorientation measures. Having the aid providing landmark knowledge 
as support, users spent 14 min on the tasks and stepped, on average, 61.5 times (SD = 
37) back to higher levels in the menu. In contrast, supported by the aid delivering survey 
knowledge, this happened about half as often (M = 29.9; SD = 23). The difference 
yielded a significant effect (F(2,42) = 3.6; p<0.05). The same pattern can be seen in the 
number of returns to the top. In the landmark aid, users had to re-enter the menu, 6.6 
times (SD = 5.3), while it occurred significantly less often (M = 2.1; SD = 2.3) in the 
navigation aid delivering survey knowledge (F(2,42) = 4.2; p<0.05). 
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Fig. 4. Effects of navigation aid. Upper left: effectiveness; upper right: time on task; lower left: 
returns in menu hierarchy; lower right: returns to the top. 

3.2   Effects of Age 

Next, the performance of the children compared to the adults is focused. With respect 
to task effectiveness, significant (F(1, 42) = 86.5; p < 0.05) age effects were found. Of 
the eight tasks, children solved, on average, 4.2 tasks (SD = 1.7) successfully, and the 
adults 7.6 tasks (SD = 0.8). The age differences were even more prominent regarding 
efficiency: The adults needed, on average, 6 minutes (SD = 256 s) to process all tasks, 
while the children needed 24 minutes (SD = 416 s; F (1, 42) = 118.5; p < 0.05). When 
navigating through the menu, adults made 21.4 hierarchical returns (SD = 16.8), and, 
on average, 1.8 returns to the top (SD = 2.2). Again, children’s efficiency was much 
lower, carrying out more than three times as many hierarchical steps back (M = 75.6; 
SD = 49) with, on average, more than four times as many returns to the top (M = 8.1; 
SD = 6.9). Age differences in both, hierarchical steps back (F(1,42) = 28.9; p < 0.05)  
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Fig. 5. Effects of age on all dependent measures 
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and returns to the top (F(1, 42) = 21.3; p < 0.05) yielded statistical significance. In 
Figure 5, age differences are pictured for all dependent measures. 

The interaction of both variables, the type of navigation aid and users’ age had 
shown to be significant (F(8, 80) = 2.1; p<0.05). The nature of the co-acting of navi-
gation aid and age becomes evident from Figure 6.  
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Fig. 6. Interacting effects between age and navigation aid for all dependent measures 

 
The interaction mainly stems from the disorientation measures (returns in menu hier-

archy, and returns to the top). While the aid with the survey knowledge yielded advan-
tageous effects on the performance in both age groups, the aid delivering landmark 
knowledge showed detrimental effects for the children, as taken from the considerably 
higher detouring in the menu. With respect to the number of returns in menu hierarchy, 
the disadvantage of the landmark knowledge aid compared to the survey knowledge aid 
for the children was 55% and, for the number of returns to the top even 70%. 

3.3   Learnability Effects 

Can users improve their performance in the second trial? With respect to task effec-
tiveness significant improvements were found (effectiveness: F(1,36) = 4.4; p<0.05), 
however, not differing between the navigation aids conditions (Figure7). In the first 
trial, 2.9 (SD = 1.1) of the four tasks were solved and 3.1 tasks (SD = 1.1) in the sec-
ond. Looking at the time on task, also significant learnability effects were detected 
(F(1, 36) = 22.3; p<0.05). However, learnability differed between conditions, reveal-
ing a significant interacting effect (F(2,36) = 3.3; p<0.05, Figure 7).  
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Fig. 7. Learnability effects in the three experimental conditions 

 
From Figure 7 it can seen that, learnability effects were mainly limited to the time 

on task, showing that participants were considerably faster processing the phone tasks 
a second time. For the disorientation measures, performance did not significantly 
improve from the first to the second trial. Detailed analyses showed that the reason for 
the non-significant learnability effect is the low performance in the condition in which 
no aid was present. Here, the performance in the second trial was even lower than in 
the first trial. This negative learnability effect in the control condition corroborates 
that participants have major difficulties developing a mental representation of the 
menu without any navigation aid. 

3.4   Impact of User Characteristics on Performance Outcomes 

Finally it is analyzed whether there are crucial user characteristics to be considered 
which influence the navigation performance. Also it is of interest if user characteristics 
interact with the utility of the navigation aids. Answering the second question first, no 
interacting effect between user characteristics and the utility of navigation aids were 
found. Thus, we can assume that the benefit by the aids, and specifically the benefit of 
the aid providing survey knowledge is universal and thus can be recommended for a 
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broad variety of users. However, there were significant correlations between user char-
acteristics and navigation performance. For the adult group, spatial visualization ability 
was significantly correlated with the time needed to process the tasks (r= -.57; p<0.05), 
the number of returns in menu hierarchy (r= -.51; p<0.05), and the returns to the top 
(r= -.47; p<0.05). Thus, persons with high spatial abilities are considerably advantaged. 
Memory abilities and technical experience did not show a significant impact on per-
formance. For the children group, task effectiveness turned out to be significantly re-
lated to the frequency of using a mobile phone (r= -.39; p<0.05) and the ease of using it 
(r= -.44; p<0.05). Also, time on task showed significant correlations with the frequency 
of using a mobile phone (r= -.39; p<0.05), as well as a PC (r= -.44; p<0.05), and also 
with the ease of using the mobile phone (r= -.4; p<0.05) and the PC (r= -.4.2; p<0.05). 
Thus, children with a high technical experience are advantaged in menu navigation. 
The level of verbal memory and spatial visualization, did not affect children’s menu 
navigation.  

4   Discussion and Conclusion 

As disorientation is a frequent problem when using mobile small-screen devices with 
a hierarchical menu [e.g. 1,2,3,20], the utility of navigation aids implemented in the 
menu of a mobile phone menu was under study. The navigation aids contained differ-
ent types of spatial knowledge. Based on the theoretical framework of spatial orienta-
tion [14,14], two types of spatial knowledge very varied within the navigation aids. 
One type represented an aid mainly containing landmark knowledge, which tells users 
salient features on the navigation route. The other type delivered spatial information 
and survey knowledge, which informs users about the menu structure and providing 
an overview of locations and routes in space. However, as any additional information 
on the restricted screens may also cause visual overload and interfere with the visual 
encoding process [27], affecting information processing, a control condition was 
examine122d, in which no aid was given. Here, participants used the original display 
design of the phone.  

The results clearly showed that the handling of a common mobile phone is not easy 
to accomplish, but rather represents a high cognitive challenge for users. Especially 
the 9-10 years olds showed considerable difficulties to master the four common phone 
tasks on a common mobile phone. Tasks effectiveness ranged only at about 50%, ac-
companied by a huge number of detouring routes. Children executed many returns in 
menu hierarchy, re-orientating themselves, even returning frequently to the top menu 
level, beginning from scratch. Also the young adults, students, bright and technology-
prone, which do not represent the average user, but a kind of “best case” user group, 
did not show a “perfect” performance, solving all the tasks without barriers. Taken 
from their detouring routes, they also experienced disorientation in the menu. Facing 
the increasing penetration of small screen devices in all parts of daily life, and consid-
ering the growing user diversity, this corroborates the enormous impact of usable 
designs. It must be concluded that current small screen devices are -- cognitively -- 
challenging to use. This is true for young adults, but it is even more valid for children, 
which –due to their developmental status- can be categorized as “weaker” users 
[8,24,25,26]. The fact that both navigation aids advantaged users’ performance in the 



 Spatial Cues in Small Screen Devices: Benefit Or Handicap? 631 

menu shows that the disorientation problem in small screen device menus can be 
basically relieved. It is an important finding that useful and usable designs do not 
necessarily require huge sums of additional costs with respect to the implementation 
in state-of-the-art mobile design. As shown here, very small software modifications 
can be very effective and in an ergonomic sense, successful. 

The answer to the question which of both navigation aids is more helpful for users 
reveals both, universal and differential aspects to be considered for usable interface 
designs. The aid which delivered structural information and survey knowledge 
showed to have a universal benefit, advantaging performance for both, the children 
and the adults. Task success was higher and the detouring in the menu was distinctly 
reduced, taken from the smaller number of detour steps and returns to higher levels in 
menu hierarchy. It is assumed that the nature of the strong benefit by the survey 
knowledge lies in the fact that users are supported in constructing a proper mental 
representation of the systems’ structure [4,9,12,21,23]. They are informed about their 
relative position in the menu and can keep the menu structure in mind while navigat-
ing through the system. Thus, by having an appropriate model and a structural con-
cept of the mental ‘room’ that has to be navigated through, performance is distinctly 
increased. In the mobile phone, where the overall structure of the menu is not trans-
parent, and the screen size is very limited this is even more crucial. 

The aid delivering mainly landmark knowledge (showing the name of the current 
category and a list of its contents), though, turned out to be age-sensitive. While 
young adults simply showed a somewhat lower performance (compared to the aid 
delivering survey knowledge), the children had extremely difficulties handling the aid 
providing landmark knowledge. Apparently, the kids were not able to capitalize on 
the landmark information when searching for a specific function. In the contrary, their 
navigation was impeded by this aid, as taken from the fact that the detouring in the 
menu was dramatically increased when having the landmark aid as support. 

The findings presented here do have implications for the design of mobile phones 
in general. First, it is important to learn that the way the information and menu of a 
system are structured seemed not to be fully transparent to children – even if they are 
used to working with programs such as Windows Explorer®, which is organized in 
the same fashion as our sample. Therefore, the constant visualization of the menu 
structure is of unobtrusive assistance. Another way of overcoming disorientation 
problems associated with hierarchical menu structures [31] is to use only one long 
alphabetical list of functions, where users can search by initial letters. This was evalu-
ated with students. It is to be questioned whether this really helps users less experi-
enced with mobiles as they often have no idea of the functions’ naming in the menu 
and simple recognition of functions and categories – even though far from trivial – 
should be easier than active recall of the right term for a specific function.  

From the outcomes of this study both, important knowledge about user groups as 
well as practical design recommendations can be derived.  

 

 Even the children, which are broadly assumed to easily master the usage of small 
screen device, have serious difficulties to handle small screen devices.  
 Applying a navigation aid in the small screen which informs users about the spatial 
structure of the menu can compensate for these difficulties.  
 Designers and manufactures should take usability issues serious and implement 
spatial cues as navigation aids into the small screen of mobile devices. 
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 The utility of this kind of navigation aid is not restricted to phones, but can be easily 
transferred to any small screen device with a hierarchical menu, as MP3-Players, 
eHealth devices for medical care, wrist watches, fax machines, printers, banking and 
ticket machines or mobile gaming devices etc.  

Future studies will have to extend this research by examining navigation aids that 
are not only visual, but use auditory and sonically enhanced navigational cues [32,22]. 
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Abstract. Nowadays, handheld devices are more and more equipped with func-
tionalities and applications so that they almost serve like a desktop computer. 
However users find them tedious and tiring to input text due the tiny keys of 
their virtual keyboard. In this paper, we discuss a new text entry method 
(3DKey) based on addition of a third dimension to traditional virtual keyboard 
to overcome the small screen constraint of handheld devices. In this context, the 
accordion-folding the virtual keyboard is used as a solution to expand keys 
leading to easier selection. Thus our 3DKey virtual keyboard can be seen as 
composed of two zones: an accordion-folded zone and a spread zone. Our study 
showed that users achieved more accurate and relatively faster text entry with 
120° accordion-folding and predictive spreading virtual keyboard, which re-
sulted in speed improvement of 37.71 %, than with traditional virtual keyboard. 

Keywords: Text input, virtual keyboard, 3D key, accordion folds style, predic-
tion system, mobile devices, handhelds, PDAs, UMPCs. 

1   Introduction 

The computing and telecommunication products are shrinking more and more in size. 
Nowadays, beside smart phones and Personal Digital Assistants (PDAs), Ultra Mobile 
Personal Computers (UMPCs) with 4.5" in display size also exist on the market. How-
ever their shrinking size has a great effect on text entry so the traditional full-size 
keyboard is no longer adequate to be used on. Furthermore, these handheld devices 
tend to be equipped with functionalities, applications and services (e.g. office applica-
tions, e-mail, and so on) so that they serve almost like a desktop PC.  

In other words, today’s mobile devices are not designed to just typing a short text 
like SMS (Short Message Service) and diary operations, but also a complex messages 
and small documents.  As a result, a text entry method as efficient as on a desktop PC 
is required to make available handheld device technologies exploitable. 

The most of these mobile devices are equipped with a touch screen that led to sty-
lus-based text entry techniques like virtual keyboard and handwriting recognition 
instead of physical keyboard. 

Virtual keyboard is a copy of physical keyboard at the bottom area of a touch 
screen that users can tap on using the stylus. However, mobile devices are too small to 
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have desktop or laptop virtual keyboard requiring its miniaturization that makes keys 
tiny, thus their selection becomes more difficult and tedious to typing a text.   

Handwriting recognition systems do not require a significant portion of screen be-
cause entering a character or a word only needs to make its corresponding gesture. 
Although these systems can help to overcome screen-space constraint of handheld 
devices, they are still inherently limited by writing speed and need user learning to 
make their gestures. 

In the case of virtual and hardware keyboards, the time required to type a character 
is the same regardless of its graphical shape. While in the case of handwriting input, 
the time of making a character varies according to its shape trajectory. The maximum 
time is attributed to complex gestures like “k”, while the minimum time is attributed 
to simple gesture such as “i”. As a result, thanks to keys, input time of character is 
always shorter for keyboard than that for handwriting input.  

In short, while the document is the primary point of focus in a traditional desktop 
application, a document is often consumable and non-editable (read-only) on hand-
held devices. Therefore, a research of text entry method that enables users to author a 
complex messages and small documents on their handhelds has been one of the most 
prominent challenges in the world of mobile computing. 

In this paper, we aim to make handheld devices usable for creating information 
though a new text entry solution based on accordion folding and predictive spreading 
virtual keyboard. 

2   Related Work 

Stylus-based text entry techniques for handheld devices generally fall into three main 
categories: virtual keyboards, handwriting recognitions and gesture-based input.  

2.1   Virtual Keyboard  

As we have mentioned in the introduction, virtual keyboard (sometimes called on-
screen keyboard) is a graphical representation of physical keyboard on the screen of 
computing devices. It is originally designed to allow people with disabilities and spe-
cial needs to access computes. Small screen devices have also used it as a text entry 
solution but with lower number of keys (nearly 105 keys for computer keyboard ver-
sus 80 keys for small screen device). Such reduction resulted in using modes to enter 
numbers and special characters. Furthermore, keys are always much smaller than 
those of desktop computer (26 versus 16 pixels in width) regardless this reduction, 
then with these tiny keys selection is getting more difficult and requires more focus of 
attention.  

McGffin, M. & Balakrishnan, R. [1] proposed expanding targets when pointer ap-
proaches them as a solution to facilitate their selection. Fisheye [2] applied it, but 
distortion of whole keyboard with each stylus movement may annoy users and more 
attention is required to enter character. BigKey [3] makes virtual keyboard almost 
static through expanding the next entry i.e. the most probable next letters. 

As stylus or cursor of mouse replaced ten fingers, many researches [4], [5] have 
been conducted to find the keyboard configuration minimizing stylus travel distances 
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between characters as much as possible, thus speeding up entry. But users’ familiarity 
with the QWERTY layout may slow down their ability to learn other layouts. 

2.2   Handwriting Recognition 

The first proposed gestural alphabet was Unistrokes alphabet [6]. Each letter is repre-
sented as a signal stroke to resolve the segmentation problem related to handwriting 
recognition. However, it was not similar enough to Latin alphabet, forcing users to 
learn a new alphabet. Palm OS popularized Graffiti® as a unistroke alphabet through 
its PDAs. The success of Graffiti alphabet is attributed to its high similarity to Latin 
alphabet. CIC (Communication Intelligence Cooperation) provided Jot alphabet as a 
mix of unistroke and multistroke letters on a wide range of handheld devices. How-
ever the two previous methods require accurate drawing of their strokes to be recog-
nized, that makes a huge obstacle for novice users.   

Feeltwood, M.D. et al. [7] compared Graffiti to the Palm OS stylus keyboard and 
found that novice were faster with the Keyboard (7 vs. 16 WPM) but experts were 
faster with Graffiti (21 vs. 18 WPM) 

2.3   Gesture-Based Input 

In contrast to unistroke alphabets, continuous gesture-based text entry techniques do 
not require lifting the stylus between characters. Given this, entire words or even 
sentences can be written with a single continuous gesture.  

Quickwriting [8] defines nine letter zones through a grid (3×3). To enter a charac-
ter, user moves the stylus from central zone to one of eight surrounded zones, possi-
bly into two or even three adjacent zones, then returns to central zone. Isokoski et al. 
[9] conducted a formal longitudinal study of using Quickwriting with stylus, joystick, 
and keyboard. They found that it is difficult to learn and not particularly fast, but 
suitable for multi-device use. 

In Cirrin [10], letters are arranged on the circumference of a circle, and their order 
is based on the common sequences in English language. A word is entered by press-
ing and moving the stylus over the letters. However, the small zone size of letter 
makes accurate selection difficult. 

Dasher [11] uses a continuous gesture and a language model to predict the next en-
try. Each character is surrounded by dynamic rectangle, the size of which expands 
according to a letter’s probability of entry. Characters are entered by moving the 
pointing device toward intended character. Although speed entry can be achieved 
with it, continuous motion of characters produces additional visual attention and cog-
nitive load. Dasher consumes all screen space as well. 

A combination of gesture and virtual keyboard to allow word level entry with key-
board has been constructed in Shark [12]. It defines a shorthand symbol for each word 
according to its movement pattern on optimized stylus keyboard ATOMIK. 

3   3DKey Virtual Keyboard 

We propose a new text entry method based on addition of a third dimension to tradi-
tional virtual keyboard to break the small screen obstacle of handheld devices.  
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Mackinlay J.D. et al. [13] have discussed 3D layout for visualizing linear informa-
tion through the perspective wall. It has three panels: a panel in the center for viewing 
information details and two perspective panels on either side for viewing information 
context. When user selects an item; the wall moves that item to the center panel with a 
smooth animation. 

As far as our 3D layout is concerned, we have noticed that the accordion folds 
“zigzag” help to overcome a small size constraint. In fact, accordion folds are used on 
many products such as a fan, brochures, maps, an accordion shutter system, mini 
accordion books, and so on. The principal reason of using such accordion folds is to 
adapt a large size object into a small spatial zone as shown in figure 1. Therefore, 
accordion-folding the virtual keyboard presents an adequate solution to expand or 
spread keys, leading to easier selection. In this way, the virtual keyboard can be seen 
as composed of two parts: a spread part (the active zone i.e. where user is typing) and 
an accordion-folded part (the inactive zone i.e. unused or free zone at the moment of 
typing). As a result, our proposal includes two key patterns: spread and folded keys. 
Note that, the key size in X and Y dimensions corresponding to spread key takes more 
area than that in X, Y and virtual Z dimensions corresponding to folded key. 

 
Fig. 1. Accordion-folding a sheet of paper 

3.1   Accordion-Folding the Virtual Keyboard  

Accordion-folding the virtual keyboard must consider following three factors: the 
folding dimension or direction, the folding angle or the oblique angle and the number 
of folds to be produced on small screen. 

The keys of virtual keyboard are arranged in two dimensions: horizontal and verti-
cal dimensions. We chose accordion-folding the virtual keyboard in the horizontal 
dimension for following two reasons. The first one, the virtual keyboard is having 
more number of the keys in the horizontal dimension than that in the vertical dimen-
sion. The second reason, handheld devices screen is greater in length than in width. 

We all know that the shortest distance between two points is a straight line and the 
oblique line increases the distance between two points. The relationship between the 
length of straight line (Ls) and the length of oblique line (Lo) can be expressed by the 
following equation: 

θcos
Ls

Lo =  (1) 

Where θ ∈ [0, 90] is the oblique angle as shown in figure 2. 



638 K. Al Faraj, M. Mojahid, and N. Vigouroux 

 

Fig. 2. The angle θ between the straight and oblique lines 

Equation 1 indicates that the increasing amount of the length of straight line de-
pends on the oblique angle. As a result, accordion folding style allows spreading (i.e. 
expanding) the size of keys as a function of the oblique angle or the folding angle. 
Smaller the folding angle (or bigger the oblique angle), bigger the size of spread key 
is. In our experiment, we chose 120° as a folding angle (e.g. 30° of oblique angle) 
because it meets our need in expanding keys to the same width of desktop virtual 
keyboard i.e. one and a half times bigger than their initial size (without spreading).   

Figure 3 shows the number of folds taken to build our accordion virtual keyboard 
with 120° of folding angle. 

 
 

Fig. 3. The accordion virtual keyboard with 120° of folding angle 

3.2   Spreading Accordion-Folding Virtual Keyboard 

There are two strategies to spread accordion-folded keys. The first one when the stylus 
approaches target, the nearest folded keys are spread i.e. spreading keys with stylus 
movement. The major advantage of our 3D design is that there is no need to distort 
whole keyboard like Fisheye method but only spreading two columns with smooth 
animation. 

The second strategy is based on letter prediction to spread the keys corresponding 
to the next entry so it reduces the distance between the key to be typed later and the 
key which is being typed by user at that moment of time.  

In both cases, we can set a spread key width to that of desktop virtual keyboard. In 
this way, text entry task can be as efficient as with a desktop PC. 

In our user study, the second strategy to spread accordion-folded keys is used for 
two following reasons. On the one hand, predicting the next entry can reduce the time 
of visual scanning keyboard to find letters that one is looking for. On the other hand, 
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the first strategy, i.e. spreading keys with stylus movement requires touch-screen with 
electro-magnetic field that is unavailable for wide range of mobile devices.  

To predict the next letter based on previous letters, we have used tables of single-
letter and diagram frequency counts proposed by [14]. For each entry, the number of 
spread keys taken corresponds to two columns of accordion-folding virtual keyboard 
as seen in figure 4. They can contain up to four most probable next letters according 
to used prediction system.  

Our choice of spreading two whole columns can be justified by following reasons. 
Fist is that with the replacement of ten fingers by stylus or other pointing devices, 
user achieves text entry task from area-to-area. A second reason is to offer as many 
spread keys as possible, because there isn’t a perfect prediction system, and especially 
to include space character that is considered as the most probable letter. A third rea-
son is to allow prefix and suffix completion like (th, er, ed, es, ng, was), thus reducing 
number of times a spreading is occurred and speeding up entry.  

Our proposed solution also helps to increase a character visibility. In fact spreading 
can be considered as a zoom-in tool to make characters easier to read and then reduc-
ing the visual attention required to inputting them.  

 

 

Fig. 4. The screenshot of 3DKey virtual keyboard 
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3.3   Fitts’ Law and Accordion-Folding Virtual Keyboard 

Fitts’ law [15] predicts the time (MT) to acquire a target of width (W) which lies at a 
distance or amplitude (A) as given by the following relationship [16]: 

)1(log2 ++=
W

A
baMT                                       (2) 

Where a & b are constants determined through linear regression. The logarithmic term 
is called the index of difficulty (ID) and is measured in “bits”. 

According to Fitts’ law (2), the acquisition time of the target will be shorter if the 
size of the target is big in its size and the distance between the targets is smaller. Our 
proposed 3DKey virtual keyboard fulfills both requirements of Fitts’ law i.e. spread-
ing allows the targets to get bigger in size and the folding reduces the distance be-
tween targets.  

4   Experiment 

The aim of this study is to verify following hypothesis: the proposed accordion-
folding and predictive spreading virtual keyboard may improve target acquisition for 
text entry task on handheld devices. 

4.1   Subjects 

Ten volunteers (6 male, 4 female) from our university campus participated as subjects 
in this study. Participants averaged 27.5 years of age (ranging from 24 to 32 years). 
They were all stylus-based text input novice users. All users had normal or corrected 
eyesight and were using a right-handed stylus as a pointing device. 

4.2   Apparatus 

The experiment was conducted on Dell Axim X51 PDA. The screen size was 3.5" and 
ran at a resolution of 240 × 300 pixels. 

Participants accomplished the experiment using the following two virtual key-
boards: 

The first one is a traditional virtual keyboard (without accordion folds) with a fold-
ing angle of 180° and an oblique angle of 0° (No-accordion). The second virtual key-
board is 3DKey virtual keyboard with a folding angle of 120° and an oblique angle of 
30° (120°-accordion). Its spreading is based on letter prediction as mentioned earlier.  

For each virtual keyboard, the program reads a series of 10 phrases ranging from 
16 to 43 characters [17]. The two virtual keyboards are built in .NET C#. 

4.3   Procedure 

The experiment consisted of two sessions: a training session followed by a testing 
session. The first session consisted of entering the sentence “the quick brown fox 
jumps over the lazy dog” using two virtual keyboards. 
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The testing session consisted of two blocks. A block is to enter phrases using tradi-
tional virtual keyboard, while another block is to enter phrases using 3DKey virtual 
keyboard. Hence each participant completed two sentence tasks using two virtual 
keyboards. 

Participants were divided into two-person groups to perform the tasks in a different 
order. Five participants entered phrases with the traditional virtual keyboard first, 
followed by 3DKey virtual keyboard. The other half reversed the order.  

Participants were instructed to enter the phrases as quickly and as accurately as 
possible. However, they could make errors and corrections, as in the real world.  

The same phrases were used for two tasks but were in a different order so that user 
could not anticipate the phrase in the other task.  

The phrases to be entered appeared on the PDA screen, just above text entry area 
where participants transcribed the text. 

The experiment was conducted in our research laboratory. The total time to con-
duct the experiment was about 25 minutes. 

4.4   Results and Discussion 

In all, participants entered 22 phrases using the traditional and 3DKey virtual key-
boards. The phrases were the same for all users in a trial so that variations in phrases 
can be excluded in statistical analysis. The order of testing two virtual keyboards is 
counterbalanced so that has no impact on results.  

The variables measured for both virtual keyboards were (1) text entry speed ex-
pressed in words per minute (wpm) or characters per second (cps) (2) accuracy or 
error rate during test and (3) accuracy or error rate after text entry. 

4.4.1   Text Entry Speed 
The average text entry rate for ten participants across two testing blocks is shown in 
figure 5. The overall average text entry speeds were 17.79 wpm for traditional virtual 
keyboard and 24.5 wpm for 3DKey virtual keyboard, suggesting a 37.71 % perform-
ance advantage for 3DKey virtual keyboard. The difference was statistically signifi-
cant (F1,18 = 83.12, p < .0001), as determined using an analysis of variance ANOVA. 
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Fig. 5. Text entry speed for both virtual keyboards 
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There was a variation by participant. For traditional virtual keyboard, participant 
means ranged from 15.16 wpm to 19.42. For 3DKey virtual keyboard, the means 
ranged from 20.68 wpm to 26.53 wpm. This suggests that participants performed the 
task with different attitudes on balancing speed with accuracy. 

4.4.2   Accuracy 
Our task allowed corrections while writing. Thus, two kinds of errors were present in 
the data: those that the participant noticed and corrected and those that remained un-
corrected. Hence error rate was measured using two metrics [18].  

The first one is the Corrected Error Rate to compute the errors made during text 
entry. Figure 6 shows the average corrected error rate for ten participants across two 
testing blocks. The average corrected error rate for traditional virtual keyboard was 
2.41 %, while that for 3DKey virtual keyboard was lower at 1.38 %. The difference 
was statistically significant (F1,18 = 5.78, p < .05). 

The second metric is the Not Corrected Error Rate to measure the errors remained 
in transcribed string. Figure 7 shows the average not corrected error rate for ten par-
ticipants across two testing blocks. The average not corrected error rate for traditional 
virtual keyboard was 3.40 %, while that for 3DKey virtual keyboard was lower at 
2.35 %. The difference was statistically significant (F1,18 = 7.48, p < .05). 

Figures 6 & 7 also show that remained errors were higher than corrected errors for 
the most of the participants across both testing blocks. 

As there isn’t a perfect prediction system until now, our 3DKey technique may 
spread a wrong part that didn’t happen in our experiment. However in this case user 
has to click on accordion-folded keys that always seem bigger than traditional ones, 
i.e. regarding their perimeter. 
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Fig. 6. Corrected error rate for both virtual keyboards 
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Fig. 7. Not corrected error rate for both virtual keyboards 

5   Conclusion and Future Work 

We have shown that the virtual keyboard based on accordion folding and predictive 
spreading virtual keyboard are more efficient than traditional virtual keyboard to 
make target acquisition easier for the text input on handheld devices. The proposed 
solution improved user text entry speed by 37.71 % over the traditional virtual key-
board and provided higher accuracy as well.  

In the future, we plan to explore the effects of spreading the accordion-folded key 
when the stylus approaches it on user performance for text entry task.  

3DKey could be an effective means allowing for a reduced initial size of interface 
widgets like icons of toolbars in an attempt to optimize screen space use. 

We finally intend to test our accordion virtual keyboard for people with motor im-
pairments who absolutely need a design reducing the fatigue and discomfort of a long 
pointing device distance.   
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Abstract. This paper explores differences between user actions employing mouse 
and touch input devices when performing a collaborative task on a tabletop inter-
face. We explore temporal and spatial characteristics of drag actions of users 
through mouse (indirect) and touch input (direct) devices. Our analysis is based 
on system-logged interaction data we collected in an exploratory study. The 
analysis reveals that touch users performed more drag actions than mouse users. 
Furthermore, touch users dragged artefacts on a tabletop for a shorter period of 
time than mouse users. At the same time, touch users dragged objects in the work-
space shorter distances than mouse users. We also identify differences based on 
the temporal-spatial histograms of the drag actions. We discuss our findings based 
on observations we made during the collaborative task and interviews with par-
ticipants after the study. The results may be related to the performed task and to 
ergonomic design issues of the setup. We describe the possible implications on 
co-located and remote collaboration. 

Keywords: Direct and indirect input devices, synchronous co-located collabo-
ration, tabletop, user study. 

1   Introduction 

Tabletop environments providing touch interaction are popular settings to support the 
collaborative work of co-located small teams [1, 2, 3, 4]. While the benefits of touch 
input devices for tabletops have been identified [5, 6], studies have been conducted to 
further understand the differences of touch and mouse input devices on individual 
task performance [7] and the implications of different interaction techniques on col-
laboration on tabletops [8]. Advantages and disadvantages have been documented to 
provide guidelines for design decisions for co-located collaboration at tabletops [5]. 
Differences between touch and mouse interactions have also been studied for uni-
manual and bimanual tasks of individuals [9]. The authors report the benefits for 
direct touch interaction for bimanual tasks and indicate that mouse devices might be 
more appropriate for individuals working on so called standard “single-point” interac-
tion tasks. 

We conducted an exploratory study on input device preferences and usage during 
co-located collaboration. The study revealed a balanced preference for mouse and 
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touch as input devices for the particular tabletop setup [10]. The system-logged inter-
action data of this exploratory study forms the basis of the detailed analysis in this 
paper. The contribution of this paper is twofold: firstly, we provide further insights to 
the characteristics of the temporal-spatial organisation of drag actions based on mouse 
and touch as input device during the collaborative task. These characteristics between 
mouse and touch users differs, despite the fact that there was no main effect of the 
input device on the task completion. Secondly, we discuss these findings with respect 
to observations made during the trials and to the particularities of the experimental 
setup. We discuss possible implications of our findings in the context of co-located 
and remote collaboration on tabletops.  

2   Collaboration Study 

In our exploratory study 22 participants (in 11 trials) were asked to solve jigsaw puz-
zle tasks with increasing assembly complexity. The study emphasises a quasi-realistic 
context with two work colleagues standing side by side at a tabletop to work in paral-
lel (see Figure 1). 

 

Fig. 1. In the exploratory study, participants were standing side-by-side using either mouse or 
touch input device to collaborate 

More details about the setup are described in [10, 11]. The participants’ task was to 
drag puzzle pieces on the tabletop surface to assemble several photo pictures. Both 
participants had to each solve one puzzle in front of them. The interface was designed 
to mimic that of real jigsaw puzzles or mosaics, except that it did not allow for rota-
tion, lifting up or any sort of tangibility of the pieces. Solving one puzzle task lasted 
in average 7 min. In contrast to other studies (e.g. [9, 6]), we granted the participants 
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the free choice to select and change their input device at any time during the study. As 
a consequence the input device in this study has to be considered as a dependent vari-
able rather than an independent one. The experimental task was then increased in 
difficulty by mixing pieces between the two puzzles. This was implemented to trigger 
spontaneous coordination and communication amongst the team members as well as 
to find out how this might affect the usage of the input devices. The spatial layout of 
the physical task space may give the impression that each participant owned one puz-
zle and that individuals worked in parallel. However in all of the trials the participants 
worked collaboratively on the task, i.e., they communicated, observed each other 
workspaces and coordinated actions. 

The goal of our study was to achieve, as much as possible, ecological validity of 
the task and setting in our lab environment. We collected qualitative and quantitative 
data of the participants’ interactions through observations, and objective measures in 
the form of system-logged interaction data. The focus of this paper is on the objective 
measures and related observations to further understand the difference between mouse 
and touch device users in this tabletop setting. 

3   Manipulating the Artefact 

In order to further understand differences between the usage of direct and indirect 
input devices we explore the participants’ behaviour at an input device level. We are 
focusing on drag actions, which we define as the action of a user dragging puzzles 
pieces on the tabletop. For instance, a mouse user can move the cursor on the screen 
at any time, but only drags an object when moving it after selecting the object by 
pressing the mouse button down. The period of moving the cursor towards a target 
object until pressing the mouse button is usually described using Fitts’ law [12] (se-
lection time). In contrast to this, we are focusing on the continuous drag actions after 
having selected the object and before releasing the object at a target position (similar 
to the docking task described in [9]). In the case of our touch input device, the posi-
tion and movement of the finger could only be captured when it was in close prox-
imity to the surface. Therefore, the selection time becomes difficult to compare  
between the devices and we concentrate on the manipulation of the artefact based on 
drag actions. It should be noted that the recorded drag actions are self-paced, as in [8, 
13], rather than stimulus driven as in experiments, such as [9]. For our analysis, we 
generated the two measures, drag time and drag distance, from the interaction data. 

3.1   Drag Time and Distance 

We define drag time as the period of time of a drag action, i.e., the duration from the 
selection of a jigsaw puzzle piece by touch or mouse click until its release at a final 
position. The drag time starts with the selection of a puzzle piece, followed by its 
translation on the surface. The drag time stops with the release of the object at the 
final position. From the coordinates of a drag action we derive a distance measure. In 
a fist approach, we define the drag distance as the L2-norm of the coordinate vector 
from the start to the end point of a drag action. Other distance measures, e.g., along 
the trajectory of the path of action, might be useful to investigate in the future. 
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3.2   Collection of Interaction Data 

We developed customised software to support up to four input devices (i.e., dual 
touch plus two mice) to concurrently control graphical elements for the experiment. 
Our application recorded all interactions with attributes such as time, device ID, posi-
tion, state (e.g., move, drag), and events (e.g., button down or up). Based on this data 
we derived the overall time to complete the task and the period of time that partici-
pants actually drag puzzle pieces around. Further refinement of the interaction data 
allowed us to access all drag actions per interaction device. 

4   Analysis 

Based on the interaction data of 11 trials (N=22) we processed all drag actions with 
regard to their times, distances and input device type. The participants could be inden-
tified as purely touch or mouse users, except in one trial where the two participants 
swapped the input device type during the trial. We excluded this trial to have an un-
equivocal classification. Thus, our results base on 10 trials: 

• 2962 drag actions by mouse (9 participants) and  
• 5497 drag actions by touch input device (11 participants). 

We recorded 1.85 more drag actions with touch than with mouse input device. The 
average number of drag actions per participant was approximately 500 for direct and 
330 for indirect input devices. The descriptive statistics for drag times and distances 
categorised by input device are shown in Table 1. 

Table 1. Descriptive statistics of the drag times and drag distances of direct and indirect input 
devices 

Device 
Type Min 

1st 
Qu. Median Mean 

3rd 
Qu. Max 

 Drag time [s] 

Indirect .078 .832 1.500 2.028 2.5630 93.610 

Direct .062 .438 0.875 1.161 1.578 11.420 

 Drag distance [cm] 

Indirect .048 4.312 11.72 15.05 23.69 86.71 

Direct .048 2.103 6.323 10.38 15.53 80.29 

 
For both input device types the extreme small time values below 200 ms are likely 

be caused by artefacts of the detection. Manipulations with such a short execution 
time can not be considered to be deliberately executed actions [14] and were not used 
for this analysis. We can state that the median value of the drag times with mouse 
input device is approximately 0.5 seconds higher than that for touch. The median 
value of the mouse drag distances is approximately twice the value of that of touch. 
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5   Drag Time Histograms 

The histograms of the drag times are shown in Figure 2a and 2b. The histograms are 
both skewed to the right, similar to those of human reaction time histograms. Histo-
grams for the drag distances report a similar but slightly less positively skewed distri-
bution. We must assume that the drag times and distances are not normally distributed 
and hence parametric significance tests such as t-tests are not applicable. A Wilcoxon 
rank-sum test of the drag times and drag distances between direct and indirect input 
device reveal significant differences (each p < 0.001) in the locations.   

 

 

 
Fig. 2. Histograms of the drag times using either mouse or touch input device. Graph a) shows 
the histogram for indirect device (mouse) and b) the histogram for direct device (touch). 

6   Temporal-Spatial Histograms 

To understand more about the relationship between drag time and drag distance we 
plotted two-dimensional histograms (see Figure 3). These histograms show the distri-
bution of drag actions of mouse and touch users in the temporal-spatial domain.    

a) 

b) 
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Fig. 3. Temporal-spatial histograms of a) indirect input (mouse) device drag actions and b) 
direct device (touch) drag actions. The lines represent the speed limits of drag actions. 

Darker shaded areas have a higher frequency than lighter shaded areas. White areas 
signify minor or no occurrence of drag actions. Each histogram shows a distinct 
maximal drag speed of approximately 45 cm/s for indirect (represented by the line in 
Figure 3a) and 30 cm/s for direct input devices (Figure 3b).  

Furthermore, the histogram of the indirect input device (Figure 3a) is more distrib-
uted in the temporal-spatial space than that of the direct input device. In particular, the 
histogram in Figure 3b (direct input) is much more focused on the area around and 
below 0.5 seconds with distances less than 7.5 cm. In contrast, the histogram of the 
indirect input (Figure 3a) has temporally long lasting drag actions with relatively short 
distances (less than 7.5 cm). Also many temporally short drag actions between (0.5 and 
1 s) over a long distance, i.e., with high drag speed occurred. We also plotted the all 
drag actions of mouse and touch users in the two dimensional plain of the workspace to 

a) 

b) 
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identify possible specific spatial patterns. However, we can report that the spatial or-
ganisation of drag actions of mouse and touch had no apparent differences. 

7   Observations 

We observed that all participants worked without any problems or complains on the 
task with either input device. Even the coordination of actions of both participants, 
i.e., the handing over of puzzle pieces from one to the other happened smoothly and 
without additional training [15, 16]. All participants concentrated and cooperated on 
the task and they shared their effort even more and developed strategies when they 
found out that puzzle pieces were mixed up (second sub trial). The communication 
amongst them increased as well as their gazes on the other’s work area and number of 
coordinated actions. 

Reviewing the video recordings of the trials we can report that the participants us-
ing the mouse exhibit clearly fewer physical body movements than touch users. The 
latter moved most of them time the arm of their dominant hand to manipulate the 
artefact in front of them on the display. Mouse users seem to remain still, only mov-
ing their hand resting on the rim of the table controlling the mouse (see Figure 1). 
Touch and mouse users moved their heads to follow the currently dragged puzzle 
piece or to better oversee the display seeking of a possible matching piece. Touch 
device users seem to be much more active. In trails with one mouse and one touch 
device user it appeared to the observers that only the touch user was active although 
they both were working highly concentrated on the task. The reduced physical body 
activity of participants using mouse devices comes also along with less physical effort 
during the task. Eventually all participants changed their general posture at the table, 
e.g., balancing their weight from on foot to the other. The participant however did not 
complained about standing at the table during the task. 

We interviewed the participants after they completed the study. Participants who 
used direct touch input devices reported an almost similar experience as with a real 
puzzle (e.g., P1, trial 1). A touch user stated that “the touch is much more human” (P2, 
trial 5). One participant reported that with the touch device “it was a lot easier to get 
control” over the puzzle piece (P2, trial 7). Some mouse users were confident to work 
faster with the mouse than with the touch device (P2, trail 3) and P1 in trial 6 explained 
his input device preference that he “… uses [the] mouse mostly”. One participant re-
ported an ergonomic issue using the mouse without elbow support (P1, trial 3). 

Both participants in trial 7 reported that they were not tempted to use the mouse 
even when they had to reach far away objects. This was also mentioned by P1 (trail 5) 
“it just didn’t occurred to me”. We observed however that some participants sponta-
neously changed temporally the input device but continue to work with their preferred 
input device after only a few manipulations. None of the participants mentioned that 
physical effort was an issue during the task. It was also not mentioned to be reason to 
choose one input device before the other. 

We observed also a particular class of drag actions. Some of the participants acted 
beyond the instructed task and arranged the jigsaw pieces in the final stage of the task 
with high positioning precision. This happened, although the experimenters informed 
the participants at the beginning of the trial that precision does not matter for solving 
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this task. This behaviour of “beautifying” the result of the work could be considered 
different to a normal drag action and might need to be removed from the data. While 
normal drag actions are carried out to reach the communicated goal of the experiment 
task, these beautifying actions serve more of an individual and aesthetic goal or de-
sire. We observed that while these actions have short drag distances, they can also 
have long drag times. However, the impact on the findings are considered to minor, 
due to the fact that these particular actions happened only occasionally and had been 
carried out by users of both types of input device. 

8   Discussion 

We assume that our setting is typical for tabletop studies and that the task and col-
laboration are ecologically valid. However, the above described findings and observa-
tions strictly hold only for our specific setting of the study, such as the side-by-side 
position arrangement (other arrangements can be considered [17]). The presented 
quantitative differences in drag times and distances of touch and mouse input need to 
be discussed in the context of our observations and qualitative statements of the inter-
views of the participants. We discuss how the specific properties of the input devices 
might shape the way drag actions are carried out differently by the participants using 
an indirect or direct input device. Furthermore, the constructs of epistemic actions and 
complementary strategies as proposed by Kirsh [18, 19] might help to explain our 
findings and observations of the collaborative task. 

8.1   Input Device Ergonomics 

There are different ergonomic aspects of our experimental setting as depicted in  
Figure 1. We concentrate on the ergonomics of the input devices and assume that 
other aspects such as the posture and position arrangements of the participants have 
only indirect or minor influence on the reported findings. For instance, the standing 
posture just gives the touch users a larger area to act in (see [20]) and better visibility 
of the workspace. Our observations reveal that touch users require more physical 
effort than mouse users when reaching pieces and moving them around. Since the 
participants using the touch input devices never mentioned or even complained about 
the physical effort we must assume that this extra physical effort compared to those of 
mouse users is not apparent to the participants. Mouser users remained nearly motion 
less merely performing actions controlling the mouse and occasionally turning their 
heads slightly overseeing the partners’ workspaces. Thus, their activity and intentions 
are less likely to become recognised by their partners than those of touch users. This 
provides plausibility for the fact that mouse users dragged pieces for a longer time 
because only small changes in the hand position are required. Instead, touch users 
performed drag actions confined to a particular region in the temporal-spatial histo-
gram (see Figure 3b). Twice the number of the drag actions with touch than with 
mouse might compensate for these differences in temporal-spatial histogram of the 
drag actions. However it seems that the extra physical effort does not have an impact 
on the efficiency working on the task. We found no significant difference in the over-
all task completion time depending on the input device [10]. 
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8.2   Epistemic Actions 

Most of the participants had reported to have experience with solving jigsaw puzzles, 
and therefore it is likely that they pursued already established strategies to solve the 
puzzle task. Typical to this task is that users perform a visual search task that is ac-
companied and combined with so called “epistemic actions”. This class of action is 
preformed to “uncover information that is hidden or hard to compute mentally” and 
therefore “change[s] the world in order to simplify the problem-solving task” [19]. In 
our example a typical epistemic action would be moving a puzzle piece towards po-
tential matching pieces. By doing so, the visual search and the decision about whether 
two piece are matching or not becomes simplified. In case of a positive match the 
epistemic action becomes seamlessly transformed into a “pragmatic action”. This 
action is executed directly to accomplish the goal of the task. Also “complementary 
strategies” might be exhibited, i.e., “any organizing activity which recruits external 
elements to reduce cognitive loads” [18]. The participants build subgroups of pieces 
with similar content or colour to structure and simplify process of solving the puzzle. 

It has to be discussed how these actions and strategies become support or hindered 
by the digital artefact itself and by the different input device technologies. The fact 
that the puzzle pieces are displayed on the screen “only” and lack of any tangibility 
reduce the traditional handling of the pieces, e.g., with full hands. Therefore actions 
or strategy that requires full hand or bimanual interaction were impossible to perform 
in this setting. For instance, it is obvious that a pile of puzzle pieces can not simply 
distributed by just shuffling multiple pieces with a flat hand. Also a group of pieces 
can not be moved as a set to another location. Instead all pieces had to be moved 
individually with touch as well as with mouse input device.  

However, the different input devices might support or inhibit epistemic actions and 
complementary strategies that led to our finding. We are focussing on the epistemic 
action of finding a matching piece by dragging it around. Our analysis of the drag 
actions suggests that it is possible that mouse users exhibited more of these epistemic 
actions than touch users. Mouse users not only drag objects longer but also show 
greater variety in the temporal-spatial distribution. It seems likely that persons using 
the mouse pick up a piece without having decided in advance where to place it due to 
the low physical effort required. In contrast touch user are to more consistent in their 
action (see Figure 3b) which suggests that they rather perform the drag action after 
they decided where to place the piece. Thus touch user minimise their physical effort 
and maximising efficiency of the drag actions. Instead of performing one long drag 
action in search for a match touch, users might also break up a search for a match into 
a sequence of short drag actions.  

The key of the extension of drag actions in time and space with the mouse beyond 
those of touch actions however may lie in the very little physical effort that is required 
to manipulate the artefact with the mouse, similar to the effort in tradition desktop 
computer settings. We suggest that the different physical effort required by the spe-
cific input device to manipulate the artefact has an impact on the quality of the users’ 
actions while solving the puzzle task. If an input device demands little physical effort 
more epistemic actions are likely to be performed. 
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8.3   Implications on the Collaboration 

So far we discussed the difference of the drag actions for the individual performance 
ignoring the possible impact on the collaboration. We discuss the implication of our 
findings on the collaboration using the concept of workspace awareness and embodi-
ment of actions. Workspace awareness is the understanding of another person’s ac-
tions and “includes knowledge where and on what others are currently working and 
what they are doing next” [21]. It is supposed that workspace awareness supports the 
coordination during collaboration. Our findings allow us to conclude that touch de-
vice user provide more workspace awareness to their partners than mouse users. The 
shear amount of physical actions of touch users with theirs hands and arms provide 
richer peripheral awareness for their partners than to mouse users do. These physical 
actions show if and where the partner is working, and provides very well the informa-
tion which puzzle piece is currently in focus. Recent findings also comparing touch 
and mouse actions presented in [22] support this conclusion. Other research comes 
also to similar conclusion comparing different interaction techniques [8]. The richer 
peripheral awareness created by touch users comes long with possible workspace 
occlusion and physical conflicts in case of multiple touch users actions in the same 
workspace area. 

However when only focussing only changes in the workspaces created by drag  
actions another aspect of our findings comes into play. We consider now an environ-
ment, where two spatially distributed setting as used in our study form a shared work-
space. This would lead to a similar environment as used in [23, 13] but without the 
rich remote action embodiments such as arm shadow [24]. The temporally longer drag 
actions in this distributed collaboration scenario could facilitate the communication 
and coordination better than touch. The longer drag actions provide more workspace 
awareness for remote collaborators since they can perceive more changes in the work-
space. Our findings also show that drag actions with the mouse device have greater 
temporal-spatial variety than those of touch device users. This fact may imply that 
also more different classes of actions are performed. As argued in the section before, 
the particular epistemic actions with the mouse have the potential to better support 
awareness since they contain and convey to the remote site more meaning or inten-
tionality than the touch actions. 

To sum up the implication on collaboration, we can draw the following conclusion. 
In a straight comparison between the devices, the touch device is highly beneficial for 
co-located collaboration due to the natural and rich awareness of the users’ physical 
actions with their arms and hands. In contrast, the mouse device bears the potential to 
better provide awareness in the collaboration with a remote partner because more 
meaningful changes in the workspace occur. An interesting research topic emerges 
here when developing an environment that combines the benefits of both input de-
vices for distributed collaboration, i.e., when local mouse actions become remotely 
embodied with richer embodiments than standard mouse cursors. 

9   Conclusion 

We presented results from a detailed analysis of drag times and drag distances of 
touch and mouse interaction data collected during an earlier study. The analysis of 
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these measures shows that touch users drag objects for shorter periods of time over 
shorter distances than mouse users. The temporal-spatial histograms of the drag ac-
tions reveal further characteristics of the specific input device. Mouse drag actions 
have greater variety in time and distance while touch drag actions are more focussed. 
These findings go beyond the existing knowledge about the characteristics of direct 
and indirect input device interaction. We discussed the finding in the context of the 
ergonomics of the input devices and of epistemic actions. The findings could be use-
ful when developing new interaction techniques for distributed collaboration. 
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Abstract. We present Adaptive Pointing, a novel approach to addressing the 
common problem of accuracy when using absolute pointing devices for distant 
interaction. First, we discuss extensively some related work concerning the 
problem-domain of pointing accuracy when using absolute or relative pointing 
devices. As a result, we introduce a novel classification scheme to more clearly 
discriminate between different approaches. Second, the Adaptive Pointing tech-
nique is presented and described in detail. The intention behind this approach is 
to improve pointing performance for absolute input devices by implicitly adapt-
ing the Control-Display gain to the current user’s needs without violating users’ 
mental model of absolute-device operation. Third, we present an experiment 
comparing Adaptive Pointing with pure absolute pointing using a laser-pointer 
as an example of an absolute device. The results show that Adaptive Pointing 
results in a significant improvement compared with absolute pointing in terms 
of movement time (19%), error rate (63%), and user satisfaction. 

Keywords: Adaptive Pointing, bubble test, pointing precision, hand tremor, 
control-display gain, distant interaction, laser-pointer. 

1   Introduction 

With the steadily growing diversity of application domains beyond standard desktop 
usage, absolute pointing devices are becoming more and more favored. Absolute 
devices use a position-to-position mapping (mouse: velocity-to-velocity) as the trans-
fer function between the input device and the display pointer [1]. As a result the user 
benefits from a more natural and convenient pointing experience [2] and easier hand-
eye coordination compared with the decoupling of motor and display spaces and the 
non-linear pointer acceleration when using relative pointing devices. Due to the direct 
mapping of absolute pointing devices, the user can easily keep track of the cursor, 
since it is always in line with the user’s finger, stylus, laser-pointer or any other abso-
lute device.  

Besides home entertainment (e.g. Nintendo Wii), there are various other applica-
tion domains in, for example, the fields of ubiquitous computing, visual analytics, 
collaborative environments and interactive exhibitions, where users need the flexibil-
ity of absolute pointing devices to interact effectively. Especially in combination with 
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large, high-resolution displays, there is a need for input devices that provide more 
user mobility, allowing the user to work close to the display with detailed information 
and also to step back and manipulate the contents of the entire display space [3]. This 
trend is also reflected in research literature, with several authors proposing solutions 
for absolute input devices such as freehand pointing [3] or laser-pointer interaction 
[2,4].  

However, a common problem shared by all absolute input devices operated from a 
distance, particularly in combination with high-resolution displays, is the pointing 
precision. Myers et al. concluded that “interaction techniques using laser-pointers 
tend to be imprecise, error-prone, and slow” [2]. Vogel et al. reported a similar result 
for their comparison of absolute, relative and hybrid mapping of hand movements. 
While the absolute technique was significantly faster than the hybrid and relative 
ones, the high error rates of the absolute mapping “prevent it from being a practical 
technique” [3]. Based on previous related work and our experience, we identified two 
main factors for this serious imprecision of absolute pointing devices used in midair: 
deviations are caused by natural hand tremor and limited human pointing preci-
sion. After discussing these two aspects in detail, we will present the Adaptive Point-
ing technique, an approach which continuously changes the CD gain of an absolute 
pointing device to enhance the pointing precision while preserving the behavior of an 
absolute pointing device. 

1.1   Natural Hand Tremor 

The task of maintaining a part of a limb in a constant position produces involuntary 
muscular contraction with rhythmical oscillations (8-40 Hz) referred to as physiologi-
cal tremor [5]. When using freehand pointing or absolute pointing devices in midair 
without a stable rest, such natural tremor causes serious noise, which makes accurate 
pointing and selection more difficult or even impossible as the distance between dis-
play and user increases. A variety of approaches exist to reduce noise and so to steady 
the cursor, such as band-pass filters, dynamic moving windows (Myers et al. [2], 
Vogel et al. [3]), or using a Kalman filter (e.g. [4]) to smoothen the pointing behavior. 
While all approaches seem to increase the accuracy they also introduce a noticeable 
time lag, which reduces the responsiveness of the pointing device. To date, we are not 
aware of a systematic investigation that compares and ranks these smoothing ap-
proaches. All authors report a general improvement, but eliminating noise for pointing 
movements without introducing a certain amount of delay or reduction of responsive-
ness seems to be impossible for such reactive methods.ïBesides, it is questionable 
whether even the most perfect jitter compensation would, on its own, provide suffi-
cient pointing accuracy. Thereby another factor has to be considered as well: human 
pointing precision. 

1.2   Human Pointing Precision 

Absolute pointing devices are characterized by a position-to-position mapping. The 
user expects that the cursor is in line with the device e.g. laser-pointer. Hence, the 
pointer motion in display space is proportional to the movement in motor space. 
When interacting from a greater distance, for example in a presentation situation or 
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when using a high-density display, the effective pixel size on the display might fall 
below human pointing precision. In such a case, even if the tremor compensation 
worked perfectly, the user would not be able to move discretely one pixel at a time 
because of limited hand-eye coordination, restricted motor precision, and the neces-
sary but unachievable fine control of the muscle groups involved in the movement 
(see [6] and [7] for a more detailed discussion). When using a relative input device 
such as the mouse, the human precision limit can be overcome by lowering the Con-
trol-Display gain (CD gain = velocityPointer / velocityDevice) [8]. The CD gain modulates 
the mapping between the physical input device and the virtual display pointer. With a 
low-gain transfer function the pointer velocity in display space is several times slower 
than the actual velocity of the pointing device in motor space. Thus, low CD gain 
allows for precise targeting even in the case of high-density displays or distant inter-
action. On the downside, moving long distances is highly inefficient. This speed-
accuracy trade-off can be solved by varying the CD gain during interaction. This 
approach is the basis for several interaction techniques that operate in motor-space 
and was also the fundamental design principle of our Adaptive Pointing technique.  

We will discuss these different techniques according to a classification scheme we 
have developed. We thus distinguish between target-oriented, manual-switching, and 
velocity-oriented approaches. Target-oriented techniques basically use a metaphor 
approach based on magnetism or stickiness by lowering the CD gain when the pointer 
either enters a target (e.g. [9], [10]) or when it comes close to a target, thus creating a 
fisheye effect in motor space (e.g. [11], [12]). As a precondition, however, a semantic 
knowledge of the environment is required, and having to deal with large numbers of 
targets can be problematic.  

The manual-switching approaches rely on the user to manually switch between ab-
solute and relative pointing when appropriate. Forlines et al. [13] rely on this ap-
proach with their HybridPointing concept, which provided a two-mode interaction 
technique with manual switching for pen input on a large, high-resolution display. In 
this case the switching to relative mode was realized by tapping in a Trailing Widget. 
Lifting the pen off the display or clicking on the cursor reactivated the absolute mode. 
They also compared the HybridPointing technique with an exclusively absolute and 
an exclusively relative pen input. Overall, there was no significant main effect in 
terms of selection time, but a significant effect on error rate. Hybrid input was worst 
with 6.8% versus 4.3% for the absolute and 3.9% for the relative mode. The Trailing 
Widget, which was used for switching the mode, turned out to be “distracting” and 
sometimes “in the way”. Vogel et al. [3] defined different hand postures to explicitly 
switch between absolute and relative mode in their freehand pointing technique. 
Hence, the user changes the CD gain manually between a constant value for absolute 
mode and a conventional acceleration function for relative mode. Vogel et al. com-
pared this two-mode technique named RayToRelative with a solely absolute (Ray-
Casting) and a solely relative mode (Relative). They reported that RayCasting was 
significantly faster (mean time 2843 ms vs. 3926 ms for Relative and 3744 ms for 
RayToRelative), particularly so for large targets and when clutching would have been 
required. However, there was a significantly higher error rate for the absolute Ray-
Casting with a mean error of 22.5% compared with 3.5% (Relative) and 5.7% (Ray-
ToRelative). The mean error rate for absolute input even increased to 56% for the 
small target (16 mm) condition. Thus, the combination of absolute and relative mode 
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turned out to be a good balance between accuracy and interaction speed. On the 
downside, the cognitive and physical load of switching explicitly between the two 
modes remained with the users.  

The third group, the velocity-oriented approaches are motivated by the optimized-
submovement model [14], which states that most aimed movements consist of an 
initial, large and fast movement towards the target followed by a few slower, correc-
tive movements to compensate for over- or undershooting [15]. The movement veloc-
ity in motor space indicates in which phase of the movement the user is and which 
degree of precision or velocity in display space should be beneficial. This is the basis 
of all pointer-acceleration techniques already widely in use, for example by default in 
Mac OS X and Windows XP [16]. In research, different acceleration functions were 
investigated, for example discrete switches between constant gain levels dependent on 
the movement velocity, linear acceleration functions, or non-linear mappings. How-
ever, the experimental results concerning possible performance improvements in 
these diverse functions and also in comparison with constant CD gains are inconclu-
sive (see [17] for a detailed discussion). Based on this approach, Frees et al. intro-
duced the PRISM technique which dynamically adjusts the CD gain between the hand 
and the controlled object in a virtual 3D environment [18]. Evaluation results showed 
a clear improvement in pointing precision compared to a pure absolute mapping.  

The results confirm the impression that combinations of absolute and relative input 
modes seem to be able to improve pointing precision – but only at a price. The draw-
back of all these approaches is that an absolute pointing device would no longer main-
tain the characteristically 1:1 mapping between the device position in motor space and 
the pointer position in display space. This however would lead to an unnatural and 
unpredictable behavior. The manual-switching approaches try to resolve this by let-
ting the user choose between absolute and relative mapping while the target-oriented 
approaches rely on semantic knowledge of the environment, which might not be 
available. Precise pointing with an absolute input device therefore remains an un-
solved problem. In the following section, we discuss our new approach to solving this 
issue, the Adaptive Pointing technique. 

2   Adaptive Pointing 

We introduce the Adaptive Pointing technique, which can also be classified as a ve-
locity-oriented approach, relying on the optimized-submovement model of Meyer et 
al. [14] discussed above. However it differs from similar concepts such as PRISM by 
simulating absolute pointing behavior. The basic idea is to improve pointing perform-
ance for absolute input devices by implicitly adapting the CD gain to the current 
user’s needs without violating the users’ mental model of absolute-device operation. 
Users expect a 1:1 mapping between their device movement in motor space and the 
resulting pointer movement in display space when using an absolute pointing device. 
Adaptive Pointing appears to provide this pure absolute behavior but imperceptibly 
lowers the CD gain when higher precision is needed. 

While PRISM works very well in the dedicated virtual environment for profes-
sional users, it has some obvious drawbacks when applied to a more general setting  
of (simulating) absolute pointing devices. Since the system explicitly visualizes the 
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offset between display space and motor space movement, the device does no longer 
appear as an absolute pointing device to the user. This also reduces the intuitiveness 
and ease of use of the device, as the user has to understand at first how this gap be-
tween motor space and display space arises and how to deal with it. The absolute 
pointing behavior is furthermore flawed by the necessary offset reduction. PRISM 
increases the CD gain by the amount that is needed so that the offset is nullified 
within a period of about one second. This, however, should result in a noticeable 
"jumping" which would lead to an unnatural and unexpected behavior. Furthermore in 
case of movement direction changes, it might be that the pointer in display space is 
actually “in front” of the motor space movement. In such a case PRISM lets the users 
catch up the offset by themselves, which results in a non-movement of the pointer in 
display space. Again, this behavior results in a reduced ease of use and intuitiveness 
of the technique when applied to the more generic setting of an absolute pointing 
device.  

Comparing the Adaptive Pointing with the manual-switching approaches, for ex-
ample [3], [13], the user is not explicitly involved in the gain variation and thus does 
not need to decide which technique would be most suitable for the next task. Unlike 
target-oriented approaches such as [11] and [12], Adaptive Pointing does not need any 
knowledge of the displayed information or active elements. However, it can be easily 
combined with visual interaction techniques such as expanding targets [19] or Drag-
and-Pop [20], as well as hand-tremor compensations (e.g. Kalman filter) if further 
pointing and selection improvement is desired.  

2.1   Adaptive Gain 

The Adaptive Pointing technique dynamically adjusts the CD gain depending on the 
movement velocity and the current offset between the motor-space position and dis-
play-space position. Fig. 1 shows the behavior for the velocity factor. As soon as a 
predefined minimal velocity threshold is met the CD gain is smoothly decreased. We 
describe this behavior in the following equations, but only for the horizontal case 
indicated by the index x. Vertical movement is calculated likewise. The first step of 
the iterative position mapping between motor and display space is the normalization 
of the velocity, which serves as an indicator of the users’ need and as the main con-
trolling factor (Eq. 1). The upper limit is vmax, which marks the threshold from where 
the CD gain decreases until the lower limit vmin is reached. Velocities below vmin and 
above vmax are also limited to a value range of 0 to 1 (Eq. 1). Since we want to ensure 
an absolute pointing behavior, it is important that the offset between the position in 
motor space and in display space is considered as well. Eq. 2 describes the offset 
calculation and the normalization is done likewise to the velocity normalization (Eq. 
3). For further calculations we use the larger one of these two factors (Eq. 6). For the 
special case of a dwelling operation, another factor is added (Eq. 4 & Eq. 5) to stabi-
lize the cursor even more. Since we want to avoid abrupt switches during the transi-
tion from constant gain (absolute mapping) to the varying gain (relative mapping), we 
use a modulated sine wave as damping function (Eq. 7). When the user decreases 
speed to aim at a target, the CD gain is smoothly adapted by the modulated sine wave 
until the minimum gain is reached or the user increases the movement speed again. 
When the CD gain is lowered, however, the pointer moves more slowly in display 
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space than the input device in motor space. This results in an offset between the de-
tected pointing position and the modulated pointer position. In case of either a high 
velocity or a large offset, the gain calculation reaches values above 1 and up to a pre-
defined maximum. 

 

Fig. 1. Smooth transition between relative and absolute CD gain of Adaptive Pointing 

In case that the pointer position in display-space lacks behind the position in motor 
space this results in a smooth catch-up. For the opposite case that the position in dis-
play space is “in front” of the position in motor space (e.g. due to a change of direc-
tion) we flip the part of the sine wave for which applies CD gain>1 at the CD 
gain=1.0 axis (Eq. 9). Thereby we reach a gain value slightly below 1 which allows a 
reverse catch-up of the offset. The new pointer position in display space is then calcu-
lated by applying the current CD gain g(t) as a factor to the last movement in motor 
space (Eq. 8) and adding this to the last position xdisp(t-1) in display space (Eq. 10).  

 
This approach allows a smooth and continuous pointer movement that is regulated 

by parameters for the maximum and minimum values for the CD gain, the movement 
velocity, and the offset between display- and motor-space. As pointed out before, this 
is an important difference to approaches like the PRISM technique, which further-
more does not consider the size of the offset but only the velocity of the movement. 
We applied the Adaptive Pointing to an infrared laser-pointer interaction system at a 
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221″ large high-resolution display (8.9 megapixels Powerwall) to explore the poten-
tial as well as the constraints of the novel interaction technique. This is obviously a 
very demanding setting for absolute pointing techniques, since the user has to point at, 
select and manipulate very small objects from a distance of several meters (e.g. the 
Windows start button is only 22mm in height on such a display). During iterative 
testing and configuration we found the following parameters most beneficial for this 
setting:  

 

vmin = 0.0028m/s, vmax = 0.0312m/s, dmin = 47px, dmax = 232px, gmin = 0.032, and gmax 

= 1.055. Fig. 1 illustrates the resulting CD gain with respect to the velocity of the 
input device in motor space for the parameter set used. 

3   Evaluation 

To evaluate the Adaptive Pointing technique we conducted a controlled experiment 
with 24 participants. As a popular representative of an absolute pointing device we 
used an infrared laser-pointer interaction technology that is described in more detail in 
[21]. We compared the Adaptive Pointing technique with a Kalman filter enhanced 
absolute pointing in terms of efficiency, effectiveness and user satisfaction. In addi-
tion, we wanted to compare novices with experienced users of the laser-pointer inter-
action technology to assess whether the usefulness of the Adaptive Pointing technique 
diminishes with increasing familiarity with the device.  

3.1   Materials and Participants 

The experiment was conducted in front of the previously mentioned Powerwall (see 
Fig. 2), a wall-sized display with a resolution of 4640×1920 pixels and physical  
dimensions of 5.20×2.15 meters. The infrared (and thereby invisible) laser-pointer 
interaction technology is used to interact freely with the display. We applied a combi-
nation of static and dynamic Kalman filters for the absolute pointing condition; while 
for the Adaptive Pointing technique we relied solely on a static Kalman filter since 
the Adaptive Pointing technique replaces the dynamic component. In both cases we 
optimized the performance as well as the ‘feeling’ of the laser-pointer by iterative 
testing and configuration. The laser-pointer was equipped with a button, which was  

 

 

Fig. 2. Comparing absolute input and Adaptive Pointing at a large, high-resolution display. 
Device: infrared laser-pointer, distance: 3 meters. 
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used to click on a target. Demographic data was collected via a pre-test questionnaire. 
A questionnaire/interview combination was used to assess users’ subjective opinions 
about the Adaptive Pointing technique. 

For the study we selected 24 subjects; 16 female and 8 male. Their ages ranged 
from 16 to 53 years (mean 26.75, st.dev. 8.81 years). Their fields of occupation varied 
greatly, embracing school pupils, university students and employees. Twelve partici-
pants formed the experienced group. They qualified for this group by having already 
used the laser-pointer with absolute pointing extensively in an earlier study (it took 
place on average 52.17 days earlier, 3.01 days st. dev.). None of the other twelve 
subjects (novice group) had ever used an interactive laser-pointer before. 

3.2   Tasks 

We used a ‘bubble’ task that essentially implements a discrete, multidirectional tap-
ping paradigm to assess the pointing performance of the two different techniques (see 
Fig. 2). In such a task, users had to move the cursor (in the form of a cross-hair) onto 
a randomly appearing bubble target and click the button while over it. Between each 
trial users had to dwell on a homing position located in the center of the screen until 
the next target appeared. The task is largely along the lines of Fitts’ Law experiments, 
as recommended by ISO-9241-9 with the differences being the use of a discrete tap-
ping paradigm and the use of colors and sounds for motivational reasons (see [22] for 
a discussion). We used target widths (W) of 20, 40 and 80 pixels (22.4, 44.8 and 89.6 
mm respectively). These appeared in home-to-target amplitudes (A) of 400, 1000, and 
1800 pixels. An initial task fulfilled the dual roles of retention task for the experi-
enced group and training task for the novice group. In this case we used target sizes of 
40, 80 and 160 pixels and a different color setting to distinguish this training task 
from the experimental task. Participant used only the absolute pointing technique in 
this phase. Similar to [2] we used an additional dwelling task in order to assess the 
steadiness of the Adaptive Pointing technique, i.e. the stability with which one can 
hold a certain position. Users had to point at a 20-pixel target located in the center of 
the screen for five seconds, while measuring started one second after first crossing the 
target border. Each second was indicated with a short ‘beep’ sound.  

3.3   Experimental Design 

We used a 2x2x3 split-plot design, the first being a between-subjects factor (experi-
ence) and the latter two within-subjects factors (pointing technique, type of task). We 
fully counter-balanced the pointing-technique factor across the two experimental tasks 
(bubble + dwelling), leaving the training/retention task at the beginning unaffected, of 
course. This resulted in four different experimental groups to which we randomly 
assigned six participants each. The dependent variables were error rate (hit or miss), 
movement time (time between leaving the homing position and clicking on a target), 
and subjective rating of the technique (on a 6-point scale in terms of improvement or 
worsening, depending on the sequence of presenting the pointing techniques). We 
used of 3W(width)×3A(amplitude)×16trials×2blocks and an additional short famili-
arization phase of 3W×3A×5trials for each of the two pointing technique conditions. 
Together with 216 training/retention trials this sums up to 882 trials per participant 
and 21,168 trials in total. The dwelling task was repeated five times by each user for 
each pointing technique. Fig. 3 illustrates the exact procedure.  
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Fig. 3. Illustrating the (counter-balanced) experimental procedure – each pointing technique 
consisted of one familiarization block and two experimental blocks 

It is important to note that participants were not informed of the condition change 
between absolute and adaptive pointing. Between each block, participants were able 
to relax for about one minute. After completing all tasks the participants were then 
compensated for their efforts with a payment of 8 Euros. Each session lasted about 
70-90 min. 

3.4   Hypotheses 

Based on our goals and design principles for the Adaptive Pointing technique we 
formulated the following hypotheses for our experiment. We hereby focused on the 
general measures of movement time and error rate to be able to distinguish between 
accuracy and efficiency. 

H1: Accuracy - aiming and hitting. Using the Adaptive Pointing technique will enable 
better aiming at and hitting of targets compared with using absolute pointing. This 
will become evident in a lower error rate during the bubble task and in lower devia-
tions from the target during the dwelling task. When aiming at a target, users will 
slow down their movement and thereby enabling the Adaptive Pointing technique. 
When using absolute pointing, earlier studies suggest error rates of about 15% [21] 
and dwelling deviations between 7.3 and 8.9 mm [2]. 

H2: Moving. Regarding the movement time we expected the Adaptive Pointing tech-
nique to perform on a level comparable with absolute pointing. Since moving long 
distances is normally done at a higher speed [14], the CD gain should remain compa-
rable with pure absolute pointing and therefore not affect the movement. However, 
since the measure ‘movement time’ includes the time for actually aiming and click-
ing, we expected the movement time for small targets to be lower compared with 
absolute pointing. The latter should need more time in the aiming phase in order to 
achieve a hit, especially when the targets are only 20 pixels in width. 

H3: Imperceptibility. Since participants were not instructed of the change in condi-
tions between absolute and adaptive pointing, we assumed that participants would 
either not recognize a change in the behavior of the laser-pointer or not ascribe it to 
the laser-pointer itself. The post-test questionnaire explicitly asked about any kinds of 
change noticed during the experiment in terms of accuracy, ease of use, and perform-
ance as well as the reasons that people claimed to be responsible for these changes. 
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One design rationale behind the Adaptive Pointing was to integrate an imperceptible 
change in CD gain, preserving the feeling of a pure absolute pointing device. Accord-
ing to a study by Sutter et al. [23], people tend to judge their hand movement mainly 
on the basis of the on-screen movement of the cursor and adapt their hand movement 
accordingly. This means that, as long as the discrepancy between cursor position and 
hand position is quite small, people will not recognize any discrepancy at all and 
therefore will not ascribe the different accuracies of per-se absolute pointing devices 
to the devices themselves.  

H4: Experience. This last hypothesis assumed that people with more experience 
would 1) perform better than the novice group and 2) benefit less from the Adaptive 
Pointing in terms of the first two hypotheses. While the first point should be due to 
the larger amount of training producing positive results, as has been discovered before 
(see [22]), the second point reflects the thinking that a higher level of performance 
(due to training) naturally leads to less room for improvement. 

4   Results 

For further analysis and testing of our hypotheses we considered the 13,824 trials 
during the bubble task. In a first step, we removed 1.7% of these trials after identify-
ing them as either accidental clicks or extreme outliers resulting in 13,578 trials used 
for analysis. Furthermore, one participant (in the experienced group) was completely 
excluded because of error rates higher than 25% regardless of the pointing technique. 
During the interview he stated that he didn’t really try to hit the targets. Homogeneity 
of variances was met in all cases when contrasts or pair-wise comparisons were per-
formed.  

H4: experience: We begin the presentation of the results with our last hypothesis, 
which stated that experienced users would perform better, and benefit less from the 
Adaptive Pointing technique, when compared with the novice group. Results, how-
ever, show that both groups performed fairly equally. Table 1 shows that the small 
differences are non-significant.  

Table 1. Comparing experience levels 

 Error rate/std.err. (in %) Movement time / std. err. (in s) 
Novice 11.26/1.49 1.67/0.74 
Expert 8.8/1.45 1.72/0.87 
F-statistic F(1,21)=1.365, p=0.256 F(1,21)=0.430, p=0.519 

 
We therefore have to withdraw the hypothesis in favor of the null-hypothesis. This 

result is somewhat surprising. An analysis of the retention task in comparison to the 
earlier study reveals that although the performance of the experienced participants 
decreased about 5%, they were still superior to the novice group (about 16%), al-
though the difference is not significant (p=0.069). Nevertheless, this might indicate 
that the increased difficulty of the bubble task made the training obsolete. In future 
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studies we will investigate the influence of task difficulty on learning more in detail.  
Based on these findings we do not report the following findings with respect to differ-
ent experience levels. 

 

H1: accuracy (aiming & hitting): We first analyzed the error rate during the bubble 
task. A 2(exp.)×2(pointing technique) Repeated-Measures(RM)-ANOVA (measure: 
error rate) shows a significant main effect for pointing technique (F(2,20) =42.836, 
p=0.000). Post-hoc pair-wise comparisons (with Bonferroni adjustments) reveal that 
the error rates differ significantly in favor of the Adaptive Pointing technique (5.4% 
compared with 14.77%, std. err.: 0.7% for adaptive and 1.79% for absolute, p=0.000; 
confidence intervals (95%) for error rate: 3.93%-6.82% (adaptive) vs. 12.24%-
17.13% (absolute)). Given the confidence intervals, this is a reduction of between 
44.29% and 77.07% (mean: 63.44%). This is further strengthened by a very large 
effect size of etap²=0.784. We analyzed the influence of the target widths in more 
detail (see Fig. 4). We can see that the difference is especially apparent for the 20- and 
40-pixel targets (pair-wise comparison significant, p=0.000), while it is non-
significant for the 80-pixel targets (p=0.653). The presentation sequence of the point-
ing techniques actually had a significant effect on error rate (F(1,18)=9.396, p=0.001). 
However, detailed analysis showed that it influenced the results in favor of the abso-
lute pointing technique – while the Adaptive Pointing technique significantly de-
creased in performance when presented second (error rate: 7.22% compared with 
3.73%, F(1,20)=8.256, p=0.009), the absolute condition benefited (error-rate: 11.08% 
compared with 18.79%, F(1,20)=19.304, p=0.000). Our results therefore tend to show 
a lower bound of the actual difference.  

 

 

Fig. 4. Comparing error rate (bubble test, left) and dwelling deviations (dwelling test, right) 

The dwelling task showed similar results. While users could point to the target with 
a mean deviation of 4.72 pixels when using the Adaptive Pointing technique, they 
only managed a mean deviation of 7.99 pixels with absolute pointing (see Fig. 4 on 
the right, main effect of pointing technique: F(1,23)=63.191, p=0.000). Since we used 
a 20-pixel target and not just a single dot we assumed participants might not have 
tried to point to the center but instead just to stay within the boundaries of the target. 
We therefore calculated the individual center of the pointing a-posteriori for each 
participant × trial and the deviation around this center. Results are similar again  
(Fig. 4 right, 3.1 px vs. 7.0 px, F(1,23)=119.559, p=0.000). In short, both the bubble 
test and the dwelling test strongly support the accuracy hypothesis. 
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H2: moving: The second hypothesis stated a decreased movement time for the Adap-
tive Pointing technique only for small targets due to the fact that this measurement 
also includes clicking on a target. Looking at the results shows that it did indeed take 
participants only 1.49 seconds to reach a target and click on it when using Adaptive 
Pointing compared with 1.84 seconds for absolute pointing. Accordingly, an RM-
ANOVA shows a large main effect for pointing technique (F(1,23)=58.468, p=0.000, 
etap²=0.736). Again, we analyzed the width × pointing technique interaction in detail 
to see the influence of the different target widths (see Fig. 5, left). This time, the dif-
ferences between the two techniques remain significant (pair-wise comparisons, 
p=0.000) in all cases – the size of the effect, however, decreases with increasing target 
width. This is in line with the results of the previous hypothesis in that the benefit of 
Adaptive Pointing is particularly evident when having to click on small objects. To 
sum up, the results clearly support the stated hypothesis and show that Adaptive 
Pointing is more efficient even for larger target sizes of 80px (89.6mm). 

 

  

Fig. 5. Comparing movement times (left) and subjective user ratings (right) 

H3: imperceptibility: The third hypothesis stated that users would not recognize the 
change in pointing technique during the experiment or at least would not ascribe it to 
the laser-pointer itself. Only three users did not recognize any change at all, clearly 
contradicting the first part of the hypothesis. The remaining 21 participants filled in a 
questionnaire asking them to define the change experienced during the experiment in 
more detail by agreeing with statements such as ‘Usage got more/less tiresome’, ‘It 
was easier/harder to hit the targets’, or ‘I got better/worse’. Because we had varied the 
presentation sequence of the pointing techniques, we had a positive and a negative 
version of each statement. It is important to note that users could choose freely from 
the list of statements and were not asked to answer each of them. For analysis we then 
counted how many positive statements a technique received for each question. Nega-
tive statements were transformed into positive points for the competing technique. 
The resulting Fig. 5 (right) reveals that users clearly assigned the positive statements 
to the Adaptive Pointing technique. A Chi² test shows that the difference in distribu-
tion of the statements between techniques is significant for each case (getting better: 
X²(1,N=18)=10.889, p=0.001; less tiresome: X²(1,N=16)=4.0, p=0.046; easier to aim: 
X²(1,N=16)=9.0, p=0.003; easier to hit: X²(1,N=18)=8.0, p=0.005). When asked what 
might be responsible for the change that they had recognized, participants gave fa-
tigue as the reason for getting worse (7 times) while changes to the laser-pointer itself 
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(7 times), results of practice (4 times) or an improvement in mental concentration (2 
times) were made responsible for getting better. In addition to the above-mentioned 
statements, the 21 users who noticed a change had to give a total rating on a six-point 
scale, stating whether the change was for the worse or for the better. We transformed 
this scale so as ratings higher than 3.5 favored the Adaptive Pointing while values 
lower than 3.5 rated it as worse. The mean rating was 4.67 with a std. deviation of 
1.197. A one-sample t-test (two-sided) reveals that this is a significant difference to 
the 3.5 test value (t(20)=4.466, p=0.000). 

To sum up this hypothesis, our initial concern, namely that recognition would 
mean that the laser-pointer behaved unnaturally, turned out to be wrong. Our partici-
pants clearly ascribed positive characteristics to the Adaptive Pointing technique and 
rated it as significantly better compared with absolute pointing. 

5   Discussion and Conclusion 

The experiment provided some clear-cut results. In every single aspect, the Adaptive 
Pointing technique proved to be significantly better than a Kalman filter enhanced 
absolute pointing. We observed a mean reduction in error rate (effectiveness) of about 
63%, an improvement in dwelling deviation of between 40% and 55%, as well as 
more efficient usage in terms of movement time (19% mean difference). Furthermore, 
users stated that they clearly preferred the Adaptive Pointing and assigned positive 
characteristics such as “better hitting” or “less exhausting” to it. Putting the results in 
perspective, we can for example compare the dwelling results with the study of Myers 
et al. [2]. In a similar setting they noted a deviation of between 7.3 mm and 8.9 mm, 
which corresponds approximately to our observed deviation of 7.99px (=8.95 mm) for 
absolute pointing, while Adaptive Pointing enabled a deviation of only 4.72px (=5.29 
mm). With regards to efficiency and effectiveness, former approaches suffered a clear 
speed-accuracy trade-off [3], while our Adaptive Pointing performed better in both 
aspects. To conclude, we would like to cite our participants, firstly on the behavior of 
Adaptive Pointing: “No, it was no big readjustment by any means. It [Adaptive Point-
ing] was very helpful and happened without any problems. By itself.”(ID12), and 
secondly on its effect: “In the beginning [absolute pointing] I found it exhausting but 
towards the end [Adaptive Pointing] I almost found it boring. Because then you hit 
almost every time.” (ID24). 
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Abstract. Online self-presentation, defined as the way people present themselves 
through profiles, blogs, photo albums, etc., forms the basis of much of the inter-
personal relationship building taking place in social networking platforms such as 
Windows Live Space. However, little is known about how people make sense of 
this information, particularly if presenter and audience do not have a common cul-
tural background. This study investigated the effectiveness of cross-cultural online 
communication by measuring the cross-cultural social perception of specially 
constructed online representations of a typical British and a typical Chinese per-
son. The representations were based on a 7-dimensional characterization of cul-
tural differences derived from a review of the literature. The findings suggested 
that cultural characterization embedded in online communication affects the social 
perception of others, that it can trigger stereotypes, and that it has consequences 
for establishing relationships. Implications for the design of social networking 
platforms are discussed.   

Keywords: Cross-cultural communication, Online Self-presentation. 

1   Introduction 

Social networking platforms (e.g., Windows Live Spaces, Facebook) provide an op-
portunity for users to present themselves online and connect with each other [5]. 
These media have the potential, therefore, to substantially increase the amount of 
communication between people who do not share a cultural background. However, it 
is questionable whether much of this cross-cultural communication is effective in es-
tablishing relationships between people with different cultural backgrounds. Indeed, 
cross-cultural relationships are “onerous to initiate, develop and maintain resulting 
from the interplay of a wide range of variables such as values, interest, personality 
traits, network patterns, communication styles, cultural knowledge, and relational 
and intercultural communication competence, intergroup attitudes, and so forth” [2]. 

Our cultural background serves to help us interpret our own behaviour and that of 
others. Thus, culture determines in large part how we present ourselves to the outside 
world, and how we perceive others. Self-presentation is subject to different levels of 
intentional control. Verbal communication can be more closely controlled, we can 
decide what to disclose and how, whereas non-verbal communication (e.g., physical 
appearance, gestures, tone of voice, and other behaviour) may escape conscious  
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control. The way we are perceived by others will depend on the cues that they pick up 
from our verbal and non-verbal behaviour [7]. 

Online self-presentation is different from real life self-presentation. In online social 
networking sites, initial impressions of others are almost always based upon informa-
tion they provide in their profiles, blogs and other forms of communication. These do 
not contain many of the non-verbal cues that are characteristic of offline communica-
tion. They are also substantially less spontaneous [11] [17], more static, and less im-
mediately responsive to feedback. Evidence suggests that people adapt their style of 
self-presentation in offline communication according to the type of audience they are 
addressing [23]. The extent to which this can be achieved in online communication is 
often severely limited by the lack of affordances towards that end offered by online 
networking platforms. As a result, online self-presentation tends to emphasize a num-
ber of small cues based upon expectations of how audiences will react to these [4].  

It appears therefore that the success of online communication for relationship 
building depends on the ability to anticipate the effects self-presentation has on others 
[15]. However, it seems likely that the perception of online self-presentation is sub-
stantially affected by the cultural background of the audience. In cross-cultural com-
munication, therefore, it is unavoidable that presenters’ anticipation of the effects of 
self-presentation is often inaccurate, as it is based on a cultural point of view that can 
be substantially different from that of the perceiver. In order to determine how cul-
tural differences affects social networking, we have to investigate how cultural varia-
tion in self-presentation strategies affects the way people are perceived by others, and 
how these perceptions might affect cross-cultural encounters in online contexts. 

2   Background 

An important psychological framework, particularly relevant to the aim of this re-
search, relates cultural differences in perception, emotion and motivation to specific 
forms of self-construal. The self-concept is a socio-cognitive construct used to denote 
all the knowledge people have about their self [1]. The self represents the most impor-
tant set of cognitive representations available to a person, acting as an information 
processor, and mediating perception of the world. It filters, interprets and evaluates all 
the incoming stimuli in terms of their contribution to the individual’s well-being.  

Individuals of different cultures have different conceptions of the self, modulated 
on a continuum which varies according to the relationship between the self and others 
[18]. The interdependent self is grounded in one’s connection with relevant others, 
whereas the independent self is grounded in autonomy, stability and uniqueness. 
Other people are still important to the independent self, but mainly for social com-
parison, remaining external to the self. In Eastern cultures (e.g., China) people tend to 
have a more interdependent self, whereas in Western cultures (e.g., Britain and the 
United States) people tend to have a more independent self. This theoretical distinc-
tion between independent and interdependent self, is explicit in several other cultural 
conceptualizations, including Hofstede’s [9] cultural value dimension of collectivism 
versus individualism. This dialectic conception of self has important implications for 
the way people present themselves to others and how they communicate [24]. In par-
ticular, people with an interdependent self tend to describe themselves through roles 



674 Y. Jiang, O. de Bruijn, and A. De Angeli 

and relationships (e.g., Father of X; Daughter of Y). They use an indirect communica-
tion style, and prefer to express self-criticism in order to maintain harmony. By con-
trast, people with an independent self express themselves through their inner thoughts 
and feelings [13]. These people use a direct communication style as they are driven by 
the realization of personal goals and the manifestation of individual capabilities. 

Another way of framing the influence of the speaker’s cultural background on 
communication style is by distinguishing between low-context and high-context 
communication cultures [8]. At the basis of this framework is the observation that the 
meaning of verbal communication often interacts with the context in which it occurs. 
In some societies, the cultural context in which most interpersonal interaction takes 
place is very strong due to their homogeneous make-up and long standing cultural 
traditions. In these societies, which include most Eastern societies, people can rely 
much more on a shared cultural context, and need not use explicit communication to 
make themselves understood. Other societies, in contrast, have a much more hetero-
geneous make-up and shorter cultural traditions. People in these societies, which in-
clude most Western societies, need to make their communication very explicit in or-
der to be understood by others. 

Differences in the perception of oneself may also have consequences for the way 
one perceives others. It is suggested that individuals with an interdependent self are 
more advertent to the needs of other people in order to maintain harmonious relation-
ships, whereas individuals with an independent self care less about others’ details due 
to their focus on themselves [14]. This suggests that the cultural background of the 
perceiver will determine what information they take into account when judging other 
people’s self-presentations. A study amongst Korean people found that individuals 
with a more independent self preferred positive presentation styles to negative ones, 
whereas preferences of individuals with a more interdependent self were the other 
way around [10]. 

In summary, the literature on cultural differences suggests that culture affects the 
way people present themselves to others, the communication styles they use, and how 
they perceive other people. The study presented in this paper aims to investigate 
whether cultural differences in people’s online self-presentation affect the way in 
which they are perceived and how this relates to the cultural background of the per-
ceiver. Based on the background literature we developed two hypotheses about online 
communication: 

H1: Differences in communication style and self-presentation in verbal communica-
tion will affect people’s social perceptions. 
H2:  People from different cultures will base their opinions of others on different as-
pects of their self-presentation and communication style. 

In order to test these hypotheses, people’s social perception of pieces of online 
communication typical of British people and Chinese people were measured. This 
was achieved by independently manipulating the blog style and physical appearance 
embedded in a personal virtual space modeled on Windows Live Spaces. These ma-
nipulations created four different virtual spaces: Two in which the appearance 
matched the cultural style of the blog (congruent), and two in which the appearance 
did not match the cultural style of the blog (incongruent). These combinations lead to 
a third hypothesis: 
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H3: Congruent Combinations of appearance and blog style will be perceived as more 
socially desirable than incongruent combinations. 

3   Related Work 

Most of the work related to cultural differences in online communication has concen-
trated on cultural differences in presentation on Web sites and personal virtual spaces. 
An inventory of self-presentation on MSN Spaces (the forerunner of Windows Live 
Spaces) owned by either British or Chinese students studying at British Universities 
revealed strong cultural differences in line with the distinction between interdepend-
ent and independent self [3]. For example, spaces owned by Chinese students con-
formed more closely to a design standard, featured more extensive friend lists, and 
contained more pictures. Chinese students were also more accommodating, and more 
inclined to host filter blogs (blogs composed of filtered feeds from other people’s 
blogs).  

Other work has focused on the cues receivers of online communication use to form 
impressions of the people who produced the communication. As mentioned in the in-
troduction, there may be several strategies for dealing with a lack of cues for social 
perception in online communication, one of which is a tendency of “Internet users de-
velop impressions of others, even with the limited cues available online, by adapting to 
the remaining cues in order to make decisions about others. Online users look to small 
cues in order to develop impression of others, such as a poster’s email address, the 
links on a person’ homepage, even the timing of email messages.” [4]. These small 
cues may lead to the activation of stereotypes in an attempt to fill the gaps and create 
impressions of others that cover many more aspects of their personality then there is 
evidence for [6]. Of the cues that are available in online communication, a person’s 
appearance is one that could easily trigger this application of stereotypes [16]. 

4   Method 

4.1   Participants 

A total of 80 students participated in the study as volunteers. Half of them were born 
in the UK and half of them were originally from China but studying in UK. The data 
obtained from two of the British-born participants were later excluded from the analy-
ses because they indicated that their ethnicity was Chinese. The average age of the 
British participants was 24.18 (sd=5.60), and that of the Chinese participants was 
23.93 (sd=3.75). Facebook (http://www.facebook.com) was used as the main social 
networking platform by 100% of the British participants, but only by 25% of the Chi-
nese participants. The other 75% of the Chinese participants reported using mainly 
Windows Live Spaces (http://home.spaces.live.com). The gender composition of each 
group was exactly 50/50. 



676 Y. Jiang, O. de Bruijn, and A. De Angeli 

4.2   Apparatus 

The manipulation of communication style was based on the seven dimensions of cul-
tural differences between Western and Eastern societies described in Table 1, which 
were used to create two blogs. Each blog contained three diary entries reporting dif-
ferent aspects of student life. A British student and a Chinese student wrote the diaries 
together in English. They were given three hypothetical events, and discussed how 
they would deal with those events, focusing on their attitudes and behaviours. The 
first theme was about a supervisor who criticized a student’s work. The British stu-
dent complained about the supervisor by saying “I was miffed because she did not 
agree with the research topic”, whereas the Chinese student showed respect for the 
supervisor by saying “I appreciate his encouragement and supervision, I need to 
make every effort to please my supervisor” (e.g., large vs. small power distance [9]). 
The theme of the second diary entry was the student’s birthday. The British student’s 
focus was on herself, “I usually detest birthdays, because they mean I’m getting on … 
But who’s to care? …. So I went out for lunch to celebrate and had a makeover …”, 
whereas the Chinese student’s focus was on her friends and diverting attention away 
from herself, “All of a sudden Bill, Catherine, Alex turned up at my house shouting 
“come and get your present”… I was dumbstruck and forgot to invite them into my 
house. My house is too small and not very clean” (e.g., individualism vs. collectivism 
[9]). The theme of the third diary entry was about students working together on a 
group-work assignment. An attempt was made to make all of the cultural dimensions 
explicit in the differences between the diaries. Inevitably, this may have introduced 
other differences, such as language, but this was kept to a minimum by rigorous 
checks for grammatical correctness. Idiosyncratic expressions were avoided as much 
as possible without making the diaries sound stifled. 

Table 1. Seven Dimensions of Cultural Differences between Eastern and Western Societies 

Eastern Culture Western Culture Reference 
Interdependent Independent [9], [18] 
Indirect Direct [8], [18] 
Reserved Open [8], [18] 
Implicit Explicit [8] 
Relationship-oriented Task-oriented [8], [9], [18] 
Hierarchical Social Equal [9] 
Long-term orientation Short-term orientation [9] 

 

The manipulation of the appearance of the presenter was realized by the creation of 
two profiles: One containing a photo of a typical Caucasian face and typically British 
name (Emily Sutton), the other containing a photo of a typical Asian face and a typi-
cal Chinese name (Song Yang). The photos were selected from Rhodes et al. [22] on 
the basis that they were typical for their particular ethnic group and judged to be 
equally attractive. The profiles and blogs were styled on the format used by Windows 
Live Spaces. Combining the blogs and profiles created four personae: two with a con-
gruent combination of blogs and profiles (e.g., Chinese style blog with Chinese  
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appearance), and two with an incongruent combination of blogs and profiles (e.g., 
British style blog with Chinese appearance)1. 

4.3   Instruments 

The perception of personae was measured in terms of the seven cultural dimensions of 
Table 1, the Interpersonal Attraction Scale [20] and the Source Credibility Scale [19]. 
Ratings on the cultural dimensions were obtained through five-point semantic differ-
ential scales between two bipolar adjectives with opposite meanings at each side (e.g., 
between ‘direct’ and ‘indirect’). The Source Credibility Scale was designed to meas-
ure the extent to which a person was deemed to possess Competence (e.g., “unintelli-
gent-intelligent”), ‘Caring/Goodwill’ (e.g., “self-centred-not self-centred”), and 
‘Trustworthiness’ (e.g., “unethical-ethical”). Each subscale had six items which were 
also rated on five-point semantic differential scales. The Interpersonal Attraction scale 
was designed to measure a person’s perceived Physical Attractiveness (e.g., “I think 
she is quite pretty”), Social Attractiveness (e.g., “I would like to have a friendly chat 
with her”), and Task Attractiveness (e.g., “you could count on her to get the job 
done”). Each subscale had six items which were rated on a 5-point Likert-type rating 
scale (1=strongly disagree, 5=strongly agree). 

4.4   Procedure 

Each participant was given one of the combinations of blogs and profile, and given 20 
minutes to read the content of the blog and look at the profile. Immediately afterwards 
they were asked to fill out a questionnaire which included questions about their age, 
country of origin and online social networking habits, rating scales for the seven cul-
tural dimensions, the Interpersonal Attraction Scale and Source Credibility Scale.  A 
semi-structured interview was then conducted to further assess participants’ percep-
tion of the persona (e.g. “where do you think the persona is originally from?”) and 
their general experiences in on-line social networking. The total time spent by each 
participant was approximately 40 minutes. 

5   Results 

Multivariate Analysis of Variance (MANOVA) was used to test the effects of the in-
dependent variables on perceptions of the personae along the cultural dimensions. 
Univariate Analysis of Variance (ANOVA) was used to evaluate the effect of the in-
dependent variables on the scores on the subscales of the Interpersonal Attraction 
Scale and Source Credibility Scale. Scores on all of the subscales were calculated by 
adding the ratings on the six items making up each of the scales, as recommended by 
the original authors. As a result, the scores ranged from 6 (ratings of 1 on all six 
items) to 30 (ratings of 5 on all six items). Partial eta squared statistics (partial η2) 

                                                           
1 The examples of a congruent persona with a Chinese style blog and a Chinese appearance and a 

incongruent persona with a British style blog and a Chinese appearance are available in the fol-
lowing URLs: http://hiyahiyahiya1983.spaces.live.com/, http://goodbyemylover4ever.spaces. 
live.com/ 
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were used as estimates of effect size. Partial η2 was computed considering the vari-
ance attributable to the effect of interest plus error [21]. As a general guideline, η2= 
.01 is considered small, η2= .06 medium, and η2= .14 large. Post-hoc tests for investi-
gating significant interaction effects were done using Tukey HSD which controls the 
experiment-wise type I error [12]. Pearson’s correlation coefficient was used to calcu-
late the relationships between sub-scales and those between cultural dimensions and 
sub-scales.  

5.1   Experimental Manipulation Check 

The internal consistency of the seven cultural dimensions was measured as alpha=0.76 
and all corrected-item correlation were larger than 0.38. It appears, therefore, that there 
is an underlying construct being measured by these dimensions. Multivariate analysis 
of participants’ ratings on the cultural dimensions revealed a significant effect of Blog 
Style (F(7,64)=24.00, p<.001, partial η2=.72) (Fig. 1). No other effects were signifi-
cant. British blogs scored higher on all seven cultural dimensions (all ps<.001). Hence 
we can conclude that participants were able to distinguish between the blogs based on 
stereotypical cultural characteristics of their communication style. The other experi-
mental manipulation involved the physical appearance, in which the independent vari-
ables on ratings of physical attractiveness of the personae were tested. No significant 
effects were found which ensured that physical attraction did not have to be considered 
in the interpretation of the effects on other variables found in this experiment.  
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Fig. 1. Means ratings of the cultural dimensions for personae with British and Chinese commu-
nication styles (Error bars show the standard error) 

Overall it was important to see if there was agreement amongst participants when 
attributing an origin to the persona they were asked to judge, and particularly how 
appearance and blog style affected this attribution. Table 2 shows the results. It can be 
seen that almost all participants thought that the congruent personae with British and 
Chinese appearances had their origins in the UK/Europe and China/Asia respectively.  
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However, their opinions about the origins of the incongruent personae were more  
diverse. In particular, the persona with British blog style and Chinese appearance was 
regarded by most Chinese participants and some British participants as a British Born 
Chinese (BBC) or a person from Hong Kong. In this case, appearance was more im-
portant than blog style in judging a person’s origin for most British participants, while 
most Chinese participants took both appearance and blog style into account. This may 
be due to a lack of knowledge in the differences that exist between Chinese people, 
from different parts of China, from the British participants. 

Table 2. Judgments about the Origins of the Personae (* BBC and people from Hong Kong 
were clustered together because they have a Chinese appearance but reflect behaviour that is 
more typical of British culture) 

Attributed Origin  
Blog/Appearance 

Combination 

 
Participant’s 

Origin 
UK/Europe China/Asia BBC/Hong 

Kong 
Other 

British 10    Congruent 
 (British blog style; 
British appearance) 

Chinese 10    

British  5 4  Incongruent 
 (British blog style; 

Chinese appearance) 
Chinese 1 2 7  

British  9  1 Congruent 
(Chinese blog style; 
Chinese appearance) 

Chinese  10   

British 7   2 Incongruent 
(Chinese blog style; 
British appearance) 

Chinese 8 1  1 

5.2   Test of Hypotheses 

Overall, participants’ answers exhibited high reliability. The Cronbach alpha reliabil-
ity for the Interpersonal Attraction Scales was calculated as 0.85 for Social Attraction, 
0.80 for Physical Attraction and 0.80 for Task Attraction. The Cronbach alpha reli-
ability for the Source Credibility scales was calculated as 0.71 for Competence, 0.73 
for Caring/Goodwill, and 0.76 for Trustworthiness. 

5.2.1   Social Attraction 
There was a significant main effect of Blog Style on participants’ judgment of Social 
Attraction (F(1,70)=4.27, p<.05, partial η2=.05). There was also a significant two-way 
interaction between Nationality and Blog Style (F(1,70)=11.35, p<.01, partial 
η2=.14)(Fig. 2). Post-hoc analysis revealed that the British blog style was judged more 
socially attractive by British than by Chinese participants. In addition, Chinese par-
ticipants who judged personae with a British blog style gave lower ratings than those 
who judged personae with a Chinese style (ps<.01). No such difference was found 
between groups of British participants. The judgment of Chinese participants ap-
peared to be affected by blog style, but not the judgment of British participants. 
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Fig. 2. The two-way interaction between Nationality and Blog Style on the perception of  
“Social Attraction” (Error bars show the standard error) 

5.2.2   Task Attraction 
There was a significant effect of Blog Style on participants’ judgments of “Task At-
traction” (F(1,70)=5.26, p<.05, partial η2=.07). There was also a significant two-way 
interaction effect between Blog Style and Appearance (F(1,70)=4.53, p<.05, partial 
η2=.06)(Fig. 3). Post-hoc analysis revealed that the incongruent persona with a Chi-
nese appearance and British blog style received higher scores on this scale than the 
congruent persona with a Chinese appearance and Chinese blog style (p<.05). No 
difference was found in the scores received by the personae with a British appearance.  
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Fig. 3. The two-way interaction effect of Blog Style and Appearance on the perception of the 
“Task Attraction” (Error bars show the standard error) 

5.2.3   Competence  
There was a significant effect of Blog Style on participants’ judgments of “Compe-
tence” (F(1,70)=32.03, p<.01, partial η 2=.31). There was also a significant three-way 
interaction among Nationality, Blog Style and Appearance (F(1,70)=4.01, p<.05,  
partial η2=.05)(Fig. 4). Post-hoc analysis revealed that the congruent persona with a 
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British blog style and British appearance received higher scores than the incongruent 
persona with a British blog style but Chinese appearance when rated by British par-
ticipants (p<.01). The congruent persona with Chinese blog style and Chinese appear-
ance received lower scores than the incongruent persona with British blog style and 
Chinese appearance when rated by Chinese participants (p<.05). This suggests that 
British participants based their perception of competence on both appearance and 
communication style of online persona, whereas verbal cues had a bigger impact on 
the ratings of Chinese participants.  

6

12

18

24

30

British Chinese

Nationality of Participants

[C
om

p
et

en
ce

] 
Sc

or
e

Congruent BB

Incongruent BC

Congruent CC

Incongruent CB

 

Fig. 4. The three-way interaction effect on the perception of the “Competence” of the personae 
(Error bars show the standard error) 

5.2.4   Caring/Goodwill 
There was a significant effect of Blog Style on participants’ judgment of “Car-
ing/Goodwill” (F(1,70)=23.89, p<.01, partial η2=.25). There was a significant two-
way interaction between Nationality and Blog Style (F(1,70)=5.10, p<.05, partial 
η2=.06)(Fig. 5). Post-hoc Analysis revealed that the goodwill of personae with a  
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Fig. 5. The two-way interaction effect on the perception of the “Caring/Goodwill” of the perso-
nae (Error bars show the standard error) 
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Chinese presentation style was judged to be higher than that of personae with a Brit-
ish presentation style by Chinese participants (ps<.01), but no such difference was 
found for British participants. Again the judgments of Chinese participants appeared 
to be affected by the blog style, but not those of British participants. 

5.2.5   Trustworthiness 
There was a significant three-way interaction among Nationality, Blog Style and Ap-
pearance (F(1,70)=5.58, p<.05, partial η2=.07)(Fig. 6). Although post-hoc analysis 
revealed no significant pair-wise differences, there was a trend that congruent perso-
nae were rated as more trustworthy than incongruent personae when judged by British 
participants, whereas a slight opposite trend was observed for Chinese participants.  
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Fig. 6. The three-way interaction effect on the perception of the “Trustworthiness” of the per-
sonae (Error bars show the standard error) 

5.3   Correlations 

Correlations were calculated between ratings on the Interpersonal Attraction scales 
and Source Credibility scales for both British and Chinese participants separately. For 
British participants there were no significant relationships (ps>.05) Chinese partici-
pants tended to see more competent personae as less socially attractive (r=-.49, 
p<.01), and preferred making friendships with more caring personae (r=.54, p<.01). 
Remarkably, however, physical attraction was somewhat related to task attraction for 
Chinese participants (r=.34, p<.05). 

Table 3 shows the correlations between ratings of the personae on the seven cul-
tural dimensions and ratings on the Interpersonal Attraction and Source Credibility 
Scales. From this table it is clear that Chinese participants perceived personae with 
the British style of communication to be more competent, but also less caring based 
on all cultural dimensions. Chinese participants also base their judgments of social 
attractiveness on the interdependence, hierarchy, and relationship and long-term ori-
entation of the blog style. All of these appear more in Chinese style blogs. British 
participants tended to associate an independent blog style with more competence, an  
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explicit communication style with more socially attractive, as well as associated blog 
styles that were more direct, and more focused on social equality and short-term rela-
tions with higher task attractiveness. All of these appear more in British style blogs. 

Table 3. Significant Correlations between 7-Cultural Dimensions and Scales among British and 
Chinese participants (**=significant at the 0.01 level; *=significant at the 0.05 level) 

Cultural Dimension Nationality Scale r 
British Competence  .48** 

Interdependent vs. Independent Chinese Social Attraction 
Competence 
Caring/Goodwill 

-.68** 
 .52** 
-.68** 

British Task Attraction  .34* 
Indirect vs. Direct Chinese Competence 

Caring/Goodwill 
 .35* 
-.52** 

British   
Reserved vs. Open Chinese Competence 

Caring/Goodwill 
 .49** 
-.48** 

British Social Attraction  .34* 
Implicit vs. Explicit Chinese Competence 

Caring/Goodwill 
 .40** 
-.44** 

British   
Relationship-oriented vs. Task-
oriented 

Chinese Social Attraction 
Competence 
Caring/Goodwill 

-.43** 
 .56** 
-.50** 

British Task Attraction  .33* 

Hierarchical vs. Social Equal 
Chinese Social Attraction 

Competence  
Caring/Goodwill 

-.36* 
 .56** 
-.36* 

British Task Attraction  .50** 

Long-term vs. Short-term  Rela-
tions 

Chinese Social Attraction 
Task Attraction  
Competence 
Caring/Goodwill 

-.39* 
 .38* 
 .44** 
-.39* 

6   Discussion 

The nature of the interaction between variation in blog style of presenters and cultural 
background of audiences was clearly illuminated by this study. In particular, most of 
the cultural characteristics of the Chinese blog style were deemed by Chinese partici-
pants to contribute to creating more socially attractive and caring personae. This is 
consistent with the first hypothesis, stating that differences in communication style 
and self-presentation in verbal communication will affect people’s social perceptions. 
Moreover, Chinese participants expressed a preference for interacting with people 
from their own-social group. It also indicated that the desirability of initiating online 
relationship can be varied between people from different cultures and that it is based 
on different aspects of self-presentation and communication style (H2).    

There was also a clear interaction between the blog style of personae and their ap-
pearance on social perception of the participants, and on perceptions of task attrac-
tiveness in particular. Surprisingly, incongruent personae tended to be judged as more 
attractive to work with than congruent personae. This could be explained by taking 
into consideration the origins attributed to these personae. In particular, incongruent 
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persona with Chinese appearance and British blog style were deemed to be British-
born Chinese or from Hong Kong. Participants may have applied cultural stereotypes 
of these people that suggest they are high achievers which would make them more 
attractive to work with. For example, participants may have used their knowledge of 
the fact that British born children with Chinese ethnicity tend to achieve very high 
standards in education (e.g., they have the highest percentage of pupils achieving 5 
good GCSEs, which are exams taken at age 16) compared to children from other eth-
nic groups including White British  [25]. 

7   Conclusions 

The results of this study provided support for the first two hypotheses, but no un-
equivocal support for the third hypothesis was found. This suggests that cultural differ-
ences embedded in online communication can dramatically impact the impressions it 
creates in people, and that these impressions depend on their cultural background. In-
deed, people from different cultural backgrounds rely on different cues when forming 
impressions of others. British people may pay less attention to verbal cues than Chi-
nese people, who tend to focus more on the detailed content of communication. The 
emphasis on individualism apparent in Western cultures may make them more suspi-
cious of inconsistencies between appearance and content, whereas people from Eastern 
cultures may be prone to explain such anomalies away by evaluating individuals in 
relation to in-group and out-groups. This result is consistent with Hall’s [8] high and 
low context theory. Effective communication in high context cultures requires a high 
degree of common ground between presenters and receivers. Furthermore, cross-
cultural experience may play an important role in the findings. Historically the UK has 
a vast multi-cultural experience, which may affect British participants’ responses. 
Similarly, the Chinese participants may be influenced by British culture, as they have 
relocated to the UK. Alternative explanations cannot be ruled-out, however, such as the 
increasing importance of political correctness in cross-cultural encounters typical of 
British society.  

The results may have a number of implications for the design of social networking 
platforms. Social networking platforms may need to be designed to satisfy cultural 
differences, due to what we have shown to be important variances in preferences and 
presentation amongst users. In addition, people should be made aware of the different 
ways in which their self-presentation can be interpreted differently by people with 
different cultural backgrounds. Such awareness may increase the effectiveness of 
cross-cultural online relationship building. While this study only focuses on the role 
of cultural differences on influencing the initialization of cross-cultural online rela-
tionship, it would also be valuable to analyze their effects in maintaining and develop-
ing offline to online relationships.  
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Abstract. An increasing range of initiatives aim to enable rural communities in 
developing regions to generate their own, non-text based, digital content to 
share local stories, information and concerns. Video, photos and audio offer 
new resources for practices that give communities’ a sense of identity and con-
tinuity and that members acquire in relationships with each other, their envi-
ronment and history via speech, gesture, song, music, drama, ritual, skills or 
crafts. However, these contexts pose challenges for designing interactions 
within frameworks that have a heritage of text and indirect orality and which 
emphasize particular communication dynamics and structures. We seek to cre-
ate new design directions based on insights into local ways of ‘doing and say-
ing’ gained in interactions with people living under traditional law and custom 
in the Xhosa Kingdom of Pondoland, South Africa. This paper distils themes 
from an ethnography when the author lived according to local norms and con-
straints and cogenerated design activities, situated in the community’s priorities, 
customary power relations and consensus-based practice. We reflect on com-
munication in ordinary and extraordinary activities, and sociotechnical ‘experi-
ments’ from using social networking websites to storytelling with blogs. We 
describe how indexicality dynamically shares context and entwines a person’s 
identity with physical setting; and, how practices, such as prolonged discussion, 
diachronic repetition and synchronous utterance, build rapport, collective mem-
ory and cohesion. We propose that these practices inspire ways that local social 
structures can impact on activities to design systems of organization for infor-
mation sharing, with occasional reference to our observations of other rural 
peoples in north Mozambique and north Australia. 

Keywords: Rural, Africa, Localizing design, Identity, Ethnography. 

1   Introduction 

An increasing range of initiatives aim to enable rural communities in developing 
regions to generate their own, non-text based, digital content to share local stories, 
information and concerns. Video and photos, sometimes linked to audio, offer new 
resources for practices that bestow a sense of identity and continuity to communities 
or groups and that members acquire through relationships with each other and with 
their environment and history via speech, gesture, song, music, drama, ritual, skills or 
crafts. To realise the opportunities for expression and communication that media and 
platforms can bring rural people we need to respond to the ways that knowledge is 
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created and recreated beyond the ‘market’ [3] of contemporary communication. 
Technologies, from Web 2.0, online social networks to SMS, emerge in a market of 
symbols, concepts and structural forms with a heritage in text and indirect orality, 
such as radio, television. This market affects all cultures to some extent, but in places 
with low technology ambiance, such as in rural Africa, a ‘primary orality’ [12] per-
vades. Transmitting oral and performed knowledge, directly, involves constantly 
recreating, accumulating and dividing it across a group according to social systems 
and protocols and power relations. This intangible [18] stuff poses a challenge for 
designers tackling oral and performed knowledge within their own culture let alone 
when crossing into social fields without the same provenance of text and indirect 
orality. Yet, finding hooks in such social fields to tether design directions determines 
not only technology’s contribution to developing regions (ICT4D), cultural diversity 
and heritage, but also our own creativity. 

In this paper I discuss insights into oral and performed information sharing gained 
as we sought to anchor new design endevours in a rural African village living under 
traditional law. Tethering design to users’ view of collectivity is core to inventing 
tools for locally generated content but is not straight-forward; for instance, Indigenous 
people in America struggle to translate their meaning of collectivity into western 
interaction [10]. Many technologists use generalised models of cultural dispositions to 
tune their methods to local expectations and values, for example Hofstede’s dimen-
sions alert us to African cultural tendencies towards collectivism, rather than indi-
vidualism, and acceptance of unequal power distributions (e.g. [19, 20]). But theories 
are not conduits into a social field as they do not depict how meanings are constituted, 
and transformed, by a specific community. To create vehicles for local content shar-
ing in rural Africa we need to find anchor points in activities that organise informa-
tion and respond to the ways collectivity is enacted in these practices. 

Context carries the burden of meaning in communication [1] and determines se-
mantics, whether people convey meaning by drawing on the intangible, the concrete 
or the abstract. Browning has explored ways that meaning in rural places is grounded, 
within a corpus of locational, temporal, historical and social contexts, by drawing on 
properties of indexicality [4]. Indexicality [4] provides actions and utterances with 
salience and, reflexively, augments context during interactions. For example, consider 
understanding the meaning of terrain burnt by fire to a leisure walker [4] a farmer or 
an Indigenous Elder whose Traditional Knowledge (TK) about fire maintains species 
diversity [2]. We 'handle' and interpret this typical Australian feature in ways that 
depend on context; thus, items, categories and relations gain significance in context 
and shape the market in which creativity emerges. This may contribute to dissonance 
when software created ‘elsewhere’ [15] is introduced. For instance, a Kuku-Thaypan 
Elder expressed regret that a GPS-based system, designed to assist persisting TK, did 
not support the indexical practices of ‘walking country’ in which physical locations 
entwine with communication protocols, ancient stories and ritual [2]. Social practice 
tends to emerge from practical, rather than cognitive, concurrence and people are 
mostly unaware of the actions and interactions that yield meaning through indexical 
processes. The roles of items, categories and relations in interactions, between people 
or between a person and artifacts, evolve and gain significance tacitly, such that their  
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potency is sanctioned by the success of the interaction. Indexical processes lay at the 
heart of approaches that ethnographers use to negotiate meaning, depict another’s 
reality and explain practices in inaccessible contexts to designers. 

Interaction is not a static set of norms and techniques but is situated in prior occa-
sions, the immediate moment and a relational totality [4] via regulated improvisation. 
Our cultural habituation enables us to participate in daily activities and social interac-
tions competently and contingently and also to act strategically and creatively. The 
more adeptly we improvise in social interactions the more power we have in their 
market; thus designers often leverage local social competence in ICT4D as a conduit 
for engaging people in the dialectic processes of design. The social power of ‘senior-
level champions’ [9] and ‘Human Access Points’ [12] can help to domesticate an 
introduced technology but may also limit creativity to their particular indexical em-
phases and the scope of technology that they can envisage 

We seek to create new design directions based on ways of ‘doing and saying’ and 
local needs in a remote, impoverished and technologically marginalized village in the 
Eastern Cape of South Africa. I situated research in the customary power structures 
and everyday practices that organise information in a social field dominated by pri-
mary orality, by residing in the patrilineal kinship group of a Headman. I start by 
introducing the setting and our approach to collecting data and, then, outline activities 
and interactions in, around and about the village of Lwandile in which I gained in-
sights into priorities and oral and performed practices. I conclude by proposing that 
the ways these practices express collectivity is relevant to designing technologies for 
information sharing, with occasional reference to observations of Indigenous people 
in Quirimbas Archipelago, north Mozambique and north Australia.  

2   Situated in the Village of Lwandile  

The village of Lwandile is the home of 72 year-old Hlathinkhulu Sithelo who is the 
senior of twelve Headman with authority over 20, 000 people dispersed across 50km2 
of Lower Ndungunyeni. This area was settled at least eight generations ago by the 
Khonjwayo, one of six Chiefdoms descending from the monarchy of a distinct Xhosa 
tribal cluster in the Kingdom of Western Pondoland. Chiefdoms are territorial not 
pure kinship, thus the Khonjwayo share many kin but their ancestry also includes 
indigenous Khoikhoi and San, shipwrecked Europeans and exiles of the Apartheid 
era. Due to topology, local resistance to colonists, famine and invasion and subse-
quent neglect by successive regimes Ndungunyeni remains distinct and preserves 
traditions in habitation and communal landuse. Families live in umzi, informally dis-
tributed across hilly common grazing land and interconnected by paths to water. An 
umzi houses 4-5 adults and 2-7 children in cluster of thatched, mud-brick rondavels 
fronted by a garden and fenced kraal for livestock (Fig. 1b). With little paid employ-
ment locally many villagers temporarily migrate to cities so that, except at holidays, 
half of Lwandile’s permanent population is under 15 years and women or pensioners 
head households. Even with remittances from emigrants and pensions most families 
survive on less that 10% of the national, median income for a working white man, 
although H. Sithelo receives a government salary of $250 per month which is in the  
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top 10% of incomes in Lwandile. Traditionally a cattle culture, these days most fami-
lies own a few of a range of animals and subsistence farm arable land for crops (e.g. 
maize). Rondavals last 40 years and most permanent built infrastructure reflects the 
Headsman’s influence, such as a church built decade ago behind his umzi and a 
rocky, ungraded road to his umzi cleared by the municipality and along which the 
clinic was built. A few umzis, including the Headman’s, have a solar panel but none 
have a mains water supply or grid electricity and solar power serves the clinic and, 
until the battery was stolen, the school as well. 

2.1   Data Collection and Analysis  

My analysis draws on ethnography in events that arose as I interacted with the setting 
and attempted to live according to local norms in situ. By residing in H. Sithelo’s 
umzi and using only local, shared transport I was exposed to the geographic isolation 
of rural life and constraints on technology use (e.g. the limits of solar generated elec-
tricity to charge a deep cycle battery). I was also afforded social access and security 
due to the affectionate respect H. Sithelo, who is known locally as ‘Tata’ (father) 
commands. As a foreigner and the only white woman in a wide area, I would have 
been vulnerable to local psychopathologies, related to HIV and alcohol and, allegedly 
non-local, bands of criminals. I recorded data using handwritten notes, 650 photo-
graphs, of which villagers took 200 and 12 hours of video, though digital recording 
was limited by electricity. I transcribed video, compiled ‘thick’ textual descriptions 
and iteratively integrated all records to derive themes hermeneutically. Unlike classic 
ethnography, which gathers qualitative data without targeted intervention, I aimed to 
co-generate a design approach by interpreting priorities and discovering opportunities 
for design in the ad-hoc details in daily life and by establishing relationships and 
undertaking ‘sociotechnical experiments’ [19]. Thus, here I depict my progression in 
the social field as four phases of activities and interactions, written in the first person 
to distinguish various actors and reflexivity. 

2.2   Phase 1: Deriving A Research Rationale 

I was introduced to Lwandile by Arjan, a Dutch volunteer in a Non-governmental 
organisation (NGO) who had championed a university technology project to link 
Lwandile clinic to Canzibe hospital [17]. While the remote healthcare system had not 
been a success he hoped the Wi-Fi bridge could be used to communicate with the 
“outside world” about foreigners’ exploitation of the land and community. So he 
approached Thulani, the Headman’s eldest son, who had bought the first cell phone to 
Lwandile in 2003, had recently sent his first email using a Nokia E60i Smartphone, 
donated by the university and was eager to host me on his father’s umzi. I visited 
twice before moving in, first to be formally presented and gain insights into priorities 
and later to bring equipment to put in a room the Sithelos had furnished for me. In 
discussion with design collaborators I based a research rationale on initial observa-
tions and Thulani’s interest in using technology to attract attention and funds for so-
cial upliftment initiatives. Thus, I sought to gather data on ways local leaders interface 
with the community and local and remote agencies on development projects. 
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Fig. 1. Phases of activities (a) Layout of umzi (b) Road to H. Sithelo’s umzi at top of hill (c) 
Men gather under the meeting tree (d) Dancers and dignitaries (taken by Sixolile) (e) H. Sithelo 
gestures at the meeting at Mngciebe (f) Palace Archives (g) 

2.3   Phase 2: Acclimatizing to the Social Field  

The first extended in situ phase lasted a month (Fig. 1) and most observation occurred 
around domestic and community life in H. Sithelo’s umzi. The umzi comprises: the 
‘Great Place’, used for community meetings; 6 other rondavals, formally used by male 
family members before they established their own umzi, and now used by visitors; a 4 
room ‘flat’ (small square building) inhabited by H. Sithelo, his wife, youngest daughter 
Bulelwa, Bulelwa’s infant, and two other grandchildren; and, a smaller flat where I 
lived in one room and the other room was occupied by various guests or the Sithelo’s 
20-year-old son when he was not at technical college. I gathered data through im-
promptu contextual interview while interacting with the family, in particular the elder 
sons, Thulani and Sixolile and participating in female duties (e.g. fetching water) and 
more passively observed villagers’ visits to the umzi in connection with H. Sithelo’s 
duties (e.g. resolving disputes, interfacing with police, signing permits for hunting and 
resources). I also recorded active events, such as walks to Sunday football matches,  
a meeting in the Great Place with the NGO’s founder, a Transkei-raised Afrikaner 
(Johann), and walking through a forest near Mngciebe with Thulani and Johann as they 
discussed community projects.  

In the first two weeks of Phase 2 (Fig 1a) I also undertook technology ‘experiments’ 
with Thulani and adjusted infrastructure. We moved the wireless router from its unused 
position in H. Sithelo’s flat to my room and I introduced Thulani to various Internet 
facilities such as searching for information related to his interests, social networking 
(e.g. Facebook) and using photos to tell stories. I created a blog, www.topository.org, 
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and uploaded a photo and Thulani enthusiastically received a digital camera and a lap-
top, to type text to accompany his photos. I also demonstrated the Internet to children, 
residents and visitors to the umzi who visited my room through curiosity, on errands or 
to charge cell-phones. In the first week Thulani said he needed to mobilize a Commu-
nity Trust, comprising headmen from four villages, to advance his initiatives and deci-
sively identified development projects on which to focus our activities. These related to 
using land near Mngciebe for agricultural food production and training and tourism and 
using technology to request funds (e.g. a blog to interest people overseas seeking to 
sponsor local initiatives). 

We had preliminary success in oral storytelling around Thulani’s photos of his 
daily life but, after a week, he lost interest in technology activities. He often forgot to 
bring the camera, did not type anything at his home, mentioning being unable to 
charge the laptop, and seemed bored when we used the Internet in other ways that I 
related to his development projects. He more eagerly discussed his beliefs about rais-
ing and using overseas funding, his plans and ability to marshal local support, his life 
and his culture. After the first two weeks there were 9 days when Thulani did not 
visit, appear at scheduled meetings, respond to SMS messages or organize activities 
we planned. I had scheduled time away at the end of a month in Lwandile and raised 
concerns with Thulani about lack of insight into the ways leadership interfaces with 
each other and local people on development projects. Thulani noted that mobilizing 
the Trust was slow as many members were old and inactive so I asked whether in-
volving other villagers in technology activities would be advisable and Thulani agreed 
to ask his sister, Bulelwa, to act his secretary. This critical reflection relieved tension 
and Thulani accompanied me on the long trip to the bus and regularly contacted me in 
the week that I was away.  

2.4   Phase 3: Looking for Anchor Points 

A second in situ phase lasted one month, split midway when the Sithelos left the vil-
lage to attend a funeral. It commenced with a transition in familiarity that led to my 
deeper involvement in Thulani’s efforts which significantly expanded the dataset and 
refined the project’s future. Diverse everyday data in Lwandile included impromptu 
discussions in the spaza, walks with various members of the Sithelo’s extended family 
encountered in the village and sporadic visits to my room by local teenagers and  
people on business in the umzi, such as villagers, Lwandile’s local Councilor and 
Thulani’s brother-in- law, a Chief of another district. Further afield, I spoke to local 
people in tourist areas and white NGO volunteers in HIV awareness and ICT. Partici-
pant driven activities also became richer and began as soon as I returned and Thulani 
clarified his priorities by revealing that his aims for various local initiatives included 
pursuing the Sithelo’s right to the Chieftainship. Thulani explained that 5 generations 
ago ancestors of the incumbent Chief had gained Chieftainship when the British de-
posed his Great Great Great Grandfather. This disempowerment led to local apathy, 
such as the Trust’s inertia, and Thulani said that the Headmen under H. Sithelo’s 
authority were “crying for dignity”, which he sought to restore by lodging a claim, 
with the monarchy, for Khonjwayo Chieftainship. Meanwhile, to advance develop-
ment projects he would mobilize activists related to the Trust. Shortly after the Chief-
tainship discussion Thulani and I traversed forested and rocky hills to visit Johann at 
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Mdumbi, accompanied Thulani and H. Sithelo, on horseback, to a hill-top community 
meeting in Mngciebe and a school’s official opening. I also joined Thulani in the 
Great Place for meetings with younger activists in the Trust (35 to 39 years) who 
decided to form an independent non-profit organization: The Federation of Rural 
Coastal Communities (FRCC). The four men of the FRCC include Thulani; Mfun-
diso, a sub-Headsman’s son and a teacher; Bongile, a teacher; and, Xolile who also 
Chairs another grassroots association. Further, afield I went with Thulani to consult 
Mthatha Municipal Archives and accompanied Thulani and H. Sithelo to the Palace to 
search for records, meet the Queen and attend a meeting.  

Greater involvement in activities relating to Thulani’s priorities increased opportu-
nities to situate technology ‘experiments’. From early in Phase 3 I embarked upon 15 
‘tutorials’ with Bulelwa, who had a certificate in MS Word and Excel, which she had 
achieved without using a computer.  Bulelwa, with her swaddled infant bound to her 
back, spent about an hour a day in my room learning to set-up solar power, explore 
the Internet for information of interest to her and send emails (e.g. to enquire about 
support for university study on social work). Meanwhile, Thulani and I discussed how 
the Internet might help in researching ancestry and emailed a contact in The National 
Archives & Records Services (NARS). Matome at NARS replied with suggestions on 
finding records and the possibility of bringing his department’s new outreach pro-
gram, ‘Taking the Archives to the People’, to Lwandile. The newly formed FRCC 
decided this was a rare opportunity to bring useful information to the community and 
discussed including it within an event on cultural and natural heritage, development 
and oral traditions. Email exchanges, related to research on Thulani’s lineage and to 
the event, and a donation in response to a comment on my Facebook ‘status update’, 
to pay for fuel for a generator, illustrated the relevancy of ICT. The FRCC had reser-
vations about technology until Thulani demonstrated using his E60i and raised ideas 
about business models to fund mobile communications. 

With better insight into the relations between ancestry and development we co-
generated activities to accumulate data on ‘digital storytelling’. Bulelwa used a do-
nated camera and uploaded records of ‘Life in Lwandile’ to the blog and Sixolile used 
the camera at a three-day party to honour the Queen. I videoed Sixolile viewing and 
describing his photos on the laptop, and he used the two media with great expression, 
the next day returning with a newspaper article about the party to further explain 
customary law. I also videoed Sixolile in walks crisscrossing Lwandile and in an 
interview with H. Sithelo with Sixolile translating and observed more impromptu 
digital storytelling by Thulani when we attended the opening of a new school.  

2.5   Phase 4: Discovering Anchor Points  

The last phase of activity analysed here started when I left Lwandile at the end of 
Phase 3 for research in Mozambique (Fig 1). To begin with I communicated remotely 
while the FRCC coordinated hosting the NARS Outreach team and a workshop in 
Lwandile, contacted municipal authorities and fund-raised. While invited to influence 
the structure and program I withheld comments, other than in support, to gain insight 
into the FRCC’s approach. Two months into Phase 4, I returned to Lwandile for 8 
days to gather data before, during and after the workshop. The 3.5-day workshop was 
structured around seven spoken presentations by: NARS; The Provincial Departments 
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of Land Affairs and Environment; The Provincial House of Traditional Leaders; an 
emissary of Chief Gwadiso; and, Rosette, the local elected Councilor. Presentations 
were interleaved with protracted debate on archiving, local history, natural and cul-
tural heritage, natural resource management, sustainable development and legislation 
on collectively owned land. Sessions also included a group exercise, critique and 
requests for future events, extensive votes of thanks and a film: Sarafina!  

Early in Phase 4, I also introduced Xolile and Thulani to an American researcher 
(S) who was consulting for an IT company and they met briefly in Mthatha which 
enabled them to raise funds to register the FRCC. S encouraged Thulani to take an 
interest in Facebook but he did not download the ‘how to’ S created for him; so on my 
return to Lwandile we set up an Facebook account and created a Group to serve the 
FRCC. We also spent an hour creating blog entries with Bulelwa who had uploaded 
new photos to the laptop. In planning the workshop and the meeting with S, Xolile, 
the Secretary of FRCC, emailed or copied me into 24 emails to exchange information 
or seek advice. Wider communication was a persistent problem preventing the FRCC 
from creating a media draft, publicising the workshop as planned or co-ordinating 
transport. Hence, only 25% of their expected 200 to 300 participants attended. Thu-
lani continued to use the lap-top but emailed me less regularly than Xolile, sending 9 
emails before the workshop. Since the workshop, we set up email for Bongile, who 
has yet to use it, and Xolile presented a paper about the workshop at an oral history 
conference. I also received 11 messages and several invitations through Facebook, 18 
emails from Thulani, Xolile and Bongiwe and have phoned Thulani and Sixolile. The 
FRCC’s Facebook group (http://www.facebook.com/group.php? gid=35995351952) 
has 41 members, most of whom are Xhosa people connected through Bongwe, study-
ing in Cape Town (35%); collaborators (e.g. authors in this project and the NGO in 
Mdumbi) (23%); and, ‘friends’ overseas introduced by S (27%). There are equal pro-
portions of Xhosa people and non-Xhosa, and most of the latter do not live in Africa.  

3   Reflections on Information Sharing  

The hooks, in Lwandile’s social fields, to which we can tether new design directions 
for sharing local information in development initiatives emphasise orality and per-
formance. My analysis here refines insights about these anchors as a step in focusing 
activities to involve villagers in designing technologies. A starting point is the rarity 
of ambient text and literacy in everyday information sharing; for example, there is 
only one road sign, ‘Lwandile’, few labeled food products or posters, no local postal 
service, few people have poste restante addresses, or books, and, with limited written 
materials in Lwandile and Mgneibe school, children often learn by rote. Up to half of 
9-year-olds cannot read, as many villagers speak only Xhosa but young children learn 
to read in English, and education is often truncated as less than 70% of those starting 
school at 7 years continue to 15, often assuming family duties when orphaned or mar-
ried. Observations of people casually interacting with text, such as scouring job ad-
vertisements in English language newspapers brought from Mthatha or graffiti on 
school desks, were seldom and most observations of literacy were domain-specific 
and accompanied by some formality. For instance, Mfundiso re-wrote attendance  
lists at every meeting until they were perfect and teenage girls taking notes at the 
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workshop did so with care. History recorded in text seems uninteresting, for example 
a unique poster display of newspaper articles on Apartheid attracted little attention at 
the workshop and the archives in Mthatha and at Limbode castle do not appear organ-
ized or regularly consulted (Fig 1g). Social practice, and preferences for media when 
present (e.g. TV, radio), emphasize orality, song and dance. People often sing while 
tending gardens or life-stock and start each day with hymns, choral group is a regular 
activity and the rarity of electricity means that any event with an amplifier attracts 
people to dance informally or in performance (e.g. at the workshop, the school open-
ing). Many villagers over 15 years own or share a cell-phone, which they prefer to use 
to speak than SMS but do so rarely as airtime is unaffordable and not easily purchased 
locally. Thus, to create design activities for the community we are cautious not to 
emulate methods for text-based literacy.  

Orality in Lwandile reflects durable traditions and, perhaps, the interplay between 
oppression in South Africa, historically, and the hegemonic effects of Western liter-
acy and media. In village life people are not stigmatized as illiterate and associate 
status and dignity with other attributes, such as being in a Gospel choir or wage-
earning (e.g. H. Sithelo ran away from school to work) but, as national speakers at the 
workshop reiterated, relying on orality is a disadvantage in modern, democratic and 
legislative South Africa. Villagers were stirred by NARS speakers’ warnings that 
“No-one will know your history if you are not protecting”. However, they perceive 
their obligation to preserving their heritage according to customs rather than by text-
based recording. This suggests we need to attend to elements of these practices before 
re-purposing Western styles of recording for illiteracy or local language.  

3.1   Embodiment in Physical Settings Orients Information 

Villagers find the axes that outsiders use to orient information on Lwandile insuffi-
cient and indeed, collectivist culture has been associated with “high–context commu-
nication” where people ascribe meaning by reference to local context more than to 
abstractions [6]. The FRCC’s workshop integrated natural and cultural heritage and 
development topics more holistically than if structured according to Western, urban-
ized, catagorisations and the narratives used by representatives of the na-
tional/provincial and traditional institutions differed. For instance, abstractions about 
land legislation, which in practical application derive from traditional mechanisms, 
incited contentions that they did not convey the meanings that entwine identity with a 
physical setting in which kin have resided for generations.  

Lwandile’s topological isolation and a daily-life spent outdoors means villagers are 
not anonymous and from birth to burial, and beyond, their identity becomes etched 
into the land. Even villagers migrating for work often return to Lwandile to retire or 
are buried in their umzi so ancestors’ graves are close to home (e.g. 40% of the 
Sithelo clan reside in cities far away, but will be buried locally). Xhosa names are 
indexical to place, both in meaning (e.g. Hlathinkhulu means ‘of big forest’) and as a 
located symbol. The language carries in the open-air and I began to acutely associate 
name sounds with umzis, for instance by hearing a grand-parent’s frequent call to a 
child for an errand. The relevance of origin explains the Facebook Group: Khanizi 
thuthe bantu! where 2453 people have joined to write and discuss Xhosa, Zulu or 
Tswana clan names “so that we may all know where we come from”. Names encode 
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social relationships and ancestry symbolically and syntactically: a last name may be 
an ancestor’s first name and first names are often phrases that tell a family story (e.g. 
Xolile:  “thank for this long waited child”). This language morphology may help 
those villagers who can recite ancestors’ names across generations and contribute to 
many people’s eagerness to explain the meaning of their names.  

As one middle-aged woman explained, the provincial representative’s statements 
about ownership documents, such as “This is your land …. here is your title and here 
is your land and heritage”, do not tell of the way name and place bond a community 
through practice. This resonates with our experience of the need to link digital re-
sources to the topological, social and metaphysical infrastructures of land in Indige-
nous Australian culture to contextualise information at “right spot, right time” and the 
difficulty of doing so when the nature of the semantic inscription in landscape is so 
difficult for a designer to discern; for example, in a terrain of similar rondavals, merg-
ing into similar hills rolling in, all directions, to the horizon. Thus, the axes that orient 
villagers to information may be more perceptible by accompanying them in the ac-
tions that embody them. The landscape progresses the narrative of stories, prompts 
recollects and indexes villagers’ practices. H. Sithelo chose to be interviewed under 
the tree in front of the Great Place (Fig. 1d) which commands a panoramic view and 
gestures across the hills of Lwandile when reminiscing sending a messenger on a 
horse; Thulani animated stories of his youth by indicating a forest; and, Bulelwa took  
a photo of the guava tree her brother planted. The furniture of rural life shaping inter-
actions in conversations along roads and paths, across fences and at meeting places is 
as much outdoors (hills, water sources, farm animals, football field) as it is built 
(homes, Spazas, churches, shebeens). The features of, and material used, in storytel-
ling join to expectations which seem bound to community, for instance, people were 
in 90% of Thulanis’ photos of his construction work, domestic and village life.  

When participants joined in songs several times a day at the workshop there was a 
sense of solidarity, but in contrast to national representatives’ emphasis on a concept 
of African identity, villagers stressed being Khonjwayo. Such identification affords 
security (e.g. only gardens along the main road are gated and doors are locked only on 
departure for distant travel) and involves proximity (e.g. six Sithelos prefer to sleep in 
only one of the dwellings in the umzi). It also requires access, for example the Sithelo 
clan has several proximal umzi but the incumbent Headman always lives on the high-
est hill where villagers’ can congregate for songs before work or for meetings (e.g. 
with the Councilor). Simultaneously, creating and expressing belonging separates 
villagers’ intimate locale from more contemporary structures. For example, people 
were at ease telling me they went to the clinic or one of Lwandile’s churches but not 
that they consulted any of Lwandile’s many sangomas, who provide traditional herbal 
medicine and spiritual counselling. I also encountered signals for privacy around 
death, a fairly frequent occurrence, for instance the only time I felt unwelcome in the 
Sithelo’s flat was on interrupting a meeting about a death and Thulani was emphatic 
that his photos of funerals (comprising 9% of his collection) must not be published. 
Boundaries between modern and traditional institutions (e.g. [5]) are re-interpreted in 
language and Internet use. Villagers prefer the rhythm, melody and richness of 
Xhosa’s multi-syllabic words but may mix English into speech, particularly for  
numbers, institutions, biblical words and to translate their names (e.g. Thulani calls 
himself Patrick to outsiders) and apply that to their use of the internet (e.g. searching 
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web-based resources on HIV in English). The use of social networking sites also 
exhibits a boundary between the local and the remote, consider how Thulani uses 
Facebook to link to people overseas, few of whom he knows, but not to Xhosa 
‘friends’; in contrast with rural users in the West [8].  

3.2   Participation in Information Contributes to Collectivity  

Design activities need to be compatible with those features of primary orality and 
performance that construct traditional identity. For instance, they should not threaten 
social structures in the way people in Lwandile, and on the remote African island of 
Ibo, attribute to American movies even though few people have access to television.  

Customs suggest that villagers appreciate that knowledge is distributed across  
human repositories in oral traditions and participation in discourse contributes to 
collectivity. Headmen enact decisions about collectively owned resources based on 
prolonged, transparent debate to achieve consensus and Thulani believes that resolu-
tion emerges by listening to multiple perspectives not by overt coercion. Perhaps this 
view of consensus explains why Thulani associated the FRCC with a distant US, 
politically- oriented “I bet I can find 1000,000 people who …” group. Traditions 
where leaders deferred to the general opinion of a court seem to be echoed in the 
ways meetings involving the Headman are ‘chaired’ by whoever raises an issue and 
mobilize experience spanning different views. For example, 20% of the 50 men at-
tending the Mngciebe community meeting spoke and meetings of the FRCC, or be-
tween Thulani and the NGO, or at the workshop involved disparate perspectives and 
ideologies. The time spent listening and the significance of a presenter’s role in cohe-
sion is illustrated by the content of Thulani and Sixolile’s photos, where 83% at the 
school opening, 53% at funerals and 48% at the kings party were of speakers or sing-
ers. Participation in discourse may involve ‘handling’ content within ritualised genres 
with defined linguistic structure or gesture, such as protocols of thanks or greetings. 
This handling provides significance to items and relations and shapes the context of 
consensus. For instance, patronage and “friendship made by speaking” is a rhetoric 
that shapes significance as shown when Thulani drew the Education Minister into a 
photo narrative. The Principal of Lwandile School asked Thulani and I to take photos 
of the poorly resourced and cramped classrooms in which staff “diligently” teach. 
Later at the opening of a pristine, new school Thulani took many photos of Chief 
Gwadiso and the Minister and, when they were encircled by apparatchiks, showed his 
photos of them and, then, of the decrepit school.  

In designing for local information sharing in Lwandile we need to consider the role 
of etiquettes of ingratiation and participation in information structure and be wary 
about a structure that forces a singular flow of linear narrative, for example bound to 
the unidirectional timeline of video or a chronology of photos. This often happens in 
digital storytelling projects and is vital for marginalized voices to speak into Western 
markets (e.g. via YouTube) [2]) but not best suited to local information use where 
building rapport is prioritised over efficiency in information economies. While villag-
ers’ narratives often had a conventional story arc, for instance in re-telling the 
Sithelo’s genology, building consensus from different viewpoints around a theme 
requires connections in various directions from disparate parts. Various Web 2.0 pro-
ductivity tools enable people to annotate media content, such as by adding their own 
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narration to on-line image slide shows, often providing diverging commentaries in the 
multi-vocal market of the Web, with its provenance of text and indirect orality. How-
ever, if operating within a group of interdependent voices, the orthogonal relation-
ships interrupting a linear story may support consensus and common goals. Villagers 
often said, with pride, “we share what we have” and that neighbourly assistance was 
“what it means to be African ... it’s our identity”, sometimes refering to Ubuntu’ 
which translates to “the being human of a human being is noticed through his or her 
being human through human beings” [14]. Villagers exchanged effort in many ways 
and survive, like rural communities globally, by co-operation however their reitera-
tion of reciprocity as uniquely African suggests that they do not recognise interde-
pendence as a Western trait. Rather they link autonomy to democracy, which they 
also attribute to social dysfunction. Pursuing unanimity through prolonged discussion 
may be a consequence of oral narrative’s inherent malleability to history and politics 
and unify the community to maintain elder and patriarchal authority. Placing a unitary 
authoritarial narrative over information may disenfranchise the villagers, for example 
consider how the version of Sithelo genealogy within Lwandile differs markedly from 
that recited by Chief Gwadiso’s emissary. We might expect convergence to a linear 
story while a traditional leader acts in the community’s interests, much like years ago 
leaders stabilized tribal territories by bestowing economic protection in return for 
allegiance.  Today the community supports a leader’s success if it profits (e.g. Thu-
lani’s construction business provides jobs) and affirms community identity (e.g. Thu-
lani’s logo for the FRCC is four hands shaking above his own building tools) but 
withdraws support from a leader who prioritizes his individuality (e.g. villagers de-
scribe Chief Gwadiso as “too greedy”).  

3.3   Repetition to Create Consensus and Empathy 

Translating a network of information to create tools for sharing presents difficulties 
for designers who may not necessarily recognize the rules that signify an item exists 
at an intersection. For example, an outsider might not realize, conceptually, that there 
are commonalities or interdependencies in information items. However, in codifying 
interdependencies across villagers’ perspectives we note the role of repetition in 
group cohesion [16] and managing oral and performed interaction. Repetition may be 
a defining trait of oral traditions [13] to enable learning by rehearsal to yield collec-
tive memory (e.g. workshop participants were eager to show that they memorised 
dates, Thulani commented that it is usual to remember many phone numbers). Repeti-
tion shares context across generations by re-embodying the past through the particular 
phrasings of speech, actions or interactions with land, such as in retaining TK when 
Elders demonstrate fire practice to younger clan members. This longitudinal, or dia-
chronic, repetition can involve people in meaning by connecting the immediate mo-
ment with prior occasions, setting the scene or emphasising part of a scene [16].  
Repeating phrases and gestures across time enabled me to establish trust by authenti-
cating significant items in momentary interactions. But repetition may also transmit 
core concepts that are inaccessible to rational logic; consider being invited to join an 
intimate circle of women on Ibo dancing to drum beats in a darkened ruin. The 
women shared a pattern unfamiliar to me; yet, in conforming to the repetitious 
movement, there was some ‘primal’ connection in sensory experience. Dance lacks 
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the linearity of stories, and is life rather than a depiction, often mixed with spirituality, 
for instance African and indigenous Australian ceremonial dancers experience a tran-
scendent reality to connect with ancestry. It appears Lwandile villagers are aware of 
such collective embodiment of information. For instance, the statement about heri-
tage: “people who are very, very eager to learn more, very eager to do it with what-
ever they have” did not appear to be a mistranslation but to refer to embodying infor-
mation through actions. 

The hooks in Lwandile’s social fields to which we tether design directions need to 
account for gendered participation in information and the different roles of repetition 
in managing oral and performed interaction. For example, only men made speeches at 
the Mngciebe meeting of 50 men and 12 women (Fig. 1f) and, only males asked ques-
tions or orated amongst the 24 male and 46 females in the main workshop sessions, 
while females prepared dinner or listened and took notes. At meetings in Lwandile in 
mixed groups people listen quietly until a speaker finishes before contributing (Fig 
1f), and men tended to stand out vocally often using synchronic repetition to enhance 
dramatic qualities, for instance at the Mngciebe meeting men frequently gesticulated 
to parts of the land in similar ways when negotiating the price they should charge 
outsiders for sand. In contrast, women Lwandile are inclined to conform and to har-
monize in their daily songs. We also observe a tendency for speech to overlap in 
Quimana women’s conversation on Ibo with their increased involvement in discus-
sions about the changes the island has undergone, whereas men on Ibo always spoke 
asynchronously. Perhaps these nuances reflect the need to manage interaction differ-
ently, for example in Lwandile women talk in clusters often sitting on the ground 
behind the Great Place or during their daily tasks (e.g. collecting water, washing 
laundry, visiting the clinic) while men tended to talk sit in small lines or stand over-
looking the under a tree in front of the Great Place (Fig. 1 b)  & d). Hardy has started 
applying features of synchronous speech in designing technologies inspired by her 
observations that Indigenous women perceive finishing or inserting a phrase in an-
other’s sentence as empathic rather than as interruptive [4].  

4   Conclusion  

We do not imagine that the properties of indexicality that we have identified in villag-
ers’ priorities and oral and performed practices are complete, unique to African rural 
living or are necessarily the most primary for collectivity in rural communities. In-
stead, we propose they can inspire concrete ways for local social structures to impact 
on activities to design systems of information organization, by allowing designer’s to 
handle items important to local communication that may be less obvious in the market 
of symbols, concepts and structural forms that sustain communications tuned by a 
heritage of indirect orality and text. We suggest our handling can help us to develop 
an appropriate sensitivity to associations between the identity of the user and the 
meaning of collectivity inscribed in unbuilt physical settings. For example, our cur-
rent activities to involve villagers in designing technologies respond to relationships 
between physical settings, group cohesion, collective memory and consensus-building 
communication practices, such as repetition.   
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Abstract. We repeated in Finland a study on privacy concerns originally car-
ried out in the USA. The results suggest that there are cultural differences in the 
willingness of people to reveal privacy-sensitive information. 
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1   Introduction 

It has been suggested [1] that mobile context-aware telephones could be designed to 
show the location information of the callee, who could set the phone to automatically 
dismiss the call still providing some information about his or her current situation. 
However, for different callers there would be a need to show different level of detail. 
For instance, a call from the boss requires more precise detail than a call from a mer-
chant, especially if it comes during working hours. Also the presence of other people 
is an important message to the caller. Lederer and his colleagues combined these 
aspects into a metaphorical “Face” shown to the caller [1].  

We repeated the data collection of [2] in Finland. We point at preliminary findings 
about possible cultural variation: based on the data collected, we expect that privacy 
regulation mechanisms may need to be culturally varied. 

2   The Study 

Data collection in the original study [2] was done with a web questionnaire. The  
questionnaire introduced a background scenario where the respondent was asked to 
imagine having a mobile phone with identity and profile information that could be 
disclosed to the callers with various levels of accuracy:  

 

• Three faces: True, Vague, Blank, each revealing a different level of detail. 
For instance, a True face would reveal the actual identity of the person, a 
Vague face would show a pseudonym, and a Blank face would be anony-
mous. Similar distinctions applied to profile (contact information and inter-
ests), activity, and location. 

Furthermore, the subjects were asked to fill in the face matching their preferences 
in 2x4 = 8 different contexts. 

• Two situations: Working Lunch, Social Evening 
• Four inquirers: Spouse/significant other, Employer, Stranger, Merchant. 
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The original study was part of a more extensive user-centered design process [3]. 
The web survey was preceded by interviews and followed by prototype evaluations to 
guide the design of the privacy regulation mechanism. In addition to serving this 
ultimate purpose, the specific question answered through the web survey was: Which 
is more important, the inquirer or the situation in which the information is disclosed?  

This question was introduced to students in an advanced HCI class in Finland in 
2004 and 2005. They were asked to interview 3-5 friends or acquaintances and report 
by email the faces chosen by the respondents and possible comments they had. The 
students of the class came from different ethnic backgrounds. Based on a preliminary 
analysis of the data collected in 2004 we asked the course in 2005 to report also the 
cultural background of the persons they interviewed. The demographic variables col-
lected were gender, nationality, occupation, and age group. Students were used for 
data collection to teach them about privacy issues and to increase the sample size. 

3   The Results and Analysis 

The fundamental design-oriented question of interest in the original study [2] was 
whether people would use the faces at all, i.e., how many faces would they use over-
all. The resulting mean number of faces presented across situations and inquirers is 
shown in Table 1, both for the original study and our students. From the three possible 
faces, the respondents selected on average more than two different faces to display in 
the described events. 

Table 1. Mean number of different faces used overall in the eight contexts 

 Original study (n=130) Our study (n=246) 
Working lunch 2.72 (sd 0.84) 2.37 (sd 0.59) 
Social evening 2.58 (sd 0.89) 2.35 (sd 0.59) 

 
The main observation from these results is that within a given situation, subjects 

did vary faces across inquirers. Our numbers are lower than the original ones, but still 
indicate the interest in using a variety of faces. 

Lederer et al. [2] found that for a given inquirer, subjects generally did not vary 
faces across situations. Their conclusion was that the inquirer’s identity is a stronger 
determinant of privacy preferences than the user’s situation. Table 2 summarizes the 
data when responses for both situations were pulled together. 

Table 2. Face variation based on situation 

 Original study Our study in 2004 
Inquirer Same Face Different Face Same Face Different Face 
Spouse 83.8% 16.2% 84.6% 15.4% 
Employer 54.6% 45.4% 37.8% 66.2% 
Stranger 77.7% 22.3% 80.9% 19.1% 
Merchant 86.2% 13.6% 79.3% 20.7% 
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The results are similar, but there are marked differences as well, particularly in the 
case where the inquirer is the employer or merchant. Figure 1 shows a more detailed 
distribution of the different faces for these two cases. 

 

 

Fig. 1. Distribution of faces based on inquirer (shown below) and situation (shown next to the 
bar). Black color denotes the True face, grey denotes the Vague face, and white the Blank face. 

It is obvious that the “same face to same inquirer independently of situation” does 
not hold for our respondents. They were willing to reveal the True face to the em-
ployer only at work, not during leisure. Similarly, merchants would have mainly re-
ceived a Blank face while the respondents were at work, but a Vague face during 
leisure. Targeted advertisements were considered potentially valuable if they were not 
distracting and if they did not require too detailed information about the receiver. 

We then analyzed the effects of the demographic variables. The first variable we 
considered was gender. The distributions of the responses were similar by male and 
female respondents. There was only one case, shown in Figure 2 (left), where there 
was a difference by more than just a few percentages in the replies. Female employees 
were somewhat less willing to put up their true face to the employer. This was the 
case independently of whether the situation was at work or at leisure. 

 

 

Fig. 2. Distribution of faces that female and male respondents would have shown to the em-
ployer (left), and Chinese and Finnish respondents would have shown at leisure (right) 

Another interesting variable is the nationality of the respondents. The potential ef-
fect of nationality became clear only after reviewing the replies collected in 2004, and 
the nationality of respondents was systematically collected only in 2005; therefore the 
nationality-based analysis is based on a smaller sample than the ones above (n=208). 

The majority of respondents (n=109) were Finns, so a natural first analysis was be-
tween Finns and non-Finns. The differences in the distributions were minor, but the 
non-Finns showed a lot of variation. The biggest subpopulation was formed by Chi-
nese respondents (n=25), and we compared the Finnish and Chinese respondents in 
more detail. Figure 2 (right) shows an example of typical results.  

The biggest differences were that Chinese respondents would never show a Blank 
face to their spouse (as opposed to 6.4 % of the Finns), and that the Chinese respon-
dents would never show a True face to merchants (as opposed to 5.6 % of all the other 
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respondents). For strangers, 76.1 % of the Finns would show a Blank face, whereas 
for Chinese the corresponding figure was 48.0 %.  

4   Discussion 

We requested our students to ask for explanations to the choices their respondents 
made. These revealed further variation and show clearly that the average and sum-
mary information given above must be taken only as indicative. 

For instance, although Finns are considered as somewhat reserved (and indeed, did 
on average not have a problem with putting up a Blank face), there were exceptions. 
One Finnish respondent commented that “I’ve got nothing to hide,” and another went 
even further: “I have to reveal, it’s in my personality”. When discussed in class, a 
student asked in disbelief: “Was that really a Finn?” 

Another observation was that the faces chosen for the scenario were considered too 
general. People would have liked to know more about the inquirer. They would have 
been happy to put up at least a Vague face to merchants, had they known that the 
merchandise offered was potentially beneficial for them (e.g., an announcement of an 
interesting discount). They also might have put up a more revealing face than a Blank 
face to a stranger had they known something about the age and gender of the inquirer. 

The results in Section 3 hint at the Chinese respondents being careful not to reveal 
too much of their identity when it was not necessary, but also not to put up a perhaps 
impolite Blank face. Finns, respectively, seemed less conscious and less considerate. 

5   Conclusions 

We repeated a study of privacy conceptions originally carried out in the USA. Our 
results show that one should be careful with general conclusions. A detailed analysis 
shows that the overall result of [2] does not hold in all cases. Culture was found to 
have a notable effect, and gender had an effect to a smaller degree. We are currently 
working on a more detailed analysis of the verbal comments of the participants. 
 

Acknowledgments. We thank Scott Lederer for giving us access to the data set of the 
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the Making). 

References 

1. Lederer, S., Hong, J.I., Dey, A.K., Landay, J.A.: Personal Privacy through Understanding 
and Action: Five Pitfalls for Designers. Personal and Ubiquitous Computing 8(6), 440–454 
(2004) 

2. Lederer, S., Mankoff, J., Dey, A.K.: Who Wants to Know What When? Privacy Preference 
Determinants in Ubiquitous Computing. In: CHI 2003 Extended Abstracts on Human Fac-
tors in Computing Systems CHI 2003, pp. 724–725. ACM, New York (2003) 

3. Lederer, S., Mankoff, J., Dey, A.K., Beckmann, C.: Managing Personal Information Disclo-
sure in Ubiquitous Computing Environments. Technical Report CSD-03-1257. Univ. of 
California, Berkeley (2003),  

  http://www.eecs.berkeley.edu/Pubs/TechRpts/2003/5250.html  
  (retrieved January 28, 2009) 



T. Gross et al. (Eds.): INTERACT 2009, Part I, LNCS 5726, pp. 704–707, 2009. 
© IFIP International Federation for Information Processing 2009 

Fair Partnerships – Working with NGOs 

Shikoh Gitau and Gary Marsden 

ICT4D Research Centre, University of Cape Town, South Africa 
{sgitau,gaz}@cs.uct.ac.za 

Abstract. This paper highlights how Non-Governmental Organizations (NGOs) 
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for Development (ICT4D). We use the design process of a voter education sys-
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1   Introduction 

Some of the challenges facing the design of technology relevant for developing com-
munity include: understanding the users in their context; opportunity identification; 
determining design requirements as well as evaluating the impact caused by the re-
sulting technology. These are mainly caused by differences between the researcher 
(mostly coming from a developed context) and the community of interest; the differ-
ences can be in terms of language, culture, attitudes and locality (where designers and 
users are separated geographically during some stages in the design process). These 
disconnects have had costly effects in ICT4D projects, with close to 70% of all initi-
ated projects failing within the first few years of conception [1]. Hence there is a need 
for an alternative means to approach the design of ICT4D. 

Non-Governmental Organizations (NGOs) are an instrumental and integral part in 
Africa’s development agenda; they exist as non-profit citizen groups, organized on a 
local, national or international level. NGOs have enjoyed high levels of trust and 
acceptance in developing communities, and are now used to provide information, 
analysis and expertise about these communities. They also help with the implementa-
tion of government projects and monitoring of agreements and policies. Using an 
NGO for community liaison is therefore an attractive prospect for ICT researchers 
wishing to create technologies for developing world communities, and reports of such 
partnerships are common, e.g. [2]. However, instead of using the NGO just as a liai-
son element in development projects, with roles limited to ‘access point’ or ‘contact’, 
we believe that it is important for these NGOs to be incorporated in a more integral 
role both in the development and evaluation processes for the project as they will 
remain in the community long after the technologist or researchers have left. We 
believe this type of evaluation mechanism is absolutely critical in working with an 
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NGO as it will allow them to measure in their own terms any improvements the ICT 
intervention has made and determine what needs to be done to afford more impact. 

In the rest of this paper we will report on working with three NGOs in the domain 
of voter education in Africa as part of a project to create new forms of multimedia 
voter education material. Voter education (VE) is a term used to refer to the process 
of disseminating materials and programmes designed to inform the electorate about 
the specifics and mechanics of the voting process for a particular election and aimed 
to enlighten them or convince them to participate in the election.  

Three NGOs participated in this study, all of whom are involved in democracy and 
governance issues in Africa; specifically Kenya and South Africa. In Kenya we 
worked with the Centre for Multiparty Democracy-Kenya and Media Focus on Af-
rica. In South Africa we worked with the Institute for Democracy in South Africa. 

2   Methodology 

Before the design process could begin, we needed to understand the voter education 
process from the NGO’s perspective and context, as well as conduct document eth-
nography where we followed the voter information development process. We first 
sent out an initial questionnaire to the NGOs whose aims were to capture basic demo-
graphic information as well as the technical competency of their staff. This informa-
tion allowed us to plan our study such that it would suit the NGO’s schedules and 
technical abilities. Thereafter, we carried out a contextual inquiry study,  where we 
took an ‘apprentice mode’ within the communication office that is in charge of the 
voter education process.  

A contextual inquiry allows the designer to learn more about the user by observing 
them in their daily routine; this is especially important in circumstances where the 
designer has little or no understanding of the user’s domain. We therefore observed 
the NGO staff as they carried out their day to day tasks throughout the voter education 
process in addition other tasks within their mandate. We followed these observations 
with unstructured interviews to clarify some of the observations that were made but 
were not explicit. This triangulation of techniques allowed us to capture information 
that we had missed previously and clarify observations made and inquire deeply into 
given actions. 

We made notes for both the observation sessions as well as the interviews and digi-
tal photos were also taken of some the key moments.  

3   Findings 

The study found that voter education is a very complex but deliberate process that 
went beyond the mere dissemination of voter information material. We noted that 
each piece of information – the message – was tailored towards a particular segment 
of voters according to their demographic data. Voter education messages were 
disseminated either directly through face to face encounters (such as workshops), 
door to door visits or through broadcast media including print media, television, and 
radio. The radio was the dominant media, taking over 50% of the total VE budget 
dues to its wide spread use in both these countries.  
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NGOs monitored the impact of the VE process through a fortnightly survey, whose 
result determined whether a message achieved its intent, whether it should continue 
running or if it should be changed for a different segment of voters or moved to a 
different media.  

During the study, we introduced the Big Board (BB)[3]as complimentary media for 
voter education that allowed sharing of multimedia using large public displays and 
mobiles phones via Bluetooth transfer. Using a participatory design approach, we 
designed a PC based application, that would allow the NGO staff to create, 
manipulate and upload media onto the BB, that will then be accessed by voters on 
their mobile phones. This media could be adjusted and cycled to fit the various voters 
needs, through a simple drag and drop interface (a technique familiar to the NGO 
staff). The application, as envisioned by the NGO would facilitate in cutting down on 
operational cost incurred from outsourced services but still enable a widespread reach 
via mobile phones with the assumed viral spread of the messages. Through various 
iterations, observations and task based analysis we ensured that the NGO staff could 
comfortably use this application to upload media onto the BB. 

The cooperation with NGOs during the study not only ensured that we could 
develop appropriate solutions for information dissemination by providing us with an 
understanding of the voters and voter education processes; but their ability to measure 
the envisoned impact (through their standard monitoring tools) allowed them and us 
to have the confidence that they could evaluate the effectiveness of the BB system 
during a voter education process. 

4   Discussion 

This is a research that, if we had attempted to do on our own, would certainly have led 
to failure. We discovered that voter education turned out to be more complex than we 
had initially envisioned, where demographics, illiteracy, trust and integrity are critical 
aspects that are largely opaque to the outsider. Furthermore, we did not have the ca-
pacity in terms of staff and funding to properly explore these issues to a point where 
we could make a contribution.  

So, once again we see the value of having a ‘human-access point’ into the commu-
nity [4]. We could leverage their deep understanding of the people and their needs to 
help create solutions in developing community settings. What is less clear, however, 
is what the NGO gets out of their collaboration with us. If we are not to be accused of 
propagating imperialism in Africa once more (this time in the form of culture or tech-
nology) then joint research of this nature must be an equal partnership. From our 
experience we propose that this equality should not be in the form of task-sharing (it 
is pointless for the NGO to learn how to write software, just as it would be for us to 
learn all the laws relating to the conduct of elections). Instead, we recommend that 
each party have in place a meaningful evaluation method that can be applied at the 
end intervention. In this way, we believe that the research partnership can be kept 
‘honest’ as there is a clear understand of what constitutes success for each party. 
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5   Conclusion 

Ostensibly, this research is about the creation of a voter education system in Africa. A 
wider learning in the field of HCI4D (for the lack of a better term) is the way in which 
NGOs should be engaged in this type of research partnership. Many papers report on 
the data and advantages of working with established NGOs and human-access points 
([4] for example) but do not report on how the NGO feels about the intervention. 
However, in at least one case we are aware of, an NGO partner was unhappy at the 
intervention.  

Our experience suggests that these problems can be avoided by making sure the 
NGO has an evaluation method in place that can inform them of the impact of your 
intervention in their domain. In fact, we would argue that such a partnership must not 
be entered into until such evaluation methods exist. By this token, we can ensure 
equal benefit to both the research community and the NGO. 
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Abstract. We present the extensions to a software framework which supports 
the construction and evaluation of mixed-fidelity prototypes for mobile devices. 
The framework is available for desktop and mobile devices and allows design-
ers and users to test the prototypes on actual devices. Additionally, the exten-
sions aim at allowing designers to gather usage information, both passively and 
actively, tailoring the used techniques to users or project’s goals. It supports 
contextual and ubiquitous evaluation also including in-situ prototyping and  
participatory design on-the-go. We address the evaluation’s features and their 
contribution to the field of mobile interaction design, presenting real-life case 
studies and achieved results.  

Keywords: Mobile devices, In-Situ Evaluation, Ethnography, Prototyping. 

1   Introduction 

Designing for mobile devices is an increasingly demanding challenge. Besides the 
hardware constraints that are imposed by their size, interaction modalities, diversity 
and portability, their pervasiveness and multi-purpose functionality imply an entire 
new set of usage paradigms. Accordingly, specific design methods and techniques for 
mobile devices have been emerging and receiving special attention by researchers, 
leading to the appearance of different approaches for a wide range of problems 
[1,10,11,21,24]. Given the differences from fixed technologies, most efforts are di-
rected to prototyping and evaluation. These suggest the need for detailed and carefully 
built prototypes that offer a more resembling picture of final solutions and their char-
acteristics [9,19] , even at the earliest stages of design. Another important benefit that 
results from using such techniques and carefully built prototypes is the ability to use 
them in realistic settings. In fact, the majority of research results within this area point 
the necessity of conducting evaluation out-of-the-lab [1,7,8,17], on the actual settings 
where the final applications will be used, since the beginning of the design process 
[24]. Besides providing users with more realistic experiences, this approach allows 
designers and evaluators to see users interact with the devices within scenarios that 
will likely be real settings for the final applications. This leads to the detection of 
more design and usability issues and allows for a better understanding of how users 
interact with the applications in the real-world [24]. 

However, despite the increasing amount of attention towards in-situ contextual 
evaluation, support for this type of procedure is still relatively scarce [12,24]. Existing 
examples usually point guidelines on how to emulate real world settings within labs 
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[1,21] or conduct role playing simulations. This contrasts with the aforementioned 
solid evidence and body of work that emphasize the advantages of out-of-the-lab 
evaluation [4,8,11,17,19]. As some experiences have shown, the lack of in-situ real 
world evaluation is a result of the relative inexistence of appropriate techniques to 
support such endeavor [12,24] and, when adequate techniques are available, the added 
effort that these require. 

These issues led us to conduct a series of experiments with low-fidelity prototypes 
and ubiquitous data gathering and evaluation techniques [24]. Throughout these, the 
learnt lessons pointed directions and techniques that proved to be adequate while 
supporting mobile design and, in particular, mobile evaluation [24]. Nevertheless, 
despite the exciting results, some of these techniques still required added effort and 
placed a heavy burden on users. Naturally, this provided the motivation, which, pro-
pelled by the inspirational results, set the ground for the design of tools to support and 
share ways on how to apply, on an easier fashion, the same techniques. 

In this paper we present the evolution and added features of a framework that ac-
knowledges the inevitable differences between fixed and mobile technologies and 
respective design requirements and aims at supporting mobile design. The framework 
provides the necessary features to support the creation and design of mixed fidelity 
prototypes and their usage on real devices for testing sessions with real users on real 
locations. However, now, and more importantly, it has been updated to cover the 
evaluation of mobile applications and design experiments in realistic settings using 
the set of techniques that had a strong and positive impact on the aforementioned 
experiences. Our contribution in this paper is the description of how the experiences 
and techniques that inspired the framework’s upgrade were materialized and inte-
grated with the prototyping stage, allowing designers to tailor the evaluation process 
to the project’s need or the target end-users.  

We discuss how the combination of emerging ubiquitous evaluation techniques 
were introduced within our tool, supporting shorter design cycles and experimentation 
at very early stages, mitigating the burden placed on users and designers. We suc-
cinctly describe the overall framework and its goals focusing on the evaluation fea-
tures that it integrates. We proceed with the description of some of the case studies in 
which the framework has been used, highlighting the impact it had on the design 
process. Finally, we discuss results, present conclusions and draw future goals. 

2   Inspiration/Motivation 

The evaluation of user interfaces and interactive applications is a crucial part of the 
design process. It provides the opportunity to understand if the user interface is suit-
able to be used while users are trying to achieve certain goals within a certain context, 
opening doors for corrections and improvements. When it comes to mobile devices, 
the settings and contexts in which users interact with the applications while trying to 
get something done, may vary infinitely, depending on the device, the user’s location 
and surroundings (e.g., lighting conditions, noise, social context, posture). Moreover, 
some activities span through various settings, which might affect how users interact 
with the device/application, even during a set of actions that lead to one specific goal 
[24]. Consequentially, evaluation gains even more relevance in a mobile context and, 
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as many experiences, including our own, have pointed, benefits greatly if undertaken 
in-situ, out of the lab, in the real world [17,19,21,23,24].  

However, this introduces additional challenges, which are still difficult to over-
come. The techniques that are usually applied for fixed technologies (e.g., user obser-
vation, WOz simulations) are demanding when applied away from laboratory settings, 
on moving contexts, sometimes even inadequate and frequently avoided  [12,24]. Our 
experiences demonstrated that prototypes need to be realistic and to provide a tangible 
experience. Methods that require the designer’s presence hinder the process by affect-
ing the experience and because of the time/effort they imply. Nevertheless, techniques 
such as the Experience Sampling Method (ESM)[4] and diary studies[22], and even 
usage registration (e.g., actually writing and marking clicks/taps on the cards when 
interacting with them, provided good results. However, even these require user’s 
cooperation and can be demanding during real-world tests. 

Recent works, addressing these issues and aiming at further improving and sup-
porting mobile evaluation, have introduced technological methods to gather usage 
data remotely through active (e.g., , ESM, Diary Studies) and passive modes (e.g., 
Logging), enabling evaluation on real settings. For instance, with close goals to our 
framework regarding evaluation, the Momento [3], and the MyExperience [8] systems 
provide support for remote data gathering. The first relies on text messaging and me-
dia messaging to distribute data. It gathers usage information and prompts question-
naires as required, sending them to a server where an experimenter manages the  
received data through a desktop GUI. On the second, user activities on Mobile Phones 
are logged and stored on the device. These are then synchronized depending on con-
nection availability. The logging mechanism detects several events and active evalua-
tion techniques can be triggered according to contextual settings. The Topiary system 
[15] follows a similar approach and aims at supporting the evaluation of context-
based applications. 

Our approach also addresses these issues and takes into account previous results, 
but inspired by lessons learned and the available literature [7,11,17,19,24] aims at 
integrating the in-situ prototyping and evaluation stages seamlessly, facilitating user 
involvement and  the design process. None of the existing work integrates the in-situ 
prototyping and evaluation on real devices, also including means to adjust the proto-
types while evaluating them or to analyze them (e.g., various alternatives to one user 
interface), individually or simultaneously, on intuitive and simple to review modes. 
Furthermore, most are focused on specific issues or domains and depend on server-
client architectures, requiring a constant connection or frequent synchronizations. 
Additionally, none combines various techniques into the same tool, allowing design-
ers to tailor evaluation to their needs. 

Our goal is to focus the interactions that directly relate to prototypes on early de-
sign stages, facilitating their on-the-spot analysis through several mechanisms and to 
combine them with qualitative data easily gathered by end-users. For this, the evalua-
tion methods are automatically integrated within a mixed-fidelity prototyping tool that 
conveys the two stages, bridging the gap between prototyping and in-situ evaluation. 
Our contribution over previous work is the integration of several data gathering and 
analysis techniques that can be used seamlessly on mobile devices, facilitating  
user involvement and the design process. We support the creation, use and evaluation 
of prototypes on real devices, also including means to adjust them (e.g., low and  
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high-fidelity with video and audio) in-situ, while evaluating or analyzing them (e.g., 
various alternatives to one user interface), on a video-like mode. 

2.1   Background  

To cope with early design stage difficulties, especially during prototyping and evalua-
tion, the framework’s features cover both stages, supporting an iterative and participa-
tory design that facilitates the transition between the two stages. Its umbrella goal is to 
support the early design of applications for mobile devices. Rather than including 
complex features and supporting the creation of very detailed software prototypes, we 
aim at supporting rapid prototyping and in-situ evaluation, focusing techniques and 
features that have been proved to be highly effective in these settings [24]. Like exist-
ing tools [6,13,14] it provides designers with means to quickly create prototypes. At 
this stage, the framework’s main features allow designers to create mixed-fidelity 
prototypes (e.g., sketch-based or visual component based), targeting different con-
cerns, and configure their behavior (e.g., navigation between screens/cards, play audio 
and video files; allow end-users to interact with traditional components – text-boxes, 
combo-boxes). These prototypes can be easily copied into a mobile device where end-
users can interact with them [25]. 

 

Fig. 1. Prototype editor. Cards/Screens can be dropped and moved inside the working area and 
composed by sketches (the first two screens) or interactive elements (right bottom – with a 
video container, two buttons and a text-box). 

Additionally, direct prototyping on the mobile devices is also supported, enabling de-
signers and end-users to update and re-arrange simple details, improving the prototypes 
on real settings, out of the lab. The major advantage of using actual devices, with com-
ponents and interaction modalities available to the used device, is that problems regard-
ing the device’s characteristics (e.g., size, weight, screen resolution, shape) emulation 
are solved [19], avoiding the cargo cult syndrome [9] (e.g., misleading users) and  
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providing end-users with a much more tangible and realistic usage experience and better 
evaluation results.  

Figure 1 depicts the framework’s prototyping interface. Designers can visually cre-
ate each screen/card using sketch based images and augmenting them with behavior 
(e.g., defining rules - click areas emulating buttons) which allow end-users to navigate 
through the prototype (without the user acting as a Wizard-of-Oz) on the mobile de-
vice. Alternatively, or in concert with sketches, graphical components can be dragged 
and dropped on each card (e.g., picture-boxes, labels, buttons, text-boxes, track-bars). 
Each prototype’s specification is saved into an XML file. The counterpart for the 
prototyping tool (Figure 1) is the runtime environment that is responsible for recreat-
ing the prototypes on the targeted devices (Figure 2, left). Currently we have a  
runtime environment for Windows Mobile, Palm OS and SymbianOS. A Windows 
version was also created to allow testing on TabletPCs. 

     

Fig. 2. a) User with an interactive low-fidelity prototype on an actual mobile device. b) Active 
data gathering. Questionnaires can be completed and browsed on the device. 

3   Extensions and Requirements 

In order to facilitate data gathering during real world evaluation sessions, using the 
techniques we applied on to the preceding experiences, our framework had to be ex-
tended, combining different approaches that could be used in concert or alternatively. 
Additionally, means to easily analyze the gathered data, even on-the-spot, during in-
situ trials, were necessary. Overall, these goals can be supported by (a) retrieving 
reliable usage information without intrusive equipment, without the designer or us-
ability engineer’s presence and using seamless/passive techniques; (b) supporting the 
analysis of usage patterns and usability concerns through the visualization of the 
user’s activities; (c) integrating alternative methods that provide qualitative data ex-
tending the scope of the evaluation process.  

These goals emerge as a consequence from the framework’s prototyping features 
and successful experiences they provided [24]. Directly embedding these techniques 
on the developed prototypes, created with the framework, should facilitate the overall 
design process flow. Globally, this can be achieved through the following features: 
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1. Gather data through passive and active techniques. On the former, every action 
that the user takes is automatically logged with customized granularities. On the 
latter, the use of methods such as probing, ESM [4] and diary studies [22], inte-
grated within the tool, provide another source of data and usability information. 

2. Contextual card tagging and sorting. Each screen/card can be tagged and  
numbered in-situ, defining a sequence that fits the user’s needs in a particular 
setting/context. This allows designers to select optimal configuration and ar-
rangements for the applications or user interfaces that are being designed.  

3. Analysis functionalities - The analysis of gathered data is paramount during the 
design and evaluation process. Accordingly, we include data analysis features 
on the desktop editor and on a mobile version for in-situ evaluation/analysis.  

4. Multimodalities are a key factor on mobile devices, providing redundant out-
put/input channels that cope with the adversities of the usage context or offer 
support for disabled users. Since our framework supports the prototyping and 
simulation of multimodal applications (e.g., including voice capturing, audio 
and video elements) these modalities can play a paramount role for evaluation 
purposes. 

4   Tailoring the In-Situ Evaluation 

Besides combining the aforementioned techniques and integrating them with the pro-
totyping features, particular care was directed into facilitating their utilization and 
adjustment. The following sections detail how they were applied and enhanced. 

4.1   Passive Techniques – Intelligent Logging Engine  

Integrated within the runtime environment, the tool in which users can interact with 
the prototypes, there is a logging engine which is responsible for the passive data 
gathering (i.e., without the user’s explicit intervention) mechanisms. Its goal is to 
collect usage data without any intervention or even awareness by the user. Accord-
ingly, it stores every event that is triggered by the user’s interaction with the prototype 
and device or by the time constraints associated to each element/screen. Events range 
from each screen tap, each button press or even each character that was typed. Events 
are saved with a timestamp, allowing its reproduction for the re-enactment of the 
usage behavior. Details such as the type of interaction, location of the screen tap, etc., 
are also stored for every event. In summary, it generates a detailed and structured 
description of every occurrence while the prototype was used. 

However, considering mobile devices’ limited memory and battery, the granularity 
of the logged events can be easily configured both during usage and during the proto-
type’s construction. Limiting the amount of logged events reduces the size of logs and 
the processing that logging requires. Moreover, the adjustment of the logging granu-
larity can also be used to match the gathered data with evaluation and analysis’ pur-
poses. For instance, if the evaluator is particularly interested in understanding how the 
user navigates between the existing screens that compose the prototype, but has no 
interest in collecting data regarding the locations of taps on the screen, the latter event 
can be ignored. This mechanism creates logs that are focused to particular events.  
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These configuration options are also important when taking into account the sev-
eral modalities that are available within a particular prototype. Here, the selection of 
events, which pertain to specific modalities (e.g., play, pause of an audio track or 
video, voice commands) is also paramount in order to facilitate analysis of usage logs 
(e.g., if the application is to be used by a visually impaired user, the designer might 
enable logging only for the audio modality and the user’s voice commands). Overall, 
the logging engine supports configurable data gathering that can be focused on the 
evaluation goals without adding effort or requiring users’ intervention. 

4.2   Active Techniques 

To support active data gathering users, while interacting with the prototypes assume 
an active role and are responsible for providing usage or context information for pos-
terior analysis. This type of data gathering has been widely used on mobile devices, 
through techniques such as the ESM [4] or Diary Studies [23]. The main medium 
utilized to gather information with these techniques is questionnaires. For the former, 
at particular times, users are required to fill-in a questionnaire, responding to ques-
tions that pertain to the action that they are performing. On the second (diary studies) 
users are free to annotate any information that they find relevant such as their loca-
tion, surroundings, etc. This provides qualitative data regarding the usability of the 
system that is being used. Naturally, users are usually required to carry paper ques-
tionnaires along with them while performing their activity, which often leads to users 
not remembering to complete the questionnaires or hinders the activity at hands [25]. 
Moreover, ESM questionnaires are generally directed to specific issues and diary 
studies are strongly dependent of what users find meaningful, which many times is 
not what designers are interested in. Here, the digital support plays a key role since 
questionnaires can be prompted automatically when necessary [26]. 

To facilitate and enhance these two techniques, the framework supports active data 
gathering by offering means for designers to create and include, within their proto-
types, questionnaires that can be completed by users during in-situ evaluation ses-
sions. Using the same mechanism and interactive elements that are used to build the 
high-fidelity prototypes, questionnaires can be easily configured to focus the details 
and goals of the evaluation or target users and include whichever questions designers 
find relevant. 

Tailoring the Experience Sampling Method. Taking advantage of a behavior engine 
and respective conditions and actions, the framework provides means for designers to 
define specific conditions or settings in which these questionnaires can or should be 
presented to users. This technique, if well used, provides support for intelligent ESM 
and pro-active Diary Studies since usability questionnaires can be prompted accord-
ing not only to time, but also location or behavior triggers.  For instance, if the user 
misses a specific screen location or button several times, tapping a nearby location, or 
is taking more than 1 minute to respond to a question, a questionnaire can be auto-
matically popped up. Here the end-user can be requested to explain the reason behind 
the low accuracy or describe the setting in which s/he was working (e.g., while jog-
ging, seating on the sofa at home). Also, if targeting navigational issues or the appli-
cation/user interface’s structure, questionnaires can be configured to appear when 
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certain cards/screens are reached (e.g., after the “send SMS” interface). Rule/behavior 
definition is wizard-based and does not require programming knowledge. 

Enhanced Data Gathering. The various input and output modalities that the frame-
work offers allow designers to gather data in diverse formats. For instance, when a 
questionnaire is popped, and in order to allow the user to continue with his/her activ-
ity while completing it, instead of typing the answers on the device, these can be 
given by voice, depending on the user’s activity or preference. Besides increasing the 
flexibility and ease of responding to usability questionnaires it also provides richer 
data allowing designers to have an idea of the environment in which the user is inter-
acting with the prototype (e.g., quiet/noisy, alone or accompanied by other users). For 
instance, if the user completes the questionnaire by recording his/her answers with an 
audio recording element (see figure 1, screen on the right bottom), the surrounding 
noises can or might also be recorded. Another positive consequence from using sev-
eral modalities to collect data is the resulting accessibility it provides for users with 
impairments. For example, if testing a tool for blind users, they can be requested to 
easily collect usability data by recording thoughts instead of writing. 

Furthermore, if needed, users are also able to film or take pictures (whenever the 
device includes a camera) of the environment in which the activity is taking place or 
where the usability issue was detected.This contextual information is extremely valu-
able, providing information on the user’s location and the environment and can be 
used in a posterior analysis relating it with the data that is gathered through logging. 

Screen/Card Annotation and Tagging. Text, audio or video (if the device has a 
microphone or camera) annotations can be added to every screen while using the 
prototypes. Annotations can store thoughts, opinions or users’ impressions, pictures or 
the usage context, or any other information that the user whishes to collect (e.g., diary 
studies). The aim is to compensate for the absence of ESM questionnaires that fo-
cused a detected issue while the user interacted with the prototype and to allow users 
to freely provide evaluation data about the usage experience, even if not requested to 
do so. Screens can be tagged with sequence numbers in-situ and their sequence can be 
easily modified. This supports contextual card-sorting, adjusting the navigation se-
quence or desired workflow to the requirements of particular situations. 

5   Analysis Tools 

The framework includes two different approaches to the analysis of data which are 
directly correlated with the supported data-gathering techniques. 

5.1   ESM/Diary Studies Results 

All the data that is gathered by end-users, through ESM, diary studies, annotations 
and questionnaires can be directly reviewed and browsed on the runtime environment. 
As seen in figure 2 (middle and right), results of completed questionnaires are stored 
on the mobile device and can be loaded together with the questionnaires. Interaction 
logs that are automatically stored can also be consulted directly on the mobile device. 
All the results are stored in XML files and can also be reviewed in any text editor. 
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Fig. 3. Log Player – Interaction heat maps on two different approaches for the same tool 

5.2   Log Player 

In order to evaluate the users’ behavior towards the user interface on real scenarios, 
we intended to replace, as far as possible, direct observation with a similar mecha-
nism. The log player resembles a “movie player” which re-enacts every action that 
took place while the user was interacting with the prototype (figure 3). Adjusting the 
speed in which events are (re)played is also possible (e.g., fast-forward; double 
speed). Events can be played sequentially and according to the time-stamps that were 
recorded or they can be aggregated and searched by type (e.g., heat maps that show 
all the taps in a screen or browsing every “next screen” event).  Although these logs 
are limited to direct interaction with the device, they still present enough detail to 
indicate whether a button needs to be enlarged, if the screen arrangement should be 
changed or what type of element or modality is preferable in certain situations [26]. 

The log-player tool also includes a communication module that allows the player to 
be connected to another mobile device while a user is interacting with a prototype. 
Here, the logging mechanism forwards every event to the monitoring device, allowing 
the designer to remotely review, in real-time, the user’s interaction with the prototype. 
For instance, if the prototype is running on a Smart Phone with a GPRS connection or 
within the range of a Wi-Fi network, the designer is able to monitor and gather data 
on real-time on the user’s interaction with the prototype directly on his/her desktop 
computer or even another mobile device. 

6   Case Studies 

The framework has been used to design and evaluate several prototypes on various 
domains (e.g., psychotherapy, physiotherapy, personal training, education, rich digital 
books). Throughout this process, both designers and end-users created and used their 
own prototypes on various locations, gathering data through the various techniques 
that are supported by the framework. Experiments occurred during the initial stages of 
design. 

In order to assess the benefits of using our framework, and to further improve it, 
end-users participated in the evaluation sessions in two different stages. In the first 
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stage, traditional [2] and updated techniques [24], focusing on mobile concerns, were 
used. In the second set of sessions, the framework was used. End-users and designers 
were interviewed after each session. When using the framework, end-users were also 
requested to use the included annotation features (and some questionnaires that were 
included in each prototype) to provide their opinion of the overall experience and 
suggestions. Designers responded to questionnaires after analyzing the resulting data 
from the tests that were conducted.  

 

 

Fig. 4. Users interacting with mobile prototypes on different devices and different settings 

A total of 5 designers and 50 end-users with diverse ages and backgrounds were 
involved in these experiences. From these 50 end-users, around 15 participated in the 
psychotherapy case study while the remaining were divided by the other experiences. 
Evaluation sessions took place in several settings (e.g., psychotherapy - therapist’s 
office – fig. 4(d); personal training – soccer field – fig. 4 (a); education – university 
and gardens fig.4(e)). Different mobile devices were also used (e.g., TabletPCs, 
PDAs, SmartPhones with and without keyboards). 

Throughout the tests that took place with evaluating the framework, the main con-
cern was to understand the differences and advantages, for designers and end-users, 
between the use of traditional low-fidelity (figure 4(c)) and software prototypes with 
gathering techniques on the evaluation framework. When traditional techniques were 
used, paper cards/sketches were changed by a designer, using the WOz technique or 
by the user, when trying out the prototypes by him/herself. With these low-fidelity 
prototypes, ESM, end-users’ and designers’ questionnaires and registries were sup-
ported by paper and pen. Some experiments were filmed for posterior analysis and to 
detect issues that could be improved on the framework.  

7   Results – Usability, Accessibility and Multi-modalities 

Globally, designers’ reactions to the evaluation framework were very positive. The 
ability to run their prototypes on actual devices (sometimes on the users’ devices) was 
particularly appreciated. As stated by one of the designers: 

“Mobile prototypes, especially phones, are very personal devices and users inter-
act with their own differently than when using an unknown device, so seeing and 
getting usage information of users interacting with their devices was very positive.” 

a) 

b) 

c) 

d) 

e) 
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ESM questionnaires that could be triggered and configured to request users for  
information at specific times were also very useful. However, the definition of the 
triggers and conditions took some time to be easily manipulated by the involved de-
signers. Moreover, the construction of the questionnaires, especially when using audio 
and video recorders was somewhat difficult to understand and use. When asked about 
the active data gathering techniques, one of the designers said: 

“It’s a bit difficult to test sounds and videos on top of the sketches. Initially I also 
had trouble when creating questionnaires that didn’t use text-boxes. The best feature 
was being able to add questionnaires to each screen and define when and if they 
should pop up.”  

Nevertheless, the analysis of the resulting data was stated to be very easy and natural 
since it followed the same mechanisms used to interact with the prototypes. In par-
ticular, the captured videos and photos (albeit very few) gave designers a very clear 
idea of the context in which users were while using the prototypes. 

Experiences with the log-player also led to interesting findings. Usage patterns and 
the adequacy of some modalities were noticeable while reviewing the logs. For in-
stance, track-bars, although not requiring text input, raised some difficulties mainly 
given the small size of the interactive counter. Moreover, when completing a task, if 
users were seated, they usually used the device’s QWERTY keyboard (when avail-
able). However, once walking they preferred to use the virtual keyboard, using one 
hand to hold the device and the other to tap on the virtual keyboard, alternating with 
any other activity that required their hand. Curiously, once seated again, they would 
not return to the physical keyboard. Also, while walking, accuracy towards buttons 
was much lower. Audio input was also avoided when users were accompanied. How-
ever, audio output was preferred in most situations [26]. 

Figure 3 shows screenshots of the log player being used to evaluate a low-fidelity pro-
totype for a movie player designed by a teacher during a brainstorming/evaluation session 
that took place at a public university. The images show the two prototypes being analyzed 
on the log player. Since all the logs have time-stamps and are cataloged by date, it was 
simple to correlate the logs and the locations/settings from which they resulted. Moreover, 
even specific portions of each evaluation session could be identified (e.g., at the beginning 
of the test, the user was seated; at the end of the evaluation test, the user was walking to 
another class). These situations were mapped to parts of the log where we noticed different 
accuracies regarding button selection and interaction, which allowed us to see that most of 
the missed taps on the screen referred to the situations where users were walking. As ex-
pected, while they were seated, accuracy was much higher. However, the log analysis 
provided a fairly precise idea of the necessary size and location for each button. With the 
first prototype, the log shows that users had difficulties while using the video controls. 
With the second version of the same prototype, with larger buttons, accuracy was much 
higher. Results showed that components placed near screen edges raised usage difficulties, 
especially when users interacted with their fingers instead of the stylus.  

So far, all the involved designers considered the revision of users’ behavior, with-
out the need for direct observation, extremely useful. In fact, when combined with the 
questionnaire results this allowed the detection of several issues which translated 
directly into UI improvements. Results were particularly interesting since they fo-
cused not only on a wide variety of contexts but also allowed the detection of prob-
lems that emerged while transiting between contexts. However, interestingly, the most 
noteworthy and positive results were found when interviewing users.  
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The use of actual devices and prototypes that could be interacted with and used 
was very appealing to users and provided a much more tangible and realistic experi-
ence, especially when compared to the traditional low-fidelity prototypes. 

“I only really understood what they (the designers) were showing us when I was 
able to use the PDA and the buttons started to actually do something.” 

Moreover the ability to participate on the prototyping process, even during field tests, 
was one of the favorite features.  

“It was really nice to be able to propose ideas to them and show what would be a 
better fit for me by drawing it on the mobile device and bringing it to life right there. 
It made me want to become a designer.” 

Finally, when designers were able to create questionnaires with different modalities 
(e.g., video and audio recorders), users provided more and richer data. As commented 
by most users, this was a reflection of the easiness to speak or photograph when using 
the prototype instead of stopping and writing thoughts or detected issues. 

“Compared with the paper version, it was much easier to record what I had in 
mind or photograph what was going around than writing it down.” 

Moreover, as previously mentioned, it allowed users with disabilities (on the rich 
digital book player case) to test the prototypes since the beginning and to provide 
usability data as well, regardless of the used device. 

Globally, the results of the experiments and on users’ opinions validated the posi-
tive influence of the prototyping and evaluation framework on the design process. 
Some of the findings that emerged when using the evaluation and analysis features 
resulted in modifications that were specific to the domains of each case study while 
others confirmed generic guidelines that can apply to most mobile devices when used 
ubiquitously (e.g., element location, content per screen, preferred modalities). 

7.1   Design Perspectives and Guidelines 

From the design process perspective, we believe the use of the evaluation framework 
can support and enhance the design of mobile applications and user interfaces. The 
main reasons and discussion topics that resulted from the case studies and evaluation 
sessions indicate that: 
 

• Evaluation in-situ provides shorter design cycles. By gathering data, analyzing 
and adjusting prototypes on the field, designers are able to redefine, adjust con-
cepts or approaches and test them very quickly and directly on the used device. 

• Users grasp ideas and concepts better. The use of actual devices and interactive 
prototypes, that do not depend on the designer to work or change cards, provide a 
better usage experience and end-users and allows them to understand what de-
signers are trying to convey more quickly. 

• Data gathering works better when using multimodalities. Video and voice re-
cording allowed users to quickly register their thoughts, opinions or answer ESM 
questionnaires without requiring them to stop what they were doing. 

• Since data gathering is easier, users provide richer data. When compared with 
initial experiences using traditional techniques, users collected much more data. 
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The ability to film/photograph brings great benefits. Capturing a video or taking a 
photo of the surrounding environment is much easier than writing down a de-
scription of the user’s context and provides much more detail. 

• Intelligent ESM provides means to focus different or specific details. The ability 
to detect the user’s activities and define questionnaires that can be displayed ac-
cording to the user’s behavior allows designers to focus key issues (e.g., user 
takes too long when viewing a screen or frequently misses a button). 

• Automatic Wizard-of-Oz facilitates designer’s work and reduces the need to fol-
low or ask users to change the screens/cards by themselves, facilitating the proc-
ess and, once again, providing better and more realistic usage experiences. 

• Logging provides information on various details for low and high-fidelity proto-
types. Furthermore, the ability to review how users interact with a prototype pro-
vides paramount information regarding usability issues. 

• Overall, since it requires no programming knowledge the framework allowed us-
ers to actively participate on the evaluation, creating and adjusting their own pro-
totypes, providing a softer and sounder transition between design fidelities. 

8   Conclusions and Further Research Directions 

This paper presented extensions to a framework which aim at taking advantage of 
some emerging techniques by offering support for in-situ mobile evaluation. The 
framework includes several methods and approaches into tools that support and inte-
grate prototyping and evaluation, providing a tighter fit between these two stages and 
resulting in shorter design cycles on the initial design stages.  

The experiences and case studies in which the tools were used confirmed the bene-
fits that it provides for the design of mobile applications and user interfaces, espe-
cially during the initial stages of design. Besides facilitating the gathering of data on 
ubiquitous settings, it promoted user involvement and provided better and more real-
istic usage experiences which resulted in richer evaluation and field sessions. 

Although we do not aim at replacing direct user observation or other contextual 
techniques, we believe that the presented framework can play an important part on the 
quick design and testing of design concepts and user interfaces. The encountered 
limitations, especially the development of ESM questionnaires and their integration 
within the prototypes, will be the focus of further evaluation and adjustments.  

Finally, we are integrating the framework into a new group version which includes 
a large screen display module where several logs can be seen simultaneously. It en-
ables teams to review logs simultaneously, comparing a user or a prototype’s per-
formance in various settings. The group log player also allows designers to monitor 
several users, even detecting interactions between each other. These will allow for the 
evaluation of team work and collaboration within mobile settings. 
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Abstract. In this paper, we explore whether sharing a user’s web browsing ac-
tivity across their computing devices can make it easier to find and access web 
sites on a mobile device. We first surveyed 175 smartphone users about their 
web use across multiple devices. We found that users shared web information 
between devices, but generally used cumbersome manual methods to do so. In a 
second study, we tracked the web sites visited by 14 participants on their PC 
and mobile phone, and used experience-sampling surveys to determine whether 
sharing sites across devices would be useful. We found that participants visited 
many of the same sites on both their mobile device and PC, and that participants 
were interested in viewing additional sites from their PC on their mobile device. 
Our results suggest that automatically sharing web activity information between 
devices has potential to improve the usability of the mobile web. 

Keywords: Mobile web, cross-device user experience, activity logging, experi-
ence sampling method. 

1   Introduction 

Mobile web browsers have become a common feature of many smartphones and mo-
bile devices. While some earlier mobile devices supported only specially formatted 
mobile web pages, many current mobile devices offer full-featured web browsers that 
allow access to any web page. These mobile web browsers provide users with the 
ability to quickly look up facts, exchange messages with friends, read news articles, 
find maps or directions, and access other information from anywhere and at any time. 

Despite the benefits of mobile web access, mobile web usability is fundamentally 
limited by the constraints of the user’s mobile device. Mobile devices typically have 
slow connections, small screens, and tiny keyboards. One particular challenge to 
using the mobile web is the difficulty of navigating to new web sites. Entering a web 
site address on a mobile device requires the user to type a significant amount of text 
on a small mobile device keyboard, which can be slow and error prone. This presents 
an obstacle to visiting new sites on the mobile web. Therefore, making it easier for 
mobile web users to access web pages has the potential to substantially improve the 
user experience of web browsing on mobile devices. 
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One approach to improving access to mobile web sites is to automatically suggest 
web pages that a user might wish to visit. Prior research has shown that a user’s con-
text, such as their location, can be a useful predictor of their information needs [1]. 
Prior mobile search prototypes have used location information to auto-complete mo-
bile search queries and improve search efficiency [2]. However, this previous work 
has focused primarily on a single type of context—location—and has ignored other 
sources of contextual information. In this paper we introduce a new source of context 
to enrich the mobile web browsing experience: the web activities that a user performs 
on their other devices, including their home and work PCs. Examining a user’s web 
activity on these other devices may reveal which sites they frequently visit, what 
topics they are currently interested in, or what activities they are planning.  

To understand how PC and mobile web browsing are connected, we performed two 
studies with current mobile web users. In the first study, we surveyed 175 smartphone 
users about their web browsing habits. We found that users sometimes shared infor-
mation between their devices, but generally did so using manual methods such as 
emailing themselves or copying URLs on paper. In a second study, we used activity-
logging software to determine whether users viewed the same sites on their mobile 
devices as on their PCs. We also used experience-sampling surveys to ask participants 
whether specific web pages from their PC browsing history would be useful on their 
mobile device. We found that 75.4% of the domains that participants visited on their 
mobile devices were also visited on their PC, and that 17.4% of the PC web pages 
suggested in surveys would also be useful on the participant’s mobile device. Overall, 
our results offer strong evidence that users’ web browsing activities may be similar 
across their desktops, laptops and mobile devices. These results suggest that support-
ing web activities across multiple devices can reduce barriers to accessing web con-
tent when using constrained mobile device interfaces.  

2   Related Work 

2.1   Mobile Web Use 

Prior studies have shown that users’ mobile web needs and behaviors are closely 
related to their current activities and context. Sohn et al. [3] used mobile surveys to 
capture users’ information needs while using their mobile devices, and found that 
users had a variety of information needs which were often driven by their current 
context. Demumieux and Losquin [4] installed a logging application on users’ mobile 
phones, and found that users performed a variety of information activities on their 
mobile devices. Cui and Roto [5] examined users’ mobile web access logs, and found 
that mobile web use could be classified into four categories: information seeking, 
communication, transactions, and personal space extension. Lee et al. [6] conducted a 
diary study in which users documented their experiences when using the mobile web, 
and found that users viewed a variety of sites in a variety of contexts. Other studies 
[7, 8] have identified mobile search patterns from web search query logs. Our  
research adopts a different perspective than these prior studies by exploring the  
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relationship between users’ web browsing activities and information needs on both a 
PC and a mobile device simultaneously. 

Some research projects have leveraged the contextual nature of mobile web use to 
provide easier access to the mobile web, such as by dynamically suggesting web sites 
based on a user’s context or stated interests. Kamvar and Baluja [2] developed a mo-
bile search page that used location information to predict and auto-complete mobile 
search queries. Cohen et al. [9] developed a personalized pocket directory that al-
lowed users to select categories of interest, and then populated these categories with 
suggested sites from a public web site directory. Panayiotou and Samaras [10] devel-
oped a personalized web portal that considered users’ preferred topics and location, 
and then automatically downloaded relevant web sites. Our research extends this prior 
work by exploring how a user’s web activity on other devices can be used to suggest 
web sites on a mobile device. 

2.2   Computing on Multiple Devices 

Recent studies by Oulasvirta and Sumari [11] and Dearman and Pierce [12] examined 
how knowledge workers perform tasks that span multiple devices. Knowledge work-
ers may use a combination of desktops, laptops, and mobile devices to perform tasks 
throughout the day. These studies suggest that managing information across devices 
can be difficult, and recommend that designers provide better tools for sharing and 
synchronizing information across users’ devices. These studies did not explore issues 
specific to web use as we do here. 

Other projects have investigated the usefulness of syncing web information be-
tween devices. WebPod [13] used a portable USB storage device to share a user’s 
browsing session, including open windows, web history, and bookmarks, between 
PCs. Mozilla Weave1 performs a similar function over the network, allowing a user to 
resume a browsing session on a different PC. However, prior work has not fully  
explored what types of web information are most useful to share between PCs and 
mobile devices. Our research therefore attempts to identify which, if any, web infor-
mation would be useful to share between a user’s various devices, taking into account 
differences in how each device is used. 

3   Study 1: A Survey of Multi-device Web Use 

Is sharing web information between devices useful? To answer this question, we in-
vestigated whether users currently share web information between their devices, and 
what methods they use to do so. We conducted a survey of current smartphone users 
that focused on their present-day web usage habits on their PCs and mobile devices. 

3.1   Method 

Informants. We recruited 175 (146 male, 29 female) mobile phone users with a mean 
age of 36 years (Standard Deviation, SD=7.3). All informants were employees at a 

                                                           
1 http://labs.mozilla.com/projects/weave/ 
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technology company and used the web frequently on their mobile phones. Informants 
were randomly selected from a list of company employees, and were recruited via 
email. Informants who completed the survey were entered into a prize drawing. 

Procedure. Informants completed a web-based survey from their home or office.  
The survey covered topics such as the types of web sites that they visited on their PCs 
and mobile devices, how they shared information between devices, and difficulties 
they encountered in using the web on their mobile devices. Completing the survey 
took between 15 and 30 minutes. Survey responses were stored in a database, and 
were later analyzed using Microsoft Excel. 

3.2   Results 

Web Browsing on PCs and Mobile Devices. Our informants’ browsing habits dif-
fered considerably between their devices. Informants visited many more web sites on 
their PCs than on their mobile devices. The majority of informants (64.6%) viewed 
more than 10 web sites per day on their PC, while most informants (85.1%) viewed 5 
or fewer sites per day on their mobile device.  

We were also interested in how mobile web users accessed web sites on their mo-
bile devices. Informants reported that they used bookmarks much more frequently 
than they typed in URLs. Most informants (59.4%) used bookmarks stored on their 
phone to load pages at least several times per week, and 28.6% used these bookmarks 
daily. In contrast, 41.7% of informants manually entered URLs several times per 
week, and only 14.3% manually entered URLs daily. Overall, we found that infor-
mants generally used bookmarks or links to access web content on their mobile device 
(Fig. 1), which is unsurprising given the difficulty of mobile text entry. 

 

Fig. 1. Common methods used by our informants to load web pages on their mobile devices 

Finally, we were interested in what types of sites informants viewed on their de-
vices. We asked informants which categories of sites they viewed on each of their 
devices, using site categories adapted from prior research [14].  Informants viewed 
many different categories of sites on both devices, although they viewed more diverse 
categories on their PCs (Fig. 2). 
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Fig. 2. Categories of web sites that our informants viewed regularly on their PCs and mobile 
devices 

Transferring Information Between Devices. Many of our informants transferred 
web information between their PCs and mobile devices, but often used cumbersome 
manual methods to do so. Most informants (80.0%) did not use bookmark synchroni-
zation software, but instead emailed information to themselves (69.0%), or typed in a 
URL directly after writing it down or making a mental note (65.1%). This reliance on 
manual methods is surprising given that the vast majority of our informants used 
either Windows Mobile Smartphones (88.0%) or iPhones (7.4%), both of which offer 
automatic bookmark synchronization between devices. This result suggests that cur-
rent synchronization services are not satisfactory and are mostly not used.  

Informants also indicated the major difficulties that they encountered while brows-
ing the web on their mobile devices. Poor web page layout (60.0%), small screen size 
(58.9%), poor network connections (47.4%), and difficulty entering text (45.7%) were 
informants’ most common complaints about their current mobile web experience. 

In conclusion, while informants did use the mobile web, their use was limited 
compared to their web use on the PC. Informants viewed relatively few sites on their 
mobile phones, and manually entered new URLs rarely (Fig. 1). Informants some-
times transferred information between their devices, but generally used cumbersome 
manual methods to do so. 

4   Study 2: Logging Web Activity on Multiple Devices 

Our survey revealed that mobile web users frequently share web information between 
devices, but generally do so by hand.  Mobile web users might therefore benefit from 
techniques that enable easier sharing of web information between devices. However, 
our survey did not ask informants about the specific sites that they visited on each 
device, nor did it ask what additional sites informants would like to see on their mo-
bile device. Therefore, we conducted a second study that focused on these issues.  

This study was based on two primary research questions. First, are the web pages 
that users visit on their PCs related to the pages that they visit on their mobile de-
vices? We used activity-logging software to capture the web pages visited by our 
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participants on their PCs and mobile devices. This allowed us to capture much more 
detailed information than could be gathered through self-report. Then, we examined 
the URLs of web pages visited by participants on each device, and measured the de-
gree to which these pages overlap. 

Our second research question was: Are users interested in accessing web pages that 
they have previously viewed on their PC when using their mobile device? We used 
web surveys to ask whether participants were interested in viewing specific web 
pages, selected from their PC web browsing history, on their mobile device. Surveys 
were deployed using the experience-sampling method (ESM) [15], so that participants 
received surveys when they were away from their desk and likely to be carrying their 
mobile device. These surveys allowed us to explore which, if any, URLs from partici-
pants’ PC browsing history would be useful on their mobile device. 

4.1   Method 

Participants. We recruited 14 participants (11 male, 3 female), with an average age of 
33.2 years (SD=4.2). Participants were recruited through internal mailing lists at a tech-
nology company. All participants used Windows Mobile Smartphones and used the web 
browser on their phone for at least ten minutes per day. Participants were compensated 
for installing the software and for each week of participation. Participants were given 
additional compensation for completing more than 60% of the ESM surveys. 
 

Apparatus. We installed web activity-logging applications on participants’ work PCs 
and smartphones. On the PC, we installed PersonalVibe [16], a desktop activity-
logging application that runs in the background of a Windows-based PC and records a 
user’s activities. PersonalVibe generated a log of web page URLs, page titles, and 
view durations for every web page visited by each participant. On the mobile phone, 
we installed a new Windows Mobile activity-logging application, which also recorded 
a time-stamped log entry for each URL visited by the user from their phone. Logs 
were automatically uploaded daily to a central database. 

We also deployed ESM surveys that asked participants whether specific URLs 
from their PC browsing history would be useful on their mobile device. Survey re-
quests were sent by SMS or email, and included a link to a web-based survey page. 
This survey page asked participants to “check all of the web sites that would be inter-
esting or useful to have on [their] phone today” (Fig. 3). Because it would require too 
much time to ask participants about every URL that they viewed, our survey software 
generated lists of 25 URLs per survey. However, it was not immediately clear how we 
should select pages to include in surveys, as we did not know which sites would be 
most useful to participants. Would participants prefer sites that they had viewed re-
cently on their PC, or would they be interested in sites that they viewed most often on 
the PC? In order to answer this question, we developed a set of queries that were used 
to select pages from the web activity logs. These queries were intended to expose 
different aspects of web activity on the PC, including recently visited pages and fre-
quently visited pages. Five queries were used to populate the surveys: 

 

1. Recently Visited. Most recently visited web pages, ordered by time of the most 
recent visit. 

2. Frequently Visited. Pages visited most frequently in the last 7 days, ordered 
by the number of visits. 
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3. Search and Maps. A combination of recent web search queries and map 
searches, ordered chronologically. Search and map sites were combined due 
to the low number of items in these data sets. 

4. Longest Viewed. Pages viewed for the longest duration in the last 7 days, or-
dered by total time spent viewing the page. 

5. Grab Bag. Randomly selected pages from PersonalVibe’s web activity log. 
 

Each survey contained the top 25 URLs from one of the five queries listed above, 
presented as a randomly ordered list (Fig. 3, left).  Query order was counterbalanced 
such that participants received surveys from each query at different times per day. In 
addition to the surveys, we installed a bookmark in participants’ mobile browsers that 
allowed them to view the top 10 items from each query as a web portal page (Fig. 3, 
right). This gave participants the opportunity to explore the URLs suggested in the 
surveys, although they were not required to do so. 

 

             

Fig. 3. Left: Example ESM survey on a Windows Mobile Smartphone. Right: Web portal view. 

Adjustment to Data. In initial testing we discovered that the raw web activity logs 
contained pages that the participant did not intentionally visit, such as web page redi-
rects. For this reason, web pages that the participant visited for less than 5 seconds 
were excluded from the web activity log. We also excluded intranet sites from the 
web activity logs, as these sites could not be reliably accessed by mobile devices. 
 

Procedure. During the first week of the study, participants were instructed to go 
about their normal activities while the logging applications recorded their actions. 
Participants were aware that their computer and phone use was being monitored dur-
ing this time, but we did not reveal our particular interest in web browsing. 

After 7 consecutive days of activity logging, participants began receiving ESM 
survey requests. Participants received up to 6 survey requests per day. Survey re-
quests were sent when PersonalVibe detected inactivity at the user’s PC, indicating 
that the participant might be away from his or her desk, and therefore more likely to 
use their mobile browser. At this time, we also installed the web portal bookmark. 
Participants were never required to visit the portal page, although the survey web 
page did contain a link to the portal. Although we collected activity data during this 
second week, our analysis contains activity from the first week only, as participants’ 
behavior might have changed once the surveys began. 
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Due to scheduling constraints, participants began the survey period on different 
days of the week, but always began on a weekday. Participants received survey re-
quests for approximately 7 days, including weekends.  

4.2   Results 

Comparing Web Activity across Devices. During the logging period of the field 
study, we logged 15208 web page visits to 8087 unique URLs by 14 participants. As 
we found in the initial survey, log data revealed that participants browsed many more 
pages on their PCs than on their smartphones. Overall, participants made 10549 page 
visits on their PCs and 4659 on their smartphones. On the days they used their com-
puter, participants visited a median of 71.5 pages (µ  = 94.2) on their PC, including 
repeat visits. Participants visited a median of 25.0 (µ = 32.8) pages on their mobile 
device per day, including repeat visits.  

Overall, participants generally visited different web pages on each of their devices, 
but visited many of the same web domains on both devices.  Examining the overlap 
between devices, we found that participants visited a median of 73.7% (μ = 72.4%) of 
pages only on their PC, and 21.2% (μ = 23.2%) of pages only on their phone. The rest 
of the pages were visited on both devices. Of all pages visited on the PC, a median of 
1.1% (μ = 2.0%) of pages were also visited on the mobile device. Of all pages visited 
on the mobile device, a median of 7.8% (μ = 10.5%) of pages were also visited on the 
PC.  In examining this seemingly low overlap, we discovered that 82.8% of the 2216 
unique pages viewed on a mobile device were mobile-formatted web pages. There-
fore, even if participants viewed the same content on both their phone and their PC, 
the URLs would be different on each device, resulting in a low overlap. To account 
for this discrepancy, we manually mapped the URLs visited on the phone into the 
equivalent desktop web domain. We then measured the overlap between the mapped 
mobile domains and the original desktop domains to determine how often participants 
viewed information from the same web domain on both devices. Thus, if a participant 
read an MSNBC news article on their PC and then later read a different MSNBC 
article on their phone, we considered that a domain overlap, even if the page URL 
was not the same or if the phone was redirected to a mobile version of the MSNBC 
site. Using this metric, we found that a median of 75.4% (μ = 63.2%) of the domains 
visited on the phone were also visited on the PC, and a median of 13.1% (μ = 14.1%) 
of the domains visited on the PC were also visited on the phone. 

Prior work has shown that PC users often revisit web pages throughout the course 
of a day [17], and we wished to see whether this effect was similar across devices. We 
found that a median of 36.7% page visits per day were revisits to pages viewed earlier 
in the same day. Examining each device separately showed that revisitation patterns 
were consistent across devices, with a median of 32.3% revisits per day on the PC and 
a median of 32.2% revisits on the mobile device.  We also found 32 instances in 
which a URL was visited on one device, and then visited on the same day on the other 
device. 

Due to the focus of this study, we did not collect detailed information about the 
content of sites that users visited, or about more complex revisitation patterns between 
devices. These analyses present a promising direction for future work. 
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ESM Survey Results. Our 14 participants completed a total of 411 surveys, with 
each participant completing a mean of 3.3 surveys per day (SD=1.0). During the sur-
vey period, participants performed a total of 9777 ratings of 3073 web pages. Of the 
9777 pages suggested to any participant, 1288 (13.2%) were rated as being useful. On 
average, each participant performed 698.4 (SD=222.9) page ratings, and rated 92.0 
(SD=71.4) of the suggested web pages as useful. Because we sometimes asked par-
ticipants about a web page multiple times, it was possible that a participant would rate 
a page as useful in one instance, but not in another. This count, as presented above, is 
a conservative estimate of how many pages would be useful on the phone. Looking 
across surveys, participants rated a median of 192 distinct web pages each, and rated 
33.5, or 17.4%, of these as useful at least once. 

Although this overall usefulness rating is somewhat low, comparing the different 
queries used to populate the surveys shows that certain types of web information were 
perceived as more useful. We calculated an average usefulness rating for each of the 
five queries, grouped by participant, and evaluated these average ratings using a non-
parametric Friedman test. This test showed a significant difference between the use-
fulness ratings of the different query types (χ2(4,N=14) = 18.17, p=.001). A post-hoc 
pairwise Wilcoxon test, using Holm’s sequential Bonferroni procedure [18], revealed 
no pairwise differences. However, looking only at the top 5 items from each query, 
we found that the Frequently Visited pages and Longest Viewed pages were signifi-
cantly more useful than Search and Maps or Grab Bag pages, all at p < 0.01 (Fig. 5). 
Recommendations from participants’ top 5 most Frequently Visited pages on the PC 
were useful 30% of the time, suggesting that optimizing these queries or allowing 
users to customize their own queries could produce a higher percentage of useful 
pages. 

 

Fig. 4. Percentage of web pages rated as useful from each query type, averaged across participants. 
Higher is better. 

We also looked at the categories of pages that paticipants rated as useful in the 
ESM surveys. We coded these pages manually using a modified version of the coding 
scheme used in Study 1 (as shown in Fig. 2)2.  Overall, participants found News and 
Reference pages to be useful most often, but also found many Search, Shopping, and 
Social Networking pages to be useful. The number of pages chosen from each 
category are shown in Figure 5. 

                                                           
2 The “Work” category from the original classification scheme was difficult to categorize with-

out knowing details of the participants’ work, and so we excluded this category. We added 
additional categories for Search and Entertainment based on examination of the data. 
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Fig. 5. Categories of the web pages that participants rated as useful in the ESM surveys. 
Categories were coded manually by the researchers. 

In addition to completing the surveys, some participants also viewed the web 
portal page during the study, albeit rarely. Participants viewed the portal page a 
total of 110 times during the study, and clicked through to a destination page a total 
of 42 times. Overall, participants followed a link from the web portal on 38.8% of 
their visits. This suggests that participants are curious about the information pre-
sented by the portal, and might use such a portal if it were presented in a usable 
format. 
 
Follow-up Survey. Eleven of the study participants (10 male, 1 female) with an aver-
age age of 33.4 years (SD=4.6) completed a web-based questionnaire that explored 
their responses to the ESM surveys. Participants were shown a list of web pages that 
they rated in surveys and were asked to describe why they rated the pages as useful or 
not useful.  Their answers are summarized in Table 1. Pages were most often useful 
on a mobile device when they were updated frequently with new content, and were 
not useful if the page was difficult to view on the mobile device or if the participant 
was “finished” with that page.  

Each participant was also presented with a subset of 10 pages that they had rated as 
useful in at least one of the ESM surveys. Participants were asked to rate how useful 
each page was on a 5-point Likert scale (1=Very useful, 2=Somewhat useful, 
3=Neutral, 4=Somewhat useless, 5=Very useless), and asked whether they had book-
marked the page on their phone either before or during the study. Among pages that 
the participants had rated as useful, the mean usefulness rating was 2.48 (SD=0.8), 
10.9% of these pages were already bookmarked prior to the study, and 10.0% were 
bookmarked during the study. Thus, while the pages varied in their overall usefulness, 
almost 90% of the pages that participants did find useful had not been bookmarked 
previously on the phone, suggesting that they would have been difficult to access 
without sharing URLs from the PC.  
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Table 1. Reasons why suggested web pages from the PC were/were not useful to participants 

Reasons pages were useful Ppts  Reasons pages were not useful Ppts 
Interested in tracking page updates 7  Poor rendering on mobile device 7 
Useful when away from the PC 4  Page content only needed once 6 
Interested in viewing later 2  Page content useful only occasionally 2 
Interested in sharing with friends 1  Already use another version on phone 1 

5   Discussion 

Our work here focused on one specific challenge to mobile web browsing: the limited 
input capability of mobile devices. The severity of this issue was confirmed in our 
first study: nearly half (45.0%) of our survey informants said that entering URLs was 
a significant problem. We found that informants accessed web pages using direct-link 
strategies, such as bookmarks, more often than they entered URLs manually. In addi-
tion, informants reported visiting fewer web pages on the phone than on the PC. 
These results suggest that mobile browser enhancements that help users find and 
navigate to web pages could remove one of the barriers to the use of the mobile web. 
We have proposed addressing this problem by using information from a user’s other 
devices to improve their experience on a mobile device. Since users frequently divide 
their work among multiple devices [11], combining information from these devices 
could yield useful information about users’ habits and activities. This may be espe-
cially helpful when considering mobile devices, as a user’s interactions with a PC, 
which are relatively unconstrained by input barriers, can be used to provide sugges-
tions or predictions on a mobile device, where input is considerably more difficult. 

Results from our second study confirm that sharing web information between de-
vices is a promising strategy. First, our activity logs showed that most of the web 
domains that participants viewed on their mobile phones were also viewed on their 
PC. This indicates that users often consult the same information sources across all of 
their devices. Providing easier access to a user’s common information sources might 
therefore improve usability across devices. Second, during the ESM survey period, 
participants found 17.4% of the web pages suggested from the PC browsing history to 
be useful, even though most of these pages had not been previously bookmarked on 
the phone. We take this number as a conservative estimate of the utility of shared 
URLs, as participants noted in post-survey feedback that they had marked many pages 
as not useful because of formatting concerns, and because some of suggested pages, 
such as frequently visited pages, were found to be considerably more useful than this 
average rate. Improving the queries used to select URLs from the PC, either through 
further experimentation or machine learning, could substantially improve the value of 
the shared URLs. We conclude from this evidence that a well-chosen subset of URLs 
from a user’s PC can serve as a valuable launch point for a mobile web browser. 

One remaining problem is how to select web pages from a PC to share with a mo-
bile device. Improving our understanding of how mobile web users might utilize 
shared URLs will help us to identify when certain URLs will be useful. Our prelimi-
nary results suggest that users may in fact have multiple strategies for using shared 
URLs. For example, during the follow-up survey, 2 participants mentioned that they 
used their mobile device to look back at pages that they had already visited on the PC, 
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either to finish reading an article or to look up information about a product that they 
were intending to purchase. Based on these comments, we might expect that mobile 
device users would like to revisit pages that they had previously seen on the PC. 
However, other participants noted that they had rated previously visited pages as not 
useful because they had already finished reading them. This suggests at least two 
possible uses for this proposed system: referring back to prior pages, and suggesting 
new pages or articles based on past history. Additional work is needed to understand 
the ways in which mobile device owners might use shared URLs, and how technology 
can support these multiple uses. 

It is also important to consider that there may be some usability issues surrounding 
the integration of work, home, and mobile information spaces. In this study, we in-
strumented participants’ work PCs, and linked this information with their personal 
mobile devices. In several cases, participants mentioned that they were not interested 
in having work-related URLs on their phone, although this was not always the case. 
Although we believe that sharing web information between devices will have a net 
benefit, future work in this area should explore ways to allow users to partition work 
and home life. 

Finally, it is worth noting that participants frequently encountered difficulties when 
accessing web pages due to poor formatting on their mobile device screen. This issue 
can often be addressed by using specially formatted mobile pages, which most par-
ticipants used, or by using mobile web transcoding sites such as Skweezer3, which 
were used only by a few participants in our study. Properly formatting mobile web 
pages remains a significant problem, and technologies that attempt to improve mobile 
web browsing should consider providing options for reformatting web content for 
small screens. 

6   Future Work 

We identify two primary areas for extending this work. First, we intend to use the 
logging infrastructure that we developed in this study to explore other aspects of 
cross-device interaction. We have already begun to use this data to explore temporal 
patterns of use between devices [19]. We might extend this investigation to look at the 
content of web pages and how they relate across devices, or to include other informa-
tion tasks such as e-mail and calendar use. We might also compare this data to other 
contextual features, such as a user’s location or the time of day, in order to reveal 
deeper patterns of cross-device use. Finally, in this study we were only able to in-
strument participants’ mobile devices and work PCs. Extending this research to in-
clude home PCs and other devices may reveal interesting interactions between home, 
work, and mobile devices.  

We are also interested in exploring the development of tools that support mobile 
web use by sharing web history information between devices. In this study we con-
sidered how URLs themselves could be shared, but there are many other ways in 
which this information could be used to enrich mobile web browsing. Information 
about a user’s web activities on other devices could be used to suggest or complete 

                                                           
3 http://www.skweezer.com/ 
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search queries, provide maps and directions, or recommend reading material during a 
long trip. Combining web history information with knowledge of a user’s context 
presents further possibilities. For example, a mobile phone application might detect 
that the user is at a hardware store and present a summary of her recent searches re-
lated to home improvement. The infrastructure that we developed for this study will 
allow us to explore multiple possible designs for such a tool. 

7   Conclusion 

As mobile devices gain larger screens and faster network connections, they will in-
creasingly be used to search and browse the mobile web. While advances in hardware 
are improving the mobile web user experience, interaction with the mobile web re-
mains constrained by the limited input capabilities of mobile devices.  

In this paper, we have proposed sharing information about a user’s activities across 
multiple devices to improve interactions with a mobile device. This technique allows 
users to leverage the improved input capabilities of desktop and laptop PCs, and to 
potentially reduce input effort when interacting with a mobile device. The studies 
described in this paper have focused on sharing web page URLs, but this strategy may 
generalize to other types of information as well.  

The studies presented here provide strong support for sharing web information be-
tween PCs and mobile devices. Our survey of 175 smartphone users showed that 
users already share web information between devices, but rely on cumbersome meth-
ods to do so. Our second study showed that many of the web sites that users visit on 
their mobile devices are also visited on their PCs, and that some additional sites that 
are visited on the PC only would be considered useful on a mobile device. These 
results suggest that, even with existing mobile web browsers, sharing specific web 
information between devices can improve the usability of the mobile web by allowing 
users to more easily access interesting and useful web sites while on the go. 

Acknowledgements. We thank A.J. Brush and Gina Venolia for their assistance in 
planning the two studies. 
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Abstract. We present a web-based diary study on location-based search behav-
ior using a mobile search engine. To capture users' location-based search behav-
ior in a ubiquitous setting, we use a web-based diary tool that collects users'  
detailed mobile search activity, their location and diary entries. This method en-
ables us to capture users' explicit behavior (query made), their implicit intention 
(motivation behind search) and the context (spatial, temporal, and social) in 
which the search was carried out. The results of the study show that people tend 
to stick closely to regularly used routes and regularly visited places, e.g. home 
and work. We also found that most location-based searches are conducted while 
in the presence of others. We summarize our findings and offer suggestions to 
improve location-based search by using features such as location-based service 
mash-ups. 

Keywords: Location-based search, local search, mobile search, diary study. 

1   Introduction 

While the World Wide Web allows access to information globally, local geographical 
aspects are nonetheless important in many web search tasks. In a generic search, such 
as searching for a movie trailer or a book, geographical aspects are irrelevant. This is 
not the case for location-based searches. For example, when a user is searching for the 
nearest pubs, the system is required to identify local pubs and only present those that 
are in the neighborhood. Unlike generic search, the geographical context is important 
for location-based search. Much research has shown consistent demand for location-
based information on the desktop as well as on mobile devices [9,21,22]. Estimates on 
how often such search occurs have been disclosed by several major search engines: in 
[21], samples of queries from 2001 Excite desktop searches were examined and 
19.7% of them were searching for places, people and things; around 9-10% of the 
queries collected in [22] on Yahoo! mobile search were identified to have geographi-
cal search intentions, whereas more than 15% of 1 million Google queries from PDA 
devices are for local services [9]. In addition to search engines, many web services 
offer search support for diverse location-based information, such as, local businesses 
                                                           
* This work was conducted while working as an intern at Google UK Ltd., London. 



 Fancy a Drink in Canary Wharf?: A User Study on Location-Based Mobile Search 737 

search and review (e.g. www.yelp.com), city guide (e.g. www.citysearch.com), or 
local traffic news (e.g. www.highways.gov.uk/traffic). These examples show a 
healthy market for location-based information providers.  

Research on location-based information needs is still at an early stage and most re-
ports are confined to the different domains of interest related to location-based search. 
For example, large scale mobile query analyses done by Google [9], Yahoo! [2] and 
an EU Mobile operator [5] consistently report that people make location-based que-
ries on a wide range of domains of interests, such as food and drink (e.g. restaurants), 
shopping (e.g. stores) and travel (e.g. addresses). A small scale diary study on mobile 
information needs [20] reported that people search for generic information, such as 
looking for music, and for location-based information, such as looking for places of 
interest (POI), business hours, and movie times. In these types of searches it might be 
useful to consider location context as it has proven to improve the quality of query 
prediction in a mobile search application [10]. Unfortunately, past research on has not 
given any explanation as to when, where and why people conduct location-based 
search. Most research on mobile information needs do not focus on this topic e.g 
[2,5,9,20], and those that do, limit their approach to automatic query log analysis e.g. 
[18,19].  As far as we know, there is no user study that exclusively investigates peo-
ple’s location-based search motivations and context. In order to improve and optimize 
location-based services, it is necessary to understand people’s location-based informa-
tion needs and the context in which they occur.  

We define location-based search as: “Search for a business or place of interest that 
is tied to a specific geographical location.” This definition is somewhat broader than 
Location-aware search where it is implied that the system has knowledge of and 
exploits the searcher’s location. We use this terminology to reflect the type of query 
that is collected from the search engine in this study. In this research, we investigate 
location-based search on mobile devices. The contribution of this paper is an in-depth 
investigation of location-based search behavior using the mobile search engine and 
includes the spatial, temporal, and social contexts in which this search occurs. We 
look into how the users’ location and the people they were with influence the loca-
tion-based search made on a mobile device. We collect comprehensive information 
from search engine log data, location data tracking and diary entries. Key findings 
include, first, that people specify location-based search at different levels of granular-
ity, from simple to detailed queries, constructed by different types of information. 
Second, people tend to travel along regular routes in their environment and visit the 
same places of interest regularly, and the impacts on their search behavior. Third, 
most location-based searches on mobile devices are conducted in the company of 
other people, such as friends, family or colleagues.  

This paper is structured as follows. In the next section, we describe our research 
method. We then present the results, including how people express location-based 
searches, the contexts in which the searches are conducted, and the search tools used 
when they do location-based search. This is followed by discussions on the key find-
ings and design considerations to improve location-based services. We close with a 
summary and future work.  
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2   Research Method 

We want to investigate how people express location-based information needs on a 
mobile device, what are the different situations when this search occurs and what are 
the search tools that people use to conduct location-based search. Our research ques-
tions are as follows: 

 

What types of location-based search can be identified? 
In what context (spatial, temporal, and social) are these searches initiated?  
What are the information sources (e.g. maps) used for location-based searches? 
 

Capturing users' behavior on a mobile platform is challenging because of the diffi-
culty of unobtrusively collecting data in a ubiquitous environment. Previous research 
with the mobile phone relies on different methods, such as interview e.g. [8], log data 
analysis e.g. [2], (video) observation e.g. [14], experience sampling e.g. [7], diary 
study e.g. [3,20], or a combination of two or more methods [17]. Search logs provide 
data on users' realistic search engine usage. They do not, however, provide any insight 
into users' intentions. Identifying location-based information needs solely from log 
analysis is not easy because the intention might not always be expressed explicitly in 
the query by specifying an address or a city name [22]. Diary studies give the oppor-
tunity for users to express search goals. Our approach is to combine two methods: 
search logging and diary study in order to benefit from the strengths of both.  Addi-
tionally, to understand how people perceive the spatial world around them and the 
places that are important to them, we use a method similar to that proposed in [13] in 
the form of a creative exercise where people describe and visualize their environment 
and the places they go. Next, we describe the web diary tool, the user study procedure 
and participant profile. 

2.1   The Web-Based Diary Tool 

The diary tool collects and links 3 types of data: users’ search event logs from the 
Google mobile search engine, location tracking data from participant’s device and 
diary entry data.  

Search event log. Events occurring using Google mobile search1 were collected (e.g., 
queries entered, clicks, scrolls, keystrokes) including the corresponding timestamps. 
We also collected SMS snippets. Participants were asked to send an SMS to a dedi-
cated number whenever they identified an information need that was answered by 
some other information source (e.g. maps, other websites) or a need that could not be 
answered.  

Location tracking. We logged the user’s location (latitude and longitude), every time 
a search is made. The location data provides information on the participants’ where-
abouts when the search occurs. 

Diary entry. Participants were required to log into the diary at the end of every day 
and to answer questions about their search activity. The participant’s detailed search 
                                                           
1 A software was installed on users’ phones to enable us to log search events and location (lati-

tude and longitude) while users were searching with the Google Mobile Search. http://www. 
google.com/mobile/  
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history throughout the day is made available. There are 2 steps of action in the diary 
tool. First, participants need to identify search tasks. In some cases, information needs 
can only be answered by a participant through conducting several queries in a search 
session. For example, a user might type several queries, such as pubs, bars, Irish 
pubs, for one search task: to find the nearest pubs.  Thus, in the web-diary tool, we 
provide an option for the participant to group these queries from the same session into 
a single search task. Second, for every search task, participants need to answer several 
questions: 

How important is this task? 
Where were you? 
What were you doing? 
Who were you with? 
Describe in detail what you needed to look for. 
When was this need initiated? 
What tool(s) did you use to find your answer? 
Did you successfully accomplish your task? 
Positive and negative experiences with the tool used? 

The search event log provides information on the location-based information needs 
that occurred and the search history. The location tracking indicates where the search 
took place, and the answers provided by the participants from these questions give an 
overview on the condition and situation when the information need arose. 

2.2   Procedure 

The study is divided into four parts:  

Pre-study interview. Participants were briefed about the procedure and were requested 
to provide background information about their daily activities and search experiences. 
Participants were free to search for any topic but were told that this study was investi-
gating location-based search. Participants gave their consent to have their search ac-
tivity logged and location tracking during the course of the study. 

Digital diary study. The diary study lasted for 12 days. The duration of the study 
covered different types of days (6 work days, 6 days weekend/public holidays). Dur-
ing this period, participants were asked to make approximately 3 queries per day, as a 
loose guideline, with the search client on their phone, and to log into the diary website 
daily from their PC to answer questions related to the mobile searches made.  

SMS Reminder. During the course of the diary study, an SMS was sent every 2 or 3 
days as a reminder to make queries, and to log into the online diary daily. 

Post-study interview. After the study, participants were invited for a semi-structured 
interview. They were asked additional questions relating to their mobile search ex-
periences based on the answers provided on the diary website. Any unclear or missing 
diary entries were clarified. Finally, participants were given a creative exercise to 
sketch typical places where they usually go, and to specify the distance and means of 
travel to get there.  
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Participants  
Twelve participants were recruited from the London area from which 9 participants (5 
female, 4 male) successfully completed the whole study. We recruited participants 
who used Blackberry phones2. All nine participants were young professionals, aged 
between 27-35 years old (M=32.6, SD=2.5). We recruited participants with different 
occupations, such as a financial advisor, photographer, and retail sales person. All 
participants were regular users of mobile phones and PCs. Our participants use their 
phones for calls and SMS-es on a regular basis. In addition, they have a mobile Inter-
net subscription and use it to access their emails, news and entertainment content (e.g. 
BBC), to plan journeys (e.g. maps, public transport schedules), to keep in touch (e.g. 
Facebook) and to do search (e.g. Google, Yahoo!).  

3   Results 

During the course of the study, we collected 347 location-based mobile search queries 
(see Table 1). These were organized by participants into 186 location-based search 
tasks (see Fig. 1B). Thus, in average, participants make 1.87 queries per location-
based search task. Additionally, there were 13 search tasks (6.3%) which were not 
location-based search tasks, such as downloading images, music, or games (i.e. 
Transaction task3). We omit these and focus our analysis and discussion on location-
based search tasks. The diary tool provides a rich context (who, where, when, why, 
and how) for each search task conducted. Queries and tasks were systematically ana-
lyzed as follows. First, we examine the queries from different perspectives to under-
stand how people express location-based information needs, the different domains of 
interest and different types of search tasks. Second, we examine the answers provided 
from each diary entry to understand the spatial, temporal, and social context when 
location-based information needs arose.  Third, we examine the tools that people use 
to find location-based information and the reasons behind unsuccessful location-based 
search. Finally, we use affinity diagram technique to understand emerging topics that 
lead to the discussions and design implications. 

3.1   Types of Location-Based Queries 

The queries were analyzed from 3 different perspectives. Each perspective offers a 
unique view on location-based search. We examined the query patterns to identify 
how people express location-based information needs (Syntactic view). Afterwards, 
we looked at the variety of domains to get an overview of peoples' interests and on the 
types of places people look for the most (Domain view). Finally, we look from the 
perspective of information seeking tasks, to understand the breadth of the search goal 
(Task view). 

                                                           
2 Due to a technical restriction of our system. 
3 Transaction task is an information exchange task, e.g., online banking, downloading multimedia 

documents. Transactions are often associated with a user name and password combination [12]. 
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Table 1. How people express location-based information needs (Total: 347 queries) 

  Query  example 
 67.7% Simple location-based query (235 queries) 
a. 22.9% Business the orange tree pub [P4], Charlie harmer + dry cleaning 

[P5] 
b. 4.3% Business category  Mexican restaurant [P6] 
c. 2.4% Event cbeebies + tour [P5] 
d. 7.2% Product/service smart 12 month lease [P6], vintage leather jacket [P7] 
e. 2.9% Location Where is covent garden [P3], pennyhill park [P4] 
f. 10.1% Local news, weather BBC weather [P1] 
g. 5.8% Transport schedule, map train times [P1], tube map [P4] 
h. 12.1% Url Streetmap.co.uk [P4], kidslovelondon.com [P11] 

 32.3% Detailed location-based query (112 queries) 
i. 1.4% Business and attribute tesco opening hours [P1] 
j. 13.0% Business and location burger king charing cross [P6], nandos – se19 [P3] 
k. 5.8% Business category and location canary wharf bars [P2], model agencies in London [P7] 
l. 1.9% Event and location moon walk 2008 london [P7] 
m. 6.8% Product/service and location driving testing centre – hither green[P3], paint balling 

Victoria[P11] 
n. 3.4% Multiple locations  directions from green park to primrose hill [P7] 

3.1.1   Syntactic View 
We manually analyzed each query to investigate how people express location-based 
queries (see Table 1). There are 6 different components of a location-based query: busi-
ness name (e.g. Orange Tree pub), business category (e.g. Mexican restaurant), location 
name (e.g. Pennyhill Park), event name (e.g. Cbeebies tour), product or service (e.g. 
Smart 12 month lease), and web address (e.g. www.streetmap.co.uk). We found that 
participants express location-based information needs in different levels of granularity 
with these elements: (a) A simple location-based query consists of only one of these 
components (see Table 1, a-e). Additionally, some people make Navigational queries4 to 
search for a website that contains location-based information (see Table 1, f-h), e.g. 
www.streetmap.co.uk, www.tfl.gov.uk/tube, or www.kidslovelondon.com. These sites 
usually offer dynamic and detailed information, such as tube schedules, the city’s 
weather forecast, and local events. (b) A detailed location-based query consists of a 
combination of more than one element, e.g.  business name and location name (see 
Table 1, i-n). From Table 1, we observe that location-based information need is ex-
pressed by specifying a business name (22.9%), a business name and location (13.0%), 
or a web address containing local information (12.1%).  

3.1.2   Domain View 
The queries were further analyzed to identify the domains of interest. Four main do-
mains of interest that our participants looked for (see Fig. 1A): stores (27.0%): busi-
nesses that offers products/services, such as electronic stores, furniture stores, book 
stores; food & drink (24.5%): businesses such as restaurants, pubs, cafes; entertain-
ment (13.7%): such as cinemas, theaters, concerts; and transportation (10.3%): public 
or private companies, such as train, bus, tube, taxi.  
 

                                                           
4 Navigational query is a query where the intention is to reach a particular site [4]. 
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Fig. 1. A) Distribution of domains of interest. B) Types of location-based search task. 

3.1.3   Task View 
The diary entries provide rich descriptions of users' search tasks and motivation be-
hind each search query. We found there are different location-based search tasks (see 
Fig. 1B) from specific to broad as explained by the Information Seeking Task taxon-
omy [1, 11, 12]. These tasks are: 

(a) Fact Finding tasks. The task is goal oriented and focused: Users look for specific 
factual pieces of information. The search intention is usually straightforward e.g. 
looking up a phone number. We found 42.7% of the location-based search tasks fall 
into this category. Examples of participant's tasks are: Looking for service informa-
tion: public transport timetable. “I want to know the train times home to return to 
London.” [P1]. Looking for business information e.g. contact details.“I needed the 
number for Pizza Express to order the food.” [P12] 

(b) Information Gathering tasks. Users carry out several search tasks to fulfill a 
higher level goal. We found 43.8% of the search tasks belong in this category. Exam-
ples of participants’ tasks are: making a decision where to go for dinner by exploring 
different businesses with different constraints, such as cost, distance and product. 
“Looking for a Mexican restaurant for a surprise birthday party, found a good selec-
tion of restaurants with distance information and maps to easily locate.” [P6] .“We 
were looking for a reasonably priced place to go and eat in central London as that 
would be convenient for everyone.” [P11]  

From our search logs, we observe that Information Gathering search tasks tend to 
be iterative (the user goes through several rounds of searches), exploratory (the user 
tries out different alternative queries/search strategies), and comparative (comparing 
different search results before making a decision). 

(c) Non-goal oriented information seeking tasks. Users' information needs are not 
goal driven. The motivation of the search activity is either to be informed or to see 
what is new or interesting. We found 13.4% search tasks that belong to this category, 
e.g. Keeping up-to-date with upcoming events. Users carry out serendipitous brows-
ing to see if there are interesting events. “I was just trying to find out if there were any 
packages for dinner & show or if there were any specials in restaurants, bars, clubs.. 
just to get an idea and see if I find something that stands out." [P7] 
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Fig. 2. Upper half: An example of a participant's sketch about his regular routes. Lower half: 
the related location tracking data. The markers represent approximate search locations. Multiple 
queries from one location are presented as one marker: (1) home area, (2) work area, (3) week-
end holiday out of town, (4) pubs, (5) curry restaurant, (6) picture house cinema, (7) cafe, (8) 
supermarket. The dashed lines connecting areas (1) and (2) are the participant's daily train 
route. 

3.2   The Context of Location-Based Search 

The web-based diary tool gave us comprehensive information on where, when and 
how each location-based search occurs. We discuss each of these in the following 
subsections: spatial, temporal and social context. 

3.2.1   Spatial Context 
Participants' search activities and locations, while using the search engine, were 
logged throughout the study. We found that many searches are made either at home, 
at work, while travelling between the two, or at regularly visited places. With the 
exception of a weekend break, most of the time, participants' follow regularly used 
routes and regularly visited places (hotspots). Fig. 2 (lower half) shows a map visuali-
zation of searches made by a participant. Searches that have overlapping locations are 
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represented by one point. The line connecting home (1) and work (2) represents a 
participant’s daily travel routine with the train. At the post-study interview, we asked 
participants to make a sketch of the places they most frequently visit. For example, 
Fig. 2 (upper half) shows the corresponding sketches from the same participant. His 
regularly visited places are home, work, and several favourite businesses (pubs, res-
taurants, cinema, cafe) that are located within 5-15 minutes walking distance from 
home or work. By comparing the map visualization and the user sketches, we have a 
better understanding about our participants’ spatial mobility, their hotspots, the dis-
tance between hotspots and their means of transport. From the 186 search tasks made 
by participants, the most common place to search was: at family/friends' home 
(6.5%); public places (8.5%), e.g. at the gym, at the pub/cafe; at work (12%); on the 
move (20%), e.g. on the public transport, inside a car; at home (53%), e.g. watching 
TV, lying in bed, preparing to go out. We discovered that the target location is more 
often related to their regularly visited places (e.g. work, home) rather than to the prox-
imity of their current location, e.g. while on a way to work a participant searched for 
an optician close to home/work where he can easily stop by:  “I needed to find the 
closest opticians and deals nearest to home or work.” [P3]. 

3.2.2   Temporal Context 
For every search task, participants were asked to specify whether the need for the 
information was spontaneous, related to something planned on that day, or arose in 
relation to something prior to that day. We found that more than half of the queries 
were a spontaneous need (66.1% of 186 tasks), prompted mainly by activities and 
situations. They were based on recently acquired needs to obtain information and 
required immediate answers. “I needed to find a phone number for a client to contact 
him urgently." [P5] . Less than a quarter of the queries were needs that were planned 
for the same day but had less sense of urgency (21.5% of 186 tasks), e.g. deciding 
where to go for lunch later. “Wanted to book a table for lunch with a local Tapas 
restaurant.” [P1]. The remaining search tasks were needs for another day (12.4% of 
186 tasks). These tasks are mainly exploratory search and not urgent at all. “I was 
looking at a health farm for a weekend break.” [P4] 

3.2.3   Social Context 
Participants were asked about who they were with at the moment they conducted the 
searches. More than three quarters of the location-based search tasks were conducted 
in the presence of others (76.1% of 186 tasks), e.g. while with family, friends or col-
leagues. Most location-based searches were prompted by: conversations with people, 
“We were talking about Rosarito and we wanted to know where that is.” [P7]; event 
planning, “We were looking for somewhere to go for lunch on Easter Monday.” [P5]; 
recommendation by people, “We have spoken about this wine tasting place and I 
wanted to go and have the experience.” [P11]; and necessity, “We needed directions 
on how to get there.” [P11]. Less than a quarter of location-based search tasks were 
conducted alone (23.9% of 186 tasks), mostly driven by necessity. “I wanted to see 
that day’s weather.” [P5], “I wanted to know how to get from Hyde Park Corner to 
the City Airport.” [P7]. 

Because of the common perception that a mobile device is a personal device, we 
were surprised to find most location-based searches are not merely a solitary activity 
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but one that is strongly influenced and triggered by social interactions. Cui et al. [7] 
reported similar observation: that the mobile web acts as a conversation enhancer, 
such as to start a new topic, an ongoing discussion or settle a dispute. In our study, the 
mobile device plays a bigger role than merely as a communication tool and a conver-
sation enhancer. Mobile search supports social activity, such as searching for ideas, 
collaborating on making plans, and sharing recommendations. 

3.2.4   Decision Making 
Related to the influence of spatial, temporal and social context, we investigated the 
decision making process in location-based search. In our post-study interview, 8-9 
tasks were randomly chosen for every participant. For these tasks,  participants were 
asked about the reason(s) behind choosing a certain business from the search result 
list. Table 2 shows the 9 most frequent reasons for choosing a certain place of interest. 
Most participants made the decision based on the availability of a specific prod-
uct/service (23.7%), e.g. checking if the store sells a particular product. “Needed to 
stock check a toy for my niece's 1st birthday.” [P1]. Many of the decision making 
processes in location-based searches were strongly influenced by social elements, 
such as recommended by other people (15.8%) “Wanted to confirm the location of a 
pub. Had been given the name by a friend.” [P1], or decided together with other peo-
ple (13.2%) e.g. “It's a restaurant to go for our anniversary.” [P4], “ 

Table 2. Reasons to choose a place of interest from location-based search (Total: 76 tasks) 

Reasons  
23.7%      has a particular product/service 
15.8%      is recommended by other people 
13.2%      is decided together * 
  7.9%      is close to where I am now 
  7.9%      It's my favorite place 
  6.6%      is close to my home 
  6.6%      is decided for work purpose 
  5.3%      is decided by someone else 
  3.9%      has the best offer (e.g. sale) 
  9.1%     Other (e.g. serendipity search) 
               * e.g. with friends, family, colleagues 

3.3   Location-Based Information Sources 

Where participants were unable to satisfy their information need with the Google ser-
vice, they were asked to report any other tools they used. A number of various location-
based information sources were used, such as: business directory, e.g. yell.com; event 
guide website, e.g. www.timeout.com; travel website, e.g. www.nationalrail.co.uk; 
news website, e.g. www.bbc.co.uk and information in public places, e.g. poster or map 
on the wall. Participants were also asked to note down if the search was successful or 
not. Of the 186 search tasks, 64.1% were successful, 24.3% were partially successful, 
and 11.7% were unsuccessful. Several reasons why location-based search on a mobile 
device was unsuccessful are, e.g. (a) Participant could not find local content or could not 
find up-to-date information. “Mainly American sites, couldn't find the UK one easily 
and then couldn't get the phone number.” [P5]. “A very old wrestling information came 
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up. Like years old.” [P11]. (b) Difficult to conduct complex search with mobile inter-
face. “National Rail Enquires needed the same information entering 2/3 times which 
was annoying and time consuming." [P1]. (c) Problems with mobile connection “It 
timed out a few times so I gave up.” [P4], “Before I could finish my search, my train 
went into a tunnel and therefore no mobile connection.” [P6]. When the search is un-
successful, the participant has the choice to either abandon the search altogether, look 
for another information source, or develop a new problem solving strategy. “On Mobile, 
if I don't find something quickly then I give up, I lose interest. It would be rare to go 
back (to refine query). I guess it's cos you're used to going back using the back button 
on your PC ...on mobile you just give up.” [P6], “There was nowhere I wanted to go in 
the search so I just decided to drive to the area and decide then.” [P4].  

4   Discussion 

Our goal was to investigate location-based search needs and to understand the context 
in which they occurred. From the results, we distill a number of key findings: 

Most location-based search is conducted in the presence of others. Although a 
mobile phone is a personal device, our study shows that more than three quarters of 
the searches are done in the presence of other people (76.1% of 186 tasks). In some 
cases, these searches are group information needs rather than individual needs. This is 
because location-based mobile search is closely tied to social/group activities, such as 
going out. We also discovered that decision making in location-based search (e.g. 
where to go, which businesses to choose from) is highly influenced by social factors, 
such as recommended by people they know or decided together with family/friends.  

Search now vs. search later. Our study reveals that mobile information seeking 
behavior progresses over time. A study on the mobile consumer behavior in 2001 
reported that even though the information needs were triggered at a particular mo-
ment, people prefer to do Information Gathering search activities at a later time with 
their desktop, because of the difficulty in acquiring comprehensive information and 
making product comparison on the mobile phone [15]. In our study, this is partially 
still the case. Comparison search is still a difficult task to do on a mobile device. 
However, accessing information on the mobile device has become easier. On many 
occasions, participants prefer to use their mobile device at home rather than using 
their desktop because of the lower engagement threshold. For example, one partici-
pant and his daughter used the mobile search to plan their day while having breakfast 
in the kitchen. On another occasion he used mobile search just before bedtime while 
discussing weekend plans with his wife. These quick searches were considered incon-
venient to do with the desktop computer located in the other room. Moreover, as they 
can now access many things on conveniently through the mobile device, there is less 
need to plan or to do search ahead of time. One participant puts it: “It will change a 
lot of things, you usually do your homework before (at home), now you can do it af-
terwards (on the road).” 

Resident vs. Tourist. It should be noted that there are differences between the users 
in this study and the users in studies on mobile tourism, e.g. [6]. In our study, partici-
pants are residents, are somewhat familiar with the city, conduct location-based 
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search regularly, and search on a broad domain of interest from plumbing to paint 
balling. Tourists, however, are more likely to be unfamiliar with the city (need to 
orient themselves often), have fewer time restrictions, and search for specific domains 
of interest e.g. city landmarks and how to get to these places [6]. We expect differ-
ences between the two user roles with respect to location-based search types, and their 
spatial, temporal, and social context. 

Study limitation. We acknowledge that there are several limitations to our study. 
First, our participants are Blackberry users. As pointed out in [9], users with Qwerty 
keyboards may have different search patterns compared to users with 12-keypad  
devices with regards to the distribution of number of words per query, domain of 
interest distribution, query distribution and session characteristics. Nevertheless, we 
expect users’ location-based information needs and the aspects investigated in this 
study (information seeking tasks, the role of spatial, temporal and social context) are 
mobile device independent. Second, our study had a relatively homogeneous demo-
graphic profile. This should not come as a surprise. The reality is that smart phone 
and mobile Web penetration is highest amongst a fairly narrow group who tend to be 
young professionals. It would not have been logical to recruit a cross section of all 
mobile users since we wanted to ensure we only recruited people who already use and 
were thus familiar with mobile search. It should be acknowledged that the findings of 
this research may vary for different user segment. However, this research is among 
the first to report on location-based search actual usage. 

5   Design Implications 

Location-based search experience can be improved by taking into account users' mo-
tivation, search patterns and context. We present a list of issues that should be ad-
dressed in future system designs.  

Detecting and predicting location-based information needs.  As mentioned in [22], 
it is difficult for a search engine to identify whether a query is location-based without 
any location qualifier. In our study, we found that most of the time participants only 
specify business name, business category, event name or product name. Thus, based 
on our findings we recommend that whenever a search engine receives a query that 
contains one of these elements, the search engine should prioritize using location-
based information. 

Recommendation based on hotspots. We found that people move along regularly 
used routes and their location-based search interests are within their hotspots (as 
shown in Fig. 2). Moreover, users' interests in location-based information are usually 
within the proximity of their hotspots. Thus, a personalized search result that provides 
location-based information tailored to users’ hotspots areas would be potentially  
valuable. 

Location-based search query refinement. Features that help avoid making mistakes 
when typing unfamiliar business/place names and addresses is useful to have in 
search engines. Search engines can help users by providing query suggestions based 
on likely local business/place names, for example, a list of query refinements, similar 
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to the 'Did you Mean?' feature for business/place names that are phonetically or mor-
phologically similar to what has been typed. Another useful feature to help users 
specify business names and places is to provide autocompletion suggestions of busi-
nesses nearby or favorite businesses from users' bookmark or search history. 

Support iterative, exploratory and comparative search activity. Our results show 
that a large portion of our search tasks are Information Gathering tasks (43.8%, see 
Fig. 1B). Most search interfaces, however, do not provide features that support itera-
tive, exploratory, and comparative search activities. Features that would help users in 
this task are: first, support users to collect, filter, organize, compare, save and share 
location-based search results; second, support exploration by allowing users to tweak 
a set of constraints, such as enable to filter points of interest by distance, business 
category, service price, in order to find the optimum search results. 

Location-based services mash-ups. Integration of different services, such as busi-
ness directory (restaurant, pub, store), places (car parks, bus stops), public transport 
system (train, bus, tube), navigation system (route, distance), other services (ATM, 
gas station, restroom) and map application is another way to help users in Information 
Gathering tasks. Integration of different services will help them decide where to go, 
match their schedules, estimate distance and travel time between places, and ulti-
mately help users make better plans.  

Recommendation based on social network. Recommendations made by people play 
an important role in prompting location-based search needs and the decision making 
processes. It would be helpful to provide several features: (a) enable people to search, 
recommend and share experiences on businesses and make this information easily 
accessible to people from their social networks; (b) to provide location-based recom-
mendations based on the interests of the whole group, for example if people within a 
social network are detected to be in close proximity to each other, a search engine can 
recommend places of interest that incorporate the interests of all members of the 
group rather than just the searcher. 

6   Conclusion and Future Work 

We conducted an in-depth web-based diary study using different types of data col-
lected from search event logs, location tracking and diary entries. We found that loca-
tion-based searches are mostly based upon just-in-time information needs that are 
usually related to social activity. Our study also shows that participants have regularly 
used routes and regularly visited places (hotspots). We also found that the target loca-
tions for these searches are more often related to users’ regularly visited places (e.g. 
work, home). Services that support location-based search need to take user’s social 
and spatial context into account. There is still much work to be done on how to prop-
erly implement search recommendations based on users' hotspots and social networks, 
e.g. with respect to information privacy and security. Finally, as mobile web search-
ing becomes more widely adopted, we believe that location-based search will be an 
even more prominent need that calls for alternative mobile search interfaces and new 
engaging ways to interact with location-based information. 
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Abstract. Technology has changed the way in which people tell their stories. 
This paper introduces digital storytelling and looks at why the mobile is an ideal 
platform for creating digital stories. The iterative design approach chosen for 
our Mobile Digital Storytelling system is discussed. Results of a final experi-
ment, comparing our system to an existing mobile system that supports digital 
storytelling, are presented, which suggest that our system has met its design 
goals of providing an effective and efficient user interface. Qualitative insights 
from user evaluations show that mobile digital storytelling has a future. 

Keywords:  User-centered design, digital storytelling, mobile devices, content 
creation, interaction design. 

1   Introduction 

Everybody has stories to tell. They can range from the banal, to the instructional, and 
on to rich and compelling stories. Although the content of these stories varies consid-
erably, one aspect holds true for all of them—they are all stories and thus convey an 
experience. 

Storytelling serves as “dialog between people, cultures, and times” [4]. Originally 
an oral tradition, it has evolved into a written practice, and has recently experienced a 
shift to the digital medium. Storytelling empowers people to “preserve, share, and 
reflect on life experiences” [4]. It has evolved from a strong oral background to utiliz-
ing new technological advances and media types as they have emerged [2].  

1.1   Digital Storytelling 

A broad definition of a digital story is that it is a series of pictures with a voice-over 
or describing text. A clear definition of a ‘digital story’, however, does not exist. 
Some researchers say that digital storytelling should involve a degree of critical re-
flection [4]. To them a digital story is much more than an annotated photo slideshow. 
The story, not the pictures, is the most important aspect. Others argue that the term 
‘digital story’ is more of an umbrella, and encompasses both ‘picture-driven’ and 
‘story-driven’ approaches [1].   

1.2   Mobile Digital Storytelling 

Bringing digital storytelling to the mobile, while challenging, offers great opportuni-
ties. It would allow users without access to a personal computer to create and share 
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their stories, thus giving them a digital voice. Digital stories are often personal stories, 
in tune with the personal nature of the mobile and the emotional attachment users 
have towards it [3]. This compatibility suggests that the mobile is an ideal and low 
cost digital storytelling platform. 

Some of the challenges we faced while developing our mobile digital storytelling 
system are the limited computing resources of mobile phones and their limited inter-
action capabilities. By restricting ourselves to simpler digital stories, consisting of still 
images annotating a recorded audio narrative, our mobile digital storytelling system 
should run on lower end mobiles. We chose an iterative design approach, outlined in 
the next section, to tackle the limited interaction capabilities of mobiles. 

2   Design Process 

The design question was to develop an easy-to-use mobile system, which allows peo-
ple to record their stories. Everybody has a story—not just people with access to 
computers— by bringing digital storytelling to the mobile we aim to extend its reach. 

One of the few existing systems that supports mobile digital storytelling is the Mo-
bile Multimedia Presentation Editor [2] by Jokela et al, seen in the left of Figure 1. 
After inspecting the Mobile Multimedia Presentation Editor, we decided to steer clear 
of their timeline interface and rather try to improve upon it. Timeline interfaces may 
be familiar to many of us from video-editing software, but they may be difficult to 
use, particularly in the storytelling context, for novice or casual computer users. 

 

                             

Fig. 1. The timeline interface of Mobile Multimedia Presentation Editor (left) and our Mobile 
Digital Storytelling storyline interface (right) 

An approach based on the principles of Interaction Design was used to develop our 
Mobile Digital Storytelling system. In developing our system, we focused on three 
main activities, understanding user needs, developing prototypes, and user evaluation. 
Through iterative prototyping and user evaluation a final design emerged.  

We created a prototype, which we improved and refined over four design itera-
tions. In our background research, we established that two approaches could be taken 
towards creating a digital story, a story-driven (annotating narrative with pictures) and 
a picture-driven (adding narrative to pictures) approach. We decided to create two 
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interfaces—one for each approach. User evaluations revealed that users preferred the 
picture-driven approach, which we will discuss from here on out. 

In the first design iteration, we created a low-fidelity paper prototype, which we 
tested against usage scenarios and evaluated heuristically. Because of the interactive 
nature of our system we chose a user-less evaluation for this first design iteration.  

We then incorporated the lessons learned from the first design iteration into the 
PowerPoint prototype of the second design iteration. We evaluated the usability of 
this prototype using six users. Because of time and cost constraints, the users we re-
cruited for this evaluation were university students. To ensure sample population 
diversity, we recruited students from different parts of the university campus.  

Keeping the lessons learned from previous design iterations in mind, we created a 
high-fidelity Flash Lite prototype, which runs on a mobile phone. In this prototype the 
system’s interaction capabilities are more accurately modeled than in lower fidelity 
prototypes, giving an accurate model of the systems look, feel, and interactions. 
Again, we performed a formative user evaluation on the interface. As the interface 
was now more mature than the interfaces of previous iteration, we aimed to discover 
more subtle usability problems and thus decided to evaluate our system on eight stu-
dent users, recruited from different university departments to ensure population diver-
sity. The user evaluation performed on the Flash Lite prototype revealed mostly minor 
terminology related usability problems, which we addressed in the final design. 

2.1   Final Design 

The elements of the final interactive Flash Lite prototype can be seen in Figure 2. 
Pictures are added to the storyline, for which an annotating narrative is then recorded. 

 

           

Fig. 2. Elements of the final interface design 

 

In the previous iteration, mostly minor terminology related usability problems were 
discovered, which we addressed in this iteration. That led us to believe that an effec-
tive and easy to use design had emerged in our final prototype. 

2.2   User Experiment 

A summative evaluation was conducted in a usability lab to test the hypothesis that, 
given a pre-scripted story and annotating picture, users will be able to create a digital 
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story more quickly using our Mobile Digital Storytelling system than using Mobile 
Multimedia Presentation Editor of Jokela et al.  

The experimental results of the within-group experiment with counterbalancing 
testing the null-hypothesis show that all ten participants were able to perform the task 
of creating a digital story faster on our system (345 seconds on average) than on the 
Mobile Multimedia Presentation Editor (427 seconds on average). On average, the 
participants performed 82 seconds faster on our system—this constitutes a 23.9% 
improvement. A paired t-test performed (t=10.043) on the results showed a calculated 
p-value of less than 0.0001, which is statistically significant. The experiment indicates 
that, when creating digital stories, users perform better (faster) on our Mobile Digital 
Storytelling system than on the Mobile Multimedia Presentation Editor of Jokela et al. 

3   Discussion and Conclusion 

We were surprised that very few users in our evaluations had ever heard of digital 
storytelling. After discovering digital storytelling, in part through interacting with our 
prototypes, our users were delighted with the simplicity, flexibility, and power of the 
digital story. Almost all of the users could immediately come up with a scenario 
where they could use our system, which ranged from “telling a friend about the club 
I’m currently at” to “I’m sure that the people in the AIDS clinic I volunteer at would 
love it”—showing the potential of digital storytelling and our mobile system. 

We have seen not only that mobile digital storytelling is viable and possible but 
also that our system is a significant improvement to an existing system—enabling 
even storytelling novices to create and explore the power of digital stories. 

Possible future work includes, more ethnographic work on how people tell stories us-
ing pictures, exploring locative aspects of storytelling, enabling users to collaborate on 
their stories, and better utilizing the ad-hoc nature of the mobile for in situ storytelling.  
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Abstract. This paper describes an explorative user study of how two different 
user groups experience current, as well as envisioned new mobile navigation sys-
tems. Two groups have been the primary target in this study; a group of elderly 
people and a group of relatively young university students that were visually im-
paired. The study consisted of three parts: a focus group/test, a diary study and a 
design workshop where the users envisioned new kinds of interaction with mobile 
navigation systems by building and demonstrating low-fi prototypes. Information 
about user requirements for these types of applications is obtained and we observe 
features in the study design which are relevant for a wider range of mobile  
services. 

Keywords: Mobile, Navigation, Non-visual, Digital Maps. 

1   Introduction 

The present study, which is part of the HaptiMap project (FP7-ICT-224675. Co-
funded by the European Commission and also supported by VINNOVA, Sweden), 
investigates user requirements for the design of mainstream mobile navigational de-
vices and mobile maps, with a particular focus on the non-visual modalities. The 
project targets several user groups:  sighted, elderly and visually impaired persons. 

A growing number of mobile applications (to a large degree map-based navigation 
systems) make heavy use of visual information while implicitly targeting usage situa-
tions where the visual channel is needed for other things than looking at a device [1]. 
Despite this interfaces used in mobile devices are usually based on traditional visual 
map design [2] and more flexible and usable interfaces for geospatial interaction have 
not yet been properly explored.  

2   Exploring Non-visual Mobile Navigation Systems  

This study targets several user groups and the design space to be investigated is com-
plex. Furthermore, we do not look at assistive devices for a selected group, but are 
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interested in improving the design of mainstream products and services. We are in the 
process of investigating the user requirements relevant to this particular project, and 
the present article reports an early explorative study involving both elderly and visu-
ally impaired users. 

In the design of our study were inspired by [3 - 6] and combined a focus group dis-
cussion, a contextual test/interview, a diary study and a user workshop where users 
design low-fi versions of potential services.  Often this type of sequence is described 
as separate studies – but in our study design we decided to link the different parts 
together. Thus, the two initial activities were important on their own, but also ex-
pected to provide the necessary background for the user workshop. 

The study consisted of three parts. The first was a discussion/focus group meeting 
where the groups also tested different navigational systems informally in a scenario 
walk. The second part consisted of a diary study performed over a week where the 
participant recorded his or her experiences of everyday routines when traveling. The 
final and third part of this study was the design workshop in which each group envi-
sioned new kinds of interaction with mobile navigation systems by building and dem-
onstrating low-fi prototypes and demonstrated these in a simulation walk [Fig 1].  

 

  

Fig. 1. Demonstrating low-fi prototypes in a simulation walk 

The study involved a group of eight persons; five elderly people between 67-78 (2 
male / 3 female) with a general reduction in vision capabilities and a group of three 
relatively young university students that are visually impaired (1 male / 2 female).  

Almost everyone in the group claimed that they performed daily trips, mostly by 
public transportation. Leisure was the most common reason to go for a trip (3-5 
times/week) followed by shopping (3-5 times/week), and work (3-5 times/week, and 
of course in this group most participants do not work). Everyone in the group owns a 
PC and cell phone but only two persons own a GPS. They all use Internet daily but 
never mobile services and almost never navigation systems. Travel planning is mostly 
done via Internet and printed maps are brought on the trip. When going on a trip they 
all bring there their cell phone, and sometimes maps and time tables. But company is 
also needed in some cases since they can’t always operate on their own.  

3   Summary of Results and Discussion 

Both our user groups turned out to have many requirements in common. Both groups 
pointed out the importance of landmarks and context information such as houses, 
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house numbers and other things in the environment. Both groups were in general 
interested in hands-free and eyes-free solutions, although one of the visually impaired 
users wanted a device that had a fairly large screen which could act as a device that 
made it possible to see things further away. Both groups also liked speech information 
although it was seen as important that this should not be too disturbing. Confirmation 
that you are on the right track was also important for both groups as well as position 
accuracy. Both groups were also concerned about rerouting – if you indeed made a 
wrong turning you would prefer to get that information to being rerouted. Information 
about your orientation in the environment is another common requirement as (of 
course) correct and updated map information. The main difference between the 
groups was in fact the attitude to multifunctional devices – the elderly group wanted a 
simple device with few functions, while the younger visually impaired users were 
more concerned with the number of devices and preferred one device that could do 
everything. The diversity found (particularly within the group of visually impaired 
users) still highlights the importance of being able to tailor the interaction and the 
information to the needs of the particular user. As can be expected these results agree 
with the results from [7-11], although the comment in [10] about negative attitude 
towards technology among elderly users did not seem to apply to our user group.  Our 
users also agreed with [12] on the importance of hands-free interaction. Added to this 
there were a number of detailed useful suggestions and observations. 

If we consider the method used, we found that the sequence design used was very 
fruitful. The inclusion of existing technology in the focus group discussions provide a 
technological reference for the users, while the scenario walk provided the necessary 
context (during the walk comments were made that were not triggered in the preced-
ing discussion).  Concerning the diaries, the participants were concerned that the 
researchers should get as much as possible out of the diaries and suggested longer 
time for diary keeping. The workshop finally, showed that also for non-visual interac-
tion design, low-fi workshops can be a useful tool for involving users in the design 
process (as expected from [13]). The workshop and discussion turned out to be a 
fruitful arena to get into detailed questions about the functionality of the system. Dur-
ing the simulated walk, both users and researchers were in the context of a way find-
ing task (however artificial), which triggered questions and also made more plausible 
that both parties were talking about the same thing. 

4   Conclusion 

To conclude, we have shown that a more longitudinal study design consisting of a 
linked sequence combining a focus group discussion, a contextual test/interview, a 
diary study and a user workshop where users design low-fi versions of potential ser-
vices can be a useful tool for the exploration of the user requirements for non-visual 
interaction designs intended for mobile navigation services. We note the importance 
of landmarks and information about objects in the environment. Other things seen to 
be important were hands-free and eyes-free operation, position accuracy, speech feed-
back, confirmation, routing design, correct user orientation in the environment and 
map content. Furthermore, we have seen that elderly sighted and visually impaired 
users appear to have many requirements in common in this study – although it should 
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be noted that a request for hands-free and eyes-free solutions can also be a conse-
quence of the mobile context (where hands and eyes are needed for other things).   
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Abstract. Multi-display composition is a technique that enables several mobile 
devices to join together over a wireless network to form a larger logical display. 
This logical display can be created in an ad hoc manner for use when and where 
it is needed out of a group of users’ existing mobile computers. In this work we 
present a multi-display composition system and discuss our implementation that 
supports dynamically extending the display across several devices. Further-
more, we present findings from a study of collocated groups of individuals us-
ing multi-display composition on two different types of mobile computers. We 
found mixed results with respect to the effect of the resulting display area. The 
use of two devices by a pair of participants tended to be rated more favorably 
than a corresponding group of four devices and participants. Furthermore, while 
providing additional screen real estate for smaller UMPCs, tablets were rated 
more favorably when using our system. Finally, we discuss usage themes that 
emerged from participants’ use of the multi-display composition system. 

1   Introduction 

In recent years, personal computing has evolved from a primarily desktop activity to a 
highly mobile one. Laptop computers are an extremely popular computing platform, 
and the tremendous success of mobile phones indicates that the adoption rates that we 
observe for smart phones and Mobile Internet Devices (MIDs) will likely continue. 
While these mobile devices have ever increasing processing, storage, and network 
capabilities, they also tend to have limited input and output. One key challenge for 
enabling the full utilization of the capabilities of these devices will be overcoming the 
limitations of their interfaces. Dynamic Composable Computing is one approach for 
overcoming these limitations by enabling the impromptu assembly of a logical com-
puter from the best available nearby wireless components [12] [19]. 

The display characteristics of a mobile computer are one of the most defining at-
tributes of the device. The size of the display has implications for both the mobility 
and the form factor of the computer. For example, there are several laptop computers 
on the market that offer very similar computing capabilities, but are packaged differ-
ently and offer different screen sizes and resolutions. Tablet PCs often offer similar 
performance to laptops but are designed to be operated with a stylus. Ultra Mobile  
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Fig. 1. Four individual tablet computers, linked only by a wireless network, forming a multi-
display composition resulting in a single logical display 

 
PCs (UMPCs) provide users with significant computing resources and run standard 
desktop operating systems and applications. However, these systems are designed to 
be more portable and as such have much smaller displays. Smart phones are smaller 
still and require highly tailored applications to accommodate the limited screen real 
estate. While in a modern version of each device the power of the processor subsys-
tem scales moderately with physical size, the display limitation still provides the larg-
est differentiating factor in user experience across these platforms. 

In this work, we are exploring how the displays of several mobile computers can 
be wirelessly joined together to gain more display area. In particular, multi-display 
composition is a system that uses the screen real estate of multiple mobile devices to 
form a larger logical display. Originally, this technique was developed as a mecha-
nism for overcoming the display size limitations of small devices like UMPCs and 
smart phones with the intent of providing a mechanism for obtaining enough screen 
space on which to run traditional legacy desktop applications. However, multi-display 
composition can also be applied to larger mobile computers. For example, Figure 1 
shows the formation of a single logical display from four separate tablet PCs effec-
tively resulting in an ad hoc tabletop display. 

The contributions of this paper are twofold: First, we present the ad hoc multi-
display composition technique which supports running legacy applications on a logi-
cal display formed by dynamically combining the display resources of several mobile 
computers. Second, we discuss the results from a study where groups of collocated 
individuals completed several tasks using a multi-display composition of two or four 
devices with two different types of mobile computers. 

2   Related Work 

Research into alternative display technologies reveals several techniques which could 
decouple the size of the display from the size of the mobile device. Technologies such 
as electronic ink and organic LEDs may eventually allow for the mass market produc-
tion of displays that have a large area and high resolution while also being easily 
rolled or folded to fit in a pocket or bag for portability. Micro projectors [1] [2] and 
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head mounted displays [15] [18] use miniature displays and optics to create large 
images out of very small packages. In addition to these novel display technologies, 
another approach to gaining more display area on a mobile device is to utilize multi-
ple traditional LCDs. The Nintendo DS portable gaming system utilizes a clam–shell 
design with two smaller displays. The hinged design offers a small form–factor to 
support mobility while not in use. However, when open, the two displays can be used 
to increase the amount of available screen real estate. Similarly, Chen et al. demon-
strated an electronic book reader with two displays that attach and fold against each 
other [3], and Siftables explores the use of several very small displays [11]. 

More directly related to multi-client composition is the work on ConnecTables [16] 
which demonstrated the ability to dynamically link two mobile computers together to 
gain increased screen area. Hinckley’s work on Synchronous Gestures [6] and Stitch-
ing [7] brings a similar concept to tablet PCs and explores different mechanisms for 
initiating the link between the computers. This set of related work all relied upon 
custom applications to utilize the combined display resources of the mobile com-
puters. Furthermore, these only demonstrate connecting two devices together. In con-
trast, as we will show with our multi-display system, we provide support to run legacy 
applications unmodified across multiple mobile displays and demonstrate the use of 
four displays in our study. Finally, our user study, in contrast to Hinckley et al.’s [7], 
is explicitly focused on the multi-display aspects of the system and uses groups of two 
or four participants with pre-existing social relationships. 

3   Multi-display Composition 

Multi-display composition performs its display sharing at the windowing system 
level, and as such, is related to a large body of work exploring the interplay between 
displays and high-speed networks. The X Window System and Virtual Network 
Computing (VNC) [14] are two well established examples of systems that support 
sending graphical data over the network to a remote computer system. In this work, 
we continue this trend of using network enabled displays but focus on how it can be 
applied to a group of ad hoc mobile devices. The advances in the capabilities of mo-
bile computers have resulted in the ability to perform similar types of display sharing 
across wireless networks such as WiFi (e.g. IEEE 802.11n) and on devices such as 
laptops and tablets. Even smaller handhelds, such as UMPCs and MIDs, are gaining 
enough computational power for this type of display sharing. 

By using a multi-display composition on mobile devices, several novel usage sce-
narios emerge. With a composition in which the displays of several devices mirror a 
single source display, a group of collocated users can each use their own device to 
access the same information. For example, instead of passing a camera phone be-
tween members of a group of people to view a captured photograph, a multi-display 
composition could let every person view the photo from their own phone similar to 
the system created by Clawson et al. [5]. Alternatively, several tablet computers can 
be placed on a table and used together to form one large aggregate display surface. 
With this extended multi-display composition, the displays of several mobile devices 
are bound together creating one display which spans the computers. When applied  
to a group of four tablets, an ad hoc tabletop display is formed (Figure 1). These  
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examples utilize the devices from a group of individuals to create a larger display 
system. It is possible that a single individual may also have access to multiple mobile 
devices. For example, if Weiser’s vision of ubiquitous tabs and pads comes to pass 
[20], a single user could form multi-display compositions using devices found seren-
dipitously in the environment. We are already starting to see signs of this type of 
usage where people use both a laptop and mobile phone in combination [7] [9]. 

Our implementation of multi-display composition is built on top of the VNC re-
mote display sharing protocol [14]. This protocol allows a user to see and interact 
with the framebuffer of one computer using another remote computer connected by an 
IP network. We extended the VNC protocol and created a custom X server that is 
headless and not attached to a physical framebuffer. By decoupling the display from 
the host device, we are able to extend the server so that the framebuffer can be arbi-
trarily re-sized at run-time and shared over the network. 

This design choice is important in that it allows for any legacy X application to be 
used in this multi-display environment that can dynamically grow and shrink as 
needed; existing applications do not need to be rewritten or modified. The applica-
tions are rendered as usual into X’s framebuffer, and the multi-display composition 
system manages all of the issues associated with dynamically adding or removing 
devices and distributing the framebuffer and applications’ display across the devices. 
While we chose X and VNC as the basis of our system, several alternative implemen-
tations could also be explored where the display sharing is implemented at other lay-
ers in the windowing system. For example, two alternatives would be to share and 
distribute OpenGL [8] or the X protocol to multiple devices. Similarly instead of the 
custom X server, a modern compositing windowing system such as Mac OS X or 
Windows Vista already has the required decoupling between the rendering of win-
dows and graphical information and the framebuffer. 

Our VNC server extensions build on the TurboVNC1 implementation of VNC. The 
performance of this software has been improved by using a high-speed vector opti-
mized JPEG library. Our implementation incorporated these optimizations for the 
VNC server into LibVNCServer2, an open source library that supports the creation of 
custom VNC servers. In turn, this library was linked against our custom X server with 
multi-client support. Several types of VNC clients were created. The native Linux and 
Windows optimized TurboVNC clients were modified to support the additions needed 
for multi-client mode. Furthermore, the Java version of the Tight VNC client was 
modified to provide solutions for other platforms. 

The system is started by one mobile device running the server. The software cre-
ates a new X session, and a VNC client is attached to this server from the same device 
to show the first portion of the desktop. When a client connects in legacy VNC mode, 
the entire framebuffer is shared. In a multi-client display composition, this configura-
tion allows for a single display to be mirrored on several other devices. 

As additional clients connect in the new extended mode, the server dynamically 
grows its logical framebuffer by the size of the connecting device. The client’s view-
port is set to the newly created region to display its portion of the overall desktop. The 
user is then free to utilize the new screen real estate shown on the new device as if it 

                                                           
1 http://www.virtualgl.org/About/TurboVNC 
2 http://libvncserver.sourceforge.net/ 
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were part of the original display. The system can handle an arbitrary number of dis-
plays, limited only by the processing capability of the device acting as the server and 
the available bandwidth. We have tested the system with up to six displays in a grid 
over IEEE 802.11a and more devices could likely be supported. The policy for choos-
ing a direction to grow the display (horizontally or vertically) and where to place the 
incoming display connection is currently programmed into the server. We have a 
prototype implementation of a mechanism that allows a user to manually reposition 
the viewports of each connected device, and in the future we want to explore the use 
of sensors to automatically determine the relative location of devices [10]. When 
devices of the same resolution are connected, the system fully tiles the space in a grid. 
Devices with heterogeneous display sizes are also placed into the grid using the reso-
lution of the connecting device to grow the display as needed. However in this case, it 
is likely that there will be inaccessible portions of the display (just as when using two 
monitors of different resolutions in a multi-monitor configuration). Currently these 
portions of the display are rendered, but not visible. Solutions for managing existing 
multi-monitor systems would likely be useful to implement in this system to address 
this issue. 

Finally, we are using the Composition Framework [12] [19] to manage the multi-
display composition. The Composition Framework provides a mechanism for the 
system to discover the devices and sharable services connected to the same (wireless) 
network. It also provides a user interface for managing the sets of connections needed 
to form the multi-display composition. Previous work pilot testing the interface has 
shown that participants could effectively use it to create and manage compositions of 
different platform services. 

4   Evaluation 

As discussed above, we have a generic implementation of multi-display composition 
that runs on mobile devices connected to a wireless network. The Composition 
Framework supports the formation of ad hoc display compositions, and the geometry 
management of the system allows the display to dynamically grow and shrink across 
several devices as needed. Given the above implementation, we wanted to explore 
how the system might be used and if it effectively allowed for the sharing of multiple 
mobile display resources. We conducted an evaluation on the composition of a large 
logical display and decided to focus on pen-based mobile computers and how a group 
of users might come together to use a set of devices as an ad hoc display. In our 
study, participants used the multi-display system simulating a situation where each 
person would carry and contribute their own mobile device to work jointly on a task. 

4.1   Participants 

We recruited participants from our organization (primarily interns) by word of mouth. 
None of the participants had any previous experience with our system, and we re-
cruited participants so that each person knew all of his or her group members for at 
least one month prior to the study. Each participant was compensated with a $50 gift 
card for a single 90 minute session. We recruited five groups of four people, and five 
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groups of two, for a total of thirty participants. Eight of the participants were female. 
The median age of the participants was 23 (ranging from 19 to 31) and they knew 
each other a median of 2.75 months (ranging from 1 to 12 months). All of the partici-
pants reported extensive computer use with a median of 10.5 years of use (ranging 
from 6 to 21 years). Twenty-six of the participants used a laptop as their primary 
computer while the remaining four indicated they used a desktop. Only five partici-
pants indicated they had used a tablet more than once, and only one participant indi-
cated daily use. All 30 participants had used some form of remote display sharing 
application (VNC, Windows Remote Desktop, NetMeeting, LiveMeeting, Citrix, X). 
Nine of the participants indicated they used it for sharing a display remotely with 
another individual, fourteen reported using remote display sharing to gain access to a 
remote system for individual use. Four participants used display sharing for both of 
these usages, and three did not specify their usage. 

4.2   System Configuration 

We used two different sets of mobile devices for the study: Lenovo X61 Tablet PCs 
and Sony Vaio UX71 UMPCs. As indicated above, we recruited two different group 
sizes (two and four people) and maintained a one-to-one mapping between the num-
ber of devices and the size of the group. The devices for the groups of four people 
were pre-configured in an array of two columns by two rows (2x2) (Figure 1), while 
the devices for the groups of two people were placed in a single row (2x1). For all of 
the configurations, the devices were positioned side-by-side in a landscape orientation 
with minimal space between them. 

The X61 Tablets have resolution of 1400x1050. The active portion of the display 
measures 24.6x18.5cm resulting in a pixel density of approximately 140 dpi. Dis-
counting screen real estate used by the system for window boarders and the taskbar, 
the 2x1 configuration has a total resolution of 2780x970, while the 2x2 has a resolu-
tion of 2780x1940. The UX71 UMPCs have a resolution of 1024x600. The active 
portion of the display measures 9.9x5.8 cm resulting in pixel density of approximately 
260 dpi. Again, discounting screen real estate used by the system, the 2x1 configura-
tion has a total resolution of 2028x520, while the 2x2 has a resolution of 2028x1040. 
The devices communicate through a dedicated 802.11a wireless access point. 

In addition to the basic multi-display composition system, we implemented a 
mechanism to allow users to drag and drop between devices using the stylus. Even 
though the displays logically present a single screen, the bezels of the devices present 
a barrier that one would not be able to cross with a standard pen-based mechanism. In 
particular, it would be impossible to start a drag on one device and finish on another. 
Inspired by Rekimoto’s Pick–and–Drop technique [13], we utilized a hardware button 
on the device’s bezel to allow a user to enter a mode where they could lift the pen 
mid-drag and place it down on another device to finish the drag operation. 

4.3   Tasks 

We designed three tasks for the groups of participants to perform in our study: a sort-
ing task of flower photographs, the use of a spreadsheet containing nutritional data, 
and an analysis of a graph of movie actors/actresses and movie titles (Figure 2). The 
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primary purpose of the tasks was to have a structured way in which we could engage 
the participants with the system. Furthermore, the tasks represented examples that had 
the potential to benefit from the system’s larger aggregate display size given the scale 
of the data involved. Finally, these tasks represent traditional desktop applications 
which might be started by an individual, then grown across a set of collaborators’ 
devices. While we collected data on the group’s performance of each individual task, 
we were primarily interested in the overall experience of the group using the system. 
As such, the tasks were chosen so they spanned a range of visual representations of 
data (images, text, and abstract graphics) as well as in the nature and amount of re-
quired interaction. Furthermore, the tasks were constructed so that they could be per-
formed in a limited number of ways to reduce variation and dependence upon creative 
user input. For each type of task, three different versions (one practice, two test) were 
created to minimize learning effects. 

For the flower image sorting task, participants were asked to sort pictures of 32 
flowers into six categories using drag and drop. Seven windows were displayed with 
one window being the source of all images and the remaining six were destinations. 
Each window showed image thumbnails, and the image could be opened for closer 
inspection in a separate window by double clicking on the thumbnail. A total of 132 
images were obtained with each image ranging in size between 1600x1200 and 
4368x2912 pixels. The images for each category were randomly shuffled and divided 
evenly into three sets. Finally, two representative images were manually selected from 
each category to serve as examples and were provided to the participants to facilitate 
sorting. Participants were also aided by a paper printout which showed the examples 
printed in color and the final number of flowers for each category. 

 

   
 

Fig. 2. Sample study data from the flower image sorting task (left) nutrition spreadsheet task 
(center) and movie graph task (right) 

 
For the nutrition spreadsheet tasks, participants were asked to perform operations 

on the U.S. Department of Agriculture’s abbreviated spreadsheet of nutritional infor-
mation [17]. This spreadsheet contained 7520 rows of data, each representing a dif-
ferent type of food. The 51 columns of the spreadsheet contained various nutritional 
data about each food item. The groups of participants were asked to perform several 
operations on this data including sorting, copying rows of data, and searching for 
items with specific characteristics. A paper form was provided to the group with the 
instructions for the task and provided space to record answers.  

For the final task, the group of participants interacted with a large undirected graph 
which contained information about actors, actresses, and the movies in which they 
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performed. The source data is from the IEEE Infovis 2007 contest3. The data were 
filtered and rendered into static images of undirected graphs with two types of nodes. 
The first type contained the title of the movie, while the second type presented the 
name of an actor or actress. Edges linked people to the movie(s) in which they per-
formed. This resulted in graphs with between 20 and 22 actor nodes, 76 and 95 movie 
nodes, and 114 and 121 edges. The rendered images were between 3007x2658 and 
3194x3572 pixels. The groups of participants filled out a paper form asking them to 
list all of the movies which contained actors or actresses in exactly six movies, and to 
list the movies which had either two or three actors shown in the graph. 

4.4   Procedure 

The study began with the group members filling out a survey for demographic data 
and information about their computer usage. The system was described, and the par-
ticipants were provided with some usages scenarios of how the system might be used 
and constructed from individuals’ mobile devices. Next, a practice session began. 
Here a researcher showed the participants how to use the stylus, how the system pre-
sented a single logical display spread across the devices, and how to use the cross 
device drag and drop capability. Each participant was encouraged to interact with the 
system to gain some experience. Next, the experimenter explained each of the three 
tasks in detail and allowed the group to practice each task. This practice provided 
further time to become familiar with the system and ensured that the participants 
understood the tasks they were performing. After answering any questions, the prac-
tice session came to a conclusion. 

At that point, the three tasks were performed on the first set of devices (either the 
UMPCs or the Tablets). The order of tasks was selected randomly, while the order of 
devices was counterbalanced across groups. The participants were given five minutes 
to complete as much of each task as quickly and accurately as possible. While five 
minutes is a short duration, we chose this amount to reflect our scenario of the group 
of individuals joining their displays for a short period of time to perform a given task. 

After each task, the participants individually completed a questionnaire. The ques-
tionnaire asked them to list three positive and three negative aspects of using the sys-
tem for the given task. Furthermore, it contained Likert questions (on a nine point 
scale) from the Questionnaire for User Interaction Satisfaction (QUIS) [4]. In particu-
lar it contained the questions about the Overall User Reactions and a subset of ques-
tions related to the display. Additionally, several questions were created in a similar 
style asking for ratings on the ability to participate in the task, feedback about the 
spacing between group members, etc.  

After all three tasks and questionnaires were completed for the first type of display, 
the researcher swapped devices for the final part of the experiment. The researcher 
showed the participants the differences between the computers (how the devices had 
different types of pen input, etc.). After answering any questions, the last three tasks 
were performed by the group, again filling out the post-task questionnaires. At the 
conclusion of the study, the participants completed one more questionnaire asking 
them to rate each device and condition paring performed (six in total), to subjectively 
rate their satisfaction with the devices, and to comment on their overall experience. 

                                                           
3 http://eagereyes.org/InfoVisContest2007Data.html 
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5   Findings 

We analyzed the data collected during the study examining trends about the partici-
pants’ perception of the system in the quantitative measures collected from the post-
task Likert scale questionnaire and the exit questionnaire. We also report themes in 
usage and feedback about the multi-display composition system. In particular, we 
examine the positive and negative comments recorded on the post–task questionnaire. 
This information is further substantiated by the overall comments participants pro-
vided at the end of the study and by the observations recorded in the researcher’s 
notes during the trials. 

5.1   Overall Utility 

Overall, the participants rated the extended multi-display composition system posi-
tively. Aggregated across all of the data, the QUIS Overall User Reaction score was 
moderately positive with a mean score of 6.05 (SD=1.72) from a range of 1 to 9 with 
higher values being more positive. Similarly, the absolute rankings of the devices 
provided at the end of the experiment about how helpful the system was for perform-
ing the tasks show similar results with a mean “helpfulness” rating of 7.08 (SD=1.29) 
(again on the 9 point scale). 

Examining these results in more detail reveals differences based on the type of de-
vice and the size of the group (Figures 3 and 4). For the overall QUIS user reaction 
score, there was a significant difference found based on condition (Kruskal-Wallis, 
p<0.001). Further analysis reveals participants preferred the tablets (M=6.71, 
SD=1.47) relative to the UMPCs (M=5.38, 1.70) (Wilcoxon Signed Ranks, p<0.001) 
and groups of two rated the multi-display composition higher (M=6.72 SD=1.45) than 
groups of four (M=5.71 SD=1.76) (Mann-Whitney p<0.001). The responses about 
device preference from the exit interview follow the same pattern with a significant 
difference between the conditions (Kruskal-Wallis Test, p<0.001). Tablet conditions 
again rated more favorably (M=7.09 SD=1.29) than the UMPC conditions (M=4.94 
SD=2.04) (Wilcoxon Signed Ranks Test, p<0.001), and the groups of two rated the 
task more favorably (M=6.82 SD=1.39) than groups of four (M=5.62 SD=2.16) 
(Mann-Whitney Test, p<0.001). These trends also continue for our other subjective 
measures with the tablets generally rated higher than the UMPCs and similarly, the 
groups of two rating the system more favorably than groups of four (Figures 5 – 10). 

Examining differences between tasks also reveals significant differences. The 
overall QUIS user reaction score shows a significant difference based on task (Fried-
man, p=0.024). Further analysis shows there are pair wise differences between the 
nutrition spreadsheet task and the flower photograph sorting task as well as between 
the nutrition task and the movie graph task (Wilcoxon Signed Ranks: p=0.007 and 
p=0.010 respectively). The nutrition spreadsheet task was rated least favorably 
(photo: M=6.20 SD=1.62, nutrition: M=5.64 SD=1.63, movie: M=6.20, SD=1.85). 
Similar results are true for the helpfulness ratings collected with the exit question-
naire. There is an overall effect for task type (Friedman, p=0.005) and significant 
differences between the nutrition task and both the photo and movie tasks (Wilcoxon 
Signed Ranks: p=0.001 and p=0.003 respectively). Again the spreadsheet nutrition 
task was rated least favorably (photo: M=6.58 SD=2.49, nutrition: M=5.20 SD=2.43, 
movie: M=6.27, SD=2.60). 
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Fig. 3. QUIS Overall 
User Reaction scores 
(mean and 95% C.I.) 

Fig. 4. Overall help-
fulness of the display 
for a task 

Fig. 5. Ability to 
participate in task 

Fig. 6. Spacing be-
tween yourself and 
the other participants 

    

Fig. 7. Ability to 
provide input 

Fig. 8. Visibility of 
computer screen 

Fig. 9. Characters on 
the screen 

Fig. 10. Amount of 
info. Displayed 

Together, these quantitative data show interesting results. While we originally as-
pired to create this system to increase the capabilities of UMPCs, it appears overall 
that it provides more benefit for tablets. Also, these data indicate that more pixels are 
not always better. While the use of four devices offered more screen area for the ap-
plications, it also meant there were four people trying to use the devices simultane-
ously, negating some of the advantages of having a larger display area. 

5.2   Usage Themes 

Given the overall trends in the quantitative data, we next turn to the qualitative infor-
mation. This data was collected by asking the participants to list three positive and 
three negative aspects of the system after each task (for a total of six times per par-
ticipant). The data from general comments provided by the participants at the end of 
the experiment and observation recorded during the study are further used to examine 
the usage patterns. 

Display Size: One of the first positive comments participants often made was about 
having more screen real estate with the multi-display composition on the mobile de-
vices. This aspect of the system was by design, but the participant comments and 
other data reveal several different ways the screen space was used. For the tasks that 
primarily utilized a single window (the spreadsheet and the movie tasks), nearly all of 
the groups immediately maximized the window to fill all of the available displays. 
Participants commented that this let them see more of the data and led to less scroll-
ing. This held true even though most participants thought the space between displays 
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taken up by the bezel was a negative aspect. For the photo sorting task, several groups 
used the screen space to spread out the windows to minimize overlapping. A few 
groups also commented on the advantage of the larger screen for seeing the larger 
view of a photograph. These comments held true for both the tablets and UMPCs: 
“the screens were small, but did fit a lot of things for a small screen”. 

Awareness: The participants also indicated that they appreciated the awareness of the 
group’s activity that the system provided. The participants commented that they liked 
the ability to see what the others were doing, being able to quickly check with other 
group members about an activity, and to point out information on the composed dis-
play. Given that only one person could provide input at a given time, there was often 
the ability for the other group member(s) to help guide the navigation through the 
interface either looking ahead or for confirming the proper input. The shared display 
was also used for a common frame of reference where participants would point to the 
screen with either the stylus or a finger so that everyone could focus on the same 
information. This awareness was used for confirming a selection in the spreadsheet 
task, for pointing to a name in the movie task, and for building consensus about the 
type of a given flower in the photograph sorting task. This awareness results from 
using the multiple mobile computers as a single logical display, and would likely be 
absent if other display sharing models were used. 

Collaboration: Many of the participants liked the ability to parallelize the task. Given 
the time limit of the tasks imposed by the study, there was an incentive for the groups 
to attempt to optimize for efficiency. In doing so, one common strategy adopted was 
to divide the tasks in different ways. The participants also leveraged the fact that the 
single logical display was spread across several physical devices, and used the device 
as a unit for dividing the task or interaction. For example, some of the groups of two 
very quickly adopted terminology such as “mine” and “yours” referring to either the 
device or data on the device directly in front of them or in front of their partner re-
spectively. The division of labor also let participants manage the physical area of the 
display. Several participants commented negatively about the difficulty of reaching to 
the other side of the display to provide some needed input. While this was seen as a 
problem by some, others commented that the group nature of the task also provided a 
solution where “everyone clicked on their closest screen.” And indeed, observations 
revealed that sometimes a participant would attempt to reach across all of the devices 
and fail to provide the needed input, so a closer person would finish the interaction. 
Some groups developed the strategy of having a person “assigned” either implicitly or 
explicitly to a region of the interface, for example operating the scroll bar or menus. 
While the participants commented on using this approach, observations indicated that 
these divisions were very flexible and fluid.  

Input: Another form of shared interaction which occurred spontaneously in several 
groups centered on the functionality for performing a drag across device boundaries. 
During the flower sorting task which required many drag and drop operations, some 
of the groups developed a strategy where one person would start the drag, another 
would press the button on the tablet bezel to initiate the needed mode, and potentially 
a third person (for the groups of four) finished the drag on another device. Beyond 
this split operation, a few of the groups performed this task without speaking. The 
shared objective and visibility of the operations on the single logical display provided 
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sufficient information for the group to successfully perform this operation in a very 
fluid fashion. Another issue revealed in the user comments and observations related to 
the single input nature of the system. The devices, the underlying windowing system, 
and applications were not multi-cursor aware. On the resistive touch screen of the 
UMPC, problems only occurred when multiple people touched the display. However, 
the tablets also tracked pen hover which could cause erratic mouse behavior when 
more than one person put their pen in the proximity of a device. While the tablets 
presented this problem, the overall trend of the tablets being rated more favorably 
continued when participants were asked to rate their ability to provide input to the 
system (Figure 7). As multi-touch devices such as the iPhone become more common, 
these issues may become less important. 

Physical Aspects: Many participants commented about their position around the table 
and their ability to view the composition of displays. For example, some participants 
made comments about the “crowding of people”. Others remarked about the viewing 
angle and effectively looking at the display from the side. It was also observed that 
some of the participants, especially in the groups of four, would stand up or kneel on 
their chair to be in a position where they could lean over the table. While participants 
commented that their spacing within the group was less than ideal, it appears not  
to have been too negative of a factor. The quantitative data reveals that participants 
rated the spacing favorably overall (M=6.50 SD=2.20). The overall trend of tablets 
being rated better than UMPCs, and groups of two having higher scores continues 
(Figure 6). Some participants also commented that some of the text was small or that 
the visibility could be improved. Here the quantitative data again shows that the 
UMPC performed worse than the tablet PC (Figures 8 and 9). In addition to the 
UMPC having fewer pixels and a smaller screen, it also has a higher pixel density. 
Together, those factors result in the bitmapped information appearing smaller on these 
devices. And while the multi-display system provided more pixels to see more con-
tent, it did not overcome this problem. This data reveals that an alternative approach 
for using multiple devices might be worth exploring. In particular, instead of just 
expanding the size of the virtual screen to fill all of available pixels, the system could 
use the extra screen real estate to also provide some magnification of the screen. De-
pending on the number of displays and magnification applied, the system could in-
crease both the number of available pixels as well as the area used for each pixel. 

6   Conclusions 

Overall, our study provided insight that groups of participants were able to effectively 
use a multi-display composition involving several mobile devices as a unified display. 
The study revealed an interesting trade-off between the size of a composite display 
and correspondingly the number of participants in the group. Even though groups of 
four had more screen real estate to perform the tasks, they generally rated the use of 
the system less positively than the groups of two. There could be a number of factors 
leading to this result ranging from the need to coordinate more people, reduced visi-
bility and the need to provide input to a physically larger device. 

The trend in our results for the differences between devices is less surprising. Each 
tablet provides a larger individual display which is likely more usable that a smaller 
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UMPC display. And while the UMPCs were not the preferred devices, our data indi-
cates that the system was still usable. When using smaller devices such as UMPCs or 
MIDs, an especially rich area for future work will be to explore how different con-
figurations of multi-display composition (mirroring and extending) compare to more 
traditional collocated collaboration techniques on the same devices. 

The spacing between the individuals in the group also presents an interesting find-
ing. In previous work by Hinckley et al., which also examined the joint use of two 
tablets by two individuals, the participants were reluctant to keep the devices in  
contact with each other [7]. While we did receive some negative feedback about the 
spacing between group members, the overall ratings for this issue were positive. Fur-
thermore, none of the participants asked to separate the devices during our study. One 
possibility for the alternate findings is the different visual presentation and functional-
ity of the two systems. It is possible that spreading the entire desktop across the com-
puters increased the need or desire to keep the devices in direct physical proximity. 
Secondly, Hinckley et al. used pairs of participants who did not know each other 
before the study, whereas in our study there was a preexisting relationship of at least 
one month. Future work will be needed to better understand the dynamics of group 
interaction with the joint use of mobile devices. 

In conclusion, we have presented multi-display composition, a technique for sup-
porting the collocated display sharing of wireless mobile devices. We described our 
implementation of the system and discussed how it can be used to run legacy applica-
tions on a logical display formed from several mobile computers. Our study examined 
a specific usage scenario where a group of collocated users collaborate using an ad 
hoc display composed from pen-based computers. Our findings indicate that the sys-
tem was generally rated favorably and groups of two people using tablet computers 
provided the most positive results. We also found several interesting themes of usage 
relating to the collaborative practices adopted by the groups using our system and 
some of the technical challenges that should be addressed. Overall, this work shows 
multi-display composition provides a useful technique for opportunistically overcom-
ing the display limitations of mobile devices. 
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Abstract. This paper explores how the user interface of a mobile device could 
support human perception and conception of changes in its environment. Ani-
mated transition effects may hold potential for visualizing changes in the re-
sources available for the user through the context-aware user interface. Four 
different transition types are investigated. Each transition represents a different 
approach for visualizing changes in UI. The transitions are evaluated with 40 
test subjects, half in India and half in Europe. Statistical analysis of the results 
indicates that animated transition effects have a clear positive effect on percep-
tion and conception of change. 

Keywords: Mobile UI design, animation, transition. 

1   Introduction 

In ubiquitous computing, all computing devices are aware of their surrounding de-
vices and their available resources. A mobile device could potentially act as a generic 
device for providing user interfaces (UIs) for a smart environment. When a user 
moves from a smart space to another, digital affordance available for the user through 
a mobile UI changes, too. This may set challenges for a user since (s)he has gotten 
accustomed to the UI structure of his/her device. 

This paper explores how the user interface of the mobile device could visually 
support the user to perceive and comprehend the changes in the resources available. 
The purpose of this research is to study user perception of dynamic grid menus which 
have changing elements depending on the space a user experiences at the moment. 
This study assumes that there is technology available, which provides information on 
the new smart spaces and all available resources of a given place to a mobile device 
before the user arrives to this place [1]. 

Research on perception and motion on a screen is quite novel in the mobile UI  
domain. However, considerable research work has been carried out on human visual 
perception in the realm of desktop UI. Animations have been reported to improve user 
performance and user experience. In the research by Bladh et al. it has been found that 
short animations during navigation with 3D maps affect user performance and reduce 
task times when e.g. counting details on maps [2]. Klein & Bederson measured better 
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results in reading when scrolling animation was used [3]. The results of Baecker et al. 
show that small animated icons can convey functionality better than static icons of the 
same size. [4]. Baudish et al. present how animated effects have been used successfully 
to improve the user’s ability to perceive changes on a computer desktop [5]. With care-
ful design, the transitions can be designed and implemented so that they do not cause 
delays or disturb the task performance. Study by Hong et al. shows that flashing anima-
tion apparently helps users to locate single targets within a larger amount of information 
[6]. However, flashing has also been found to disturb the user if the information density 
is not high or flashing does not happen in a targeted item. Several studies concerning 
failures of visual awareness show that pictures separated by a blank frame cause a 
change blindness effect [7]. These results can help to understand visual perception in 
computer graphics and set a baseline for animation perception.  

Studies on the use of animated transitions have usually been done in desktop envi-
ronments. In related work, moving screens or elements are used to help with naviga-
tion and draw the attention of the user to selected user interface elements. The work 
presented here explores how animations could make the user more aware of the 
changes in the digital resources available in varying environments. 

This paper is organized as follows: Animated transitions are explained in the next 
section, after which the experiments are described. Then, results are provided, and fi-
nally, concluding remarks are presented. 

2   Animated Transitions 

We used a demonstration application that visualized a hypothetical situation: A user 
moving from one space to another and a UI presenting the new resources available. 
The application presented twelve icons arranged in a grid type menu. The icons were 
selected to represent different digital resources. We used Crystal Project [8] icons de-
signed for open source environments because they were not widely used in mobile 
devices. Some of them were widely known figures like the RSS feed icon and others 
represented general features like device icons (Figure 1). The selected 48 icons had  
 

              

Fig. 1. Mobile grid menu and all icons used in the study 
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various overall colorings and outline shapes. Text was not used because we wanted  
to keep the visual information clear and reduce the effect of different linguistic  
backgrounds. 

Four different transition types were chosen as options for presenting change. The 
first two transition types were not animated, and the last two represented different, 
both common, animated transition types. The transition types with their implementa-
tion are described in detail in the following. 

Blank screen transition (change blindness effect) displays a grey screen for the dura-
tion of 1, 2, or 3 seconds between the screens. Variations of blank screen transitions 
are common, for example, in applications where a box with text “Updating…” is dis-
played on the screen while updating is in progress. Even partial covering of the screen 
can cause change blindness which makes it difficult to notice the change.  

Direct change transition switches the icons immediately without any animation. Di-
rect change does not give any visual cue that a change is about to happen. 

Sliding animation accelerates the disappearing icon to the bottom right, representing 
the resource becoming unavailable. The new icon appears simultaneously by sliding 
into the menu from the upper left corner of the screen. The new icon slows its speed 
before placing itself in the grid to emphasize grounding and staying in place. The slid-
ing animation is illustrated in Figure 2. 

Blinking animation first pulses the icon representing the old resource to partial 
transparency two to six times, depending on the duration of transition, after which it 
disappears from the screen. After that, the icon representing the new available re-
source appears first as a white silhouette of the icon and then smoothly tones down to 
its normal coloring. The blinking effect is illustrated in Figure 3. 
 

  

Fig. 2. Sliding animation 

 

Fig. 3. Blinking animation 
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3   Experiment 

The transition effects were explored from the viewpoints of user performance and 
subjective satisfaction. 

The experiment was conducted with 40 voluntary participants. 20 of them were 
from Finland and 20 from India. The test subjects were between the ages of 20 and 40 
years (average about 30 years). Most participants used mobile phones with graphical 
user interfaces regularly, and had a technical or office work background. 16 of the test 
subjects were female and 24 were male. 

3.1   Experiment Settings 

The demonstration application ran on the Nokia N95 mobile phone and the Flash Lite 
application. The test was performed indoors in a place where the illumination condi-
tions were even, no distractions were present, and the users were able to physically 
move from one space to another. Data collection was done by a researcher who shad-
owed the subjects during the experiment. The experiment procedure was as follows:  

The user was given a mobile device and a pen. The user held the pen in the hand 
they used for writing, and the mobile phone in the other hand. The following task was 
repeated 18 times by each user. 

 

1. The user was requested to walk a couple of meters, and open the blank screen by 
pressing “Enter.”  

2. When the application started, the user first saw a grid menu with the resources of 
the “old location” on the mobile device screen for the duration of five seconds. 

3. Then one of the four transitions was used to change two, four or six icons in differ-
ent locations of the screen simultaneously. The transition times varied between one 
and three seconds. 

4. The new combination of resource icons was displayed to the user for the duration 
of five seconds, after which the screen turned black (see timeline in Figure 4). 

5. The researcher presented the data collection form to the user, who then used it to 
report the changes he or she had been able to perceive. The data collection form 
followed the structure presented in Figure 5. 

1- 3 seconds5 seconds 5 seconds

Icon changing moment
in direct transition

Starting
menu view

Transition
time

Changed
menu view

 
Fig. 4. Timeline of the application 

As we used four different transition types, three different transition durations, and 
three different amounts of changing icons, there was a total of 36 different combina-
tions to test. To maintain the participant’s attention, each user tested only 18 of all the 



776 J. Huhtala et al. 

combinations. The application automatically randomized the icon graphics to make 
the icon grid look different each time. In addition, we allowed multiple similar icons 
on the screen because this is possible in real-world situations as well. The new icons 
after transition were always different from the ones they replaced.  

The locations of the changing icons were randomized beforehand in three different 
sets of tasks to reduce the effect of easily recognized patterns. The distribution be-
tween sets was 7-6-7. 

The data collection form shown in Figure 5 was presented to the test subject. 
Places where the user had perceived change were marked on the answer cells repre-
senting the grid menu. To prevent a learning effect, the transitions were not presented 
to the user beforehand. The order of tasks was also varied between users. 

After the tasks, users gave subjective ratings from 1 (low) to 5 (high) to rank the 
visual appearance, clarity, and usefulness of the transition types. Also, subjective 
comments on the complexity of the task and general remarks were requested. 

 

 

Fig. 5. Part of answer sheet, and ratings sections in end question sheet 

3.2   Analysis of Data 

The data collection forms were analyzed through the procedure illustrated in Figure 6. 
 

 

Fig. 6. Answer sheet shell and all four possible answers. Shaded circles are the locations where 
icons actually changed. 
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Precision and recall are commonly used to measure performance. Precision is the 
number of correctly marked locations divided by the number of all marked locations, 
and recall is the number of correctly marked locations divided by the total number of 
all actually changed icons. 

fptp

tp
ecision

+
=Pr ,  

fntp

tp
call

+
=Re     (1, 2) 

We used Rijsbergen’s F-measure [9] value to compare the different task groups. 
The harmonic mean of the Precision and the Recall values gave the probability of get-
ting the correct answers from users. Then the F-measure values of different sets (tran-
sition types, durations, and amounts of icons) were compared. 
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The subjective ratings consisted of numerical ratings and free-form verbal com-
ments. Mean values were counted from numerical ratings, as variation was very small 
and preferences consistent between users. Verbal comments were grouped into 
themes, and they were used to find explaining factors for the quantitative results. 

4   Results 

Here, we first discuss the results from performance analysis and move then to the 
analysis of subjective ratings. 

4.1   Performance Evaluation 

Effect of transition type  
The F-measure values were analyzed by using one-way ANOVA tests using transition 
type (four groups), duration (three groups), and icon amount (three groups) as inde-
pendent variables. After that, Tukey’s post-hoc test was applied to compare signifi-
cant groups. 

Table 1. Sums of true positives, false positives, false negatives and true negatives 

Transition tp fp fn tn 
Direct 450 50 270 1390 
Empty 159 160 561 1280 
Blinking 666 21 54 1419 
Sliding 642 39 78 1401 

 
Animated transitions proved to be significantly more effective at supporting the 

subjects in perceiving the change in the resources (Figure 7). In multiple comparisons, 
no statistical difference was found between the animated transitions (blinking versus  
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Fig. 7. Effect of transition types 

 

sliding). However, comparisons of all other transition pairs were significant (p<.05). 
Results show that the chance of getting a right answer with the blank screen transition 
was remarkably low. Performance with direct transitions was significantly better, but 
still significantly poorer than with animated transitions. 

Duration and amount  
The ANOVA test did not show significant differences between duration groups or be-
tween amount groups.  

Varying the duration of animations between one, two and three seconds did not 
have a significant impact on the results (F(2, 717) = 0.518, p>.05). One-second an-
imations worked as well as three-second ones. This is in agreement with the menu 
transitions study of Bladh et al [2].  

Varying the amount of simultaneously changing icons also had no statistically sig-
nificant impact (F(2,717) = 2.41, p>.05). However, when comparing icon amounts 
and transition types together, there seemed to be a small tendency that blank screen 
was better with a larger amount of icons (Figure 8). 
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Fig. 8. Effect of icon amount with different transitions 
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4.2   Subjective Ratings 

Our analysis shows that the subjective ratings of the test subjects follow the findings of 
the performance evaluation. In addition, there was little variation in ratings. The transi-
tions resulting in the best user performance were also rated most visually appealing, 
clear and useful. Also, there was not much variation in individual ratings between visual 
appearance, clarity, and usefulness. This might indicate that the test subjects were not 
able to express their experience through dividing it into the three components presented. 

Users commented that a blank screen between two screens required more active 
memorizing and resulted in more cognitive load than the other transition types. With 
blank screen transitions, the users sometimes stated that they did not see anything 
changing, or that everything changed. This might explain high error rates. Change 
blindness forced users to make assumptions and guesses, and perhaps also to use spe-
cial memorizing techniques (Figure 9).  

Opinions of direct transition were more neutral. Test subjects stated that several icons 
changing simultaneously was confusing, and they thought they blinked just when 
change occurred. It is possible that this situation can be compared to change blindness. 
With animated transitions, this kind of problem was not mentioned (Figure 10). 
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Fig. 9. Opinions of blank screen 
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Fig. 10. Opinions of direct change 
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Blinking animation was the most liked, but no significant difference was noted 
from sliding animation (Figure 12). Blinking was mentioned as being enjoyable and 
clear, but also slightly annoying. Some stated that the white color effect could last 
longer (Figure 11).  
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Fig. 11. Opinions of blinking animation 
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Fig. 12. Opinions of sliding animation 

Sliding was liked, too, but multiple icons sliding on the screen simultaneously was 
perceived as confusing. Overlapping of icons was also perceived as disturbing. Slid-
ing icons caught users’ attention in a positive way. There were some slight differences 
in subjective ratings between blinking and sliding animations. Users rated visual ap-
pearance and usefulness a bit poorer for the sliding transition. However, this differ-
ence was not clearly supported by user comments. The most interesting detail was 
that the sliding animation was hoped to last for a shorter time, but the blinking one 
was hoped to last longer.  

Users wished that the dynamic and static parts of menus should be marked clearly 
in the user interface. Some users mentioned that the icons should look different 
enough that they are not confused accidentally. 
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5   Concluding Remarks  

The animated transitions resulted in significantly better user performance compared 
with non-animated transitions. Even though transition time did not have an effect on 
user performance, subjective experiences revealed interesting issues about timing. 
Users hoped that sliding animations would be faster, but blinking was hoped to last 
longer. Experimenting with more variation in animation timing could be a subject of 
further research.  

Blinking was perceived as a little annoying, but it was seen as a clear indicator. 
Sliding icons were perceived as confusing when they overlapped other icons. More 
detailed comparison between moving and blinking animations would offer more in-
formation how to use the benefits of animation on small screens. It appears that hu-
man visual perception can accurately handle quite complex movement on the screen. 
The challenge in design is to attract the user’s attention without losing the appeal of 
the user interface. The role of animation design, acceleration in animation, and color 
effects with blinking animation are interesting issues for future work. 

Even though the test was performed in a mobile setting simulating real-life usage 
situations, the users seemed to have problems in understanding the concept of chang-
ing resources and adaptive UI. A truer level of experimental realism would be needed 
to evaluate issues beyond perception and comprehension, such as usability and utility. 
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Abstract. Despite the potential benefits of digital note taking tools, research has 
found that people continue to use paper for creating micronotes, informal per-
sonal notes such as reminders and to-dos. Design recommendations from for-
mative studies suggest that “natural” input modalities such as voice and digital 
ink could help to overcome the drawbacks of text entry on phones and PDAs. 
We conducted an 18-person lab study to understand the perceived and actual 
trade-offs that these non-traditional input methods offer for micronote capture. 
We found that people preferred ink (8 participants) and voice (8 participants) 
input over keyboard (2 participants) input. Half our participants varied the input 
method they used in different environments, while the rest did not. However, 
paper remains popular and was preferred by 8 participants when given the op-
tion. The 9 participants whose ink and voice micronotes were transcribed with 
higher error rates had a noticeably different experience using voice including 
slower capture times, and higher mental and physical demand survey responses. 
The percentage of participants that preferred ink, voice, and keyboard was the 
same for both transcription quality groups. 

Keywords: Mobile input, voice input, digital ink, micronotes, mobile note taking. 

1   Introduction 

Despite the large number of technologies that are now available to help us digitally 
capture and manage small pieces of information, such as to-do lists and phone num-
bers, people continue to use paper for these notes. Micronotes, a term Lin et al. [1], 
adopted to “cover the host of personal jottings to ourselves that we all make every 
day” often manifest themselves on the scraps of paper that fill our desks, purses and 
bags. Digital versions take the form of a small piece of information emailed to your-
self, or typed into Notepad or digital post-its. As such, micronotes (both physical and 
digital) are frequently distinguished from formal notes or tasks by their inability to fit 
easily into traditional Personal Information Management (PIM) tools. The result is 
that micronotes are often lost and difficult to maintain over time.  

Researchers have been captivated by the potential benefits that digital capture 
might offer micronote creators in terms of editing, searching, sharing, and archiving. 
Several research studies have explored the content and purpose of micronotes [2], the 
lifecycle of micronotes [1], the management of micronotes [3,4] and how people use 
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(or do not use) PDAs for capturing and retrieving micronotes [1,4,5,6]. Their results 
highlight that a key barrier to digitizing micronotes is getting them in digital form in 
the first place; that is, people find that digital devices, even pervasive ones such as 
mobile phones, generally do not meet their needs during micronote creation. Design 
recommendations from these studies suggest numerous ways in which future tools 
might lower the barrier to digital micronote capture. Of particular interest to us, sev-
eral studies recommend that support for input methods such as digital ink and voice 
could be valuable in making micronote capture natural and fast, while automatic tran-
scription of the resulting pen-strokes and audio could assist people in retrieving, orga-
nizing and searching their captured notes [1,3,5,6,7].  

Inspired by these design recommendations and to complement previous research, 
which has primarily focused on understanding current micronote taking practices, we 
conducted a controlled laboratory study to lend formal insight into micronote capture. 
Specifically, we were interested in understanding what factors might influence peo-
ple’s choice of input modality for capturing a micronote on a mobile device that sup-
ported digital ink and voice input in addition to standard keyboard entry.  Our study 
was designed to allow us to explore the effect of three factors on participant prefer-
ence: transcription quality, time to enter a note, and the physical environment. Eight-
een participants created micronotes on a phone using digital ink, voice, and a virtual 
soft keypad for lists of varying length in three different settings: a lab, café, and while 
walking. The ink and voice micronotes of half our participants were transcribed with 
error rates similar to current day technology, while the micronotes of the other half 
were transcribed with near perfect accuracy that might be possible in the future. 

Our participants preferred voice (8 participants) and ink (8 participants) over  
keyboard input (2 participants). Surprisingly, although participants in different tran-
scription conditions did have measurably different experiences, particularly for voice 
input, the distribution of participant preferences across input modalities was the same 
in both conditions (e.g. 4 from each condition preferred voice, 4 preferred ink and 1 
preferred keyboard). Even after trying the “natural” input modalities of ink and voice, 
paper remained appealing to 8 participants who ranked it as their most preferred input 
when given the option. Participant preference did not appear to be related to how fast 
they were at capturing notes using a particular modality, while the environment did 
seem to affect which modality some participants selected (e.g., using voice while 
walking, but using ink or keyboard in the nosy café). However half of our participants 
did not change their input modality based on the environment suggesting some had a 
strong personal preference. Our results lend evidence that note taking systems should 
offer integrated experiences to allow users flexibility in choosing an appropriate input 
modality based on their preferences and situational needs.  

2   Related Work 

Lin et al. [1] conducted one of the earliest studies investigating micronotes, identify-
ing the lifecycle of a micronote. This includes trigger, record, transfer, maintain, refer, 
complete, discard, and archive. In our study we focus on the record stage and how 
people capture micronotes using mobile devices. Research by Lin and others (e.g., 
[1,3,5,8]) highlights the importance of being able to quickly access the capture device 
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(for example, taking a mobile phone out of a pocket), start taking the note, and finish 
making the note. Several studies (e.g., [3,4,5,6,8]) have also found that some note-
taking applications require people to specify detailed information about the note after 
entering it (e.g., a reminder time, date or importance rating) which are potential barri-
ers to the quick capture of a micronote.  

Previous research (e.g., [1,3,5,6]) has suggested that people can more quickly cre-
ate a micronote using either voice or writing with a pen, rather than, for example, 
multi-tap on a cell phone. However, voice and ink input both have drawbacks in terms 
of post-entry consumption and management. For example, voice notes are easy to 
enter, but time-consuming to listen to. Ink is natural to enter on a touchscreen device, 
but handwriting can look messy and tends to be large so fewer notes can fit on a 
screen. Research by [1] and [2] suggests both voice and ink notes can benefit from 
post-processing that transforms them into digital characters (transcription), which 
then allows them to be searched, quickly visually inspected, organized and incorpo-
rated into reminder systems. As Lin et al. wrote, “In summary, the optimal mobile 
micronote system combines the ubiquitous convenience of paper, the intuitive writing 
process of a digital pen, and the computational functionality of a PDA” [1].  

Of course mobile micronote tools are being developed. Commercial offerings in-
clude tools such as Jott [9], which allows users to call a number and follow structured 
voice prompts to leave a voice message which is then transcribed and made available 
to the user, and Microsoft’s OneNote Mobile that accepts voice and digital ink input, 
as well as research prototypes (e.g., [1]). Evernote [10], which supports mobile note-
taking using voice, pictures, and text, is one of the most compelling mobile micronote 
applications, but it does not support ink input or transcribe voice notes. The wide-
spread continuing use of bits of paper, post-it notes and other scraps for many mi-
cronotes highlights the challenges of developing a digital micronote application that is 
widely adopted [3,8]. Given that previous studies have identified quick entry and 
natural input modalities as important, in this study we sought to better understand in a 
systematic way people’s preference for using ink and voice to capture micronotes. 

3   Study  

We designed and executed a controlled quantitative study to answer research ques-
tions regarding how transcription quality, capture time, and environment affect user 
choice and preference for using Ink and Voice for entering micronotes on a touch-
screen-based mobile device. Our three specific research questions were: 

Q1: How accurately can users build a mental model of what input modality is fastest 
for them?  Does transcription quality affect this? 
Q2: Does the environment influence the choice of input modality or do participants 
seem to have a stable personal preference across environments? 
Q3: What input modalities do participants prefer? Does transcription quality or speed 
of capture seem to influence users’ preference?  
 

To explore these questions we recruited eighteen participants (9 men, 9 women; 
ages 17 to 56, mean = 39, median = 46) from the general population to take part  
in our study in July 2008. We specifically recruited participants who used paper to 
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capture micronotes at least once a week and owned a standard mobile phone (not a 
Smartphone or Pocket PC) so that they would not be biased by previous mobile mi-
cronote capture experiences. During the study, participants captured micronotes of 
three different lengths (short, medium, long) using Ink, Voice and a virtual Keyboard. 
The transcription quality of the Ink and Voice notes was a between-subjects condi-
tion. Participants in the CurrentDay (CD) condition received transcriptions with error 
rates similar to those produced by standard voice and ink recognizers [11,12], while 
those in the NearPerfect (NP) transcription condition received transcriptions that were 
close to perfect and represented possible future error rates. We split the men and 
women in the study across the two transcription conditions as equally as possible 
(CD: 5M, 4W; NP: 4M, 5W). We now describe VINO, a prototype mobile note taking 
application we built for our study and then our study procedure. 

3.1   VINO Prototype  

For the study we built the VINO (Voice and InkNOtes) note taking prototype. The 
note capture screen shown in Fig. 1a can be reached directly by using the hardware 
note-taking button or from an initial screen (not shown) listing all previously entered 
notes. From the capture screen the user can create a note in whatever modality she 
wishes—either by starting the recorder using the audio recording bar (top), writing in 
Ink (middle), or typing on the Keyboard (bottom). Once input has begun, the display 
swaps into either audio-capture mode, Ink-capture mode (Fig. 1b), or typing mode to 
maximize the space available for capturing the micronote, which is especially valu-
able during Ink input mode. After an Ink or Voice note has been captured, an editable 
transcription appears in a new tab (Fig. 1c), allowing the user to toggle between the 
original Ink or Voice note and its transcription. VINO does not currently support real-
time transcription. All transcriptions were pre-computed for each user task because of 
the need to control for errors in our study, and we incorporated event logging capa-
bilities and study control logic into the prototype.  

 

 
(a) 

 
(b) 

 
(c) 

Fig. 1. The VINO note capture software. (a) The note capture screen supports voice (top), ink 
(middle) or keyboard entry (bottom); (b) ink entry mode; (c) the transcription screen for Voice 
or Ink notes. 
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To develop transcriptions for the CurrentDay and NearPerfect transcription condi-
tions, six co-workers (3M, 3F) were recruited to speak and write (with digital Ink) all 
of the micronotes included in the study tasks. We then used standard Voice and Ink 
recognizers [11,12] to transcribe this data, and calculated error rates using a version of 
the Levenshtein distance function [13] modified to take into account the fact that the 
VINO text editor only allows insertions and deletions, not overwrites. This process 
helped us determine our error rates for the CurrentDay condition as 0.35 errors per 
character for Voice and 0.17 for Ink. For the NearPerfect condition, we decided upon 
error rates for Voice of 0.11 and 0.04 for Ink.  

Using these rates, we introduced errors to the transcriptions we gave the partici-
pants using misrecognitions from the software-generated transcriptions whenever 
possible. To control for total number of errors across tasks in each condition, we oc-
casionally created a transcription with the appropriate number of errors that was simi-
lar to but not exactly the same as any error generated by the transcription software. In 
a further attempt at realism, Voice transcriptions were always displayed as a single 
line, while Ink transcriptions showed the lists as 1, 3, or 5 lines, depending on the task 
length. Overall, this process allowed us to generate “fake” transcriptions that con-
tained realistic errors, but which also had a controlled error rate. One aspect of errors 
we did not control for were “meaning-changing” errors. For example, with the mi-
cronote “bake cookies,” a transcription of “bak cookie” is likely to be understood by 
the creator, while “bark copies” might not be. We calculated that 40% of the 168 
transcriptions we used had potentially meaning-changing errors. The participants did 
not communicate any concern or disbelief about the transcriptions.     

We built VINO using C# (.NET Compact Framework) and it runs on Windows 
Mobile PocketPCs—mobile phones with touchscreens that function similar to Per-
sonal Digital Assistants (PDAs). We conducted the study using an HTC Touch 
Cruise, which has a large screen with a flush bezel that is easy to write on, a hardware 
button that could be used to launch VINO, and a voice recorder. However, because 
the Touch Cruise lacks a physical keyboard, we built a custom soft keyboard for in-
clusion in VINO. We implemented our own keyboard to control when and how it was 
displayed to users and avoid the predictive word choices that the built-in keyboard 
automatically presents to users as we were concerned it might confuse users and po-
tentially confound our results.  

3.2   Procedure 

The study was conducted in our lab and took roughly 1.5 hours. The study consisted 
of five phases: 

Current Behavior: We interviewed the participant about her use of micronotes, and 
discussed the personal micronotes we asked her to bring to the lab.  

Training (3 micronotes): We introduced the participant to the VINO software and 
the protocol that would be used for performing the study tasks by having her enter 
micronotes using all three input modalities (Ink, Voice, Keyboard) and lengths. We 
specified the text of each micronote for all trials, which were either Short (S), a 1-item 
2-word list, Medium (M), a 3-item 4-word list or Long (L), a 5-item 7-word list.  
We ensured that all micronotes in each length category had the same number of  
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characters. Research by Ludford et al. [14] showed that users in their study on loca-
tion-based reminding created lists of things to do or get most of the time. Therefore, 
the micronotes we created for the study were lists of things to do (e.g., “wash win-
dows”) or get (e.g., “cloth, bucket, rubber gloves”). 

At the start of each task the participant was given a printed card showing the target 
micronote text, which was also displayed on the screen of the phone. The participant 
pressed a button on the screen to start the capture process, entered the content into 
VINO using the designated input method, and then pressed another button to indicate 
they were finished. The participant was then presented with a transcription of the note 
(Fig. 1c), which she corrected using the soft keyboard before submitting the final 
note. The participants were not aware that the transcriptions were pre-computed. 

Participants were instructed to correct transcriptions to whatever degree “felt com-
fortable” in order to make the final transcription capture the essence of the list pre-
sented on the printed card. For consistency, we had considered asking participants to 
correct the transcription to exactly match the list given in the task. However, our two 
pilot participants reported that it felt arbitrary and contrived. Thus we decided to 
loosen the correction constraint, as this is closer to real world use where one might 
ignore a mistranslation that is clearly an error, but is still recognizable.  

Input Trials (18 micronotes): The participant captured 2 micronotes for each note 
length (S, M, L) using each of the three input modalities (Ink, Voice, Keyboard). All 
6 tasks for a particular input modality were performed together, but the presentation 
order of the input modalities was counterbalanced across participants. Tasks were 
randomized within each input modality. After each input modality, the participant 
filled out a NASA TLX-based survey about her experience.  

Timed Competition (6 micronotes): The participant captured 6 micronotes (2 for 
each of the 3 note lengths) using whatever input modality she felt would allow her to 
capture a note fastest. We required that the final note match the task text exactly, and 
specified that the time to enter the note included the edit time. Participants could 
choose a different input modality for each of the 6 tasks. To motivate participants to 
choose the input modality they perceived to be fastest we told them that an additional 
gratuity would be awarded to the participant with the fastest average capture time. 

Environment Phase (12 micronotes): We took the participant to a café located in 
our building to enter 6 micronotes (2 of each length) using her preferred input 
method, and then had her walk around the building while entering another 6 mi-
cronotes (2 of each length), again using whatever method she wished. 

Wrap-up Phase: At the end of the study participants filled out a survey about which 
input methods they thought were fastest and which they preferred. 

4   Results 

Our 18 participants (M:9, F:9) ranged in age from 17 to 56 (mean = 39, med. = 46) 
and had wide variety of occupations including student, artist, fire-fighter, healthcare 
and technology related (e.g. programmer, IT specialist). Despite this diversity, captur-
ing micronotes was a common occurrence for our participants and twelve told us they 
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deliberately carried note-taking mechanisms with them. We asked participants how 
frequently they captured micronotes for a variety of methods with the options of 
never, once ever, monthly, weekly, daily, and several times per day. For our partici-
pants, paper was the most commonly used method for micronotes (med. = ‘several 
times per day’). This was followed by the use of personal computers (med. = 
‘weekly’), but phone, PDA, and voice recorder all had a median response of ‘never.’ 
We were not surprised that our participants did not use their phones for micronote 
capture, given that we had explicitly recruited participants with standard mobile 
phones so they would not be biased for or against capturing micronote notes on their 
mobile phone. However, 17 of the 18 participants used their mobile phones daily or 
multiple times per day, so we know they are carrying mobile devices with them. We 
now describe results of our Input Trials, followed by the Timed Competition, capture 
by participants in different Environments, and their Preferences.  

4.1   Input Trials  

The Input Trials gave participants experience with all three input modalities.  

4.1.1   Total Capture Time  
To understand how the Ink, Voice and Keyboard input methods compared to each 
other, we first considered the total time it took participants to capture micronotes 
using each input modality. Fig. 2 shows the average total capture time for the three 
input modalities and two transcription conditions broken down by input and edit time.  

We first compared capture times within transcription conditions by conducting a 3 
(InputMode: Ink, Voice, Keyboard) x 3 (Length) RM-ANOVA for each transcription 
condition. However, other than the expected main effects of Length on capture time 
for both groups, no significant effects of InputMode were present for either NearPer-
fect or CurrentDay participants. So overall, capture times for participants in each 
condition were not significantly different across the three input modalities, which we 
found somewhat surprising.  

Next, we compared how transcription quality affected total capture times, by com-
paring capture times between participants in the two transcription conditions for each 
input method. Looking at the right hand side of Fig. 2, we can see that participants 
performed comparably in the Keyboard condition across the two transcription condi-
tions. Given that the Keyboard condition lacked a transcription/edit phase, this per-
formance similarity is what we would have expected and gives us confidence that our 
random assignment of participants into the two transcription conditions avoided any 
unintentional speed bias.  

For Ink and Voice, where we would have expected transcription quality to make a 
difference, we compared the capture times between the two transcription conditions. 
We conducted a one-way RM-ANOVA with a within-subjects factor of Length and a 
between-subjects factor of transcription quality (TxQuality) on the mean total mi-
cronote capture time for Ink and Voice. Both tests yielded the expected significant 
main effects for Length, but only Voice tasks showed significant effects of TxQuality 
(F(1,16)=8.6, p=.01), with NP participants completing Voice tasks faster than CD 
participants (29.9s. v. 43.2s).  
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4.1.2   Input and Edit Times 
We also independently analyzed the time spent to input and edit the micronote. To 
explore input time, a 3 (InputMode) x 3 (Length) RM-ANOVA with a between-
subjects factor of TxQuality was performed on mean input time. Significant main 
effects were found for InputMode (F(2,15)=53.89, p<.001) and again for Length 
(F(2,15)=62.71, p<.001). However, as per our design, TxQuality did not affect input 
times, which again gives us confidence that participants’ input speeds were balanced 
across the transcription conditions. Post hoc tests on InputMode using Bonferroni 
correction revealed significant differences between input speeds of all modalities; 
Voice supported faster micronote input than Ink (11.15s v. 26.69s, p<.001), which in 
turn was faster than Keyboard (34.70s, p=.002).  

Given that input times varied significantly by InputMode, but total capture times 
did not, we conclude that edit times were inversely proportional to input times for 
these three modalities. This interpretation is also supported by Fig. 2 which shows 
Voice edits generally took longer than Ink edits, which took longer than Keyboard 
edits. This is perhaps not surprising given our design incorporated more transcription 
errors in Voice tasks than in Ink tasks, as well as more errors in CurrentDay tasks than 
in NearPerfect tasks. However, given that we asked users to correct tasks to some-
thing they were “comfortable” with, we worried that participants might have chosen 
not to edit the transcriptions. To check this, we ran a 2 (InputMode: Ink, Voice) x 3 
(Length) RM-ANOVA with a between-subject factor TxQuality on mean number of 
corrections. Keyboard was excluded from the analysis because it did not have an edit 
phase. Significant main effects for InputMode (F(1,16)=140.8,p<.001), TxQuality 
(F(1,16)=85.2, p<.001) and Length (F(2,15)=91.3, p<.001) were present.  

Post hoc analyses found that users made significantly fewer corrections during Ink 
tasks than Voice tasks (3.6 v. 11.0, p<.001) and corrected fewer errors in the NearPer-
fect condition than the CurrentDay condition (3.5 v 11.1). Thus, our analysis shows 
that users indeed varied the amount of correction applied to tasks according to the 
number of errors present in the transcription, preserving the relative edit effort we had 
intentionally designed into the study. Equivalent analyses on edit times (vs. number of 
corrections) yielded the same findings. 

4.1.3   Survey Responses 
We surveyed participants after they had used each input modality using a NASA 
TLX-based survey. Participants answered questions on a 7-point Likert scale, with 1= 
‘Very Low’ and 7=‘Very High’ about mental demand (Voice: med.=2 Ink: med.=2, 
Keyboard: med.=3), physical demand (V:2, I:3, K:2.5), whether they became discour-
aged during the tasks (V:2, I:2, K:2), or had to work hard (V:3, I:2.5, K:2). We also 
asked how easy the input was to use1 (V:2, I:3, K:3.5), to learn (V:2, I:2, K:1), and 
lastly how quickly they felt they could do the tasks (V:3, I:3, K:3). We conducted 
Friedman tests to compare the responses across the three input modalities and saw a 
statistically significant difference only for physical demand (χ2 (2, N=18) = 11.36,  
 

                                                           
1 Questions about ease of use and learning used the scale of 1=‘Not Easy’ to 7= ‘Very Easy’ 

while the ‘quickly’ question had the scale 1=‘Very slowly’ to 7=‘Very Quickly.’ All three 
questions have been reverse coded for analysis to be consistent with other questions where 
lower scores indicate less effort and higher scores indicate more effort. 
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Fig. 2. Total capture time (input+edit) averaged across micronote lengths by input mode and 
transcription condition (NP=NearPerfect, CD=CurrentDay) 

 

p=.003). Follow-up pairwise comparisons using a Wilcoxon test showed participants 
felt Voice required significantly less physical exertion than Ink (z=-2.97, p=0.003).  

To compare responses of participants in the CurrentDay (CD) condition to those in 
the NearPerfect (NP) condition we conducted Mann-Whitney U tests for each of the 
survey questions. We saw statistically significant differences only for the Voice input 
modality, specifically for the questions on mental demand (NP:1, CD:3,  z=-2.72 
p=.007), physical demand (NP:1, CD:3, z=-3.00, p=.003), how discouraged partici-
pants were (NP:1, CD:4, z=-2.70, p=.007) and how hard they felt they had to work 
(NP:2, CD:5, z=-2.89, p=.004). Taken together these ratings suggest that differences 
in transcription quality for the Voice input did make a noticeable difference in the 
perceptual impact on the participants.  

4.2   Timed Competition 

The Timed Competition, which participants completed right after the Input Trials, 
was designed to help us answer our first research question and determine whether 
participants could build a correct mental modal of how long it took them to capture a 
micronote. For each of the 108 tasks in the Timed Competition (6 tasks for 18 partici-
pants), we calculated the input modality choice that would have been optimal for the 
participant to use based on the input modality that was fastest for them for tasks of the 
same length in the Input Trials.  

Based on these calculations, 8 of the 18 participants, all from the NearPerfect con-
dition, were expected to use Voice for all task lengths. Seven of the participants 
should have switched between 2 different modalities, and 3 were expected to switch 
between all 3 modalities. While 3 participants (NP:3, CD:0) used the optimal input 
modality for all tasks, our data suggests that most participants did not necessarily 
have a clear understanding of what input modality would be fastest for them for  
different task lengths. The remaining 15 participants (NP:6, CD:9) chose the non-
optimal input modality in 51 tasks (47%). We were somewhat surprised that the in-
correct choices were split relatively evenly between task lengths (Short:25%,  
Medium:37%, Long:37%) as we expected participants might have more trouble de-
termining the optimal input mode for shorter tasks where capture times using different 
modalities might be more similar. However, we did find that participants in the Cur-
rentDay condition appeared to have more trouble. Of the 51 incorrect choices, 63% of 
them were made by participants in the CurrentDay condition while only 37% where 
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made by participants in the NearPerfect condition. Finally, when participants made a 
non-optimal choice they did not appear to favor any one particular input modality, 
using Voice 37%, Ink 37% and Keyboard 26% of the time. People in the CurrentDay 
condition who chose non-optimally chose Voice 41% (13), Ink 38% (12) and Key-
board 22% (7) of the time. NearPerfect participants used Voice 32% (6), Ink 37% (7) 
and Keyboard 32% (6) of the time.  

Survey responses also support the notion that participants had trouble determining 
what method was fastest for them. On the final survey we asked participants to rank 
input modalities from fastest to slowest for capturing short lists and long lists. We 
compared participants’ reported fastest methods to their actual performance in the 
timed trials and again found they correctly identified their fastest method correctly 
only 53% of the time.  

4.3   Different Environments  

Our second research question asked about the affect of environment on the partici-
pants’ choice of input modality. While understanding realistic usage across different 
environments requires a field study, we felt it was valuable to take our lab study par-
ticipants into two additional environments (café and walking) to explore in a struc-
tured way the impact of environment on their choice of input modality.  

Of the 108 micronotes captured in the café (in both conditions), participants used 
Voice for 38% of the micronotes, Ink for 39%, and Keyboard for 23%. When walk-
ing, participants used Voice for 72%, Ink for 17% and Keyboard for 11%. Fig. 3 
shows participants’ input choices by transcription condition. Participants in the Near-
Perfect condition had a mostly even split between Ink and Voice inputs in the café, 
while CurrentDay participants chose more evenly among the three inputs. A few par-
ticipants expressed concerns about Voice in public venues. Comments included “It 
would seem weird to command your phone while you are in a café or public place” 
(P9), and “you don't always want everybody to hear what you are saying” (P7).  

The worse transcriptions that the CD participants received may have negatively af-
fected the experience with Voice and Ink enough to encourage the use of Keyboard 
input. However, while walking, the majority of participants in both transcription con-
ditions chose Voice input, so some users in both conditions switched from another 
input to Voice, presumably prioritizing Voice’s low visual and physical demands over  

 

 
 

Fig. 3. Percentage of environment tasks captured with the three input modalities, by environ-
ment (Café v. Walking) and transcription quality group 
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other considerations while mobile. Despite the high visual and physical attention 
required for Keyboard input, Keyboard was not entirely abandoned by the CD partici-
pants during walking as it was by the NP participants. This again demonstrates the 
seemingly negative influence that the worse transcription quality had on CD partici-
pants’ likelihood of choosing one of the more “natural” input methods.  

We were also interested in how consistently participants used the same input mo-
dality in each environment. In this analysis we considered users to have a consistent 
input for an environment if they used a particular input method for at least 4 of the 6 
tasks performed. Nine participants (NP:6, CD:3) did not change their preferred input 
method based on the environment; in 7 of these cases, the method chosen was the one 
they reported as their overall preferred capture method among the three studied, and 
in two cases the method chosen was the one they considered fastest, based on their 
Timed Competition data. Of the other 9, 4 (NP:1, CD:3) did not exhibit a consistent 
input method in one or both environments. The 5 remaining participants switched 
from another input method to Voice for walking.  

To summarize, participants in the NP condition were more likely to choose Voice 
or Ink over Keyboard for micronote capture and tended to be more stable in their 
choices. In contrast, CD participants were more divided among three input methods in 
the café, had more participants who made inconsistent task-to-task choices, and had 
more participants switch input choice between environments. These fluctuations ob-
served in the CD participants suggest that the worse transcription made it more diffi-
cult for them to determine or decide on a preferred input method. For both conditions, 
however, we saw that environment could influence choice, with users favoring the 
lower demands of Voice for capturing micronotes while walking. 

4.4   Participant Preference 

Our final research questions asked what input modalities participants prefer and 
whether it appeared that either transcription quality or speed of capture had an effect 
on participants’ preferences. On the final survey we asked participants to rank the 
input modalities from most to least favorite. Responses strongly demonstrate partici-
pants’ preference for Ink and Voice input over Keyboard. As Fig. 4a shows, 8 partici-
pants preferred Voice, 8 participants preferred Ink and 2 preferred Keyboard for  
micronotes when paper was not option. When asked what they liked about their favor-
ite method, common responses for both Ink and Voice included ease of use (Voice:6 
participants, Ink:2), accuracy of transcription (Voice:5, Ink:4), and speed (Voice:3, 
Ink: 2). Very surprisingly, the number of participants who preferred Voice, Ink and 
Keyboard between the NearPerfect and CurrentDay conditions was exactly the same 
when paper was not an option.   

However, Fig. 4b highlights that Paper was still a very popular choice for mi-
cronotes. Given the option, 8 participants (4 from each condition), ranked Paper as 
their most preferred input method. Participants who originally favored Ink seemed 
most likely to prefer Paper (5 moved from Ink to Paper). Again transcription quality 
did not seem to greatly affect preferences as the same number of participants from 
both transcription conditions preferred paper. 

We also examined whether participants’ preferred input modality might correlate 
with the modality they felt they were fastest using. Given that half (8) the participants  
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Fig. 4. Participants’ favorite input modality (a) without and (b) with paper. Darker bars are 
users in the NearPerfect condition, lighter bars are CurrentDay. 

 

 
felt that two different input methods were fastest for short vs. long tasks, it is impos-
sible to draw conclusions about whether those participants’ single preferred capture 
method was related to their perception of the fastest input method. But out of the 8 
participants who felt that a single capture method was fastest for both long and short 
tasks, 7 chose that same method as their preferred capture method overall, providing 
some evidence that for those individuals, perceived capture speed influenced their 
stated modality preference.  

We found it interesting that Ink was preferred as often as it was (8 participants) 
considering it was fastest on average for only one participant. Some of this discrep-
ancy can be explained by the fact that 6 of those participants (incorrectly) thought Ink 
was fastest for at least some tasks, while 2 participants knew Ink was slower than 
others, but still preferred it overall. Even so, the relative popularity of Ink in the face 
of modest performance suggests that users appreciate a broader range of capture 
qualities beyond speed, such as similarity to paper-based note taking, and discreet 
capture. Comments on the final survey about Ink included “I like writing in my own 
handwriting” (P11), “seeing written words helps jog ideas and gives time to think” 
(P13), and “I always write/draw, so it’s very familiar and amusing” (P16). 

Finally, while not the focus of our study, participants provided several important 
pieces of feedback about the usability of the VINO prototype. First, while VINO 
required participants to input and then edit, some participants wanted to have the ink 
or voice transcription available immediately so they could see and correct any prob-
lems as they were inputting the micronote. Additionally, a few participants were very 
adamant about wanting to take notes in multiple different colors and easily changing 
colors mid-note. Lastly, a few participants felt the custom-keyboard was too small for 
older eyes and would have liked the text to be larger. 

5   Discussion 

We now discuss more broadly what our findings suggest for future mobile micronote 
capture technologies. First, participants’ preferences, and their use of Ink and Voice 
input when given the option, strongly support the value of providing users with these 
“natural” input modalities for digitally capturing micronotes. More specifically, given 
that half our participants switched which input modality they used in different  
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environments, as well as the almost equal split in preferences for Ink or Voice, we 
believe that our study highlights the importance of multi-modal micronote capture 
applications that allow users to select whatever capture modality is appropriate for 
their current context and needs. This is in contrast to separate end-to-end applications 
for different input modalities that seem to be the focus of current development (e.g., 
Jott supports only Voice input). Supporting Ink, Voice and Keyboard input equally, 
and allowing participants to switch between them as we prototyped with VINO, 
would better support the capture behaviors we observed where some participants 
switched depending on the environment. Even as predictive text entry improves and 
becomes widely available, we anticipate different input modalities will remain valu-
able due to the need for low attention interfaces in certain environments and partici-
pants’ varied preferences.   

While clearly some research on improving transcription quality would be benefi-
cial, having micronotes with near perfect transcription did not appear to make partici-
pants in the NearPerfect condition less resistant to the allure of paper (4 of 9 preferred 
paper when given the option). One consideration is that in our study participants were 
forced to correct the transcription after entering the complete note. Given that some 
participants wanted to have the Voice and Ink transcription available immediately so 
they could see and correct problems, we believe two approaches to transcription 
would be interesting for further study. First, providing immediate transcription even 
with a likely reduction in accuracy, and second emphasizing ‘just-in-time’ transcrip-
tion where users would only edit or view transcription if needed (e.g., often the un-
recognized Ink note might be fine) and ideally at a place where it might be easier to 
correct such as on a desktop or laptop computer. 

6   Concluding Remarks 

Our study participants preferred natural input modalities of Voice and Ink to a virtual 
Keyboard for making micronotes on a mobile device; however paper remains appeal-
ing to many. While participants in our CurrentDay transcription condition did find the 
tasks more challenging in some respects, particularly for Voice input, having worse 
transcription did not change the distribution of participants’ preferences across the 
input modalities. Nor did more participants in the NearPerfect condition favor digital 
micronote capture over paper compared to those in the CurrentDay condition, sug-
gesting dramatically better transcription quality on its own will not cause people to 
adopt digital micronote capture technologies.  

However, given that our participants are already carrying mobile phones that will 
only grow more powerful in the years to come, we do believe there is an opportunity 
for developing mobile micronote capture technology that meets people’s needs.  We 
feel strongly these applications must support multiple input methods including Voice 
and Ink so that users can switch between different modalities as they desire.  While 
we focused on input methods for capture in our study, it is critical to remember the 
entire lifecycle that Lin et al. identified, as emphasizing the additional benefits that 
digital captured notes might have (e.g., easy to share, search) will no doubt be impor-
tant in developing a digital micronote capture system that people find useful. 
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Going forward we believe there are two valuable research directions that would 
build on our findings. First, conducting a similar study with users of smartphones to 
better understand their past experience with existing technology and compare their 
responses to VINO with the results from this study. Second, building a more robust 
version of VINO, perhaps with offline transcription, that could be deployed for short 
field studies in order to further explore the appeal of a multi-modal capture applica-
tion in the wild.   
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Abstract. Mobile phones are often regarded as difficult to use due to their size 
restrictions. To improve on this, in this paper we described our approach using 
unsupervised learning to automate common tasks on a mobile phone, thereby 
requiring less key presses, by means of context-dependent quick-access short-
cuts presented in the homescreen of the phone. We also briefly reviewed some 
of our user study findings, and raised the issue of possible privacy concerns 
with our implementation. 

Keywords: Mobile interfaces, adaptive interfaces, context-dependent systems. 

1   Introduction 

Mobile phones have become ubiquitous and have now reached a stage where espe-
cially smartphones can provide users with a wide range of applications and services. 
Despite this, mobile phones are still often regarded as being difficult to use [1]. Due 
to the size restrictions of mobile phones, providing a more usable interface is hard to 
achieve. Context awareness can be used to facilitate the interaction of the user by 
recognizing the user context and determining and reacting to the user's needs in a 
given context by, for instance making available appropriate shortcuts, thus minimiz-
ing the user's interaction with the device through the UI. 

Related work has focused on command-line prediction in a UNIX environment us-
ing a probabilistic bigram model to predict a user’s next command [2] and also com-
plete user commands [3]. More recently, Bridle and McCreath [4] investigated several 
approaches to induce shortcuts to automate making voice calls and sending text mes-
sages on a mobile phone. They found that some relatively simple approaches (e.g. 
most frequent commands) saved a considerable number of key presses, however such 
approaches presented the users with shortcuts that varied frequently. This is important 
as, in terms of usability, the aspect important in mobile phone design is not only effi-
ciency (e.g. number of key presses) but predictability as well [5]. 

In this paper we describe our approach of inducing and applying both simple and 
complete shortcuts that automate a sequence of keypad presses. Our approach is based 
on context recognition, using an efficient unsupervised learning algorithm that re-
quires no intervention from the user. The context-dependent shortcuts are displayed as 
a quickly glanceable list on the homescreen of the phone. 
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2   SmartActions Application 

An intelligent mobile device should not only know what its user wants, but also where 
and when its user wants it. Such a device should learn how it is used, that the user sets 
the alarm every night before bed, that typically she quickly checks her e-mail before 
leaving for the office in the morning and maybe even sends a text message to her 
spouse in the evening before leaving the office. 

To this end, SmartActions is an implementation of a context recognition algorithm 
on the Nokia N80, a 3rd edition S60 smartphone, driving an adaptive menu of lists of 
shortcuts. The list of items displayed in the menu adapts based on the current, recog-
nized, user context and the applications associated with that context. The association 
between the context and the actions is learned from the user’s previous use of applica-
tions in the same context. The context recognition is done using the K-Symbol String 
Clustering Map (K-SCM) [6], an efficient unsupervised clustering algorithm. 

In the following two sub-sections the user interface and the operation of the K-
SCM algorithm underlying the application will be described in more detail. 

 

Fig. 1. a) A typical homescreen with SmartActions indicated by the brace. b) One of the short-
cuts highlighted. c) The result of applying the shortcut with sender information filled in. 

2.1   User Interface  

The homescreen of 3rd edition S60 devices can be customized via plug-ins. Plug-ins 
can provide an overview of the current state and contents of the device, such as the 
list of upcoming calendar appointments or a summary of new email messages. 

SmartActions makes use of this framework and presents a quickly glanceable list 
of the 5 most likely functions the user will use in the current context (as defined by 
time and location) embedded in the homescreen (Fig. 1). The list includes not only 
application launcher shortcuts, such as “Launch Messaging”, but also real user-level 
actions, such as “Call to Peter”, “(send) SMS to Mary” or “(set) Profile: Silent”. A 
more complete list of the currently implemented shortcuts is presented in Table 1. 
These suggested actions can be selected in a single key press, typically saving around 
5 key presses or more. Should none of the displayed items be appropriate, the user can 
initiate the intended functionality at no loss in efficiency, as usual via the S60 applica-
tion grid, as the rest of the phone’s UI is left untouched. 
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Table 1. List of possible SmartActions that can be learned with examples in brackets 

 

2.2   Context Recognition and Shortcut Association Using K-SCM 

An important challenge mobile phones provide for a learning system is the limited 
memory and processing power. This is especially crucial as any such approach must 
collect data and make predictions in an on-line and real-time manner. 

With this in mind, we selected a modified version of the Symbol String Clustering 
Map (SCM), an algorithm for the unsupervised clustering of symbol string data based 
on adaptive learning [7]. The K-SCM algorithm improves on the SCM by requiring 
less memory and computational resources while giving the same result as the SCM 
[6]. The big benefit of unsupervised learning, as opposed to, for instance, ontology-
based approaches, is that it requires no intervention from the user, and as such there is 
no need for any user settings at all. 

As implemented in SmartActions, the inputs to the algorithm are: the location ob-
tained from the GSM Cell ID parameters and the time and date encoded as symbol 
strings. The purpose of SmartActions is to learn different user contexts, in this case 
the context in terms of time and location, and to associate different applications that 
the user normally uses in these recognized contexts with the context. For example, if 
typically in the morning, at home, before leaving for work the user checks the news 
using the browser on the phone, SmartActions in this case would learn the context, 
“at home in the morning”, with the location “home” determined from the GSM Cell 
ID, and the time “morning” from the clock. After several mornings the user would 
notice “Launch Browser” as one of the shortcuts on the homescreen, because the 
application has first of all learned the context “at home in the morning” and second of 
all learned to associate the use of the browser with this context. As the application is 
event driven, it does not learn all possible contexts, rather only those contexts where 
the user launches an application or otherwise interacts with the phone. As another 
example, at around “midday when at work” the user normally sends a text message to 
her spouse. This would correspond to a second context, SmartActions would learn the 
“midday when at work” context and associate the messaging application with this 
context. Hence around midday at work the messaging application would feature at the 
top of the list of suggested shortcuts in the homescreen. 

In summary, the K-SCM algorithm is used so that contexts where the user interacts 
with the device are learned and those interactions are associated with the learned 
contexts. 
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3   Initial User Study Findings 

Twelve participants (6 male) used the application for a period of 2.5-3 weeks. Data 
was collected through focus group interviews, questionnaires and a post-interview. 
Initial results indicate that users generally liked the idea of a learning application (5.3 
on a scale 1-6, 6 being most positive) and found it easy to understand how SmartAc-
tions functioned (4.3/6), however they expressed privacy concerns as the list of short-
cuts was deemed too visible  in the case of  “confidential” contacts.  Even though our 
aim was to design a quickly accessible, completely automatic system without any user 
settings, this is prompting us to rethink the appropriateness of displaying such poten-
tially confidential shortcuts on the homescreen in an always on manner, or to intro-
duce some means of customization to allow the permanent removal of unwanted 
shortcuts. In general, finding the appropriate way to display the results of the learning 
algorithm to the user is critical in the success of such systems. 

4   Conclusion and Future Work 

We explored the use of unsupervised learning to automate common tasks on a mobile 
phone, by means of context-dependent quick-access shortcuts displayed in the 
homescreen of the device. We also presented initial user study results that indicated 
that the appropriate way to display the results of the learning algorithm to the user is 
critical in the success of such systems. Experimenting with alternative ways of pre-
senting the shortcuts, along with extending the set of context parameters and studying 
their effects will form the core of future work. 
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Abstract. Development of interfaces for interaction in mobile scenarios faces 
the challenge of a broad variety of different possible user contexts. New ap-
proaches are needed, which demand a minimum of attention in situations where 
the user is engaged in other mobility tasks. In this paper, the results of an ex-
periment targeting the recognition of vibration rhythms in real world mobile 
situations are depicted, suggesting further research on tactile mobile interfaces. 
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1   Introduction 

Mobile devices are used in a broad variety of different situations – from sitting alone 
in a quiet café to engaging in a lively discussion with a friend while walking along a  
busy road. The cognitive resources being available for the interaction with a mobile 
application vary greatly depending on simultaneous mobility tasks [1]. Especially 
proactive services may interrupt users in mobile situations where their visual and 
acoustic senses are otherwise involved. In contrast, the tactile sense is often mainly 
unused. This is why using it to receive information in mobile scenarios is appealing. 

Vibration rhythms offer an unobtrusive, socially acceptable possibility to use the 
skin as an additional channel for information. Allport et al. showed with their research 
from the early 1970's [2] that paying attention to information on  multiple channels 
simultaneously is possible, if they use differing cognitive resources. In this paper, the 
results of an experiment are presented, which aimed at  the recognition of vibration 
rhythms triggered by a wristband. In particular, it was looked for differences between 
a lab-condition and various typical mobile contexts. 

2   Related Work 

Tactile displays as a means of communicating information have been the topic of sev-
eral studies. Brown & Kaaresoja [3] investigated the use of so-called “Tactons” to en-
code phone call information about caller and priority. In addition to different rhythms 
they used and compared the effectiveness of a vibration's “roughness” and “intensity”, 
respectively,  for a second dimension of information. They used a mobile phone which 
was held in the hand. While the recognition rate of the rhythms was above 90%, the 
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identification rates of priority encoded in roughness (55%) and  intensity (75%) were 
not as high. As the experiment was solely conducted in a lab-environment, Brown and 
Kaaresoja suggest the investigation of recognition rates under real life conditions with 
the phone in a pocket and the user engaged in another task. 

Among the approaches to assess the influence of real life mobile situations on  
recognition rates of tactile signals are experiments on a treadmill [4] and generic cog-
nitive tasks in a controlled lab environment [5]. In contrast, an outdoor quasi-
experimentation approach was utitilised for the experiment presented below, with the 
goal to simulate more realistic typical mobile use situations. 

3   Experiment 

Using tactile signals as a channel of information for everyday use requires a small, 
low-cost approach with generally interpretable tactile representations of low complex-
ity. Pre-tests showed that using a mobile phone in a pocket is far from satisfying for 
recognising information through different vibration rhythms, because distinguishing 
between different kinds of vibration – if perceivable at all – was hardly possible. Ad-
ditionally, lots of users don't carry their mobile phone in a pocket, but e.g. in their 
jacket, a bag, etc. To increase perceptibility, an approach with a fixed position of the 
vibration motor close to the user's skin was needed. 

Inspired by devices like the BlueQ wristband1 or mobile phone watches such as the 
M5002, a prototype of a remote controlled wristband able to vibrate in different 
rhythms was built: An Arduino Nano microcontroller board, a bluetooth modem and a 
battery case were sewed into a stretchable wristband (fig. 1a). For the vibration, a  
LilyPad Vibeboard with a vibration motor running at a rated speed of 12000 rpm was 
sewed on the bottom side. Considering the recognition rates for intensity reported by 
Brown & Kaaresoja [3], the conducted experiment focussed on rhythm recognition. 

Five different rhythms were selected for the experiments (fig. 1c). It is important to 
emphasise that these are not the result of a strictly systematic approach to find the 
very best  rhythms but a sample suitable for the focus of this paper, which is to inves-
tigate situational influences on recognition rates. The utilised rhythms had been modi-
fied iteratively during pre-tests with colleagues from the lab until they showed to be 
discernable in a  mostly distraction-free environment. For rhythm identification, num-
bers from 1 to 5 were used as generic identifiers. Identification rates when matching 
words or phrases to rhythms will be the focus of further research. 

Fourteen persons aged 19 to 46 (avg: 26.2, sd: 8.4) volunteered for participation in 
the experiments. They were randomly assigned to either the experimental or the con-
trol group which were of equal size. First of all, a proband was primed, until she ut-
tered she felt able to recognise the five rhythms. 

Probands in the control group were asked to sit alone in a neutral room for 45  
minutes and record perceived rhythms by pressing a button with the corresponding 
number on a PDA. The rhythms were randomly initiated at an average of every five 
minutes.  

                                                           
1 http://www.engadget.com/2007/05/18/blueqs-unsightly-vibrating-bluetooth-wristband/ 
2 http://www.mymobilewatch.com/watch_specification.php 
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Probands in the experimental group had to walk a route unhurriedly with the help 
of printed cards which guided them from spot to spot and sometimes posed a task. At 
seven pre-defined spots on the route, the supervisor, who followed the proband 
(fig. 1b),  initiated random activation of one of the five rhythms with a PDA wire-
lessly connected to the vibration wristband. The exact moment was randomly deter-
mined within a timeframe of ten seconds to minimize potential situational bias. The 
spots on the route were chosen to represent different typical kinds of real world mo-
bile environments (quiet/noisy, calm/crowded) or activities (conversing, eating, mes-
saging with mobile phone, checking bus connections). To avoid ordering effects, the 
direction of the route was randomly chosen for each participant. 

The deployed design is a between-groups design with (lab/mobile)-environment as 
independent and recognition rate as dependent variable. 

 

 

Fig. 1. (a) wristband prototype (b) navigating on mobile route (c) rhythms 

4   Results 

The main hypothesis was that the recognition rate in the experimental group would be 
lower than in the control group. A tendency for lower recognition in mobile contexts 
with a higher demand of cognitive resources was expected. 

Interestingly, the recognition rate for both groups showed to be almost identical: 
After excluding the data of one proband, who failed to identify half of the rhythms in 
the control group (and was therefore treated as an outlier), the overall recognition 
rates were about 93% (sd: 11.5) in the control group and even 94% (sd: 16.2) in the 
experimental group. These results conform to those of Brown & Kaaresoja [3] for a 
mobile phone in the hand in a lab condition. As almost every rhythm was correctly 
identified by the probands in the experimental group, the data shows no significant 
differences between the selected situations. In both groups, no rhythm was completely 
missed. 
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According to Petrie et al. [6], negative effects of a mobile device result in a de-
crease of the user's walking speed. Although Preferred Walking Speed (PWS) was not 
explicitly used as a measure, it is worth mentioning that probands in the experimental 
group did not visibly slow down or even stop when perceiving a vibration rhythm 
while walking. 

5   Conclusion and Future Work 

Using a wristband capable of vibrating in different rhythms has promising potential to 
communicate information – even while users are busy with other tasks in real world 
mobile scenarios. Using a wristband instead of e.g. a mobile phone's own vibration 
motor seems to be able to bypass the problem of missing a vibration because of too 
much distance between vibration transducer and the user's skin. 

Five different rhythms were quite easily discernable by most of the participants. 
Further research should closer investigate an optimal design for these rhythms and 
explore how capable users are of matching meaningful words or phrases to rhythms 
and what the best strategies are to support this. Moreover, a field test over a longer 
period of time, involving diverse real life mobile contexts would be valuable. 
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Abstract. Among others, consumer products can be purchased in the Internet and 
in traditional stores. Each of the two has dedicated advantages. An online survey 
conducted within the frames of this work investigates these advantages. It moti-
vates the transition of the advantages of online shopping, such as access to rec-
ommendations of other consumers, to the sales floor. Recent trends in mobile 
phone technology, for example the emergence of the mobile Internet, enable ex-
actly this transition, potentially enriching the shopping experience in the real 
world. A key challenge though is a fast and convenient identification of products. 
This work compares five product identification modalities for mobile phones in a 
comparative study. The dependent variables evaluated are ‘task completion time’ 
and ‘perceived ease of use’. Our study is the first that quantifies the advantage of 
automatic identification. The results indicate that automatically identifying a 
product scanning a tag can be up to eight times faster than entering a product 
name in a text field. Surprisingly, barcode recognition using a camera phone can 
be conducted almost as fast and convenient as scanning an RFID tag. Our work 
provides a benchmark for developers having to choose appropriate identification 
technology for their mobile application. 

1   Introduction 

Over the past years, the Internet has developed into a valuable tool for consumers 
searching for unbiased and extensive product information. With the goal to take a 
rational buying decision, consumers frequently access price comparisons, technical 
specifications, consumer reviews, or similar information in the web. Online shops 
utilize the availability of this information and integrate according functionalities into 
their websites, creating a better experience [1] and positively influencing sales [2]. 
But although revenues in online shops are increasing, physical stores still retain their 
attractiveness to customers. A reason for that is certainly that the overall shopping 
experience created in a shopping mall or a corner store is very different from shop-
ping with a web browser. 
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The separation between products and related information, as mentioned above, leads 
to a phenomenon called “hybrid shopping” or “multi-channel shopping” [3]. As con-
sumers want to leverage the transparency in the Internet and the shopping experience 
from their usual shopping, people go back and forth between searching for information 
on the Web and buying their products in real world shops. This leads to a fragmentation 
of the shopping process in time and space [4]. However, recent technology allows a 
time-wise and location-wise combination of Internet-based information and traditional 
shopping: Newer generations of handsets make the Internet portable, implicating that 
consumers can potentially access product-related information on the sales floor. When 
actually shopping, they can enjoy the advantages of both worlds: touch and see the 
products, while accessing a rich pool of product-related information. But although mo-
bile Internet access is on the rise, product-related services have not been widely adopted 
by consumers yet. It seems that for their widespread diffusion a number of shortcomings 
regarding their usability have to be tackled. Among them are the limited possibilities to 
browse websites due to rather small displays and the cumbersome entry of text. Espe-
cially when in the context of shopping, the entry of longer text strings such as product 
name or product number seems to prevent people from accessing additional product 
information using their mobile device. 

As an approach to this, research and practice have been investigating interaction 
techniques that facilitate the identification of products through mobile phones. On the 
one hand, mobile phones have been turned into barcode readers [5, 6]. Using the 
phone’s camera and applying image recognition algorithms, common 1-dimensional 
barcodes as well as 2-dimensional barcodes can be identified. On the other hand, there 
are two technologies that turn mobile phones into readers of Radio Frequency Identi-
fication (RFID) tags. The first technology, Near Field Communication (NFC) [7], is a 
consumer-oriented transmission standard that allows reading of RFID tags by touch-
ing them with a mobile phone’s antenna. Typical current NFC applications include 
mobile payment [8], smart posters [9] and ticketing [10]. Secondly, readers have been 
integrated into mobile phones that allow the identification of RFID tags at ultra high 
frequency (860-960 MHz) from a distance up to 50 cm [11]. This so called Electronic 
Product Code (EPC) standard [12] is typically applied for supply chain applications 
and is in discussion to replace the barcode on consumer products in the future [13]. It 
is not yet clear though whether NFC or EPC will succeed in the consumer goods in-
dustry [14]. 

Yet there have been several projects from both research [15, 16, 17, 18] and busi-
ness practice1 that take advantage of these new technical possibilities in the shopping 
context. However, to the best of our knowledge, none of the works has investigated 
the advantage of automatic identification compared to manual entry. And moreover, 
no work has focused on finding suitable product identification techniques for mobile 
shopping assistance. We investigate: 

 

• How significant is the advantage of automatic product identification versus 
manual product identification? 

• What is the most appropriate mobile identification technique for shopping ap-
plications? 

                                                           
1 Among the first commercial mobile shopping assistants making use of automatic product identi-

fication techniques are CompareEverywhere, Scanlife, and Barcoo. 
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To tackle these questions we proceed as follows: Firstly, we distinguish from re-
lated literature. Secondly, we motivate our experiment with an online-survey that 
aims at investigating the potential of mobile product-related services in general. 
Thirdly, we describe the design and execution of a user study conducted with 17 par-
ticipants. Fourthly, we present the results of this study. We conclude interpreting 
these results and giving guidelines for developers. 

2   Related Work 

This section links our survey to related literature and distinguishes our main contribu-
tion, the user study, from existing works. 

In the early 2000s, the “hype-phase” of e-commerce, a number of studies and sur-
veys were performed that investigate the behavior of consumers when shopping 
online. These are predominantly settled in the areas of business research, or more 
specifically, around the terms marketing, consumer research, and decision making 
theories. Häubl and Trifts [19], for example, have investigated the effects of interac-
tive decision aids on online shopper’s buying behavior. Another relevant work has 
been performed by Ward and Morganowsky [4], examining how the availability of 
marketing information channels (Internet, print, broadcast, catalog) affects the chan-
nel for purchasing the good. They propose a better management of this so called 
‘channel confilict’. More specifically, Senecal and Nantel [2] investigate the usage of 
online recommendation sources through consumers and their influence on online 
product choices. Our survey differentiates from this by collecting generating up-to-
date data on what values consumers attribute to online shopping and shopping in 
traditional stores, what information sources they consult, and what they are willing to 
pay for product information on mobile phones. 

When accessing product-related information on the mobile phone while shopping, 
a key requirement is a fast and convenient identification of products. Numerous re-
searchers have suggested that mobile phones may be the ideal candidates for enrich-
ing real-world interactions with information from the Internet. We build up upon 
Ballagas et al. [20], who have explored and classified various mobile input modalities. 
Our work goes beyond this by comparing these modalities in a quantitative manner. 
In this, our approach is similar to the work of Broll et al. [21] as well as to the study 
of Rukzio et al. [22]. Both analyze and compare input techniques for interacting with 
the physical world. According to these studies, touching (e.g. NFC) and pointing (e.g. 
barcode identification, image recognition and EPC Tag Scan to some extent) are the 
preferred techniques if the object in question is within the reach of the user. We lever-
aged these results in our selection of modalities to be evaluated. 

Our contribution extends the state of the art in two ways. Firstly, we specifically 
contribute a quantification of the advantage of automatic product identification tech-
niques on mobile phones. While other studies have found out that there is an advan-
tage in automatic identification on mobile phones, we aim at specifically determining: 
how big is this advantage? Secondly, our study aims at testing mobile identification 
techniques specifically for shopping applications. This is, for example, reflected in 
task 2, where the identification speed for several items is measured simulating a prod-
uct comparison.  
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3   A Survey on the Potential of Mobile Product Information 

In order to investigate the potential of mobile-Internet-enhanced shopping, we con-
ducted a web-based survey. The questionnaire consisted of 20 questions and took 
about 20 minutes to complete. The participants were recruited via email (friends, 
colleagues, friends of friends, and RFID researchers). We received 136 complete 
responses (25% females) of people with mixed backgrounds from 15 countries on 4 
continents. The age range was between 18 and 50+. The educational levels of the 
participants were heterogeneous, with 88% of the participants having a university 
degree or higher. The language of the survey was English. In the following, we de-
scribe selected results from a descriptive evaluation of the survey.  

The survey investigates the shopping behavior for three types of products: digital 
cameras, books, and wine. In the selection, we build up on the work of Nelson [23] 
and King and Balasubramanian [24], who distinguish between so called ‘search prod-
ucts’ and ‘experience products’. Search products are dominated by properties that can 
be evaluated prior purchase, such as the ‘amount of megapixels’ when looking for a 
digital camera. In contrast, experience goods are dominated by attributes that cannot 
be known until purchase and use of the product: an example is wine. A book is 
somewhere in between. It can be browsed, but hardly read and assessed completely 
before purchase. This classification influences the way we buy products, especially 
the information we base our buying decision on. 

The first part of the survey investigates the following question: What are the ad-
vantages and disadvantages of buying products online vs. in a real shop? We asked 
this question for all three of the above product types. The participants answered in 
free text. The responses entered show that a large majority of people sees, among 
others, roughly the following advantages for physical shopping (numbers refer to the 
purchase of a digital camera, but were similar for all products; similar answers were 
grouped manually): 
 

• you can touch and feel the product (64%) 
• you can come back to the store in case of a problem with the product (57%) 
• you have the product immediately / no shipping required (15%) 

 

For online-shops the consumers reported the following benefits: 
 

• easy price and product comparison and hence getting a better deal (60%) 
• easy access to technical details, in-depth reviews and customer comments 

(52%) 
• convenience of not having to go shopping in person (29%) 

 

Looking at the advantages of online-shopping it becomes clear that two important 
benefits are based on the access to additional information. We wanted to know, 
whether people actually mix searching for product information in the Web and shop-
ping in traditional stores. We asked: Have you ever searched for product information 
in the Internet, but finally purchased the product in a real store? Of all participants, 
79% were positive. Asked for the products searched for, electronic devices and books 
were among the ones stated the most. 
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In order to get hints on what information consumers would appreciate on their mo-
bile phone when shopping, we asked: On what information will you base your buying 
decision? Possible answers were: own experience, recommendations of friends and 
family members, technical features, visible features, commercial recommendations, 
price, recommendations of unknown Internet users, and independent consumer or-
ganizations and magazines. The answers differ significantly for each considered 
product type. When buying a digital camera, consumers predominantly rely on tech-
nical details (93%), price (85%) and recommendations of friends and family members 
(72%). When shopping for books, the own experience (86%) and recommendations of 
friends and family members (84%) is what counts by far the most. When shopping for 
wine, people rely predominantly on their own experience (87%), recommendations of 
friends and family members (64%) and price (64%). It seems that empowering users 
to share recommendations among friends and family members on the mobile phone 
provides a vast potential, especially for experience products. 

Based on the preceding questions, indicating that mobile shopping applications 
have the potential to support consumers, we did a first step towards an assessment of 
their business potential and asked: How much would you pay for a rich collection of 
information about the product on your mobile phone in a real store (all three product 
categories)? The willingness to pay is similar among all products (digital camera, 
book, wine). For a digital camera, for example, the opinions are distributed as follows 
(selection from predefined answers): 
 

• Nothing. This service should be generally free of charge (51%). 
• Nothing. But I would accept advertisements (18%). 
• I would be willing to pay roughly the value of a text message (19%). 
• I could imagine to pay between 3 and 5 dollars (5%) 

 

Some participants used the additional free text field we provided and entered other 
ways for compensation. Many proposed a flat rate tariff, others proposed to earn 
community credits though self-created recommendations and use these to pay, again 
others insisted the price should be relative to the item on hand. 

Summarizing the survey results it becomes clear that people appreciate product in-
formation on their mobile phone. However, the product information must be easily 
accessible, which is not the case today. Besides mobile Internet flat rates and appro-
priate displays, easy identification is a fundamental element of the design of systems 
providing product information on mobile phones. This finding motivated our user 
study, which is described in the next section. 

4   Usability Study: Design and Execution 

The study consisted of two tasks and a follow-up interview. In the first task, the par-
ticipants identified single products in a mixed sequence of five different identification 
techniques. In the second task the users simulated the comparison of three given 
products, identifying three products in a row. For time reasons we compared only the 
expectedly fastest manual identification technique to the expectedly fastest automatic 
identification technique. In the adjacent interview the participants rated each of the 
identification techniques regarding their ‘perceived ease of use’. 
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4.1   Participants 

We recruited 17 participants (6 females) for the study. Their average age was 27.5 
years with mixed professional backgrounds (secretary staff, physicians, business peo-
ple, IT people, engineers, and others). All participants owned a mobile phone and 
were familiar with text input on mobile devices. The study was executed on two con-
secutive days in September 2008. 

4.2   Study Design 

We utilized a within-subject study design. The dependent variable was the time re-
quired to identify a product (task completion time). In the experiment we used 4 dif-
ferent wine bottles (denoted as A, B, C, and D) as the products to be identified. The 
choice of products was motivated by the following reasons: the survey suggested that 
wine is a product predominantly bought in traditional shops and the individual prod-
ucts can be easily identified by name. Also, consumers rely on additional information 
for wine purchases, such as recommendations from friends and test institutes. The 
wine bottles were selected randomly in a supermarket from more than 300 different 
wine bottles offered, in order to achieve a sufficient randomization of the product 
name. Each of the bottles had an EAN13 barcode attached, and a product name label. 
In addition, we tagged each bottle with an NFC RFID tag and an EPC RFID tag. The 
appearance of the bottles is depicted in Fig. 1. 

 

Fig. 1. Labels and tagging of the wine bottles used 

 
The independent variables were the following identification techniques: 
 

Manual Barcode Entry (MBE) denotes the manual entry of the number that is lo-
cated below a barcode. We used a smart phone (Nokia N95), which is well suited for 
inputting numbers, with a simple application allowing the user to enter barcodes 
(EAN8, UPC12, EAN13), pressing a button for confirmation and receiving feedback 
that the product was identified. In the case of our study, all products were equipped 
with the 13-digit EAN13 barcodes. These are most commonly used for consumer 
products. 

 
Manual Product Search (MPS) required the user to enter a search term for the given 
product into a text field. For this condition the iPhone was used, as it is widely used 
for accessing the mobile Internet. In contrast to many other phones it offers a fairly 
large on-screen keyboard. For comparability reasons, we only measured the time the 
used needed to enter a search term until he pressed the search button. We deliberately 
did not predefine the term to search for. We assume that one key disadvantage of 
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today’s practice is that consumers in most cases cannot search for product information 
in the web based on a tag on the product (an exception might be searching for books, 
based on the ISBN). Thus we believe that for quantifying the benefit of automatic 
identification, the time needed to find an appropriate search term should be included 
in the measurement.  

 

For Automatic Barcode Recognition (ABR) the participants used a smart phone 
(Nokia N95) with a built-in camera. For the task a simple application based on a bar-
code recognition toolkit [6] was used. The barcode recognition software used is from 
our experience the most reliable barcode reader. Users had to scan the barcode by 
moving the product’s barcode into the field of the lens coverage of the handset’s cam-
era at a distance of about 3 centimeters. They received feedback when the barcode 
was recognized.  

 
NFC Tag Scan (NFC) was implemented with a simple Java application using JSR 
257 on a Nokia 6131 NFC handset. The latter is a commercially available phone with 
an integrated NFC RFID reader. Performing the task required the user to touch a tag 
with mobile phone antenna. The reading range is about 5 cm. The user received a 
sound feedback as soon as the tag was recognized. 

 

EPC Tag Scan (EPC) was done on a prototype phone (Nokia E61i with integrated 
EPC UHF RFID reader) using a simple Java application. To identify the product the 
user had to point the phone towards the product (reading range up to 50 cm, according 
to the manufacturer). 

In the beginning, the participants received an oral introduction (roughly 10 min-
utes) to the different identification techniques and were encouraged to try them out. 
Users tested each technique a couple of times until they confirmed that they felt fa-
miliar with each. We briefly motivated the use of product identification techniques on 
mobile devices with potential application scenarios. After this, the participants com-
pleted two tasks. Following the study, we conducted an interview with each of the 
participants.  

For each participant the study was recorded on video. In a later step we extracted 
the precise time recording for the identification techniques from the video2. We also 
transcribed all comments the participant made during the study. 

4.3   Task 1 – Single Product Identification 

The task for the participants was to use every identification technique (MBE, MPS, 
ABR, NFC, EPC) on each product (A, B, C, D). In total, each participant performed 
20 identification tasks, their order was randomized. Overall, task 1 took about 10 
minutes per participant.  

Each of the 20 identifications was performed in the following steps: A mobile 
handset with the software supporting the respective identification technique was 
handed to the participant. The identification application was active in all cases. As 
soon as the participant confirmed readiness, the supervisor touched one of the four 

                                                           
2 A video summarizing the study and the results is available at: 

http://www.youtube.com/watch?gl=DE&v=d1AgudZwPkM 
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bottles (simulating the discovery of an interesting product as described above) in 
order to indicate for which product the identification task should be performed. 
Touching the bottle is also used as a trigger to measure time. The participant then 
identified the product. As soon as the product was identified, time recording was 
stopped. The mobile phone was returned to a supervisor and reset. 

4.4   Task 2 – Comparison of Multiple Products 

In the second task we compared one manual and one automatic identification tech-
nique. We have selected Manual Barcode Entry (MBE) and NFC Tag Scan (NFC), as 
they have proven fastest and most convenient for the users.  

Each participant performed the comparison task (for time reasons) only with three 
randomly chosen bottles (A, C, and D); once with each technique. Half of the partici-
pants began with technique MBE, before performing the task with technique NFC, 
and vice versa. As in task 1, each participant was given a handset with an active ap-
plication which allowed identification with the respective technique. After a trigger 
signal, the participant identified the three bottles in a row. With the confirmation of 
the last identification (beep) the time recording was stopped. 

We measured the time the participants needed for three subsequent identifications 
using each technique and evaluated all comments made during the experiment by 
video analysis. 

4.5   Interview 

After having performed the above tasks, we asked each participant to rate each identi-
fication technique on a Likert scale from 1 (very hard to use) to 5 (very easy to use). 
We concluded the interview with an informal discussion about the individual tech-
niques encouraging participants to share their perceptions. Finally, we clarified the 
concrete intention of the study to the participants. 

5   Usability Study: Results 

The following paragraphs describe the results of the study. In addition to the clearly 
measurable variables ‘task completion time’ and ‘perceived ease of use’, we describe 
comments made by the participants and observations made during the experiments. 

5.1   Automatic Techniques Up to Eight Times Faster, Barcode Almost as Fast  
as RF 

Measuring the time per single product identification (task 1) indicates that automatic 
identification is significantly faster than manual techniques (see Figure 2). While this 
could have been expected, the experiments reveal that the fastest automatic identifica-
tion technique (NFC) is roughly eight times faster per identification than the slowest 
user-mediated identification technique (MPS). From the comments during the study it 
becomes apparent that manual input is not considered an alternative when searching 
for product information on mobile phones. Participant P2 highlights this saying “why 
do you bother to do the test, it is clear nobody’s gonna do this”.  
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Fig. 2. Average Time per Identification by Technique 

 
The fastest technique in the experiment is the NFC Tag Scan (NFC), taking the us-

ers 3.3 seconds in average to identify a product. Scanning NFC Tags is time-wise 
followed by EPC Tag Scans (EPC), which takes the user in average 4.5 seconds. In 
this context it is worth mentioning that, at the current technical level, NFC tag scan 
and the EPC tag scan interact with products in the same way – by touching the tag on 
the product with the antenna integrated in the phone. Although both RFID-based 
identification techniques (NFC, EPC) are the fastest, they are, surprisingly, relatively 
closely followed by the third automatic identification technique, the automatic bar-
code recognition (ABR, 5.4 seconds on average). 

In contrast, manual barcode entry (MBE) takes approximately three times as long 
as recognizing the barcode automatically. Moreover, the technique that takes the users 
by far the longest time is entering product information on a search page (MPS), taking 
about eight times as long as scanning an NFC tag. The large temporal deviations of 
technique MPS are due to the fact that each participant could freely pick the term 
considered best suited to find information about the product on hand, leading to 
search terms of between 7 and 31 characters length. In addition, heavy iPhone users 
perform slightly better than those who have never used an iPhone before. 
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5.2   Approximately Linear Progression of ‘Task Completion Time’ 

The time for three identifications in a row (task 2) was performed by means of manual 
barcode entry (MBE) and NFC tag scan (NFC). Comparing three products can be 
considered a typical task during a buying decision. While the automatic identification 
of three products takes 8.4 seconds on average, the manual identification is with 39.2 
seconds significantly slower. 

5.3   Correlation between ‘Task Completion Time’ and ‘Perceived Ease of Use’ 

The results of the assessment of perceived ease of use are depicted in Figure 3. 
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Fig. 3. Average Perceived Ease of Use per Identification Technique 

 

The NFC tag scan (NFC) is perceived as the easiest-to-use identification technique 
with an average score of 4.9 and only two people not rating it at 5. The EPC tag scan 
(EPC) is slightly behind (4.2), with some more distance to barcode recognition. The 
manual identification techniques are according to the user ratings significantly harder 
to use. 

Ordering the identification techniques by speed provides the same result as ranking 
them by user preference. This indicates a strong correlation between the time needed 
for identification using a particular technique and the perceived ease of use. Interest-
ingly, three out of six female participants of the study do not perceive a significant 
difference regarding the ease of use of entering a barcode manually and recognizing it 
automatically. 
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5.4   Variable Attention Requirements per Technique 

Observing the participants performing the tasks we noticed large differences in the 
attention a user needs to use the different techniques. In particular identification tech-
niques NFC and EPC can be performed with little effort. Participants stated that they 
could imagine technique MBE, MPS, and ABR being serious hurdles for people with 
limited attention capabilities. 

6   Discussion and Conclusion 

Our survey shows that when shopping online, the access to additional information can 
potentially be valuable to consumers. The mobile phone offers possibilities to provide 
this information. More specifically, the survey shows what information consumers 
exactly base their buying decision on. Given these results, applications should provide 
easy mobile access rather to technical details and price comparisons for so called 
‘search products’, and to recommendations of friends and family members and own 
experiences (for example with wine) for so called ‘experience products’. To our 
knowledge, the survey is the first of its kind providing figures on the motivation of 
consumers to pay for additional product information on mobile phones. Roughly 70% 
of the consumers are not willing to pay for additional product information on their 
mobile phone. Consequently, entrepreneurs will have to think about appropriate busi-
ness models for mobile product information systems. If the consumer does not pay, 
who else will pay? Our experience shows that for example retailers fear the transpar-
ency generated through mobile shopping assistants, but at the same time they gradu-
ally discover that it will be difficult to prevent consumers from using such systems. 
While our survey has provided insights for the given respondents group, future work 
will also have to investigate whether the results are different for the so called ‘ring-
tone’ generation below the age of 20, who have been underrepresented in our survey, 
but provide a target group for mobile services. 

Our user study indicates a significant advantage of automatically recognizing an 
identifier compared to entering a search term or a 13-digit number in a text field (both 
are the only ways to interact with products using a mobile phones that are applied 
today). This lets us assume that product-related services will not widely be used as 
long as automatic identification is not available on mobile phones. A frequently disre-
garded issue is that automatic identification is even more important when interacting 
with more than one product, as simulated in task 2. While consumers might scan three 
products in a row (8.3 seconds) it is hard to believe that anybody will enter three bar-
codes manually (39.2 seconds). 

Our figures show that barcode recognition can be time-wise performed almost as 
fast as scanning RFID tags, using one of the best mobile barcode scanners available. 
This fact, in combination with the pervasiveness of barcodes among today’s products, 
makes the detection of barcodes a promising mobile identification technique in to-
day’s world, at least as long as the consumer goods industry does not switch to RFID 
on item-level. In addition, our results show that algorithms for detecting barcodes 
should take significantly less time than the 14.4 seconds the manual entry of a bar-
code takes in average. Given the differences in the performance of mobile barcode 
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recognition today, this is not self-evident. A further point worth mentioning is that at 
current technical level, there is no barcode reader that works for a broad range of 
mobile platforms and handsets. 

On a more abstract level we conclude that, despite the number of already commer-
cially available mobile product-related services based on automatic identification, it 
needs to be worked on fast, reliable, and broadly applicable barcode readers for the 
identification of current products. Manual product identification as applied for exam-
ple on the iPhone today (to our knowledge there is no 1d barcode reader on the 
iPhone that works without an additional lens on the camera) cannot be considered an 
alternative. In addition, novel revenue models have to be developed as a majority of 
consumers is not willing to pay for product information on their mobile phone. 

As a next step we will propose an architecture for invoking different services from 
mobile phones, based on identified products. 
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Abstract. We have interviewed four parents and a teacher at a Swedish pre-
school to investigate the practices for spreading information in preschool. Our 
findings suggest that frequent presence in the premises of the preschool is im-
portant to get information, and that parents rely heavily on routines to make it 
work. When either of these points fail, breakdowns occur. Discrepancies in par-
ents’ and teachers’ IT use also complicates the information exchange. 

1   Introduction 

Family life and the elements of planning, coordination, and problem solving it en-
compasses have received a lot of attention in the HCI community in the recent years. 
Various studies have shed light on families organize their lives using various tools 
such as paper lists [11], home made organizing systems [10], and paper calendars [1], 
how they communicate and coordinate their information [3], and how this work could 
be supported by smart home systems [2]. This research has focused on the family as a 
unit and explored how family members communicate with each other, organize in-
coming information, and negotiate their everyday tasks. We add to this body of 
knowledge by looking at the information exchange between the family and an exter-
nal unit, preschool. Families stay in contact with many external units such as schools, 
sports teams, authorities, doctors and the like. We have chosen preschool since it is a 
daily activity, involves different types of information in both directions, and break-
downs can have potentially cumbersome consequences such as a parent having to stay 
home from work unexpectedly. 

The information exchange between parents and preschool teachers is frequent and 
important. Parents get a lot of practical information and information about their chil-
dren’s development from preschool teachers. They also need to convey information 
about the children to the teachers. A large part of the information exchange takes 
place in the premises of preschool where parents talk to teachers, pick up paper notes, 
reads notes posted on notice boards etc. Some information is conveyed over the phone 
while email is used very little in the studied preschool. Parents then bring the informa-
tion home and incorporate it in their own organizing system to keep track of what is 
going on.  

We have investigated the practices for information exchange between teachers and 
parents at a Swedish preschool through interviews with four parents of preschool 
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children, and a preschool teacher. Here we focus on the present handling of written 
information. Our findings suggest that the existing routines for keeping track of in-
formation rely heavily on presence (at home and in preschool) and that the informa-
tion usually is non-portable. We also noted a discrepancy between the parents’ and 
the teachers’ use of information technology that seemed to influence the information 
exchange. We conclude the paper by presenting some implications for future design 
of information technology for family use. 

2   The Studied Preschool 

In Sweden, 80% of children aged 1-5 attended preschool in 2007. At the age of six, 
they start in “preschool class” which is a preparatory year between preschool and 
school. In average, children are 18 months old when they start preschool. 

Two main professional groups work in preschool, preschool teachers and child care 
assistants. The preschool teachers have 3.5 years of university education in pedagogy, 
and children’s development and learning, combined with a variety of specializations 
such as music, drama, science for children etc. The child care assistant education is 
given within high school. Formally, preschool teachers have the pedagogic responsi-
bility while the child care assistants are in charge of the practical issues of taking care 
of children. In this paper, we will refer to both groups as teachers. 

Parents pay a fee for their children to go to preschool. The fee is 3% of the parent’s 
income with a ceiling of 1260 SEK/month for 2008. If a family has more than one 
child in preschool the fee for the second and third child is reduced. Children aged 4 
and 5 have a right to 15 hours a week of preschool without charge. In Sweden, there 
are public preschools, private preschools and preschools run by parents, but they all 
operate with the same fees. 

When it comes to technology and its use, the differences between various pre-
schools are huge. The migration from paper to digital information in the administra-
tion work is basically completed by now, but many preschools have old computers, 
extremely slow Internet connections, no digital cameras or other technology. The 
differences are also large in how the existing technology is used in the pedagogic 
work with the children. Some preschools use digital cameras and camcorders to 
document the activities and let children watch and manipulate the pictures using the 
computers. Drawing software and games are also used with the children. The use of 
technology with the children of course depend on what kind of technology the pre-
school have access to, but also how comfortable teachers are with using it. 

Here we do not focus on the specific organization of preschools or how the peda-
gogic activities are carried out, but exclusively on the information exchange between 
teachers and parents that are necessary to make everything work. The daily communi-
cation between parents and teachers about a child and the activities of the day, as well 
as the information about events, things to bring, meetings and other issues are present 
in all kinds of child care in many cultures. We therefore believe that the issues that we 
discuss in this paper are not only relevant for the case of Swedish preschools but also 
for a larger cultural context.  

The preschool that was the target of this study takes care of 37 children divided 
into two groups, 16 children in a younger group (1-2 years old) and 21 children in an 
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older group (3-5 years old). The younger group is attended to by three teachers, the 
older group has four teachers. 

The preschool is equipped with computers and Internet access that are used for 
both administrative tasks and pedagogic activities with the children. Teachers use the 
computers for example to write notes and letters to parents, report their working 
hours, and  to show parents pictures and movies of what the children are doing in 
preschool. The children use the computers for example for drawing, watching digital 
pictures that they have taken themselves (or the teachers have taken of them), and 
watching movies that the teachers take of certain activities in the preschool. Email is 
used within the organization for communication between teachers at different pre-
schools, organization of teachers’ conferences and spreading of administrative infor-
mation. It is only used tentatively for communication between parents and teachers. 

3   Related Work 

Research from the past few years has shown that family life demands a great deal of 
effort to manage and coordinate [3]. Families need to keep track of information from 
various sources about events, responsibilities, people, and things. Paper calendars 
displayed in the kitchen or other central places in the home are common tools to help 
families [1, 7]. Taylor & Swan have also described how this is done using paper lists 
[11] and other home made organizing systems such as charts or notebooks [10] to 
achieve the flexibility needed in combination with the beauty, personalization, and 
functionality desired. The above approaches have in common that they have focused 
on the family and how they manage incoming information and keep track of it. Little 
attention has been given to the sources of the incoming information or to how the 
family informs others about itself. We would like to add to the body of knowledge on 
family coordination by studying how the family communicates with an external unit 
and how that information exchange works. Here, we have chosen preschool as the 
external unit. 

Many attempts have been done to design and implement various applications that 
would support families with the wall calendar as the most frequently used application. 
The attempts bear witness of the difficulties to replace well established domestic 
routines based on traditional tools such as notice boards and paper calendars with 
information technology. Crabtree et al. [1] points out that it is not a good idea to  
replace a paper wall calendar with individual electronic calendars since the wall cal-
endar has an important purpose of serving as a central point of information and 
awareness. Neustadter et al. show in their trials with the LINC prototype digital wall 
calendar that it is not trivial to replicate the flexibility and the ease of use of the paper 
calendar even though they have taken important steps in the process [7, 8]. 

Another body of work that is relevant for this work is the smart home domain. Da-
vidoff et al. [2] have investigated how a smart home could support families to manage 
information. Another example is the smart bag [5] where an object is augmented with 
sensor technology to be able to help its owner remember what to pack and to bring the 
bag to the right event. In the particular case presented here we do not advocate any-
thing like a smart home infrastructure but we definitely acknowledge the possibilities 
of information technology to be of help in family organization. Our case of preschool 
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teachers and parents call for simple, robust and easy to use solutions, which leads us 
to envision trials with email and text messages, technologies already well integrated 
in participants’ lives. 

4   Method 

The routines for information exchange between parents and preschool teachers have 
been examined through interviews. Four parents and one preschool teacher have been 
interviewed individually. The interviews lasted 45-60 minutes and were recorded. 
Three of the parents were interviewed at home while the fourth interview was con-
ducted in a quiet restaurant. One or two children were present during the interviews 
that were conducted at home. The teacher was interviewed in the premises of the 
preschool. The parents were recruited at a parent-teacher meeting at the preschool that 
the author attended. The interviews focused on the routines of the preschool for giv-
ing information to the parents, how parents give information to the teachers, how the 
parents keep track of all the information, and where the breakdowns occur. A few 
questions were also asked about the parents’ experience with technology such as the 
Internet, email, and cell phones.  

We are aware of the drawbacks of self-reporting as a method of gathering data, es-
pecially in a case such as ours that is surrounded with strong social norms. However, 
we believe that parents have been honest enough. One of our participants reported 
having forgotten to pick up a child in time and received a phone reminder from pre-
school, and others reported several cases of forgotten stuff that should have been 
brought and other mistakes. In addition, the stories of the interviewed parents 
matched the story of the interviewed teacher well. 

The interviews were complemented with a visit to the preschool where pictures of 
places and artifacts relevant to the information spreading process were taken. 

4.1   Participants 

Participant 1 (P1) was a married woman in her thirties with two children, one and 
three years old. At the time of the interview, she was on maternity leave with her 
youngest child, but her older child still attended preschool a few days a week. Since 
she was staying at home she took care of the dropping off and picking up at pre-
school, and also kept track of all information concerning preschool. Her primary tool 
for that was a day planner where she noted all important information. She reported 
that she used the Web and email frequently during her maternity leave, and would go 
back to her work where she uses the Web and email daily. Her cell phone was Web 
enabled and she had tried to surf from it once. 

Participant 2 (P2) was a married woman in her thirties with one four year old child. 
Both she and her husband were working, and she took care of most of the dropping 
off and picking up their child at preschool, with some help from her mother-in-law 
that sometimes picked her child up from preschool. She was the one in the family that 
is responsible for keeping track of the information from preschool, and wrote things 
down in a day planner that she carried in her purse. The list of dates when the pre-
school is closing early was posted on the fridge, and she sometimes let notes from 
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preschool lie visible in the kitchen so that her mother-in-law could read them. She 
used email daily in her work and had a Web enabled cell phone. She had tried occa-
sionally to surf from the phone but it was not a habit. 

Participant 3 (P3) was a married man in his forties with six children, three with his 
current wife (aged two, four, and six), and three teenagers from a previous marriage 
of which two lived every other week with his current family. The two youngest chil-
dren attended the preschool described in this study. Both he and his wife worked, and 
they shared the responsibility of dropping off and picking up children. The family had 
a kitchen calendar with one column for each person in the family where important 
events and reminders were noted, which he referred to as the main information point 
in the house. He kept his own calendar in his cell phone, his wife had her calendar, 
and he reported that their personal calendars usually were not fully synchronized with 
each other. Besides the kitchen calendar the family also had a poster by the front door 
with things that needed to be remembered for each day of the week, such as sports 
clothes Monday, picnic lunch Tuesday etc. He used email daily both for work and 
private purposes (but used different computers for each purpose to keep them sepa-
rated), and had a Web enabled cell phone but did not use it to surf the Web. 

Participant 4 (P4) was a married woman in her forties with two children aged four 
and six, of which the youngest attend the preschool described here. Both she and her 
husband were working, and they shared the responsibility of dropping their children 
off and picking them up at preschool. Her husband dropped them off every morning, 
she picked them up three days a week, and the other two days the grandmothers 
picked them up one day each. She was the one responsible for keeping track of the 
information in the family and writing it down in the kitchen calendar or posting it on 
the message board. Usually, she also told her husband when something was going on 
since he rarely looked in the calendar. She had no personal day planner. She had a 
desk calendar at work where she also noted personal and family events. In her work 
she used email daily but she had never tried to surf from her phone.  

5   Different Types of Information 

The main information channels between parents and teachers are paper notes (mostly 
from teachers to parents) and face-to-face communication. Paper is used for informa-
tion about dates, events, decisions and reminders. A monthly information letter with 
summaries of the past month’s activities and important dates to come is distributed to 
the parents, complemented by reminder notes and extra notes when something comes 
up. Email is only used occasionally in the studied preschool. No routines have been 
established yet as to what information could be distributed electronically. The infor-
mation exchanged between parents and teachers mainly concern three broad areas: 

• the children and the activities in general – parents tell teachers in the morning if 
there is anything special with their children that day, teachers tell parents in the 
afternoon what has happened during the day. The main part of this information 
exchange is oral, but teachers usually write a summary of the day’s activities in 
the school’s wall calendar. 

• logistics – parents inform teachers about when the children will be picked up, 
sick children that are not coming to school, doctor’s appointments, vacation dates 
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and the like using face to face conversations, phone calls and paper notes. Teach-
ers inform parents about things to bring, when preschool is closing early, diseases 
etc. using face to face conversations and paper notes. 

• events – the preschool is taking the children to the theatre, parents are invited for 
the Easter party etc. This information is always conveyed in written form, in the 
monthly letter, separate notes or both. 

 

Fig. 1. The toilet paper rolls that are used as mail boxes 

6   Strategies to Make Information Exchange Work 

Parents have tricks and strategies to keep track of information as well as teachers have 
strategies to make parents pay attention. Some strategies are used by both parents and 
teachers. 

6.1   Strategy 1: Display Information in Prominent Places  

Both teachers and parents display paper notes in prominent places to disseminate and 
remember important information. This strategy works well as long as the concerned 
persons frequent the places where the information is displayed. 

The most important source of information for the parents is a toilet paper roll (see 
figure 1). Each child has paper roll attached to the wall besides the entrance which 
serves as a mail box. All the written information from the teachers is put in the roll. 
The interviewed parents reported that the first thing that they did when entering the 
preschool was to check if there was anything in their child’s roll. 

There are several message boards in use. At the entrance there is one with general 
information to parents, such as the pedagogic plan, documentation from PTA meet-
ings, important phone numbers, the menu for the week etc. Each of the two child 
groups also has a message board where information about the daily activities is 
posted. Important information is posted on the front door so that no one can leave the 
building without noticing. Especially important information is also posted on the 
outside of the front door so that it is visible on arrival, for example the reminder that 
the preschool is closing early today.  

Prominent places are also used to display information in the home. A wall calendar 
in the kitchen is a common way to organize information concerning various family 
members [1, 7]. Three of the interviewees reported that their family had one where 
everything was written down. One of them usually looked at the calendar in the eve-
ning, after dinner, another one looked at least every morning. 

“I look at the calendar several times a day. Don’t know why, guess I’m afraid to for-
get something.” (P4) 
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Several participants also reported having other places for information in the kitchen in 
addition to the wall calendar, such as a notice board or notes posted on the fridge. 
This lies well in line with the findings of [3] that information tend to gather in the 
places where all the family gathers. 

One family had a poster on the inside of the front door with a list of things that 
needed to be remembered or packed for each day of the week: fruit on Monday, sports 
clothes on Tuesday, picnic lunch on Wednesday etc. However, such a reminder easily 
gets ignored after a while: 

“Maybe we should move the poster around once in a while so that we notice it. Now 
we almost don’t see it anymore.” (P3) 

Remote access to some of the information concerning preschool could help teachers 
to disseminate information and parent to keep track of it. This will be further dis-
cussed in the section on Design Implications. 

6.2   Strategy 2: Establish Routines 

Routines are important tools for making the family-preschool puzzle work [12], and 
our participants relied on them for various related tasks. Many of the reported break-
downs related to deviations from routines. 

All the interviewed families had their own fixed schedule for who was dropping 
off and picking up the children from preschool to avoid misunderstandings.  

“My husband drops the kids off every morning, I pick them up three days and each 
grandmother picks them up one day.” (P4) 

Three of the interviewees said that their family had an explicit agreement that the 
person picking up the children also brings home any note that is found in the roll. 
Taking the note in the morning had proved to be a bad strategy. 

“I don’t dare to take it in the morning, I did it once and it got lost and we missed 
something. It’s better to take it directly home and write down the info in the wall cal-
endar” (P3) 

However, there are often deviations from routines [2]. The most frequently mentioned 
example in the interviews was the monthly early closing of the preschool. This means 
that all children need to be picked up at 3.45pm at the latest, compared to 6pm. These 
dates are announced in a special note that is distributed in the beginning of the semes-
ter, it is mentioned in the monthly letter and it is posted on the front door on the actual 
day. Parents reported carefully noting these dates since they need to depart from their 
established routine of picking up their children. However, staff reported that in aver-
age one family per occasion (different families every time) was late to pick up their 
children the day when they close early, and needed a reminder by phone. A probable 
reason for this is of course that deviations from routines are always difficult, espe-
cially when they occur as seldom as once a month. However, it is very common that 
one parent drops the kids off and the other parent picks them up which breaks the 
principle of presence. The parent that sees the reminder in the morning is not the one 
that needs to come early in the afternoon. For some families, nannies and/or grand-
parents are also involved in picking children up from day care. Moreover, the usual 
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case is that the parent picking up the children comes directly from work which means 
that they do not have access to the family’s central kitchen calendar. Our findings 
suggest that the present methods for spreading information in the preschool in ques-
tion do not fully handle deviations from established routines. These situations call for 
information adapted to the situation such as various kinds of contextual reminders 
which will be further discussed in the section on Design Implications.  

6.3   Strategy 3: Use Information Technology 

Our participants reported using information technology such as email and the Web 
daily both for work and private purposes. Two participants reported using mobile 
technology to help them manage their personal information. One of our participants 
reported that he, for personal purposes, used his cell phone as a calendar and that he 
frequently used the alarm function to be reminded about upcoming calendar events.  

“An hour before you came the phone beeped and reminded me that you were coming, 
otherwise I would have forgotten completely.” (P3) 

Another participant reported that she did not use the calendar functionality in her cell 
phone but that she frequently used “mobile notes”. With mobile notes she could make 
a note about an upcoming event and put it as a wall paper on the screen of the cell 
phone. Since she used the phone instead of a watch she looked at it repeatedly during 
the day and thus saw the reminder for the event. 

“That way it is rubbed in.” (P4) 

The preschool, though, used very little electronic information in their communication 
with the parents. A few short-lived attempts with email reminders for the days when 
the preschool closes early had been made but no routines were established. All inter-
viewed parents reported using email and the Web daily, and two of them reported that 
they would like the preschool to use email for certain information purposes.  

6.4   Fallback Strategies, When All Else Fail... 

Of course, even though strategies for disseminating information may be carefully 
designed and well implemented, they sometimes do fail. One example that came up 
during the study was the collection of vacation dates for all families before the  
summer (the study was conducted in late May so the topic of vacation was highly 
relevant). Forms for reporting the vacation dates had been distributed to the parents 
during April and posters to remind them to hand the forms in had been posted in the 
premises. However, many parents did not return the forms so teachers fell back to 
good old “chasing and reminding”. They tried to keep in mind who had returned the 
form and reminded those who had not. This sometimes took the form of going to the 
office to check who needed to be reminded and, during that time the family had left so 
the teacher had to run after them out on the side walk. The interviewed preschool 
teacher reported that such things take a lot of time. Teachers also remind parents in 
more general situations such as when there is an event scheduled for tomorrow. One 
of our interviewed parents said that he did not know if teachers reminded everyone or 
just him about events, but he did not mind being reminded. 
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“It doesn’t bother me [to be reminded about events or things to bring]. It would be 
worse if they said ‘don’t forget to pick up your kid’, that would hurt more.” (P3) 

Participants also reported that they sometimes call other parents, or the preschool, to 
find out if something special is up, for example if they have been away for a few days. 

“If the kids have been sick we usually call preschool to check if something is up for 
next week. If we have been away we check with other parents if there is something we 
need to know.” (P3) 

7   Breakdowns and Consequences 

Breakdowns usually happen when deviations from routines occur, such as when the 
preschool closes early, or during periods of time when parents have a lot on their 
mind such as the weeks before Christmas. Consequences are mostly minor, (often due 
to the flexibility of the teachers) but none the less they cause irritation, frustration, 
and restrict the teachers’ time with the children. 

The most serious consequences of information breakdowns are those who steal 
time from the main tasks that teachers are to perform. For example, when parents do 
not provide requested information in time (such as vacation dates), teachers need to 
spend a lot of time keeping track of who has not provided the information and remind 
them in various ways. One such problem used to be parents that needed phone num-
bers to other parents because the children set up play dates themselves during the day. 
Thus, in the afternoon when many parents arrive at the same time and want to talk to 
the teachers about the day, they have to go into the office to get phone numbers. This 
was so frequent and time consuming that it was solved by posting a list with names 
and phone numbers at the entrance so parents can find the numbers without asking the 
teachers. The interviewed teacher reported that it is very important for all teachers to 
be able to spend time with the children. That is their main work task and also the most 
rewarding one. When the time with the children is restricted due to administrative 
work, extra information work or other tasks, teachers easily get frustrated and feel that 
they are not allowed to do their job. Therefore, they work hard to make the informa-
tion exchange with parents as efficient as possible. 

“When the time with the children shrinks the teachers get frustrated.” (Teacher) 

An example that came up over and over again in the interviews was the issue of pre-
school closing early one day a month to allow the teachers to plan their work. When 
parents are late it creates problems for the teachers since they do not leave children 
unattended. In these situations someone misses the planning session since they must 
take care of the child/ren that are not picked up in time. It was also described as an 
awkward situation since teachers did not feel that they could call parents and remind 
them until about 4pm. If the parents then were still at work it would often take them 
more than 30 minutes to arrive to preschool. 

“Sometimes you don’t want to call because it gets embarrassing. You call them after 
15 minutes and they are still down town.” (Teacher) 
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Parents mostly reported bad conscience and feelings of being a bad parent as conse-
quences of information breakdowns.  

“You do want to do things right.” (P1) 

Practical problems could usually be solved by quick expeditions back home to get 
things that were left behind or to the grocery store when the picnic lunch was forgotten. 

“Luckily, Engströms [the nearest grocery store] opens at 8am.” (P2) 

Parents also reported that the preschool teachers work hard to keep the consequences 
from the children when breakdowns occur. For example, the children of course get 
lunch even if the parents have forgot to report that they are not sick anymore and will 
be back at preschool, and children do not get left behind when the preschool is closing 
early and parents forget about that. However, the interviewed parents reported that 
such breakdowns sometimes cause family internal arguments. 

“We argue about whose fault it was.” (P3) 

8   Implications for Design 

Our findings suggest that many issues of parent-teacher information exchange center 
around three areas: presence, deviation from routines and discrepancies in technology 
use. Below we will discuss their implication for future design of technology for pre-
school use. 

8.1   Presence, Absence, and Remote Access to Information 

The routines of spreading necessary information both to parents and to teachers rely 
heavily on physical presence in the facilities [9]. In many cases this works well since 
parents drop off and pick up their children every day, which allow them to both get 
information from and give information to the teachers. However, if a child is absent 
due to illness there is a problem. Very little information gets through if you are not 
coming to the school.  

“Before Christmas last year we were sick a lot and we totally lost track of what was 
going on. I think we missed a lot that we didn’t even know about.” (P1) 

The interviewed parents reported that they sometimes call the preschool or other  
parents to check if something has come up while they have been at home with sick 
children. 

The other central place for information is the home. Most of the interviewed fami-
lies had a wall calendar in the kitchen and a message board for notes. This informa-
tion is accessible even when children are staying at home sick, but when the family is 
traveling or the parents go to work they lose access to the information. Picking up 
children in the afternoon is for example an activity that does not start from home. 
Parents go from work to the preschool to pick the children up which means that they 
cannot check the kitchen calendar during the day to see if there is something special 
to adapt to. Even though home and preschool are natural places for storing informa-
tion they are not the only places where parents need information access. There is a 
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workplace for each parent, homes and workplaces for potential other persons involved 
in the child care, and transit places such as subway trains and cars. Some of the chil-
dren also have divorced parents and thus two “homes”, many of them spending every 
other week at each home. Access to preschool information from other places than the 
home and the preschool could obviously be beneficial. Remote access to the informa-
tion would also reduce problems that occur when children are sick and no one from 
the family comes to preschool for some time. 

Another example of remote access to information concerns the handling of contact 
information. Keeping the contact information of all families up to date and available 
is a challenge. One of the reasons that the trials with manual email reminders about 
the early closing did not continue was that it was too cumbersome to collect email 
addresses to all parents and to keep the list up to date. We have also described above 
that it took so much time for teachers to help parents find phone numbers for each 
other that they finally posted a list on the wall so that parents could find the numbers 
themselves. An electronic record of contact information to which parents could get 
secure remote access and update their own information would be of great help and 
alleviate the teachers. 

8.2   Deviations from Routines  

When deviations from routines occur, which can happen frequently, extra support 
such as reminders is needed. The current practice includes written information in 
advance about the early closing, paper note on the front door the day previous to and 
the day of the closing, and oral reminders in the morning. However, as we described 
above, it is not always the person that gets reminded in the morning that will pick the 
child up early in the afternoon. Moreover, when deviating from an established routine, 
a reminder that occurs six or seven hours before the actual event might easily be for-
gotten. Situations like this could benefit from contextual reminders [5-7] through for 
example text messages to cell phones or email. A reminder to the right parent an hour 
or two before the child needs to be picked up would probably reduce the number of 
late pick-ups significantly. It would also relieve the teachers from awkward phone 
calls to remind parents that are running late. We also believe that especially text mes-
sages to cell phones would be well received by parents. For example two of our par-
ticipants, P3 and P4, described how they already use their cell phones to remind them 
about important events. However, it is important that reminders can be set in advance 
and sent automatically since teachers do not have time to administer them in the  
afternoon. 

8.3   Discrepancies in IT Use 

It was obvious from the interviews that there is a discrepancy between how informa-
tion technology is used in the preschool and how the interviewed parents used it in 
other parts of their lives. Information technology has only to a small extent entered 
the preschool while the parents were frequent users of email and the Web.  

“For me I think maybe email would work better.” (P1) 
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When the parents communicated with each other, for example about organizing ac-
tivities, they often used email. For example, when the parents organized a day of 
fixing things in the preschool and cleaning the yard, the vote about which day to do it 
was made by email. When the date was set, a paper note was distributed to everyone 
since that is the official way to announce an event. P2 also reported that the minutes 
from the last meeting with teachers and parents were taken by a parent and then 
emailed to everyone.  

We believe that information technology could help to improve the information ex-
change between parents and preschool teachers in several ways. As described above, 
it can be used to provide remote access to information, to create contextual reminders, 
and allow parents to update their own contact information. We also believe that it can 
help by already being an integrated part of our participants existing organization sys-
tems. They reported in the interviews that they use email and the Web daily for both 
work and private purposes. In this respect we believe that our participants are repre-
sentative for the Swedish population in general, for example did more than 85% of 
Swedes aged 16-45 use the Internet daily in 2008 [4]. Tapping into this existing be-
havior to disseminate preschool information therefore has good opportunities to work.  

Privacy and the careful handling of personal information is an important issue here. 
Preschool have strict guidelines on how they are allowed to store and handle personal 
information which are often based on the paper based procedures but still need to be 
respected when moving to information technology. We envisage written consent and 
at least password protection for contact information on the Web. Our experience so 
far does not support the need for keeping other personal information such as the chil-
dren’s progress and development on the Web. 

We are also aware of the current low use of information technology in preschool. 
Many teachers have little experience and little education, and the equipment is often 
old. Extreme care need to be taken when introducing new technology and new use of 
the existing technology as to not burden teachers. We are trying to improve the infor-
mation exchange to give teachers more time with the children. It is therefore crucial 
that the proposed solution does not eat up the liberated time. 

9   Future Work 

Based on the findings presented here we are continuing to work with teachers and 
parents at this preschool and five others in the Stockholm area to create information 
tools that fulfill the needs we have identified. We are planning a web interface for 
teachers to create simple web pages for the child groups that are accessible from 
computers and cell phones. That way, parents get remote access to information. The 
system will also support automatic email reminders in the first step, and automatic 
text message reminders to cell phones in the second step. To inform the design of this 
system further we plan to interview more parents and teachers from the different pre-
schools in addition to the interviews presented here. 

10   Conclusions 

Based on interviews with parents and a preschool teacher, we have identified presence 
and routines as important foundations for the information exchange between parents 
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and preschool teachers. Parents come to preschool daily and pick up paper notes, talk 
to teachers, and look at notice boards. They also often have schedules on who is drop-
ping of and picking up the children on different days of the week. In the interviews 
we found that in case of absence from preschool, for example due to illness or travel, 
and when deviations from routines occur, there are often breakdowns in the parent-
teacher information exchange. This has led us to consider ways of making the infor-
mation remotely accessible, and provide reminders in situations that deviate from 
routines. Web access to some of the information from preschool would make it possi-
ble to check what is coming up for example from work or other places. We also be-
lieve that an increased use of information technology from the part of the teachers, to 
match that of the parents, would improve the information exchange. 
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Abstract. We present TimeTilt, a sensor-based technique that allows multiple 
windows switching on mobile devices, and which overcomes the limitations of 
mobile devices, i.e. their impoverished input bandwidth (often no keyboard, a 
small tactile screen and the drawbacks of one-handed interaction). TimeTilt, 
which is based on a lenticular metaphor, aims at both reducing the activation 

time when switching between views, and supporting a natural mapping between 

the gestures and the navigation. We draw a brief classification of sensor-based 

gestures that could be used in mobile conditions, and we present an experiment. 

Keywords: Mobile devices, One-handed interaction, Multiple windows, Sen-
sors, Gestures, Lenticular, Undo, Redo. 

1   Introduction 

More than simple communication systems, mobile devices provide a full set of mul-
timedia services, helping people to manage medias anywhere. Although mobile de-
vice functionalities almost reach the ones of a laptop, they are constrained by their 
small form factor. Most familiar input devices have been removed (e.g. there is no 
mouse and often no keyboard) and the lack of screen real estate makes it impossible 
to display a large amount of information. Moreover, mobile devices are often operated 
with one hand, by interacting with the thumb [11] (e.g. when the user is standing in 
the metro). This causes occlusion on the screen and makes selection imprecise. The 
recent integration of motion sensors creates a great potential for designing new tech-
niques: sensors fit very well with the graspable form of mobile devices and do not 
hamper touchscreen visualization and interaction. Several studies have been done in 
this field [7, 3], for instance for recognizing 3D shapes, for scrolling a list by tilting or 
for enriching games. However, in mobile conditions, users may perform involuntary 
gestures, and certain gestures may seem awkward to perform in public spaces. A 
compromise must then be found between gestures that are comfortable for users and 
compatible with their activities, and that do not hamper usual interaction techniques. 

To address these issues, we present TimeTilt, a window management technique that 
relies on sensor-based interactions. This new technique does not interfere with stan-
dard interactions. This feature is especially welcome because it makes it possible to 
activate commands or trigger interaction techniques in the usual way, while changing 
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windows easily. This makes it for instance possible to drag and drop objects from a 

window to another one. In fact, changing windows quickly is useful in a variety of 
situations, such as switching between an overview and a zoomed view, between ta-
bled views, etc. We first present TimeTilt and its properties. The two kinds of gestures 
used in this technique (smooth and jerk gestures) are described in the last part. 

 

Fig. 1. TimeTilt helps to "travel in time" to reach previously opened windows. A tap on the 
back of the device triggers a continuous mode so that the user can navigate through windows by 
performing smooth gestures. A discrete mode can be activated with jerk movements. 

2   TimeTilt Technique  

While this is technically possible, mobile devices do not allow the user to switch 
easily between several windows. Because there is no room to display more than one 
window, the user must close the current window, find the other application (s)he now 
wants to interact with by navigating through the interface, and open it. Some applica-
tions may have their data stored in memory, but it is not always the case and the user 
must wait for the application to be loaded. TimeTilt was developed to solve this prob-
lem. Unlike desktop windows managers that have a spatial layout (with icons in the 
desktop bar), it is based on a temporal approach well suited for mobile devices. 
TimeTilt allows the user to tilt the device to “travel across time” and to navigate 
through open windows. When the desired window is found, the user just presses the 
screen to activate the corresponding application.  

TimeTilt is based on a lenticular metaphor (Fig. 1). The lenticular effect (used in 
certain gift postcards) makes it possible for the user to see different images depending 
on the card orientation. The principle is to merge multiple images into the same sheet 
with a strips and lenses mechanism. As one’s viewing angle changes, one sequentially 
sees different strips of the image underneath the lenses, showing an animation. We 
used this effect to design a user-friendly technique that helps users to perform gestures 
(as advised in embodied user interface [4]). By analyzing the data provided by a G-
sensor (i.e. accelerometers), TimeTilt takes into account three kinds of movements: 
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− A finger tap at the back of the device triggers/stops a continuous mode 
− A smooth tilt of the device allows navigating continuously through windows 

(the lenticular metaphor animation provides a fluid transition between win-
dows). When the user taps the screen, the current application is activated 

− A jerk movement over the z-axis (forward or backward) performs a discrete ac-
tion, activating the previous or a next opened window 

 

Among these gestures, we distinguish two categories: the smooth ones as tilting the 
device for scrolling a list or navigate in a map [1, 5, 10, 12] and the jerk ones, which 
are sharper. The back tap is a jerk gesture because it creates a large acceleration varia-
tion, as we will see. TimeTilt leverages the three gestures in combination.  

First, the back tap triggers a continuous mode on demand, without using standard 
inputs (as a physical key which may already trigger an action). The user chooses the 
beginning of the gesture to have always the screen visible. As showed in [9], users 
can navigate through 8 to 12 views by tilting the device. Moreover the activation tap is 
performed on the back of device, unlike [8] where users tap on the sides. This design 

is adapted to one-handed interaction because when interacting with the thumb, other 
fingers can activate commands from the back, as in recent studies [2].  

Secondly, smooth gestures trigger a continuous mode that is well suited to switch 
between views. A user can easily navigate back-and-forth between, e.g., a map and an 
email application. They need not perform time-consuming steps that would distract 
his attention from the task.  

Finally, jerk gestures offer a discrete mode that helps to quickly reach the last 
opened window: when interrupted by a phone call, the user can return to his previous 
task without searching in an application list (like in the iPhone) or without having to 
select small screen widgets with a stylus (as in Windows Mobile devices). This makes 
our technique well adapted to one-handed interaction. 

In summary, this sensor-based gesture vocabulary contains three movements over 
the z-axis to support a natural mapping with the lenticular metaphor, which helps the 
user to understand and memorize the gestures. In the following, we present a use case 
of TimeTilt and then we explain how smooth and jerk gestures are recognized. 

3   TimeTilt Use Case 

Bob is searching on Google Map when he receives from a friend a message that indi-
cates a date location. Bob copies the street address and taps on the back of his device. 
The messaging window freezes. From that position and according to a threshold, each 
rotation of the device around the z-axis displays the previous windows opened. Bob 
tilts the device forward to make the Google Map window appears and taps the screen. 
Bob pastes the street address in the Google Map research field, and the destination 
appears. He can then perform the reverse interaction and return to the messaging 
window to answer back to his friend. 

4   Smooth and Jerk Gestures Features 

The acceleration variation vector is a relevant value to distinguish smooth and jerk 

gestures because it does not depend on mobile orientation. Gestures can be recognized 
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whatever the device position in the hand. Secondly, its values are almost flat during 
smooth gestures. Therefore, the challenge is to detect and identify jerk gestures. Be-
cause sensor hardware events are "continuous" (more precisely each 50ms in our 
implementation), there is neither start nor end of a gesture. To address this issue, our 
algorithm observes the acceleration variation and waits for a stable frame of 300ms. 
This value detects the jerk gestures studied in the experiment to be described below. 

We conducted a preliminary study to collect jerk movements performed over the z-
axis. The experiment aimed at finding the characteristics that are relevant to design a 
recognizer. Our 8 participants (2 female) were asked to perform gestures, while 
seated, with their preferred hand holding the device. There were six gestures to per-
form six times: 1) a back tap; 2) a back tap while holding the finger on the device 
before releasing; 3) a small jerk movement forward and 4) backward; 5) a sharper jerk 
movement forward and 6) backward. The experiment software was developed in C# 
(.Net Compact Framework) on a HTC Touch HD (Windows Mobile 6.1) with a 
480x800px resistive touchscreen. 

ANOVAs helps us indentify six relevant features for classifying jerk movement 
(p<0,001): 1) the global amplitude (F5,35=21.5); 2) the maximum amplitude between 
two consecutive values (F5,35=12.2); 3) the total duration (F5,35=29.7); 4) the duration 
between the maximum and the minimum value (F5,35=4.3, p<0.003); 5) the number of 
sign changes (F5,35=5.6); 6) the sign of the first acceleration episode (F5,35=15.7). Post-
hoc multiple means comparison tests showed that back taps are faster, with a strong 
acceleration that does not seem to occur when performing the other jerk movements. 
We also observed that the shape of these gestures differed to a sufficient extend to 
avoid confusion with the natural gestures performed by the user. Finally, further 
analysis showed that although values differ from a user to another, patterns are similar 
enough for allowing proper recognition.  

In the future we plan to discriminate more gestures, and to combine several sensors 
(e.g. with microphones as in [6]). We will compare TimeTilt with alternative methods 
to evaluate its performances and the satisfaction of users. We also want to increase 
TimeTilt capabilities by applying it for repeated undo/redo actions, or by enabling 
gestures over the x-axis with a “fan” metaphor to switch between tabs for instance. 
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Abstract. Two NFC-based interactions are described in the paper. The first in-
teraction technique is referred to as Touch & Connect: a process by which an 
NFC tag is used to rapidly pair a mobile device with a computer. The second in-
teraction technique is referred to as Touch & Select, and considerably extends 
the Touch & Connect concept by allowing the use of an NFC-enabled mobile 
phone to directly touch at, and select, an object on the computer screen. We 
achieve this by attaching a grid of NFC tags to the back of the screen. A picture 
browsing application has been developed in order to compare Touch & Connect 
and Touch & Select with the currently available Bluetooth-based approach. Our 
most salient findings show a considerable task time decrease for Touch-and-
Connect (31%) and Touch-and-Select (43%) over the standard Bluetooth ap-
proach for picture browsing tasks. 

1   Introduction and Overview 

The most prominent method of transferring data between a mobile device and com-
puter is using Bluetooth. However, this involves performing various actions and can 
consume considerable time when pairing the devices for the first time. We provide a 
concept and a first implementation of two very quick and easy to use ways of sharing 
data between a mobile device and a computer system such as a laptop. Both interac-
tions use passive NFC (Near-Field Communication) tags that allow a small amount of 
data to be read / written to them. In order to test the new types of interaction, with 
respect to each other and to other possibilities, a picture sharing application was de-
veloped. The application allows the downloading and uploading of pictures between 
the laptop and the mobile device. In addition, the laptop display can be used to 
enlarge and view pictures in full resolution. 

2   Related Work 

Existing work has mainly focused on augmenting static user interfaces such as maps 
[1] or posters [2] with NFC tags. The disadvantage of this approach is that only the 
mobile phone can provide feedback. This approach was then extended through the use 
of NFC with front-projection displays. As shown in [3], a grid of tags can then be 
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used to connect virtual content to the tags and display dynamic visual feedback. How-
ever, besides difficulties with the image quality of projections in bright light condi-
tions, a big disadvantage of such a setup is the occlusion of the image, which is 
caused by people and objects (such as the phone used to touch the tags). By extending 
NFC deployment to direct-view displays (as presented in this paper), visual feedback 
can be maintained in almost all light conditions. Consequently, the problem with 
occlusion is also nearly negligible. The tag mesh is attached to the screen itself, thus 
improving portability and requiring considerably less physical space. Moreover, in 
contrast to projection, there are also no deployment issues with regards to calibration.  

3   Implementation and Use 

The presented system is the first to implement an interaction technique in which a 
mobile phone can directly interact with a direct-view display through intuitive touch 
interaction without the problems that would exist when using a front-projection dis-
play. We used a MacBook laptop and a Nokia 6131 NFC phone for the implementa-
tion of the prototypes. 

3.1   Touch and Connect  

Touch & Connect is a technique in which a Bluetooth connection between a mobile 
phone and laptop is established by simply touching the laptop with the mobile device. 
The NFC tag, used for initiating the connection, can additionally be employed for 
transferring extra data between the devices. 

For this prototype, an NFC tag is attached to the laptop’s armrest and stores the 
laptop’s Bluetooth MAC address which is then used to avoid the time required for 
searching available Bluetooth devices. Subsequent connections to the NFC tag are 
then used to initiate actual data transfers between the devices. This also eliminates 
problems concerning searching for previously paired devices as the device names can 
be ambiguous. Using the NFC tag when transferring data, the user can directly specify 
the target device which can be automatically inferred by the application. 

        

Fig. 1. Downloading a picture from the laptop to the mobile phone with Touch & Connect: 
select the appropriate option for a picture and touch the tag on the laptop with the phone 

To upload a picture, the user first selects a picture on the phone, then chooses up-
load. The mobile phone informs the user to touch the tag on the laptop in order to 
upload the image. The picture is then promptly copied and displayed on the laptop. 
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Reversely, in order to download an image to the phone, it is selected using the mouse 
in the picture browsing application on the laptop. Then, the user chooses “Send To 
Mobile Phone via Yellow Tag” (Fig. 1, left). The user then touches the yellow tag on 
the laptop (Fig. 1, center) to copy the image to the phone (Fig. 1, right).  

3.2   Touch and Select 

The concept of Touch & Connect is extended by transferring information and data via 
multiple tags. The major advantage is that the user can specify the screen location 
where information is to be sent or read. It can also simultaneously provide multiple 
options to the user. As shown in Fig. 2 (left), the Touch & Select prototype features a 
laptop display; the back of which was augmented with a mesh of 7x4 NFC tags. Each 
tag stores its location in the mesh together with the Bluetooth address that resolves to 
the laptop Bluetooth device. The location coordinates are shown in Fig. 2 (center). 
The mobile phone can read this information when touching the front of the laptop 
display (see Fig. 2, right). Through this the user can select any object (e.g. a picture or 
folder) shown on the laptop display by touching it with the mobile phone. 

 

 

Fig. 2. Touch and Select. Left: NFC tag grid attached to the back of a laptop screen. Center: 
location information stored in the tags. Right: interaction with the NFC tags on the laptop. 

       

Fig. 3. Downloading a picture from the laptop to the mobile phone with Touch & Select 

The picture browsing application has been implemented in such a way that each 
photo item corresponds in its position to a tag in the back of the display. Even though 
this mapping suggests itself for this application, we argue that this is also possible for 
other types of applications based on sharing of information. With smaller tags coming 
on the market, the grid granularity can be increased such that a more precise location 
of the phone can be tracked. To upload a picture with Touch & Select, the user first 
selects it on the phone and chooses upload. The mobile phone then informs the user 
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that an empty square on the display can be touched in order to upload the image. 
When a user touches the display, the corresponding picture is uploaded and shown on 
the screen of the laptop. The advantage of this method, besides being able to quickly 
transfer the file, is that a concrete location (or potentially application) can directly be 
chosen on the screen. Similarly, in order to download an image, the user switches to 
download mode on the mobile phone (Fig. 9, left) and selects the picture on the laptop 
by touching it with the mobile phone (Fig. 9, center). The picture is then copied to the 
mobile phone (Fig. 9, right) and displayed there. Again, the advantage is that the 
image can directly be selected using the phone and no additional interaction is neces-
sary saving extra steps and considerably increasing the speed for this interaction. 

3.3   Comparative Study and Outlook 

In order to compare the new techniques with existing methods, we also implemented 
picture transfer via the standard Bluetooth method using the same picture sharing 
application interface as described above. The user selects a picture on the phone and 
selects “Send via Bluetooth”. The phone then searches for available Bluetooth devices 
and presents a corresponding list. After choosing the entry for the laptop, the image is 
copied and displayed in the picture browsing application running on the laptop. 
Downloading is implemented accordingly. 

In a study (with 19 participants) we compared Touch & Connect and Touch & Se-
lect with conventional Bluetooth-based file transfers [4]. This study showed that 
Touch & Select is significantly better than Touch & Connect, which is again signifi-
cantly better than the currently used Bluetooth-based approach when considering user 
preferences, task completion time, usability satisfaction, task load and qualitative 
feedback from the study participants. Specifically, task completion time for uploading 
and downloading pictures was 31% (using Touch & Connect) and 43% (using Touch 
& Select) faster than the conventional Bluetooth-based approach. 

The presented interaction techniques – Touch & Connect and Touch & Select –
significantly simplify the way data can be transferred between a mobile phone and a 
computer.  

Embedding NFC tags into TFT / LCD / Plasma / rear-projection displays has the 
possibility to provide many opportunities for developing novel and exciting interac-
tion techniques enhancing the human computer interface by using the mobile phone 
as a smart input device. Further application areas that could be investigated include 
mobile device synchronization, general file transfer, and uploading contextual infor-
mation from the phone. With regards to further deployment options, the tag mesh 
could be augmented to digital picture frames and public displays. 
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Abstract. Mobile visualisation of map-based information is a difficult task. De-
signers of such systems must contend with the limitations of mobile devices in 
terms of hardware, screen size and input mechanisms. These problems are ex-
acerbated by the nature of spatial data, where a large information space needs to 
be presented and manipulated on a small screen. In this paper, a prototype adap-
tive mobile map-based visualisation system, called MediaMaps, is presented. 
MediaMaps allows users to capture, location-tag, sort and browse multimedia in 
a map-based view. MediaMaps was designed to adapt the information visual-
ised, the map-based visualisations and the supporting user interface. The results 
of an international field study, in which participants used MediaMaps on their 
personal mobile phones for a three-week period, are also presented. These re-
sults show that the adaptations implemented achieved high levels of accuracy 
and user satisfaction and successfully addressed some of the limitations of mo-
bile map-based visualisation. 

Keywords: Mobile map-based visualisation, adaptive interfaces, usability 
evaluation. 

1   Introduction 

Mobile devices have emerged in the last decade as a powerful new platform for the 
development of visualisation systems. These applications take advantage of two key 
features that distinguish mobile visualisation from desktop visualisation, namely the 
mobility of the platform and the ability to sense a wide range of variables influencing 
the user’s context. Mobile visualisation systems, however, face a number of limita-
tions in terms of resources, screen size and  interaction mechanisms [1]. 

The problems associated with mobile visualisation are exacerbated in mobile  
map-based visualisation (MMV) systems, where a large information space must be 
visualised on a small screen. Several techniques have been developed to address these 
problems, including modified versions of desktop visualisation techniques and tech-
niques which adapt various aspects of MMV systems. 

Adaptive User Interfaces (AUIs) can provide potential benefits for addressing the 
limitations of mobile devices [2]. Adaptation of the user interface has been identified 
as an important aspect to be considered in the design of mobile visualisation systems 
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[3]. Adaptation techniques include adaptation of the information visualised, the pres-
entation of the map-based visualisations and the supporting user interface [4].  

Usability evaluations and field studies of adaptive MMV systems are still rare. In 
this paper, the design and evaluation of an MMV system for capturing, location-
tagging, organising and browsing multimedia collections is presented. This system, 
called MediaMaps, allows users to view map-based visualisations of their multimedia 
collections and implements information, visualisation and interface adaptation. 

This paper is organised as follows. Section 2 presents related work concerning the 
problems associated with mobile visualisation and MMV and existing techniques for 
addressing these problems. Section 3 describes the design and implementation of 
MediaMaps, as well as the different forms of adaptation which were incorporated into 
the system. In Section 4, the results of a three-week international field study, in which 
participants used MediaMaps on their personal mobile phones, are presented. 

2   Related Work 

The problems and shortcomings associated with mobile visualisation and MMV are 
now described in more detail, followed by a brief discussion of existing techniques 
which have been developed to address these problems. 

2.1   Problems and Shortcomings 

Several problems and shortcomings related to mobile visualisation and MMV origi-
nate from the nature of mobile devices. The most obvious problem is the limited 
screen space available on mobile devices [1, 5]. This is particularly problematic for 
MMV, in which a large information space needs to be visualised using the limited 
screen real estate available. Screen clutter can often result [6]. 

Another significant problem relates to the limited input mechanisms provided by 
mobile devices. These input mechanisms result in additional constraints on the inter-
action design of MMV systems [5, 7]. MMV systems typically allow the user to ma-
nipulate the map-based visualisations provided and support a wide range of fairly 
complex tasks [4]. The limited input mechanisms currently provided by mobile de-
vices can be especially problematic in these systems. Mobile devices also provide 
limited processing power, memory and network bandwidth [1]. 

2.2   Adaptive Mobile Map-Based Visualisation 

MMV systems can benefit significantly from personalisation techniques [8]. Several 
MMV systems have already been developed which incorporate adaptation. Existing 
research can be classified according to the variables which influence adaptation and 
the elements of the MMV system which are adapted.  

Four classes of input variables have been identified in existing research [4, 8]: 

• Device: The system can adapt to the differing capabilities of different devices. 
• Context: The system can adapt to the user’s context, including variables such 

as location, movement and ambient light. 
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• Task: The system can adapt to the user’s current activity. This could refer to a 
system task, or to an activity the user is conducting external to the system. 

• User: The system can adapt to the user profile, or to the user’s preferences, as 
determined by modelling the user’s behaviour. 

Adaptation has been incorporated into MMV systems in several ways. The follow-
ing four broad classes of adaptation have been identified [4]: 

• Information: The information selection and organisation can be adapted. 
• Visualisation: The presentation of information can be adapted. 
• User Interface: The supporting user interface can be adapted in a variety of 

ways, including the availability of functions and shortcuts. 
• Device: Various aspects of the MMV system can adapt according to the de-

vice’s capabilities. 

Information adaptation has been implemented to adapt the amount, classification and 
level of detail of information [8, 9, 10]. Visualisation adaptation has been used to 
adapt the orientation, layout, section, scale, generalisation and graphical elements of 
map-based visualisations [4]. Adaptations of this type have ranged from simple adap-
tations of the map symbols used [11], to advanced techniques such as Focus Maps 
which uses generalization and colour to emphasise map regions considered relevant to 
the user’s current task [12]. Interface adaptations are comparatively rare, but some 
have been implemented successfully in MMV systems [7]. Device adaptations are 
generally more low-level and ensure that the MMV system is able to run on different 
mobile devices [9, 10].  

The next section describes the design and implementation of a prototype MMV 
system which includes information, visualisation and user interface adaptation. 

3   MediaMaps 

A prototype MMV system, called MediaMaps, was developed to incorporate the ad-
aptation input variables and adaptation effects identified in Section 2.2. Device adap-
tation was excluded as it has been well-covered in existing research [9, 10] and is a 
technical issue which does not involve the user’s behaviour or preferences.  

3.1   Functional Requirements 

MediaMaps provides the following basic functionality: 

• Capturing and location tagging of multimedia (photos, videos and sound) 
(Figure 1).  

• Organising multimedia into collections based on time and location (Figure 1). 
• Map-based visualisation of multimedia collections and items (Figure 2). 
• Search functionality allowing users to search by criteria such as date or loca-

tion name (Figure 3). 

Several systems have been developed to visualise photo collections on mobile de-
vices. Many of these have incorporated context variables, including time and location, 
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to allow users to browse their photo collections according to different dimensions [13, 
14]. Zurfer, a mobile Flickr client, was also recently developed to allow users to 
browse both their own photos and those of their friends, organised into channels 
(based on spatial, topic or social dimensions) [15]. Existing mobile visualisation sys-
tems have, however, rarely made use of maps. 

3.2   Design and Implementation 

A model-based design approach was used to design MediaMaps, based on an existing 
model [16]. MediaMaps incorporates three components which facilitate adaptation, 
namely the User Monitoring and Modelling Component (UMMC), the Knowledge 
Base and the Adaptation Engine. MediaMaps was implemented using Java ME. 

User Monitoring and Modelling Component (UMMC) 
The UMMC monitors user interaction with the system and the values of context vari-
ables (the current time and the user’s location). This information is processed using a 
user modelling component and stored in the User and Context Models. Privacy con-
cerns are not an issue, as interaction data is stored locally on the user’s personal mo-
bile phone. 

Knowledge Base 
The Knowledge Base contains four different models which influence adaptation. 
These are the User and Context Models, as well as a Task Model and a System 
Model. The User Model stores user preferences relating to the different forms of ad-
aptation implemented in MediaMaps. The Task Model is used to identify when the 
user is performing a new task (so that the system is able to adapt accordingly). The 
System Model is used to store the current values of the different adaptable parameters 
of the system. This acts as a central repository, ensuring that a consistent system state 
is maintained, as both the system and the user are able to perform changes to these 
parameters. 

Adaptation Engine 
The Adaptation Engine contains three components to manage each of the three forms 
of adaptation implemented in MediaMaps. The Information, Visualisation and Inter-
face Manager components consult the Knowledge Base in order to ensure that the 
adaptations performed match the user’s preferences, context and current task. These 
three forms of adaptation are discussed in more detail in the following sections. 

3.3   Information Adaptation 

Clutter is a significant problem in MMV systems [6]. The filtering of information 
according to user preferences was therefore considered to be a useful adaptation. This 
filtering is performed similarly to the visualisation adaptation in MediaMaps and is 
discussed in the next section. The limited interaction techniques currently available on 
mobile devices, combined with the increasing volumes of media items being stored, 
create a need for better ways of organising and retrieving multimedia on such devices. 
Furthermore, if a user’s entire media collection is visualised in a single map-based 
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view, screen clutter is likely to be severe. The sorting of media items into collections 
can help to minimise this clutter problem. 

The real-time event detection (RED) algorithm, proposed by Chen and Chen [17], 
was used to implement information adaptation in MediaMaps. The RED algorithm 
allows photos to be sorted, creating collections based on time and location. The RED 
algorithm follows on a large amount of related work that attempts to organise photo 
collections based on a variety of variables, including time and location [18, 19, 20, 
21]. Most existing algorithms are unsuitable in a mobile environment, as they are 
resource intensive and may result in significant delays before photos are sorted.  

The RED algorithm provides for incremental  sorting of photos in real-time (as 
they are captured). The RED algorithm was specifically designed for use in the re-
source-constrained environments of mobile phones. Photos can be classified as they 
are captured, allowing for immediate user feedback. This also means that the algo-
rithm has the capability to adapt, with user responses to system recommendations 
used to improve the accuracy of the algorithm. 

The RED algorithm organises the user’s photo collection into “events”, with the 
algorithm determining where the boundaries between these events lie. Chen and Chen 
hypothesised that, given certain assumptions, a particular user’s photo capturing be-
haviour can be matched to a Poisson distributed statistical process.  

The time gap between the current event and the previous event is used to decide 
which of the following three regions the current photo belongs to: 

• Ro: Identified as belonging to the current (old) event. 
• Rl: Falls into an intermediate area between a new or old event.  
• Rn: Identified as belonging to a new event. 

If a newly captured photo falls into Rl, the distance between the location of the cur-
rent photo and the preceding photo is used to determine whether a photo belongs to 
the current event or to a new event. The RED algorithm relies on three parameters 
that can be tuned according to user behaviour and feedback, µd (mean distance be-
tween photos), σd (standard deviation) and λ (arrival rate per hour). These three pa-
rameters are adjusted in order to compensate for errors made by the algorithm. For 
example, if a new photo is identified as belonging to Ro (current event), but actually 
belongs to a new event, then the arrival rate, λ, needs to be increased to reflect the 
higher than expected rate of arrival of new events. For a detailed discussion of how 
the RED algorithm compensates for erroneous classifications, refer to [17]. 

The RED algorithm was used in MediaMaps to organise different multimedia types 
(including photo, video and sound recordings) into collections. Every time a user 
captures a media item, the system determines whether it belongs to the current collec-
tion, or to a new collection. The user is required to provide feedback regarding this 
recommendation (Figure 1). This feedback is used to update the algorithm’s parame-
ters. This feedback step can be removed once the system has learned the user’s pref-
erences. The version of MediaMaps used in the evaluation described in this paper 
required feedback for every media item captured.   

The user’s behaviour is monitored and recorded by the UMMC. The Context Model, 
which is updated with the user’s position, is used to supply the location information for 
the algorithm. The parameters λ, σd and µd are stored in the User Model and the Informa-
tion Manager is used to perform changes to the underlying structure of the data. 
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Fig. 1. Sorting media items into collections in MediaMaps. Manual location tagging is used in 
this case as the user’s GPS location is unavailable. 

3.4   Visualisation Adaptation 

Several simple, yet important visual and information-related parameters were selected 
to be included in the adaptation process. The following parameters have previously 
been identified as important parameters to be adapted in MMV systems [4] and are 
adapted in MediaMaps: 

• The zoom-level being visualised; 
• The map-type being displayed; 
• The latitude and longitude at which the map is centred; 
• The time period being visualised; and 
• The media types to be visualised. 

One of the most significant problems of standard zooming and panning techniques 
is that the user often needs to perform many zooming and panning operations to find 
information of interest [22]. To overcome this, the map-based visualisations in Me-
diaMaps are adapted according to previous user behaviour. This was done in order to 
save the user from having to perform the same view customisation operations each 
time a particular collection is viewed. 

Naïve Bayesian classifiers were used to implement visualisation adaptation in Me-
diaMaps. This technique assumes that different input variables are independent of one 
another. Despite the fact that this is typically not the case, this technique has proven 
accurate for several domains. Bayesian classifiers have previously been used in adap-
tive mobile applications [23] and were selected because of their simplicity and low 
resource requirements (while still providing potentially high levels of accuracy).  

User behaviour is observed and recorded, with the current mode and the collection 
being viewed used as inputs in order to determine how to adjust these parameters. The 
UMMC observes and records user interaction information. This interaction data is 
then processed by the UMMC at system start-up in order to extract user preferences 
for different collections and visualisation modes. These preferences are recorded in 
the User Model. Older interaction data is progressively discarded to minimise the 
amount of interaction data that needs to be processed by the system. This also ensures 
that the adaptations keep pace with the user’s changing preferences over time.  



 Design and Evaluation of an Adaptive Mobile Map-Based Visualisation System 845 

The Visualisation and Information Managers are responsible for ensuring that the 
visualisation and information are adapted according to the user’s preferences when-
ever a new visualisation is rendered. The Task Model is consulted to determine when 
a new visualisation is to be rendered in order to invoke these components.  

Figure 2 shows the same data set (the icons indicate media collections) before and 
after adaptation. The map style, zoom level and location have all been adapted. 

 

Fig. 2. Visualisation adaptation. The same data set is shown before and after adaptation. 

3.5   Interface Adaptation 

Interface adaptation in MediaMaps is limited to ordering of list options. Previous 
research has shown that the ordering of menus and lists in small screen devices can 
provide even greater efficiency benefits than in desktop systems [24]. Early user test-
ing of MediaMaps showed that the users spent a significant amount of time browsing 
lists of options that can potentially grow quite large. As a result, it was decided to 
adapt the ordering of lists of options in MediaMaps based on how recently and fre-
quently the different items are selected.  

A variation of the algorithm used by Findlater and McGrenere [24] was used, 
which relies on the following three rules to order menu options: 

1. The top section contains the most recently selected item and the two most fre-
quently selected items 

2. If there is duplication amongst these items, then the third most frequently se-
lected item is included in the top section. 

3. The items appear in the same relative order in the top section as they would in 
the bottom section of the list. 

List items are moved to the top section, rather than replicated. Informal evaluation 
revealed that replicating items on short lists resulted in user confusion regarding 
which item to select. A grey background is used in order to draw users’ attention to 
the fact that the top three items are adapted according to their behaviour (Figure 3). 
This interface adaptation is applied to all lists of options within the system, including 
the list of collections, list of saved views and lists of locations. Frequency data and the  
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Fig. 3. Location search in MediaMaps, with recently and frequently selected items at the top 

most recent selection for each list are stored in the User Model. The Task Model is 
used to determine when the user is accessing a list view and the Interface Manager is 
invoked in order to ensure that the appropriate options are in the top section of the list.  

4   Evaluation 

Preliminary user testing was conducted in order to evaluate the usability of the system 
and to ensure that no significant usability problems existed. The results of this evalua-
tion revealed that MediaMaps was highly effective at supporting users in completing 
major system tasks. High levels of user satisfaction were also reported. Several minor 
usability problems were discovered and corrected. A longer term field study was then 
conducted to evaluate several aspects of the adaptations implemented. The results of 
this evaluation are discussed below. 

4.1   Objectives 

The field study was conducted to evaluate the following aspects of MediaMaps: 

• Performance: Were the adaptations performed accurate? 
• User satisfaction: Did users find MediaMaps easy to use? Were the adapta-

tions performed perceived as useful? 

These aspects were evaluated to determine whether the adaptations addressed the 
problems and shortcomings of MMV which were previously identified (Section 2.1). 

4.2   Participants 

International participants were recruited through a bidding process [25]. Twenty-six 
bids were accepted, although only 20 test participants (14 male, 6 female) completed 
the field study satisfactorily. Non-completion occurred for several reasons, including 
technical problems with the participants’ phones and insufficient use of the system to  
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warrant useful feedback. An average of $46.50 was paid per test participant. Partici-
pants were recruited from twelve different countries on four continents. Figure 4 
shows the demographic profile of the test participants.  
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Fig. 4. Demographic profile of field study participants (n=20) 

4.3   Procedure 

Test participants were required to use MediaMaps on their personal mobile phones 
over a three week period. The participants were free to use MediaMaps as desired,  
but were encouraged to use the system as their primary means of capturing and 
browsing media for the duration of the test period. Participants were contacted in 
person, by email and instant messaging (where necessary) in order to ensure the sys-
tem was being used as intended and to sort out any issues, particularly concerning 
installation. 

At the end of the test period, users were required to complete a user satisfaction 
questionnaire based on the Questionnaire for User Interface Satisfaction (QUIS) [26]. 
A five point Likert scale was used with antonyms at extremes of each scale. A quali-
tative feedback section was also included to elicit positive and negative feedback, as 
well as suggestions for improvement. A logging mechanism was integrated into the 
system to record user and system behaviour. 

4.4   Performance Results 

Interaction log files were recorded to analyse the accuracy of the information and 
interface adaptations implemented in MediaMaps. Precision, Recall and F-Score met-
rics are commonly used to evaluate algorithms for detecting event boundaries in  
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photo collections [18, 20]. Precision refers to the ratio between the number of cor-
rectly detected event boundaries and the total number of event boundaries detected. 
Recall can be expressed as the ratio between correctly detected event boundaries and 
the actual number of event boundaries which exist. The F-score combines these two 
into a single metric (F-Score = (2 x Precision x Recall) / (Precision + Recall)). A 
general accuracy percentage was also calculated. A recommendation was regarded as 
accurate if it was accepted by the participant. 

Table 1 shows the results obtained for Precision, Recall, F-Score and general accu-
racy. Cumulative results (across all participants) and average results (in which all 
participants received equal weighting) are shown. The average results for all four 
metrics were above 80%. The accuracy of the algorithm was also analysed according 
to the three regions into which the RED algorithm classifies new media items (Section 
3.3). It is interesting to note that the algorithm achieved high levels of accuracy 
(85.55%) in Rl where temporal information was inconclusive and location information 
was used to aid in the decision making process. Although this represents only seven 
percent of media items captured, it is nevertheless encouraging to note that the use of 
location information proved useful for ensuring accurate classifications. 

The accuracy of the RED algorithm improved in response to user feedback. A sig-
nificant correlation co-efficient of 0.79 (α=0.05) was calculated between the number 
of media items captured and the accuracy of the recommendations provided. 

Table 1. Accuracy results for the RED algorithm implemented in MediaMaps 

Theme Cumulative Average
Accuracy 89.34% 87.44%
Precision 81.52% 84.81%
Recall 76.53% 81.14%
F-Score 78.95% 83.33%

 

Accuracy information was also calculated for the interface adaptation algorithm. 
List option selections were split into three categories, namely pre-adaptive selections 
(when lists were too short to warrant adaptation), adaptive selections and non-
adaptive selections. These results showed that (on average) options were selected 
from the adaptive section of the lists 76.78% of the time. Participant perceptions re-
garding the usefulness of the adaptation of list ordering were found to be positively 
correlated to the amount of time spent using MediaMaps. A statistically significant 
correlation co-efficient of 0.62 (α=0.05) was calculated. 

4.5   Satisfaction Results 

The results of the user satisfaction questionnaire are summarised in Table 2. All three 
forms of adaptation (Section D-F) were highly rated by participants (median=4.00). 
Participants were also highly satisfied with the support provided for searching for 
media items (Section C). 
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Table 2. User satisfaction results summarised by section (n=20) 

Section Mean Median Mode Std. Dev. 
B. Capturing Media 3.67 4.00 4.00 1.12 
C. Searching for Media 3.90 4.00 5.00 1.11 
D. Sorting Media (information adaptation) 3.83 4.00 4.00 1.02 
E. List Sorting (interface adaptation) 3.72 4.00 5.00 1.25 
F. Map View Adaptation (visualisation adaptation) 3.55 4.00 4.00 1.17 

The perceived usefulness of all three forms of adaptation in MediaMaps was highly 
rated by participants (where 1 = Not useful and 5 = Useful) (Table 3). Information 
adaptation, in which media items were sorted into collections based on time and loca-
tion, was particularly highly rated. The perceived usefulness of all three forms of 
adaptation received median ratings of at least 4. The results of Likert scale ratings 
also showed that participants found all three forms of adaptation to be logical. 

Table 3. User satisfaction results for perceived usefulness (n=20) 

Adaptation Type Mean Median Mode Std. Dev. 
Information Adaptation (sorting of media items 
into collections) 

4.20 4.50 5.00 0.95 

Interface Adaptation (ordering of list options) 3.80 4.00 5.00 1.24 
Visualisation Adaptation (adaptation of map 
visualisation parameters) 

3.75 4.00 4.00 1.02 

Qualitative feedback revealed that the system was used in a wide variety of situa-
tions and contexts. The field study took place during the northern hemisphere summer 
holidays and as a result, many of the participants used MediaMaps while on holiday 
and/or travelling between different cities and countries. General user satisfaction 
feedback was very positive regarding the usefulness, ease of use, learnability and 
enjoyment of MediaMaps.  

Qualitative feedback regarding information adaptation supported the quantitative 
data, with many positive comments received. Sixty percent of participants specifically 
praised the information adaptation. The following positive comments regarding the 
information adaptation are examples of those received: 

• “Excellent management capabilities for media items.” 
• “Very good system for organising your digital library.” 
• “Concept of collections and automated decisions very useful” 

Participants also responded positively to the interface adaptation, commenting fa-
vourably on the “faster access to recent/frequent media collections”. Visualisation 
adaptation was regarded as useful in the manual location-tagging map (Figure 1), with 
users not having to perform the same view customisation options repeatedly.  

The only negative feedback received related to a lack of flexibility in the process of 
sorting media items into collections. Some participants wanted the ability to move  
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items between collections after initial sorting, the ability to change the location asso-
ciated with an image (in the case of incorrect manual tagging) and the ability to per-
form manual location-tagging at their own convenience. Some participants felt it 
unnecessary to create multiple collections for the same location on different dates. 
Many of these issues would be difficult to address without making significant changes 
to the RED algorithm. 

Previous systems for browsing media collections on mobile devices have avoided 
the use of map-based interfaces [14, 15]. It was therefore interesting to note that par-
ticipants regarded the ability to view map-based visualisations of their media as 
highly useful (mean=4.25, median=4.50 and mode=5.00). Participants were also 
highly satisfied with the ease with which they were able to locate previously captured 
media using MediaMaps (mean=4.00, median=4.00 and mode=5.00). 

4.6   Analysis of Results 

The objective of the field study was to determine whether the information, visualisa-
tion and interface adaptations implemented in MediaMaps addressed some of the 
problems of MMV. Information adaptation was implemented in the form of an adap-
tive algorithm for sorting media items into collections. This was done to minimise 
user effort in organising media collections (using the limited interaction mechanisms 
available) and to reduce clutter that would otherwise result if a user’s entire media 
collection was visualised in a single view. The high accuracy of the recommendations 
provided by the RED algorithm, combined with the positive participant feedback 
regarding the perceived usefulness of this form of adaptation, suggest that the infor-
mation adaptation performed was indeed useful. Further supporting evidence regard-
ing the usefulness of this form of adaptation is provided by the fact that participants 
were able to easily locate previously captured and sorted media items. The accuracy 
results achieved are particularly impressive if compared with those achieved by more 
resource-intensive algorithms, which do not allow media to be sorted in real time. 
Such algorithms have been shown to achieve only slightly superior accuracy, al-
though tested on different media collections [18, 20]. The RED algorithm was also 
shown to adapt to user feedback and improve accuracy. 

Chen and Chen evaluated the RED algorithm on a desktop computer. This research 
therefore represents the first time that the RED algorithm has been implemented and 
evaluated in a mobile context. 

Visualisation adaptation was performed in order to reduce the amount of interac-
tion required to perform view customisation operations such as zooming and panning. 
User satisfaction feedback showed that participants considered this form of adaptation 
to be very useful. Benefits were achieved in terms of efficiency and the amount of 
interaction required using the available interaction mechanisms. 

Interface adaptation (list ordering) was implemented to improve user efficiency in 
selecting options from potentially long lists of options. Interaction logs showed that 
participants selected options from the adaptive portions of lists on average 76.78% of 
the time. This implies efficiency gains, as participants did not have to browse long 
lists searching for their desired option. Quantitative and qualitative user satisfaction 
feedback showed that the participants viewed this form of adaptation as highly useful, 
with perceived usefulness increasing the longer the participants used MediaMaps.  
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5   Conclusions 

This paper discussed the design and evaluation of an adaptive MMV system, called 
MediaMaps. MediaMaps provides automatic facilities for location tagging and organ-
ising media into collections on a mobile phone and allows users to view map-based 
visualisations of these collections. Existing adaptation techniques were modified for a 
mobile platform and extended to supported information, visualisation and interface 
adaptation. An international field study was conducted to evaluate the accuracy and 
perceived usefulness of the adaptation techniques and the participants’ satisfaction 
with the system. The results of this study clearly show that the adaptation techniques 
were highly accurate and that the participants found the adaptations to be useful, effi-
cient and easy to understand.  

The evaluation of the RED algorithm used to perform information adaptation 
showed that this algorithm effectively supported the participants in organising and 
visualising their media collections. The accuracy of the RED algorithm was also 
shown to improve in response to user feedback. The problems inherent with the lim-
ited interaction mechanisms provided by mobile devices were minimised and effec-
tive use of the limited screen space was made by organising and visualising media 
collections based on time and location. The visualisation adaptation reduced the need 
for repetitive view customisation operations to be performed, while the interface ad-
aptation minimised the amount of interaction necessary. 

This paper thus provides empirical evidence that adaptation can provide significant 
benefits for mobile map-based visualisation. Future work will include changes to 
MediaMaps to address system limitations identified during the field study. 
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Abstract. When navigating in real physical environments, as human beings we 
tend to display systematic or near-systematic errors with distance, direction and 
other navigation issues. To avoid making these errors, we choose different 
stratategies to find our way. While there have been a lot of HCI studies of navi-
gation design guidelines for using maps or speech-based or tactile-based  
guidance in mobile devices, in this paper we introduce an initial study of mul-
timodal navigation design utilising the design practice of episodes of motion 
originated from urban planning. The implications of designing cues and provid-
ing rhythm, as the design guidelines of episodes of motions suggests, are ex-
plored in this study with the subjects being pedestrians with wayfinding tasks in 
an urban area. The main contributions of this paper are in evaluating the design 
implications in the context of mobile wayfinding tasks and in reflecting the  
results according to human wayfinding behaviour. It is concluded that by de-
signing predictive clues and rhythm into mobile multimodal navigation applica-
tions, we can improve navigation aids for users. 

Keywords: Mobile navigation, multimodality, design. 

1   Introduction 

We must understand the nature of human wayfinding behaviour [10] such as typical 
navigation errors and strategies to avoid these errors to be able to understand how to 
support the wayfinding of mobile users. When developing tools to support wayfinding 
tasks of mobile users, we should pay attention that while users are using mobile way-
finding tools, usage should be consistent with user’s own strategies to find a way.  

Typical human navigation errors can be classified into three main categories: er-
rors of distance, errors of direction, and other errors [25]. Errors with estimating the 
distance tend to be related to the amount of turns, landmarks or intersections: the 
more objects there are, the longer the distance estimated whereas when a mistake is 
related to the direction of a route, it could be caused, for example, by a person men-
tally rotating north-south and east-west axes, more in line with geographical axes that 
are on a different angle than these actual north-south axes. The third type of errors 
may include such issues as incorrectly estimating sizes, shapes or perspectives [25]. It 
is argued here that when developing novel navigation aids, the primary focus should 
be on supporting users to solve typical navigation errors. 
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To avoid making different kinds of navigation errors, we as human beings tend to 
choose different types of strategies to finding our way in a real environment. Some 
people tend to favour a route strategy, i.e., they focus upon specific instructions on 
how to get from one place to another, whereas some find their way with an orienta-
tion strategy, i.e., monitoring their own position relative to reference points in the 
environment [14]. In recent studies related to navigation performance and wayfinding 
strategies it has been shown,  for example, that the directions provided influence the 
efficiency of navigation, and the gender of the navigator is also influential [16]. 
Therefore, to be able to support users to avoid or to solve typical navigation errors 
and to develop useful navigation aids, one must understand what kind of strategies 
users have when making decisions how to find their way and how do gender and 
mode of given instructions have an effect on navigation tasks. 

Although people still quite often solve their wayfinding tasks while they are on the 
move, either with maps printed on paper or displayed on the screen of a mobile navi-
gation device, i.e., with a visual modality, the focus of navigation HCI research has 
also turned towards other human modalities, such as audio modality [2], [13] or tactile 
modality [3], [9]. These multimodal aids convey information through non-speech 
audio [10] or thematic maps [30], [32] or give feedback to visually impaired users [9] 
regarding how to navigate. Nonetheless, designing multimodal applications has its 
own challenges due to a fact that multimodal interaction occurs not only as a one-way 
or one-level interaction.  

One key design challenge is to distinguish between when users are and are not in-
teracting multimodally. When the focus is upon one modality at a time, it is called 
unimodality instead of multimodality. Furthermore, when users are interacting multi-
modally, recent studies have shown that users have different patterns, i.e., they inter-
act simultaneously or they integrate their interaction sequentially [23]. However, very 
few studies have explored the design issues of multimodal navigation aids for mobile 
users by reflecting the design through typical human wayfinding behaviour such as 
wayfinding strategies. Hence, in order to be able to design multimodal navigation 
aids, one should understand the possible impacts of these factors.  

It is argued here that there is no sense in designing only navigation aids based on 
conventional maps, see e.g. [26], and therefore more novel practices should be ex-
plored when designing navigation aids. We suggested that one possibility that can be 
examined is utilise design practices originating from urban planning. For several 
centuries, designers, urban planners and architects have developed aids for individuals 
navigating in real physical environments whereas, mobile HCI practitioners and re-
searchers have studied how to support navigation with mobile devices and applica-
tions for only a few decades. Thus, for HCI professionals there are many possibilities 
in exploring existing design guidelines originally developed for urban planners to then 
support users to navigate better. Whilst there have been a lot of studies of navigation 
design guidelines based on Kevin Lynch’s imageability [17], in this paper we propose 
an initial study of navigation design guidelines utilising the theory of designing epi-
sodes of motion [27]. 

Thus, this study investigates the relationships between two of the design principles 
of episodes of motion, namely the design of rhythm and cues, and users’ wayfinding 
strategies within three different modalities: visual, audio and tactile. In this study, we 
define a cue as a unit of route information provided through the navigation system, 
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not awareness information of others, see e.g. [20] or the environmental cues. A 
rhythm is defined here as route information that is provided through the navigation 
system regularly according period of distances. 

For HCI practitioners and academics, this study presents a novel multidisciplinary 
design approach in order to support human navigation. In addition, for developers of 
mobile navigation applications, the results present an encouraging perspective in 
order to integrate design practices that take into account the wayfinding task in an 
urban environment. In addition, practical design concepts of providing cues and pre-
senting rhythm are presented.  

This paper is structured as follows. In the following section, we first present a more 
detailed overview of related multimodal or unimodal navigation research before pre-
senting arguments for combining navigation design issues and urban planning prac-
tices in the section ‘Designing cues and rhythm to support wayfinding’. Then, we 
describe the experiment and present the results. Finally, we discuss the findings and 
conclude the research, outlining our future work on navigation aid design. 

2   Related Work 

When exploring human navigation in a real environment with mobile applications 
designed to support wayfinding tasks, the focus in recent research seems to be upon 
issues of context (indoor, outdoor, in-vehicle, pedestrian). The user-related key con-
cepts seem to focus upon the impact of visual ability [9] and the impact of indoor or 
outdoor navigation [5], as well as whether the navigators are acting as a driver [26] or 
as a pedestrian [14]. The main findings of non-desktop navigation research are related 
to interaction design, e.g., [13], [20], context [24] and adaptability, e.g., [1]. 

However, in mobile contexts, users’ internal factors are different and external fac-
tors are dynamic and unpredictable. Furthermore, Tamminen et al. [24] argued that in 
relation to a mobile context, users solve navigation problems with social solutions, 
both national and within the mobile context, and there are temporal tensions, such as 
acceleration, declaration, hurrying, normal and waiting. Regarding the user interface, 
modality selection and interruption management are two of the main issues. [24] In 
relation to solving temporal tensions, it is argued here that repeating regularly naviga-
tion guidance, i.e., according certain rhythm, users are able to update their knowledge 
en-route. 

In research on navigation tools, the tools are typically based on three major modali-
ties: visual, audio or tactile. However, most studies are describing unimodality sys-
tems emphasizing either visual, tactile or audion modality. Recent studies related to 
multimodality in mobile devices have stated that multimodality can enhance the us-
ability of mobile devices and that multimodal interaction can be superior to classical 
unimodal interaction in complicated tasks [14]. It has been stated also that users have 
a strong preference for multimodal interaction when they are interacting multimodally 
for a map-based task [7]. Furthermore, the research of geographic information sys-
tems (GIS) has their potential in a mobile context, for example, when personalising 
maps in multimodal mobile GIS [30].  

Navigation research on multimodal aids has been focused upon two main streams: 
unimodal navigation support and characteristics of multimodality in interaction. 
Hence, very few studies take into account variety of wayfinding strategies, and their 
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impacts on navigation performance. Furthermore, only few studies present design 
guidelines for mobile multimodal navigation system. This study takes another ap-
proach. It is argued here that when we are designing navigation tools to be used in 
real environments there are lessons to be learnt from other disciplines that have a 
longer tradition in designing navigation support in physical environments, i.e., urban 
planning and environmental psychology. Theories and practices of urban planning 
have been utilised in navigation, but mainly when examining navigation in virtual 
three-dimensional worlds [6]. Furthermore, it seems that majority of the navigation 
HCI research is utilizing one particular urban planning practice, i.e., Lynch’s image-
ability [17]. We acknowledged Lynch’s excellent ideas that give a solid ground also 
for designers in the field of navigation HCI research. However, it is argued here that 
there is no need to have a tunnel vision of urban planning design praxis and thereby 
HCI researchers and designers should extend their view beyond imageability [17] 
when exploring multidisciplinary design methods. 

3   Designing Cues and Rhythm to Support Wayfinding  

In some well-known urban planning design principles, such as in Lynch’s [17] image-
ability, focusing on the design of a series of places and the design of the user's experi-
ence moving in the physical environment are emphasised. In regard to the area of 
designing the user’s experience of moving in the physical environment, Stenros and 
Aura [27] presented the idea of designing episodes of motion. Concerning the experi-
ence of moving from one place to another, Stenros and Aura [27] presented the fol-
lowing principles for designing episodes of motion:  

 
• Design routes so that they can be recognised as part of the entire larger system, 

e.g., as part of a city.  
• Indicate with some kinds of clues how the route is going to continue after the 

episode.  
• Design variation within a single episode to make the episode interesting. 
• Design a rhythm in an episode to make it easy for users to perceive the environ-

ment 
• Design open views and spaces in a route to support the user in better visualising 

the overall spaces.  
 
Regarding the design principles of episodes of motion, providing cues and design-

ing rhythm were chosen for deeper analysis in this study. These design principles are 
reflected through three modalities, i.e., visual, audio and tactile modalities in the way-
finding tasks of mobile pedestrians. 

In this study, it was predicted that people reporting greater preference for a particu-
lar modality of guidance would be more efficient navigators. Moreover, people re-
porting greater preference for a route strategy would be more efficient navigators with 
guidance according regular rhythm. Finally, it was expected that wayfinding effi-
ciency would vary as a function of the modality of navigation support and gender. 
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This study investigates the following: 
 

1. Two types of navigation guidance in three different modalities, namely (a) pre-
dictive cues, (b) guidance with regular rhythm within guidance provided through 
(i) visual, (ii) audio or (iii) tactile modality. 

2. Is the most efficient and the most perceived type of guidance obtained when (a) 
referenced to the person’s wayfinding strategy, or (b) referenced to the person’s 
gender? 

4   Methods 

The study presented in this paper is a part of the author’s PhD research concerning 
design issues of navigation aids for mobile users. In this study, both quantitative and 
qualitative methods were used to gather and analyse the data. Before conducting field 
experiments to examine multimodal navigation aids, the preliminary study identifying 
users’ attitudes of usefulness providing two types of guidance (cues and rhythm) in 
three modalities (visual, audion and tactile) was carried out. The more detailed de-
scription and the results of the preliminary study are reported in our other publica-
tions, see e.g. [28]. In the field experiment impacts of two types of guidance (cues and 
rhythm) in three different modalities (visual, audion and tactile) in relation user’s 
wayfinding strategies and gender issues were explored.  

4.1   Field Experiment 

The field experiment consisted of two parts. In the first part, in addition to back-
ground information, wayfinding strategies of the participants were analysed. Way-
finding strategies were studied because it is assumed that different users with different 
wayfinding strategies need different types of guidance. Furthermore, the participants 
took part in a Mental Rotation Test (MRT) with a version of Cooper and Shepard's 
mental rotation paradigm [18], which analysed the participants’ ability to rotate ob-
jects mentally. The MRT was carried out to identify possible differences in reading 
visual maps among the participants. 

In the second part of the field experiment, the field test was conducted in an urban 
area using the Wizard Of Oz (WOZ) technique. The field study procedure was 
adapted from Brewster et al. [3]. The participants were asked to complete seven way-
finding tasks and the researcher, simulating a computer, provided the navigation guid-
ance. After each task, participants evaluated the task loads of each task subjectively. 
They were then interviewed after they completed all seven wayfinding tasks. During 
the wayfinding tasks, time of performance and number of navigation errors were 
recorded. 

The visual modality was conducted with three types of paper maps without textual 
information: an overview map, maps describing part of the route and given to the 
participant either before the forthcoming need to turn left/right or as part of their regu-
lar rhythm. The guidance in the audio modality was given by the researcher either 
before the forthcoming need to turn left/right or according to the regular rhythm 
(“turn left/turn right/go straight forward”). The tactile guidance was given by shoulder 
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tapping either before the forthcoming need to turn left/right or according to the regu-
lar rhythm by tapping on the right/left shoulder and between the shoulders. 

The second part of the experiment consisted of seven wayfinding tasks (see Table 1). 
The routes and modalities were counterbalanced. The order of the wayfinding tasks was 
organised according to the principles of the Latin Square in order to exclude learning 
effects (see Table 1).  

Table 1. The order of modalities in relation to routes and ordinal number of an experiment 
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R
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 6
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Visual modality: an overview map  1 , 

8, 
15 

2 , 

9, 
16 

3 , 

10  
17 

4 , 

11, 
18 

5 , 

12, 
19 

6 , 

13, 
20 

7 , 

14, 
21 

Visual modality: maps with cues  4 , 

11, 
18 

7 , 

14, 
21 

5 , 

12, 
19 

1 , 

8, 
15 

6 , 

13, 
20 

2 , 

9,  
16 

3 , 

10  
17 

Visual modality: maps with rhythm  5 , 

12, 
19 

6 , 

13, 
20 

7 , 

14, 
21 

2 , 

9, 
16 

3 , 

10  
17 

4 , 

11, 
18 

1 , 

8, 
15 

Audion modality: voice with cues  2 , 

9, 
16 

3 , 

10  
17 

6 , 

13, 
20 

7 , 

14, 
21 

4 , 

11, 
18 

1 , 

8, 
15 

5 , 

12, 
19 

Audion modality: voice with rhythm  7 , 

14, 
21 

4 , 

11, 
18 

1 , 

8, 
15 

5 , 

12, 
19 

2 , 

9,  
16 

3 , 

10  
17 

6 , 

13, 
20 

Tactile modality: taction with cues  6 , 

13, 

20 

1 , 

8, 

15 

2 , 

9,  

16 

3 , 

10  

17 

7 , 

14, 

21 

5 , 

12, 

19 

4 , 

11, 

18 

Tactile modality: taction with rhythm  3 , 

10  
17 

5 , 

12, 
19 

4 , 

11, 
18 

6 , 

13, 
20 

1 , 

8, 
15 

7 , 

14, 
21 

2 , 

9, 
16 

 
Each route was approximately 480 metres with four to five turns. The names of the 

streets were removed from the paper maps to simulate the unfamiliarity of the envi-
ronment. The actual task given to the participants was to “find your way as fast as you 
can by walking at your normal speed”. Navigation guidance was given in the form of 
a paper map (visual modality), with the voice (audio modality), or with haptic output 
(tactile modality). Furthermore, for each modality, the wayfinding instructions were 
given either as predicting cues or according to a regular rhythm.  

While the participants were conducting the seven wayfinding tasks by walking, 
they were asked two questions. Examples of the questions were “What time is it?”, 
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“Did you notice any mailboxes on the streets?”, “What kind of colours were those 
flowers on the left side of the street?” or “How many cars are parked in that parking 
area?” The aim of these interrupting questions was to simulate the context that pedes-
trians have when navigation is not their primary task while they are moving. Interrup-
tion management and modality selection are argued to be two key issues in mobile 
contexts [24]. Furthermore, the cognitive resources of mobile users are in the real 
contexts reserved for multiple actions simultaneously: monitoring, selecting and re-
acting to the context and events [20]. After each wayfinding task, the participants 
filled out the seven-point Nasa Task Load Index [19] to evaluate the subjective task 
load of each task  (mental, physical and temporal demand). 

After completing the tasks, participants were interviewed. Participants were asked 
to rank the most useful and the least useful modality for navigation support. They 
were then asked if they recognised any differences between the navigation support 
within one modality to find out if they separated predictive cues and rhythm from 
each other, and if they did, which one was better. Finally, they were each asked for 
ideas about how the multimodal navigation tool might be improved in order to be 
more useful. 

4.1.1   Data Analysis 
Walking times were converted to walking speed in metres per minute. The ratio of 
navigation performance was calculated for each participant for each mode of guid-
ance. These ratios were used as relative indicators of performance improvement for 
each participant. Standard t-tests and a one-way ANOVA were performed in order to 
determine the significance of navigation performance for each mode of guidance. The 
participants’ subjective evaluations of task load were used to present the most de-
manding and least demanding modes of guidance. Standard t-tests and a one-way 
analysis of variance (ANOVA) were performed in order to find possible differences. 

4.1.2   Participants 
There were 21 volunteer participants (14 female, 7 male) in the experiment. Of the 
participants, 37% were aged 18–25 years, 32% were aged 26–35 years, 21% were aged 
36–45 years, and the rest of the participants (10%) were over 46 years. Most of the 
participants were non-IT professionals, 40% were students and 15% were researchers. 
The occupations of the rest of the participants (40%) were other than those specified. 
The participants were recruited by email and rewarded for their time for 15 euros. 

The participants of the field experiment were not the same participants that we had 
in our preliminary study. Furthermore, based on the results of our preliminary study 
[28], we selected participants who were unfamiliar with the environment for our field 
experiment. 

4.1.3   Research Design 
The study involved a mixed factorial that included a between-subject comparison of 
individual differences in type of wayfinding strategies (orientation strategy, route 
strategy) and navigation performance in addition to the within-subject comparison 
type of navigation support (predictive cues, support with regular rhythm). 
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5   Results 

Our previous results indicate that in general, there are no significant differences be-
tween usefulness of providing cues or rhythm as a navigation aids in different modali-
ties whereas when the environment is familiar for users, navigation aids provided with 
regular rhythm is not preferred as useful navigation aids .Thus, familiarity of the envi-
ronment seem to be a key factor for users when evaluating usefulness of navigation 
aids. [28] This finding is consistent with earlier studies exploring spatial familiarity [8]. 

The results of the field experiment are presented according to the relative walking 
speed, i.e., objective data, and according to the results of experienced workload meas-
ured with the NASA Task Load Index [19], i.e., subjective data. Due to the small 
number of participants (n=21), results based on formal statistical analysis are limited. 
However, they provide indications and potential trends for multimodal design. 

The total number of navigation errors was 21, and 11 of the participants made 
these errors. All the errors occurred when participants choose the direction, and 84% 
of the errors were made with the paper maps. The most common error was confusing 
north and south. The remaining 16% of the errors were made with the audio modality 
with cues, when the participants mixed up the left and right turns. The results of Men-
tal Rotation Test indicated no significance differences between the participants. 

5.1   Rhythms versus Cues 

After each navigation task, the participants filled out a seven-point scale NASA Task 
Load Index [19]. The load index was ranked for each participant to find out the tasks 
that participants found most stressful and having least stressful (see Table 3). Accord-
ing to these data, navigating with a paper-based map was the most difficult from 
which to find their way. 

5.1.1   Objective Data 
The average walking speeds were calculated on each route and the fastest and slowest 
performances (modality with predicting cues or guidance with regular rhythm) were 
ranked for each participant. Table 2 summarises the fastest and slowest performances. 
Based on analysed data, it can be argued that designing cues or rhythms in the visual 
modality does not improve the performance of users in wayfinding tasks. However, 
guidance using the audio modality with the regular rhythm seemed to be slightly bet-
ter (over 21%) than having audio with predicting cues (less than 16%). Meanwhile, 
the tactile guidance predicting cues led to better performance (over 21%) than provid-
ing guidance with a regular rhythm (see Table 2).  

One-way ANOVA statistical analysis was performed and the results indicate no 
statistical significance between the relative walking speed and guidance mode. How-
ever, a statistically significant effect was found between gender and relative walking 
speed with guidance from visual rhythm, and between gender and relative walking 
speed with tactile guidance from rhythm (p < 0.05). 

To summarise, the results between guidance modes indicate certain trends. The 
main trend appears to be that the best performance was achieved by tactile guidance 
with predicting cues, and the worst performance was by visual guidance with predict-
ing cues. Statistically significant results were found between gender and walking 
speed with guidance either from visual or tactile rhythm.  
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Table 2. Relationships between relative walking speed and types of guidance 

 Fastest  
performance (%) 

Slowest  
performance (%) 

Visual modality with an overview  map 15.8 21.1 

Visual modality with predictive cues 0 36.8 

Visual modality with regular rhythm 5.2 26.3 

Audio modality with predictive cues 15.8 5.2 

Audio modality guidance with regular rhythm 21.1 5.2 

Tactile modality guidance with predictive cues 21.1 0 

Tactile modality guidance with regular rhythm 15.8 5.2 

Total 100 100 

5.1.2   Subjective Data 
One of the key results is that when participants were asked after completing the seven 
wayfinding tasks if they noticed differences between the instructions they were given 
in the different modalities, of the participants 60% did not remember any differences 
between being given predictive cues or instructions with a regular rhythm. When 
evaluating task load in three different modalities with two types of guidance 
(cues/rhythm), tactile modality with predictive cues was experienced the least stress-
ful and an overview map the most stressful type of navigation guidance (see Table 3). 
Furthermore, a statistically significant difference (p < 0.05) between gender and ex-
periencing task load in audio with rhythm was found.  

Table 3. Subjective estimation of the workload using the NASA Task Load Index 

 Least stressful (%) Most stressful (%) 

Visual modality with an overview map 2 28 

Visual modality with predictive cues 21 15 

Visual modality with regular rhythm 3 20 

Audio modality with predictive cues 8 20 

Audio modality with regular rhythm 20 15 

Tactile modality with predictive cues 32 0 

Tactile modality with regular rhythm 15 3 

Total 100 100 

 
There were no statistically significant differences in experienced task load between 

different modalities, but between gender and experienced task load there were statisti-
cally significant difference in audion modality with regular rhythm. 
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5.2   Impacts of Wayfinding Strategies 

In relation to our second research question, we analyze the data according the partici-
pant’s wayfinding strategies. According to the participants, the least stressful guidance 
was the tactile modality with predictive cues regardless of the participant’s wayfinding 
strategy (see Table 4).  

Table 4. Relationships between wayfinding strategy and types of guidance 

 Fastest  
performance 

Slowest  
performance 

Least stressful Most stressful 

Participants  
emphasising  
orientation strategy 

Audio or tactile 
modality with cues 

60% 

Visual modality 
with cues 40% 

Tactile  
modality with 
cues 40% 

Visual modality 
(an overview 
map) 45% 

Participants  
emphasising route 
strategy 

Visual, audio or 
tactile modality 
rhythm  
54% 

Visual modality 
with cues 45% 

Tactile  
modality with 
cues 31% 

Vision modality 
(an overview 
map) 34% 

 
There was a statistically significant (p < 0.05) difference between how participants 

who emphasised orientation strategy evaluated task load with guidance from tactile 
cues. In addition, there was a statistically significant (p < 0.05) difference between 
how participants who emphasised route strategy evaluated task load with guidance 
from tactile cues. 

6   Discussion  

Our results introduce promising design implications for the development of multimo-
dal navigation aids to support the wayfinding of mobile users. Multidisciplinary ap-
proaches, such as design practices from urban planners, have potential when mobile 
human-computer interaction is investigated. In this study, the possible benefits of 
predictive cues or rhythm in three different modalities of navigation guidance were 
examined.   

It is stated here that a number of important lessons from the study described in this 
paper can be drawn: 

1. Designing cues or rhythm can be beneficial particularly when mobile users interact 
with tactile or audion modality. There was no clear evidence that visual cues or 
visual guidance with regular rhythm would be useful. 

2. There is a difference between male and female navigators in relation to relative 
walking speed and having visual or tactile guidance with regular rhythm.  

3. There is a difference between male and female navigators how participants experi-
ence the workload in audion modality with rhythm. 

4. Wayfinding strategy has an impact on how human experience the workload of 
tactile guidance with cues  

 
Our findings concerning the navigation performance and gender issues are consis-

tent with earlier findings in navigation HCI studies, see e.g., [10], [15], [16]. However, 
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only a few if any previous studies in the field of mobile HCI have explored the impacts 
of wayfinding strategies and gender issues in relation to navigation performance. Thus, 
besides the design practices resulting from this study and presented above, it must be 
noted that evaluation method that was conducted in this study has its own potential. 
When evaluating wayfinding tasks, the NASA Task Load Index is one suitable indica-
tor for understanding and measuring the subjective workload, but particularly when the 
focus of research is on human wayfinding, wayfinding strategies should be explored. 

7   Conclusion  

This paper reported on design issues to investigate navigation performance in mobile 
multimodal navigation aids. The results show a good potential with designing cues and 
rhythm in tactile and audio guidance. In particular, the results also show that with visual 
modality, cues and rhythm were less beneficial than with audion or tactile modality 

In the field of traffic planning, the concept of fluent traffic is useful to acknowl-
edge when we are exploring and designing human computer interaction within mobile 
navigation services. Fluent navigation in the context of human computer interaction 
and particularly in the context of this study can be defined as easy and as smooth 
navigation performance as possible including relative fast walking speed with only a 
few navigation errors. It is also including user’s subjective experience of navigation 
performance with minimum workload. 

When providing different modalities for pedestrians to receive wayfinding instruc-
tions in urban areas, providing both predicting cues and giving instructions according 
to a regular rhythm should be alternatives for users to choose from. According to our 
results, users do not differentiate between these instructions in every case, but there 
are still differences when measuring the walking speed or experienced work load.  

A couple of potential directions for potential future research are emerging. The first 
concerns studying navigation with pedestrians in more detail using some other urban 
planning design practice than episodes of motion to support mobile users in wayfind-
ing. The second direction of future research could focus upon investigating how to 
better support different wayfinding strategies in unfamiliar environments. 

In conclusion, the results show that when designing cues and rhythm into mobile 
navigation systems, we can support wayfinding task when pedestrians are interacting 
with audion or tactile modality. Furthermore, when exploring wayfinding with mobile 
users in general, the possible impacts of wayfinding strategies should be explored.  
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Abstract. Today’s mobile phones are also video cameras. People are using 
these ubiquitous cameras to document everyday surroundings as well as create 
more artistic videos. This paper examines emergent mobile film making pat-
terns by tracking video composition and recording activities in ecologically 
valid contexts of use. We report the findings of a user study on user created 
mobile videos, where the actions of 11 active mobile video users were docu-
mented for 2 weeks. The collected material included diaries, device logs, and 
altogether 255 videos. Our findings characterize the features of a typical mobile 
video. Additionally, our study uncovers common practices, user motivations 
and pitfalls during filming and editing in the mobile context. 

Keywords: Mobile video, mobile multimedia, user created content, user studies. 

1   Introduction 

Video has become an integral part of the way we capture, and share experiences.  The 
emergence of popular online video sharing websites has significantly lowered the 
threshold for distributing video content, and people are now able to capture video in 
more circumstances than ever before and share it instantaneously. Earlier research 
reveals that the lightweight video work, meaning the use of mobile phone for shooting 
the videos, included more spontaneous and ‘just for fun’ filming in comparison to the 
use of conventional video cameras [3]. Other studies related to mobile videos include 
collaborative live video creation [1] and the practices on consuming videos [4] or 
mobile TV content [2], where for instance gift giving practices (e.g. recording content 
for a friend) were exposed [2]. To the authors’ knowledge, this is the first study focus-
ing on charting the technical and editing features used in everyday practices with user 
created mobile phones videos. Due the limited length, this paper has concentrated on 
the structure and feature use findings. In their further work, the authors will seek to 
look deeper into the context and content side of mobile phone video creation. 
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2   Study Setting and Resulting Videos 

For a study in summer 2008, a total of 12 participants (10 male, 2 female) were re-
cruited with a variety of occupations and all from Finland for a study. The average 
age was 30 years, from 16 to 45. One of the participants, #10, dropped out during the 
study. Each participant received a Nokia N95 mobile phone for 2 weeks, which in-
cludes a camera for video. The phones were equipped with key logging software, 
which gathered all key presses with a time stamp within the camera, gallery and editor 
application. For the 2 weeks, the participants were asked to use the given mobile 
phone just as they use their own. The participants were also provided with a small 
paper diary about filming and transferring, which the participants were asked to fill in 
whenever such an event occurred. In the end, each participant was interviewed. All 
the videos were analyzed for content, context, structure and feature use. This analysis 
was supported by analyzing the logger, interview and diary data. 

The participants filmed a total of 266 videos with the provided mobile phones, re-
sulting in the average of 24.2 videos, minimum being 4 and maximum 90 clips. Three 
(#1, 4, 11) removed 11 videos during the study. In addition, 10 videos were accidental 
extremely short ones, making the total amount of analyzed videos 245. (See Fig. 1)  

                      

Fig. 1. Example screenshots from user created videos 

3   Feature Use Related to Filming Mobile Videos 

A vast amount of videos, (222/245), were single clip. Only two participants created 
videos with multiple clips (#9, 11). Out of the 42 videos by user #9, 17 had multiple 
clips and for user #11, 6/28 had multiple clips. The average amount of clips for each 
multiclip video was 2.6 varying from 2 to 4 clips, 3 being the most frequent. With clip 
length in multiclip videos, the average length was 29.5 seconds. 

Interestingly, all multiclip videos were created by using the phones provided pause 
function, which enables you to halt and resume filming when desired. When asked in 
the end interview also users #5 and #7 stated that they sometimes use this function. 
The motivation is getting a rough editing with little effort, as further editing was 
unlikely. “I just want to cut out stuff so it makes it easier to edit it later or that it is 
already edited as I probably won’t have the energy to edit it later on.” (#7). It was 
stated that this kind of editing had its downsides, but is most often used due to its 
level of ease. “It leaves extra bits in it.” (#7) 

The other 7 participants stated that they do not use this feature. Reasons for not 
creating multiclip videos divide into two categories. Five of the users expressed that 
they want the videos to be single entities as the videos are consumed as single entities. 
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“Do not need it as they are for single items.” (#6) For the rest, the reason is the unex-
pected nature of the filmed target, which then would require more user attention. 

Besides the pause feature, zoom typically is the easiest feature to access in mobile 
phones. Not surprisingly, 8 of the participants used zoom during the study and also 1 
other stated using zoom occasionally. In total, zoom was used with 71 videos out of 
the 234 videos they created altogether. But commonly among all participants the 
opinion about the zoom was negative, and considered mainly as ‘a necessary evil’. 

Zooming was more preferred during filming instead of before filming.  Out of 71 
videos with zoom, 70% (50) videos had zooming during filming. 65% (46) had for-
ward zooming and 55% (39) videos backward zooming. 49% (35/71) of the videos 
included zooming prior to filming. During interviews and by analyzing the videos, it 
became clear that people were less rushed in these circumstances and thus had more 
time to spend on video composition. 

A significant factor discouraging the use of zoom is the perceived decrease in 
video quality. Many of the videos are eventually consumed on larger screens where 
the downside of reduced quality is very apparent. Even for those that consume video 
on mobile phones, the use of zoom is seen as very unpleasant as the decrease in qual-
ity is apparent when filming. These issues make the use of zoom even more unpleas-
ant for many and limits the use to situations where it is very necessary.  

When probed about the situations where zoom was necessary, the response was 
distance to the target. In these situations, it is either impossible to get closer, getting 
closer would have an undesired impact on the target, or getting closer would be so-
cially awkward. In addition, two users reported that using the zoom is an easy way to 
get some life into the video, if the target itself is not lively enough. 

In general, when examining the actions done during filming, the remarkable obser-
vation was the lack of them. During the study, none of the users changed any video 
settings of the device that are available through the menus in the UI.  Even for video 
resolution, the common consensus was that it is initially changed to the desired qual-
ity and left that way for good. When asked about the use of the other settings, no user 
changed from the default. Reasons for using default settings divide into two catego-
ries. For some, the default settings for white balance and color tone are seen as the 
best alternative in almost every situation. For others, the reason is simply not knowing 
what setting would be the best or even what the effect of these settings is. Thus the 
defaults are the “easy way out” for a good quality end-result. 

As every day situations often have a sporadic nature, changing the settings before 
filming is out of the question if it delays capture. The only situations, where settings are 
changed, are nighttime situations when being fast is not required. This event did not 
occur during the study, but was found during interviews (#4, 6). For both the night 
mode feature provided needed improvement, when the received quality is generally 
poor. However, for both, avoiding filming in poor lighting was still the preferred option. 

Many of today’s mobile phones offer editing capabilities, such as the possibility to 
merge videos, give the file a name, and replace audio. Similarly as none of the multi-
clip videos during the study were done by using the merging feature, the use of other 
features after the filming was also minimal. The logger data showed that no-one had 
used the editor, none of the videos had been given names and none had changed the 
audio using the provided features. When this behavior was presented to participants, it 
was clear that this also represented their practices in every day life. 
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Out of the 11, only 3 (#5, 11, 12) stated that they had ever tried to use a video edi-
tor on a mobile phone. Out of the 3 that have tried the editor, none have used it more 
than a few times. For all three, the experience was seen as slow, cramped controls and 
requiring too much effort. “You can’t do stuff like that with a small screen when even 
the PC screen sometimes feels too small for editing.” (#11) All three that have tried 
the editor provided by a mobile phone actively utilize an editor provided by a PC. 

For the 7 participants that have not even tried to use the editor, the reasoning can 
be divided into two categories. The 4 (# 2, 3, 7, 8) that have tried and used editors on 
a PC stated that the mere idea of editing on a mobile phone is seen as too compli-
cated. This level of complication is compared to their experiences with PC editing 
that is also seen as challenging. The 3 (#1, 4, 6) that haven’t tried editing on any de-
vice stated that there is no need to edit on a mobile as there is no need to edit on a PC 
either. “I really don’t see it as important as I don’t need editing.” (#1) The reasons for 
not seeing the editing as important for the three were “My videos are not movie-like, 
only documents of events.” (#1), “I don’t have time for that.” (#4) and “They are just 
individual clips.” (#6) 

When asked about the possibility to give names to video files, none of the users 
were interested in the feature. In fact, none of the users give names to the files at any 
point of the video life, until it is a complete edited entity. When it is an edited com-
plete version, users 5 and 12, who actively edit videos, sometimes give the end ver-
sions names.  Naming files is typically done where editing is done, which is on a PC. 
During the study user 12 created one edited complete version and gave that a name. 
The name of the file was the name of the lake where the video was filmed. 

As a conclusion, mobile phone videos form an important part in capturing a variety 
of everyday events. As the current solutions may be fairly suitable for some users, the 
more active users clearly experience technical limitations when using a mobile phone 
to capture the things that surround them. 
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Abstract. The processing power of mobile devices is increasing steadily; their 
screen size suffers more fundamental limits. Given this contrast, we identify 
mobile information visualization which maximizes the effectiveness of small 
screen displays as a key area for future development. To achieve this, we pre-
sent an overview of Glaze, a plug-in based visualization framework for mobile 
devices based on the information visualization reference model. We discuss two 
prototype visualizations implemented using Glaze and designed based on the 
output of concept generation interviews with users.  
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1   Introduction 

Mobile phones are now a part of many aspects of everyday life. Modern Smartphones 
can not only make calls, but also play music, take and store photos, browse the Inter-
net and send email. They are arguably on the cusp of becoming truly personal  
computers capable of capturing, maintaining and storing large amounts of valuable 
information for their users. They are also becoming increasingly able to detect infor-
mation about their environment. Sensors such as cameras, accelerometers, GPS and 
magnetometers now appear in high end devices; past trends suggest they will migrate 
to lower-end handsets in the near future.  

The application areas opened up by such mobile data processing and sensing capa-
bilities are broad. Navigation has been extensively explored and many map based 
commercial systems exist (e.g. Nokia Maps). The research community is exploring 
other metaphors such as augmented reality (Narzt, et al., 2003) or non-visual direc-
tional cues (Erp et al., 2007). Other sensors are more focused on user interaction. For 
example, the sensing of pose to control the orientation of graphical displays (Hinckley 
et al., 2005), motion as input to dynamic simulations (Cho et al., 2007) and camera 
input to perform cursor-like navigation and selection (Rohs, 2005).  

One area at the convergence of these new technologies is that of information visu-
alization. This is of particular relevance to mobile devices because of their limited 
display capacity – the small screens of handheld devices provide a clear imperative to 
design visual information carefully and with the goal of presenting it most effectively. 
Although this is true of the information and content natively stored on a phone (such 
as message, contacts and photos), it is also relevant when considering the diverse 
information captured by sensors. This often relates to multi-dimensional spaces, such 
as maps, or other rich contextual data sets, such as the markers used in augmented 
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reality. This paper identifies a need for flexible frameworks to support the develop-
ment of advanced sensor-enabled visualizations on mobile devices and describes 
Glaze, a first attempt to produce such a framework. The remainder of this paper is 
structured as follows: Section 2 provides an overview of Glaze; Section 3 introduces 
particular scenarios and visualizations that we have implemented; and Section 4 con-
tains conclusions and speculations on the future of this work.  

2   Glaze Framework 

Existing mobile visualization frameworks typically address specific problems such as 
viewing networks (Kim et al., 2008) or volume data (Zhou et al., 2006). Glaze on the 
other hand is a general mobile visualization framework intended to support a wide range 
of sensor inputs and output visualizations. To this end, it was kept intentionally mini-
malist in structure and its architecture was based on the information visualization refer-
ence model described by Card et al. (1999) and shown in Figure 1. It was developed 
using C++ for the Nokia N95 (running Symbian 9.2 and S60 Rel 3.1) but features an 
extensible structure of plug-ins to facilitate its use with different input and output capa-
bilities or operating systems. The overall design approach was to effectively separate 
responsibilities to ease development and maximize the future portability of the code.  

 

Fig. 1. Information Visualization Reference Model (from Card et al., 1999) 

The framework has four components: the core, input, visualization and front-end. 
The core simply manages the application and implements the processes described in 
the information visualization reference model. The latter three components are plug-in 
based and can also be configured using XML, at the discretion of the developer. Plug-
ins intended for a single purpose might offer no (or only superficial) customization 
options, while more sophisticated ones can introduce new schemas to control key 
aspects of their behavior. One immediate implication of this structure is that it allows 
the creation of generic visualization templates (such as fish-eyes) which can be tai-
lored to particular data sets and scenarios defined within the XML. Components are 
based on the three mapping and transformation processes in Card et al.’s model and 
are described in more detail below.  

The input component is responsible for reading and abstracting the raw data into a 
developer specified format suitable for further processing. Developers are able to 
write input plug-ins for different sensors (such as cameras, accelerometers or GPS) or 
files without modifying other parts of the system.  
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The visualization component is responsible for mapping data from input compo-
nent to visual elements and specifying how these objects can be viewed and interacted 
with. This is a substantial task and the minimalist approach in Glaze means it is 
largely unconstrained: the developer of a plug-in has considerable flexibility in per-
forming this task. The disadvantage of this approach is that it increases the complex-
ity of constructing new visualization components. Finally, the front-end is responsible 
for initializing and updating the graphic side of the visualization and also of rendering 
the scene to the screen. It simplifies development by providing and encapsulating 
basic services such as device initialization and screen rendering. This explicit separa-
tion ensures that Glaze is independent from a particular rendering API; the developer 
can choose which API to work with by simply re-implementing the front-end. Finally, 
this separation also allows for visualization aggregation with API’s that support a 
render to texture functionality. This enables the display of multiple visualizations on 
the screen at the same time (or the use of one visualization as the input to another) and 
considerably increases the expressiveness of the system. Basically, on-screen visuali-
zations can be “mashed-up” or combined in an ad-hoc manner simply through editing 
the XML configuration files.  

3   Test Applications 

To gather potential uses of an advanced visualization system for mobile devices, we 
conducted a series of 18 semi-structured interviews with users. These involved delib-
erately open ended questions intended to elicit device features and applications  
unrelated to current technological capabilities and limitations. From this data set, we 
selected two candidate targets for visualization development based on their novelty, 
potential utility and the frequency with which they were requested. These were Night 
Vision and Information Overlay, both also illustrated in Figure 2. 

The Night Vision system uses GPS and an external digital compass to compute the 
position and orientation of the user. It displays a 3D model of the area around a user 
mapped so that the position and orientation of the virtual scene match that of the real 
world. This allows users to easily see the structure and organization of their surround-
ings and navigate in low light environments. Information Overlay again uses the GPS, 
camera and an external compass to overlay relevant information about objects around 

Fig. 2. Two Glaze visualizations: Nightvision (left), Information Overlay (right) 
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the user on visual scene captured by the viewfinder. We have also developed several 
generic visualizations, such as a tagcloud and a 1D fish eye view.  

4   Conclusions and Future Work 

Glaze was designed to be highly general and flexible for both developers and users. It 
provides a minimal software structure to constrain a visualization developer’s task to 
a systematic set of modular problems. It also provides a mechanism for end users to 
customize the system by combining and mixing the on-screen visualization compo-
nents. This provides the ability to “mash-up” different visualizations, but also to use 
the output of one as the input to another. For example, a location aware map visuali-
zation could be configured as the input to a 2D fish-eye to create a richer display with 
a higher information density.  

Future work will focus on both user evaluation and further developing the system. 
For example, basic input modules for the N95’s camera, accelerometer and GPS have 
been implemented. We also plan to conduct several user studies both to provide fur-
ther ideation as to novel visualizations and also to systematically evaluate those we 
create. In short, given the growing processing power and limited screen size of mobile 
devices, this paper has identified effective information visualization to be an impor-
tant area for development. By introducing Glaze, a general visualization framework 
for handhelds, it hopes to usher in a new range of expressive, attractive and user-
customizable mobile interfaces. 
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Abstract. In this paper, we present a collaborative approach to minimizing in-
appropriate cellphone interruptions. The approach uses Bluetooth technology to 
discover and communicate with the surrounding cell phones in order to read 
their notification profiles. The profile of the majority is assumed to be the most 
suitable setting for the current social environment. Cellphones running the col-
laborative service can automatically update their profile according to the major-
ity profile or at least alert the user to do so. We have conducted a user study to 
examine the acceptability and the usefulness of the collaborative service and to 
incorporate users’ feedback into the early design process. 

1   Introduction 

Mobile phones offer great accessibility and flexibility. No longer do people have to 
remain in a fixed location to carry on conversations over the phone. The benefits offered 
by cell phones, such as flexibility and accessibility, seem to inevitably come with the 
cost of increased interruption and interaction demands. Examples of inappropriate cell 
phone interruptions are when a cell phone ring disrupts a group activity, such as a class, 
meeting or movie. In large part, this mismatch between the user’s context and the cell 
phone’s behavior occurs because owners do not remember to frequently update their 
cell phone configuration according to the current context. The tremendous growth of 
cell phones’ usage and their location-free nature have only magnified this problem. 

Interruption caused by inappropriate notification such as ringing in a meeting can 
cause inconvenience, disruption and embarrassment for the owner. The effect of inter-
ruptions has been shown to be disruptive to task performance even when the interrup-
tion is ignored [1]. Interruption is not limited to the owner of the cell phone only but 
extends to the surrounding environment as well. Kern et al. have introduced and vali-
dated a model for interruptability wherein they distinguish between interruption of a 
user’s environment (social interruptability) and interruption of a user him or herself 
(personal interruptability) [2]. 

2   Motivation 

In this paper we describe an approach aimed at minimizing cell phone interruption:  
a collaborative technique that accepts the configuration of the majority of the sur-
rounding cell phones as the appropriate configuration and adapts accordingly. The 
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collaborative approach uses Bluetooth technology for discovering and communicating 
with the surrounding cell phones. The main idea behind this approach is the observa-
tion that most people in any given situation have their cell phones configured to the 
correct setting, or profile, for that situation. The collaborative approach capitalizes on 
the explosion of cell phones that are equipped with short-range Bluetooth capability, 
which enables them to communicate with other cell phones in the vicinity. For in-
stance if a user in a meeting has forgotten to turn his cell phone ringer off, his cell 
phone can contact other cell phones in the same room and learn that most of them 
have their ringer off. Consequently, the cell phone can safely assume that it should 
also have its ringer off, and when the meeting is over the cell phone can return to its 
default state (ringer on) without the user having to take action. Cell phones that are 
equipped with Bluetooth connectivity can use that observation to automatically set 
their profile to fit the majority profile without user’s explicit intervention or at least to 
remind the owner to manually switch to the right setting. 

Bluetooth has many properties than make it ideal for collaborative configuration. 
In general, Bluetooth technology fits social interactions well and many applications 
and tools have been developed for social purposes [3]. Serendipity is a tool developed 
by the MIT Media lab that allows two different devices within the range of Bluetooth 
to communicate with each other if their personal profiles match [4]. 

3   Methodology 

A user study was conducted in order to examine the acceptability and usefulness of the 
collaborative service and to incorporate users’ feedback into the early design process. 
Due to the futuristic nature of the collaborative service, 10 participants were introduced 
to the service and were asked to ‘pretend’ it exists on their mobile phones. The partici-
pants, 2 of whom were males, were ages 19-30, were mostly students and all had either 
a full-time or part-time job. All participants had owned cell phones over a year. 

The study was based on a five-day diary in which participants were asked to record 
relevant activities they engaged in each day, specifically those involving surrounding 
people, and describe those situations in which they think the collaborative service would 
be useful. The descriptions were to include the activity, location, number of surrounding 
people, their relationship with those people, and any other relevant context information. 
Semi-structured interviews were conducted at the end of the study in order to get their 
overall feedback, reactions and attitude towards the collaborative service. 

4   Findings 

4.1   Acceptability and Usefulness 

On average participants reported 1 to 5 different situations per day, with an average of 
3, in which they could envision using the collaborative service. The diverse situations 
included official meetings, work, family gatherings, dinner, class, and exhibits. This 
indicates that participants considered the usefulness of the collaborative service in 
many situations both formal and informal. In the end-of-study interview, participants 
were also asked to rate the usefulness of the service on a scale of 1 to 5, with 5 being 
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the most useful. All participants rated the service 3 or higher with an overall average 
of 4. This high level of perceived usefulness is translated as a high level of usability, 
supported by the fact that all participants reported that they would use the service if 
their cell phones came equipped with it. 

4.2   User Control 

During the interview, we asked participants which if any specific features of the col-
laborative service they would like to have control over so they could personalize the 
service according to their particular needs. Participants reported a desire to control the 
following features: 

• Turning the service on and off whenever they wish to. 
• Controlling the frequency of scanning for new surrounding cellphones so that new 

situations can be discovered whenever possible. This parameter is a trade-off be-
tween conserving the battery power and discovering new social environments that 
require different cell phone configurations. Naturally, this will be different from one 
user to another depending on their lifestyle. For example, a student with a busy 
class schedule might need to set the discovery frequency higher than would an IT 
consultant who spends most of his day in the office with some sporadic meetings. 
The perceived cost of inappropriate interruption also plays an important role in de-
ciding on the value for this parameter. Cell phone interruptions that might disturb a 
large group of people during an important meeting, such as in a classroom or a 
movie theater, are essential to avoid. Thus, a user might decide to increase the dis-
covery frequency more than he or she would normally. Sixty percent of participants 
reported that they would choose 5 minutes as the default value between scans with 
an overall average of 30 minutes. 

• Controlling the configuration transitions and notifications. Seventy percent of the 
participants reported that they would only use the service for a profile change going 
from loud (ringing) to quiet (vibration) but not the other way around. They reported 
that avoiding inappropriate interruption is their priority. One participant reported 
that she would use the service for both transitions while the rest reported that it 
would depend on the situation. As for the style of profile transition and whether it 
should be automatic or should notify the user and let her decide how to proceed, 
half of the participants reported that they would like to be notified of the profile 
change. The remaining half of the participants opted for automatic transition. 

4.3   Privacy and Trust 

Participants were asked during the interview whether they mind sharing their cell-
phone notification profile with the surrounding people. All but one answered nega-
tively. The participant who reported some privacy concerns commented that “It is a 
bit disconcerting. It makes me think of conspiracy theory”. All participants reported 
that they would trust the profiles of the surrounding people in the same way regard-
less of their social relations to them. One participant commented that “I would have 
the same level of trust regardless, because friends could have the wrong setting”. 
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5   Conclusion 

We have introduced a novel collaborative approach that aims at improving the aware-
ness of cellphones to the social context by minimizing inappropriate interruptions. 
Our approach is most useful in cases where a user forgets to change the notification 
profile of his or her cellphone. The diverse usage scenarios, together with the high 
acceptability rate reported by the users during the usability study, reflect that our 
proposed collaborative approach is both feasible and desirable. 

It is essential to incorporate the above mentioned personalization features into the 
design of the collaborative service since different people are subjected to different 
social interactions and environments. Personalization provides them with the tools to 
customize the service according to their specific needs. Another important advantage 
of personalization is that it provides users with a sense of control over their devices 
and hence makes them more comfortable in using the collaborative service. 

It is important to indicate that the collaborative approach is basically independent 
of the underlying communication technology as long as it supports the same features 
that are supported by Bluetooth, including short-range, automatic discovery, low 
power consumption and widespread adoption. However, from the current market 
share and the market trend over the last couple of years, it is very reasonable to as-
sume that the majority of cell phones will be equipped with Bluetooth capability 
within the coming few years. 
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Abstract. The basic elements of WIMP interfaces have proven to be robust 
components for building interactive systems, but these standard interactors also 
have limitations. On many occasions, researchers have introduced augmented 
GUI elements that are capable of more expressive interactions and that are bet-
ter suited to user tasks. Although many of these novel designs have been effec-
tive, augmented interactors are still invented in an ad-hoc fashion, and there is 
no systematic way of thinking about or designing augmentations. As a result, 
there is little understanding of the principles underlying augmentation, the rela-
tionships between different designs, or the possibilities for creating new interac-
tors. In this paper we present a framework that specifies elemental interactions 
with WIMP components and identifies the possible ways in which augmenta-
tions can occur. We show the explanatory and generative power of the frame-
work by analysing existing and novel augmented interactions.  

1   Introduction 

The basic interactors of Windows-Icons-Menus-Pointer (WIMP) interfaces have 
proven over many years to be a robust and successful set of building blocks for devel-
oping interactive systems. As a result, the past 30 years have seen the standard desk-
top graphical user interface (GUI) change very little. While designs based on this 
model have been successful, a number of flaws have been identified (e.g., [2,4,16]). 
For example, desktop interfaces often require a large number of GUI widgets, with 
each widget mapped to a single system command. As a result, higher-level tasks like 
navigating and searching are not well supported, requiring that the user activate mul-
tiple controls, or manipulate a single control multiple times.  

Numerous new controls, augmented controls, and novel interaction techniques have 
been developed that perform common desktop tasks better than standard WIMP interac-
tors (e.g., [1,5,8,9,11,15,19,20,28]). As well, a number of augmented interactions that 
address WIMP limitations have been adopted as standard GUI idioms. For example, 
double-clicking is an augmentation of the basic click selection action, making use of a 
timeout period to increase the number of states that can be specified by the user; simi-
larly, Shift-clicking is an augmentation that uses a key press to add a second mode to 
basic selection. Researchers have also introduced numerous augmentations, often based 
on an existing interaction or GUI widget. For example, OrthoZoom [1] is an augmented 
scroll thumb that uses the unused horizontal dimension of mouse movement to control 
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document zoom while the scroll thumb is activated. By enabling zooming as well as 
scrolling, higher-level navigation tasks are supported, and switching between separate 
scrolling and zooming widgets is no longer required. This augmentation, and others like 
it, have been shown to provide numerous benefits, including increases in user perform-
ance, better fit to high-level user tasks, and reduction in unnecessary screen clutter. 

Although many different augmentations have been proposed, the design of these 
augmentations has most often been carried out in an ad-hoc fashion, and has usually 
focused on solving a particular interaction problem for a particular task. As a result, 
there is no standardized way of designing augmentations, and no way for designers to 
analyze or discuss the principles underlying an augmentation, relationships between 
different designs, or different design possibilities for creating new interactions.  

In this paper we present a framework that is intended to provide this foundation for 
designers of augmented interactions. The framework identifies the core elements of 
an interaction in a WIMP interface, identifies the action primitives that can be used in 
an interaction, and specifies the types of augmentation that can be contemplated. The 
framework sets augmented interactions into a context of user tasks at the high level, 
and characteristics of input devices at the low level. The framework has both explana-
tory and generative power. We analyse and characterize several existing augmenta-
tions using the language and principles of the framework, and also use it to generate 
new augmented interactions that have not been seen before. The contributions of this 
work are: first, the idea that augmented interactions follow standard underlying prin-
ciples; second, the framework that gathers these principles together in a form that is 
useful to designers; and third, a demonstration of the framework’s power through 
several example designs. Our work shows that an understanding of the principles 
underlying augmented interaction can be a useful design tool, and can aid in the evo-
lution of the GUI. 

2   A Framework for Augmented Interaction 

In order to simplify the process of designing augmented interactions for WIMP inter-
faces, we present a conceptual framework that is based on a high-level view of a 
user’s interaction with a GUI. The framework has at its core the idea of an interac-
tion, which we define as a combination of an object in the interface with one or more 
actions, each of which have a characteristic degree of freedom. Interactions are under-
taken in service of a user task, and are supported by input mechanisms that provide 
the actual input data. In the following sections we describe each part of the framework 
in more detail, starting with the idea of an interaction. 

2.1   Interaction: Object + Actions 

A WIMP interaction can be defined as a user’s manipulation of an on-screen entity. 
We formalize this with the concepts of the GUI object and the interface action; there-
fore, an interaction can be specified as one or more actions applied to an object. 

WIMP Objects: Data and Controls 
An object is an entity in a WIMP interface that has a visible representation. There are 
two basic object types in WIMP based GUIs: data objects and controls. 
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Data objects are the visual representations of the data of interest: icons in a file ex-
plorer, text and links in a web browser, or custom objects in a visual workspace.  

Controls are graphical instruments that allow manipulation of data [2]. Since con-
trols lie between the user’s actions and the actual data, they are indirect instruments in 
a GUI. Traditional widgets such as buttons and sliders are the most common exam-
ples of controls; however, some types of data objects can also be given control capa-
bilities (such as the links on a web page, which act both as data on the page, and as 
buttons that invoke navigation actions).  

Actions in WIMP interfaces 
Actions are the manipulations that are possible with a data object or control, and can 
be characterized by the degrees of freedom of the data that is being manipulated. 

• 1D-Discrete. The action is used to specify one of multiple states. For example, 
clicking on an icon in a file browser implies specifying which of two states the icon 
is in. 1D-D actions are often implemented with two-state devices such as mouse 
buttons, but devices with more than two states can also be employed [30]. 

• 1D-Continuous. These actions allow specification of a single continuous value. For 
example, scrolling a document in one dimension is a 1D-continuous action. 1D-C 
actions can receive input from devices that are one-dimensional, but can also use a 
single dimension of a more powerful device (e.g., 1D scrolling using a 2D mouse). 

• 2D-Continuous. These actions allow simultaneous specification of two continuous 
values. An example action is 2D movement of a cursor; input is commonly received 
from any of several 2D pointing devices.  

• Higher-dimensional actions. 3D and higher-degree actions are needed in some 
applications. However, they are not common in WIMP interfaces, and we do not 
consider these actions further, other to note that there are a number of high-degree-
of-freedom input devices whose extra dimensions could be used in the augmenta-
tions described below. 

Higher-level manipulations can be specified using these action primitives. For ex-
ample, the common idiom of dragging can be characterized as an interaction made up 
of two actions: a 1D-D action (to select the object) plus a 2D-C action (to move it 
across the screen). Similarly, the idiom of ‘Shift-clicking’ can be characterized as a 
combination of two 1D-D actions: one for the shift, and one for the click. 

2.2   Augmentation 

An augmentation is a modification that is made to an action to increase expressive 
power; we identify several possible augmentations. 

• Adding states to a 1D-Discrete action. A simple augmentation involves increasing 
the number of states that are possible for an interaction: for example, adding a state 
to an on-screen button changes it from a two-state widget to a three-state widget 
(e.g., pop-through buttons [30]). 

• Adding a 1D-Discrete action to an existing action. Adding a discrete dimension to 
an existing action allows a multiplication of the expressiveness of the original – es-
sentially adding modes to the interaction. Examples include common techniques 
such as Shift-clicking or Control-dragging, as well as research techniques such as 
Pressure Marks [26], which changes drag behaviour based on pressure level.  
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• ‘Upgrading’ a 1D-Discrete action to 1D-Continuous. This allows the conversion of 
state-based manipulations to continuous manipulation. For example, a scroll button 
uses a 1D-D action; changing to a 1D-C action allows the scroll button to support 
variable-rate scrolling [2], given an appropriate 1D-C input source. 

• Adding a 1D-Continuous action to a 1D-Discrete action. This augmentation can 
allow a continuous-value specification at the same time as a discrete selection. For 
example, Benko and colleagues developed techniques for continuous parameter 
control using finger position on a multitouch screen with bi-manual interactions [5]. 

• Adding a secondary 1D-Continuous action. Multiple dimensions can be controlled 
simultaneously with the addition of other 1D-C actions. For example, OrthoZoom 
[1] adds support for zooming (a secondary 1D-C action) to an existing 1D-C action 
(scrolling). Note that adding a second 1D-C action need not convert the interaction 
to a true 2D manipulation (e.g. horizontal and vertical scrolling); rather, it can re-
main a composite of two 1D manipulations [20] (as with OrthoZoom). 

• Adding a 1D-Continuous action to a 2D-Continuous action. There are many ways 
that 2D movement can be augmented with an additional degree of freedom. For ex-
ample, 1D-C pressure sensitivity is already used to control line thickness in many 
Tablet PC applications; pressure has also been used to control cursor size [26] and 
zoom during 2D pointer movement [23]. 

• Adding a 2D-Continuous action to a 2D-Continuous action. These augmentations 
add a second 2D capability to an interaction. Current examples generally involve 
the addition of a second 2D position controller – as seen in multi-touch displays 
which allow multiple fingers to simultaneously move, rotate, and scale objects. 

As stated earlier, an interaction is made up of a GUI object and a set of actions. By 
adding to or modifying the actions related to an object, extra dimensions are added to 
the interaction which must be controlled by some input mechanism. In the following 
section we discuss input mechanisms as they relate to actions, and later discuss some 
additional rules for pairing input mechanisms and actions.  

2.3   Input Mechanisms 

Although a variety of input mechanisms can be used to control augmented actions, 
not every device is suited to every action, and choosing appropriate input is more 
complex than simply pairing devices and actions by the dimensions they control. The 
following paragraphs set out some of the issues in matching input device to actions. 

Input Mechanism Properties 
The properties of the input mechanism can guide the pairing of input mechanism and 
action, and here we highlight five properties that have been identified in previous 
research on input issues (e.g., [14,16,17]).  

• Physical Property Sensed. Common properties sensed by input devices include 
position and force. Positional devices generally map best to positional tasks, and 
force has traditionally been used as a mapping for rate [14,17]. However, excep-
tions can be found: the mouse is used for rate control in Microsoft Windows, and 
pressure has been used for single-DoF positional control [7,22]. 
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• Absolute vs. Relative Mapping. Absolute devices like sliders, and pressure sensors 
have a fixed ‘zero’ location, whereas a mouse and scroll wheel only sense relative 
movements. Relative devices are advantageous because they can be mapped to very 
large virtual spaces; however, they also require clutching. Absolute devices are best 
mapped to finite virtual spaces [17]. 

• Continuous vs. Discrete Input. Continuous devices like mice, foot pedals and pres-
sure sensors map best to continuous tasks, but can also be quantized depending on 
the desired granularity [14]. Discrete devices provide the user with physical affor-
dances, such as mechanical clicks and detents. 

• Reflexivity. This is a property of absolute force-sensing devices like pressure sen-
sors and isometric joysticks; these devices return to their zero position when re-
leased by the user. Reflexive devices avoid the ‘nulling’ problem [6] that can occur 
when an action is begun with the device not ‘zeroed’. 

• Bi-directionality. This is a property of relative devices like mice and scroll wheels; 
input can be specified as both positive and negative along a single axis. Some abso-
lute devices have implemented bi-directionality by including a mode switch [25], or 
a second sensor [7]. 

Sources of Input 
Depending on the properties of the action that must be supported, a number of input 
devices may be suitable for controlling the action. In situations where additional de-
vices are impractical to add to the system, other input schemes can be employed. We 
have identified five ways that additional input capability can be obtained: 

• Overload the existing input capability with modes. In this scheme, a discrete DoF 
facilitates a mode switch for another input. For example, holding down a modifier 
key (such as Shift or Control) could change the behavior of continuous actions 
(e.g., scrolling pages instead of lines with the scroll wheel) or discrete actions (e.g., 
open a link in a new tab instead of in the current window). FlowMenu [10] for ex-
ample makes use of modes to increase the input capabilities of a stylus. 

• Use time as a DoF. In this scheme time is used as a DoF. Time can be quantized 
and used to indicate discrete actions (e.g., ‘hover help’ activates after a time delay), 
as a continuous parameter for acceleration functions (e.g., scrolling accelerates the 
longer a scroll button is activated), and for mode switching (e.g., the difference be-
tween two clicks and a double-click). Time is commonly used in WIMP interfaces, 
and many gestural input systems use time as a DoF. 

• Use constraints. In this scheme constraints are added to an interaction in order to 
create more complex behavior. For example, Kruger and colleagues [20] developed 
a constraint-based system called RotateNTranslate that allowed rotation to be calcu-
lated automatically from translation information. Similarly, Speed-Dependent 
Automatic Zooming calculates zoom level from the user’s scrolling speed [15]. 

• Leverage unused degrees of freedom. In this scheme an unused DoF in the input 
device is used to control the augmented action. For example, Zliding [25] utilizes 
the unused pressure DoF to control zooming while sliding or scrolling with a stylus. 

• Add new degrees of freedom. A final approach is to add new input capabilities to 
the input device to provide the needed degrees of freedom. Some upgrades take an 
existing device and transform it into a higher DoF device, as with the 6DoF 
VideoMouse [13]. Other upgrades to devices come in the form of independent input 
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devices, as with pressure augmented mice [7] and the addition of the scroll wheel. 
Degrees of freedom can also be added to a system through independent modalities, 
including gaze [21], bimanual input [19] or continuous voice input [11]. 

At a minimum, an input mechanism must meet the dimension requirements of the 
interaction. However, higher-dimension input can be used for lower-dimension ac-
tions: for example, 1D-Continuous input could be quantized to provide a 1D-Discrete 
action, as frequently occurs when time is used as an input dimension. 

2.4   User Task 

Although specific tasks for augmented interactions will vary, there are several general 
reasons for wanting additional expressiveness during an interaction. We have identi-
fied four in particular: 

• Integrate interactions that make sense together or are part of a higher level task. In 
some situations, additional tasks can be naturally combined with existing tasks. For 
example, scrolling and zooming are naturally combined into a navigation interac-
tion [1,15], as are rotation and translation [20]. 

• ‘Working with your hands full.’ In some cases it is important to provide alternate 
mechanisms for interaction when a primary mechanism is in use. For example, 
‘spring-loaded folders’ allow users to open folders while dragging a file. 

• Integrate multiple single actions into a continuous control. Frequent and repetitive 
single actions can often be reconsidered as continuous manipulations; for example, 
multiple presses of a ‘Back’ button could be converted into a multi-level ‘Reach 
Back’ button that goes back a variable distance. Ramos and colleagues’ Pressure 
Widgets provide a similar interaction [24]. 

• Allow richer input. There are several situations where additional expressiveness 
could allow users to be more judicious in the execution of their tasks. Different 
types of richness include being able to express variable levels of selection (e.g., 
‘lightly selected,’ ‘strongly selected’), express variable levels of confidence in an 
action [8], or choose variable levels of preview. Many real-world examples exist – 
such as the way that the volume of a spoken command reflects its urgency: “open 
the door” versus “OPEN THE DOOR.” 

2.5   Augmentation Guidelines 

The process of creating an augmented interaction, then, involves first identifying the 
action primitives that currently exist in the interaction of interest, augmenting the 
actions, and choosing input mechanisms for controlling those actions. The framework 
makes it possible to consider augmentations as the application of simple changes to 
existing primitives, but the task that the interaction supports determines whether an 
augmentation is useful or needed. 

In addition, although any number of augmented interactions are possible, not all 
augmentations would be effective or useful. When designing an augmented interac-
tion, one can begin by describing the existing interaction in terms of the framework 
components: object, action(s), user task and input mechanism. By analyzing the inter-
action in terms of its parts, possible augmentations may reveal themselves. Compar-
ing two similar augmented interactions in this manner can also reveal strengths and 
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weaknesses in their respective designs, and potentially identify the more promising 
design. We have identified several issues that designers should consider when assess-
ing the potential value of an augmented interaction:  

• Leverage natural mappings. How a device is used can sometimes map naturally to 
the interaction itself. For instance, the rotation dimension of a Polhemus tracker 
maps easily to the rotation of an object, stylus hover maps to layers above the sur-
face [9], and multi-state buttons can be used to indicate definiteness and confidence 
[8]. In addition, the direction of movement of the device and on-screen object / 
feedback should be compatible if possible [2]. 

• Higher DoF is not always better. Higher DoF actions can be useful in some situa-
tions, but troublesome in others. For instance, 2D drawing is accomplished with a 
mouse or stylus, but drawing a straight line (1D drawing) is difficult. As a result, 
programs include modes for locking an input dimension (holding Shift allows 
straight lines to be drawn). Even if the extra dimensions of the device are not used, 
a device that matches the degrees of freedom of the action is better suited to the 
task [2,16] (a 2D mouse performs better than a 6DoF device or two 1DoF devices 
in 2D pointing tasks). 

• Combine closely related interactions. Some object parameters are naturally related 
(e.g. size and position, rotation and position) and suited to being combined in a sin-
gle interaction [16]. OrthoZoom [1] and SDAZ [15] combine scrolling and zooming 
which are both important to navigating and reading documents. 

• Integrality vs. Separability. When choosing an input mechanism, it may be unclear 
whether a higher-DoF device or two lower-DoF devices are more suitable. The 
principles of Integrality and Separability can assist when making this decision. 
Tightly coupled properties (e.g. size and position) are best controlled with a single 
high DoF input device, while separable properties (e.g. size and hue) are best con-
trolled with two separate lower DoF devices [16]. 

• Feedback. All interactions should provide some form of feedback related to the 
state of the input device controlling the action. Some absolute devices, like foot 
pedals and sliders, already give some feedback to the user (both visually and 
through proprioception); however, visual feedback presented on or near the aug-
mented GUI object is also important since the user’s visual attention is on the ob-
ject at the time of activation. Visual feedback is particularly important for pressure 
sensing devices [7,24]. Feedback through other modalities such as haptics [22] and 
pseudo-haptics [23] has proven useful in some cases for promoting user awareness 
of GUI objects. 

3   Examples Using the Framework 

In order to show the generality, expressive power, and generative capabilities of the 
framework, this section characterizes several augmented interactions using the con-
cepts described above. We start with interactions that are commonly known in many 
GUIs, then characterize augmentations that have appeared in research literature, and 
finally present two interactions that are novel. These examples show that the frame-
work is able to summarize a very wide range of existing augmentations, allowing 
them to be compared and discussed at an abstract level. In addition, the final exam-
ples show that the framework is valuable in the design of new augmentations. 
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3.1   Characterizing Common Augmented Interactions with the Framework 

Here we look at two kinds of common augmented interactions: those using a keypress 
as a mode switch, and those using a time threshold to trigger enhanced behaviour. 

Shift-clicking adds a mode to an existing selection action. The original action is a 
1D-Discrete selection (often using the two states of the mouse button as input), and 
the augmentation uses a keyboard key, also a 1D-Discrete input device with two 
states: these two states imply two modes for the selection. (Users generally do not 
think of ordinary clicking as a mode, but not pressing the Shift key just means that the 
key is in its home state). Augmenting a selection action with Shift mirrors the key’s 
original use as a single-mode augmentation of other keyboard actions (i.e., to provide 
capitals), but if the original action is carried out with an input device like the mouse, 
any key on the keyboard can be used as the augmentation input (as has been seen with 
variations such as Control-click or Alt-click; versions such as ‘A’-click or ‘B’-click 
are also possible, as long as these keys are not being used for text input). 

Shift-dragging  uses the same augmentation as shift-clicking, but with a different 
base action – dragging an object with the 2D-Continuous pointing device. The addi-
tional mode is often used to restrict the degrees of freedom of the base action from 
two dimensions to one – for example, limiting translation to use only horizontal or 
vertical movement. The augmentation can, of course, be used to increase capability 
rather than to restrict – for example, some pixel drawing programs use Shift-dragging 
to switch temporarily to the eraser tool. 

Double-clicking is an augmentation of a single-click selection action (a 1D-
Discrete action using the mouse button as an input device). The augmentation uses a 
second single click, separated with a time threshold (a 1D continuous input, discre-
tized into two regions). This augmentation strategy provides a simple unary specifica-
tion system, and can be extended: for example, triple-clicking is used in many appli-
cations (such as the Firefox browser), and higher numbers are possible. 

Hover help augmentations also use time as the input mechanism. The base action is 
made up of two constraints – that the pointer  (controlled by a 2D-Continuous input 
device) does not move, and that the pointer is located over a help-sensitive object. 
The time augmentation controls the appearance of the help balloon, which pops up if 
the pointer is held motionless for a certain time threshold (a 1D-Discrete action).  

Spring-loaded folders are another 1D-Discrete augmentation using time as the input 
mechanism. Spring loading allows a user to open a folder in a file browser without 
releasing the mouse button, and is an example of the ‘working with your hands full’ 
user task (see §2.4 above) that can be seen in standard file browsers in Macintosh OS/X 
and Windows Vista. The base action is a 2D-Continuous drag operation, with the added 
constraint that the pointer stops over a closed folder icon. The augmentation is a 1D-
Discrete time threshold (as with hover help); once the threshold is reached, the folder 
under the pointer opens automatically. Using spring-loaded folders, however, reveals a 
usability issue when time is used as an extra DoF: setting an appropriate time threshold 
can be difficult, and folders can open too quickly (e.g., while the user is still reading the 
folder name or deciding whether this is the correct choice). The problem arises because 
time does not explicitly indicate user intention, and is often used for other purposes 
(such as reading the folder name). The framework’s characterization of this interaction 
makes it clear that several other 1D-Discrete input mechanisms could be used instead of 
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a time threshold; thus, the usability problem could be solved by using a mechanism that 
has a more explicit action that can be better interpreted as user intention (e.g., a key-
board key, or the secondary mouse button). 

3.2   Characterizing Augmentations Proposed in Previous Research 

Here we analyse several augmented interactions that have been proposed or evaluated 
in previous research literature. The framework allows characterization of a wide range 
of different designs, and also allows simple comparison of similar techniques. 

Rate-controlled scroll buttons. Ordinary scroll buttons are widgets that control scroll-
ing for a single axis of a document; clicking the button scrolls by one line, and holding 
the button scrolls at a fixed rate. The base action, therefore, is a simple 1D-Discrete 
action (selecting the widget with a two-state input device like a mouse button). The 
fixed scroll rate, however, is often not optimal for the user’s task. To increase the ex-
pressiveness of the control, researchers have proposed augmenting scroll buttons to 
allow the user to control the scroll rate. This involves adding a 1D-Continuous action 
to specify the rate. There are several 1D-Continuous input mechanisms that can be 
used for this action: previous researchers have suggested a pressure sensor [3,24], but 
others are also possible, including pointer distance from the widget, or dwell time on 
the widget. 

Combined zooming and scrolling. Researchers have invented techniques for control-
ling scrolling and zooming at the same time. In the OrthoZoom technique [1], one 
dimension of the 2D pointer controls document location (i.e., normal scrolling with 
the scroll thumb), and the other dimension (which is unused during scrolling) controls 
zoom level. In the Zliding technique [25], zooming with a pressure sensor augments 
ordinary scrolling. In these techniques, the base action of scrolling is a 1D-
Continuous action on the scroll-thumb widget, and the augmentation adds a second 
1D-Continuous action (the orthogonal dimension of the pointer or the pressure sensor) 
to control zoom. A third design that combines zooming and scrolling, but one that 
does not put zoom level under user control, is Speed-Dependent Automatic Zooming 
(SDAZ) [15]. In this technique, the zoom level is automatically calculated from the 
scrolling speed; although the augmentation still uses a 1D-Continuous action, there is 
no user control and the manipulation of the DoF happens entirely within the system. 

Pop-through mouse buttons are a hardware augmentation of regular mouse buttons 
[30] that provide a second button click beneath the normal click mechanism. This 
converts a mouse button from a 1D-Discrete input device with two states, to one with 
three states (up, first click, second click). Pop-through buttons provide a novel input 
mechanism to match the addition of a 1D-Discrete action on an existing 1D-Discrete 
mouse-click-based action (such as the augmentation used in spring-loaded folders). 

Bi-manual input. Several researchers have explored techniques that use two hands for 
input. For example, the non-dominant hand can control panning (a 2D-Continuous 
action), while the dominant hand performs detailed operations with the mouse [19]. 
Bimanual panning is an example of an augmentation that happens at the level of the 
workspace itself, and operates as a general capability that can occur along with any 
other operation (i.e., it is not specific to a particular interaction technique or widget).  
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Non-speech voice input has been suggested as a way to enrich standard desktop inter-
actions. For example, Harada et al demonstrate ‘Voicepen,’ a drawing tool in which 
parameters such as line width or opacity are continuously controlled by the pitch or 
loudness of the user’s voice [11]. The base action in this example (line drawing) is a 
2D-Continuous action; the augmentations are separate 1D-Continuous inputs that 
control the different line parameters. The motivation for the augmentation is to in-
crease the expressivity of standard drawing. This example is a good illustration of 
how the framework can assist designers with the comparison and evaluation of novel 
interactions. In the case of Voicepen, the framework’s characterization suggests that 
the new input modality of non-speech vocalization could be compared to more tradi-
tional 1D-Continuous input mechanisms such as a slider or a mouse wheel.    

3.3   Characterizing Novel Augmentations 

To show the framework’s value in helping designers explore new regions of design 
space, here we present two novel augmented interactions: one that allows users to 
control the size and detail of object previews, and one that allows users to specify an 
action with different degrees of confidence. 

Variable-size previews. In this example, we show how the framework helped identify 
design opportunities in presenting richer previews (adding a 1D-Continuous action to 
control preview detail). Ordinary web links and icons represent underlying data, but 
do not fully describe it: for example, a file icon shows the type and name of a file, but 
not its contents; hyperlinks show even less, often indicating only that a link exists. To 
provide more information, some kinds of data objects provide previews of their con-
tent; however, these previews are usually provided at a single fixed size. We aug-
mented the preview capabilities of ordinary object selection (a 1D-Discrete base  
action) to provide user control over preview size (Figure 1). This allows the user to 
select how much preview information is appropriate. We implemented this augmenta-
tion with a pressure-sensitive mouse; as the user presses harder on the button, addi-
tional detail is provided through a thumbnail image and a status-bar display. Pressure 
is a 1D-Continuous input mechanism, and matches the nature of the input action (i.e., 
requesting variable detail of preview). Other input mechanisms are also possible for 
this augmentation (e.g., a scroll wheel), but pressure maps well to an abstract idea like 
user interest [8], providing a natural mapping for the interaction. 

 

Fig. 1. a) Variable preview of a file folder. b) As pressure increases, thumbnail size increases. 
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Rich activations. Our second novel example involves the enrichment of user capabili-
ties in a file explorer, through 1D-Discrete augmentations. Some actions in GUIs are 
possibly dangerous, such as opening system folders, or downloading items from the 
web that have been identified as potentially harmful. User preferences and system 
security settings often require that users confirm such activations through a confirma-
tion dialog box, or may even require that users activate several menus to alter their 
preferences or security settings. This can result in user frustration, especially when a 
user’s task is interrupted and when objects that the user knows are safe have been 
marked as potentially harmful. We augmented these activation actions with a ‘degree 
of confidence’ parameter that allows users to avoid unneeded confirmation dialogs. 
We used pressure for this new parameter’s input, since pressure can be quantized into 
several different levels, and since (as described above) pressure maps well to degree 
of interest or confidence. With this augmentation, system folders can be opened with-
out the dialog if the user applies pressure beyond a fixed threshold (Figure 2). Simi-
larly, the user’s confidence in activating web content can be communicated to the 
system through either a hard or a soft press of the mouse button. 

This augmentation can also be applied to drag-and-drop operations (Figure 3). In 
this technique, the user can place content into a folder with a variable degree of confi-
dence: for example, a user could drop a music file into a ‘video only’ folder by press-
ing harder before the drop action. 

 

 

Fig. 2. a) A secure folder that requires 
enhanced activation. b) With enough pres-
sure, the folder opens. 

Fig. 3. a) The folder is set to only accept image 
files. b) With additional pressure, the icon 
shows that the defaults are overridden. 

4   Discussion 

Here we discuss the relationship of our framework to other formalisms and models of 
interface development, and comment on issues related to the design and use of aug-
mented interactions more generally. 

First, a number of other models exist for designing and developing interactions, in-
cluding Direct Manipulation [29], Instrumental Interaction [2], and Reality-Based 
Interaction [18]. In addition, formalisms exist for specifying and notating interactions: 
for example, Buxton’s three-state model [6] or the User Action Notation (UAN) [12].  

Our augmented interactions framework is not meant to replace other design mod-
els; rather it is a tool for comparing and designing interactions that are developed in 
the context of other interaction models. Although we have presented this framework 
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in the context of WIMP interfaces, the ideas can easily be applied to other interface-
design paradigms. For example, an interface like CPN/Tools [3] does not include 
scroll bars, pull-down menus, or the notion of selection (instead, it includes a number 
of post-WIMP interactors like toolglasses, marking menus and floating palettes, as 
well as elements of direct manipulation). However, the augmented interactions 
framework could still be employed within this context: toolglasses could include 
multiple modes, or their size could be modifiable with an augmented interaction; 
floating palettes include buttons that could be augmented; and the direct manipulation 
actions in this interface could also be augmented using our approach. 

The main contribution of our framework is that it looks explicitly at the issue of 
augmenting interaction, which extends what other formalisms are intended to do. For 
example, Buxton's three-state model can characterize and notate existing interactions, 
but does not set out what is possible for augmentation. Similarly, UAN is a notation 
for what does occur rather than a specification of what is possible; that is, a statement 
of action with a design rather than specification of the design space for a particular 
interactor. We note, however, that Buxton’s model or UAN could be paired with our 
framework as notation. 

Second, our experiences with augmented interactions suggest several questions re-
garding wider-scale deployment of these new techniques. 

Will input hardware support the new designs? Additional degrees of freedom are 
gradually being added to input devices: scroll wheels are now standard, and commer-
cial devices such as the IBM ScrollPoint mouse and the Xbox 360 controller support 
pressure input. Devices like isometric joysticks, pressure sensors, and multi-touch 
screens are widely available. As more powerful input devices become more readily 
available, more applications can make use of their capabilities. 

Will new designs break existing interaction styles? One advantage of the framework 
is that it allows an augmentation to be broken into components so that designers can 
consider whether new actions can be supported with existing input devices. As shown 
in the examples, many augmentations can be designed such that the original interac-
tion is preserved, and the augmentation can be used optionally (like a shortcut) by 
those who wish to do so. 

Is the framework ‘just for shortcuts’? Although shortcuts are a common modification, 
it is clear from the examples given above that the framework is able to characterize 
more than simply shortcuts. For example, adding rate control to a scroll button (a 1D-
Continuous augmentation to a 1D-Discrete action) provides a degree of control over 
scrolling that was not possible before; similarly, the ability to represent combined 
actions (such as scrolling and zooming) shows that the framework can help designers 
think about higher-level design ideas such as the integration of different kinds of 
behaviour in the same control. 

5   Conclusions and Future Work 

Augmentations to standard GUI interactions are now becoming common, both in 
research literature and commercial products; however, most augmentations are de-
signed in an ad-hoc fashion. We presented a framework for understanding and design-
ing augmented GUI interactions that can aid in comparing, evaluating, and building 
GUI augmentations. The framework is able to categorize and describe a wide range of 
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previously developed augmented interactions. We also presented augmentations that 
are novel, showing the power of the framework to help in the exploration of design 
space and in the identification of new design opportunities. 

Our work in the area of augmented interactions will continue in three ways. First, 
further development and refinement of the framework will add detail to the basic 
dimensions described here. Second, quantitative evaluations of some of our designs 
will be carried out to measure the benefit of various augmentations and to test the 
comparative power of the framework. Third, we will explore possibilities in toolkit 
support for augmented interactions, so that designers can quickly and easily include 
augmented interactions in new applications, and also retrofit existing systems. 
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Abstract. Creating an interactive application based on pre-existing functional-
ities poses a number of novel issues in the design process. We discuss a method 
and an associated model-based language, which aim to address such issues  
in multi-device contexts. One specific aspect of this method is the ability to  
obtain user interfaces for accessing multiple services. In addition, the possibility 
to specify interactive objects, Web services accesses and scripts allows design-
ers to describe Rich Internet Applications as well. 
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Design, Web Services. 

1   Introduction  

Model-based approaches for UI design are characterised by the use of some represen-
tations (models) of the aspects that are supposed to be relevant in the UI software 
lifecycle. This involves the identification and representation of the characteristics that 
are meaningful at each design stage, and mainly highlights one of the most difficult 
parts of the work: identifying what characterizes a UI without having to deal with a 
plethora of low-level implementation details that can distract the designer from the 
most important issues. After having identified such characteristics, the next issue is 
specifying them through suitable languages that can enable simple integration within 
software environments, so as to facilitate the work of the designers.  

The design of interactive multi-platform systems has further stimulated interest in 
model-based approaches in HCI. In the design and development of such systems the 
use of model-based approaches has revealed to be useful, especially through the  
capture and modelling of different levels of abstractions in which it is possible to 
gradually move from aspects that are technology-neutral to more concrete, platform-
dependent detailed aspects. In such a way it is possible to start with a general abstract 
vocabulary and then obtain concrete languages for each type of platform by just refin-
ing the abstract language.  

However, recently, the design of multi-platform systems has become even more 
challenging. Indeed, not only must the same interactive application be accessible from 
different devices within different contexts of use, but also the way in which such 
interactive applications are built/created has changed, since there is the need to reuse 
existing code to reduce development time and effort. An example of this can be seen 
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in the role that Web services are playing in the development of interactive applica-
tions. Indeed, the increasing availability of functional units within Web services has 
driven the need to develop methods that are able to exploit such pre-existing function-
alities by including them into more composite interactive applications. In particular, 
some heterogeneous issues have to be faced by the designers in this case. First, the 
need to exploit some (generally small) legacy functionalities that were developed 
without accounting for human interaction, since they were basically intended to sup-
port computer-to-computer (service-to-service) communication.  Therefore, the first 
issue is how to obtain the UI for such functionalities, possibly in a semi-automatic 
way, so that it can ease the designer’s  work. Secondly, even when a UI for such por-
tions of functionalities is available, there is the issue of including and integrating pre-
existing user interfaces associated with functionalities into new, composite ones, and 
possibly support the designer during such composition.  

In the paper, after discussing some related work we describe the main features of 
our approach for designing user interfaces for Web services. We also introduce the 
dimensions of a design space for composing user interfaces in such context. After-
wards, we express the requirements that have driven the development of MARIA, an 
XML-based language for describing user interfaces at various abstraction levels. 
Then, we detail an example to show more concretely how the proposed approach is 
able to support the design of user interfaces for applications exploiting  Web Services 
in multi-device environments. Lastly, some conclusions and directions for future 
work are provided. 

2   Related Work  

Several model-based approaches have been put forward in the field of multi-device 
UIs. A sign of the maturity of this area can be seen by the recent interest in defining 
connected international standards (e.g.: new W3C Group on Model-based User Inter-
faces: http://www.w3.org/2005/Incubator/model-based-ui/) and their adoption in 
industrial settings (e.g.: dedicated Working Group in the NESSI NEXOF-RA IP, 
http://www.nexof-ra.eu/). 

In particular, a number of approaches have been proposed to support descriptions  
of logical user interfaces. UIML [1] was one of the first model-based languages target-
ing multi-device interfaces. It structures the user interface in: structure, style content, 
behavior. However, it has not been applied to obtain rich multimodal-user interfaces. 
XForms [http://www.w3.org/MarkUp/Forms/] is a W3C initiative, and represents a 
concrete example of how the research in model-based approaches has been incorporated 
into an industrial standard. XForms is an XML language for expressing the next genera-
tion of Web forms, through the use of abstractions to address new heterogeneous envi-
ronments. The language includes both abstract and concrete descriptions (control  
vocabulary and constructs are described in abstract terms, while presentation attributes 
and data types in concrete terms). XForms supports the definition of a data layer within 
the form, and is mainly used for expressing form-based UIs, though it does not  
seem particularly suitable for supporting other interaction modalities, such as voice. 
UsiXML (USer Interface eXtensible Markup Language) [3] is an XML-compliant 
markup language, which aims to describe the UI for multiple contexts of use. UsiXML is  
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decomposed into several meta-models describing different aspects of the UI. There is 
also a transformation model that is used to define model-to-model transformations. The  
authors use graph transformations to support model transformations, which is an inter-
esting academic approach, albeit with some performance issues. TERESA XML [5] 
defines several abstraction levels for expressing the characteristics of a user interface. 
Among such levels, one (the concrete interface) is specified through a number of plat-
form-dependent languages. These are refinements of the abstract level, which describes 
the user interface using a platform-neutral vocabulary: interactors (describing single 
interaction objects), composition operators (indicating how to compose interactors), 
presentations (indicating the elements that can be perceived at a given time). Various 
modalities are supported through this approach. However, it does not support data or 
event models. 

One issue with such model-based approaches is that they have not sufficiently ad-
dressed the recent increasing trend in software design towards building atomic soft-
ware components, called Web services, which are available in distributed settings. 
Thus, applications have to be assembled starting from such pre-existing building 
blocks. Especially for enterprises this offers several advantages in terms of code re-
use, increase productivity and leveraging integration processes. Some work has been 
dedicated to the generation of user interfaces for Web services [7, 8] but without ex-
ploiting model-based approaches. Previously, there have been approaches investigat-
ing the possibility of automatic generation with model-based support for applications 
based on Web services [4]. but such approaches work well only with not too complex 
cases and when the application domain is well-known. In [9] there is a proposal to 
extend service descriptions with user interface information. For this purpose the 
WSDL description is converted to OWL-S format, which is combined with a hierar-
chical task model and a layout model. We follow a different approach, which aims to 
support the access to the WSDL without requiring its substantial modification in order 
to generate the corresponding user interfaces, still exploiting logical interface descrip-
tions. Therefore, model-based approaches have to cope with further requirements. 
There is less need to design an application from scratch, but they have to support 
interactive application development starting with small functionalities (services) that 
are already available, even if these were not built with that particular application in 
mind. In addition, there is a need to access the same service through an increasing 
number of device types (in particular mobile) available in the mass market, sometimes 
able to exploit a variety of sensors (e.g. accelerometers, tilt sensors, electronic com-
pass), localization technology (such as RFIDs, GPS) and interaction modalities 
(multi-touch, gestures, camera-based interaction). This has further urged the identifi-
cation of suitable universal declarative languages able to address such composite 
number of aspects in a comprehensive specification.   

3   The Approach  

A top-down approach essentially consists in breaking down and progressively refin-
ing an overall system into its sub-systems, thus it is particularly effective when the 
design starts from scratch. In such cases the designer has an overall picture of the 
system to be designed and can refine it gradually, without any particular constraints. 
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However, when the designer wants to include already existing pieces of software as 
services, this necessarily requires that a bottom-up approach is considered in the de-
sign process in order to include and exploit not only such legacy, fine-grained func-
tionalities, but also composite and higher level functionalities obtained by assembling 
the elementary ones. Therefore, the best option seems to be a hybrid solution in which 
a mix of bottom-up and top-down approaches is used.  

Automatic or semi-automatic composition of user interfaces associated with vari-
ous services is one important issue in this context. Indeed, the design and develop-
ment of an interactive application based on pre-existing Web services is by definition 
driven by a composition-oriented approach. Not only must functionalities be com-
posed (for this purpose various approaches already exist, e.g. BPEL, WS-BPEL) in 
order to provide arbitrarily complex functionalities, but also the corresponding user 
interface specifications associated with the elementary services (which can be pro-
vided through specific annotations) can be composed as well. In order to better under-
stand how this composition activity can be carried out, we have identified a design 
space for this specific activity (see Figure 1). 

 

Fig. 1. The Design Space for UI Composition 

Three main aspects have been identified as important in order to compose user inter-
faces: the abstraction level of the user interface description, the granularity of the user 
interface considered, and the types of aspects that are affected by the UI composition. 
Regarding the abstraction level, since a user interface can be described at various ab-
straction levels (task and objects, abstract, concrete, and implementation), it is straight-
forward that the user interface composition can occur at each of them. The granularity 
refers to the size of elements to be composed: indeed, we can compose single user 
interface elements (for example a selection object with an object for editing a value), 
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groups of objects (for instance a navigation bar with a list of news), we can also com-
pose various types of interface elements and groups to obtain an entire presentation, 
and we can compose presentations in order to obtain the user interface for an entire 
application. It is worth pointing out that by the term ‘presentation’ we refer to the set of 
user interface elements that can be perceived at a given time, a common example being 
a graphical Web page.  

Lastly, we have to distinguish the compositions depending on the main UI aspects 
they affect, which are: i) the dynamic behaviour of the  user interface, which means 
the possible dynamic sequencing of user actions and system feedback (e.g.: when 
some elements of the UI appear or disappear depending on some conditions); ii) the 
perceivable UI objects (for example in graphical user interface we have to indicate the 
spatial relationships among the composed elements); iii) the data that are manipulated 
by the user interface. 

More specifically, in the proposed approach first a bottom-up step is envisaged, in 
order to analyse the Web services providing functionalities useful for the new applica-
tion. We then specify the application task model in ConcurTaskTrees (CTT) [6], a 
standard de facto for task model specification (http://giove.isti.cnr.it/ctte.html). 

The Web services can be seen as a particular type of task (system tasks, namely 
tasks whose performance is entirely allocated to the application), and the temporal 
relationships that are specified in a task model indicate how to compose such func-
tionalities. The specification of the task model should be driven by the user require-
ments, and it also implies some constraints on how to express such model. Indeed, in 
order to address the right level of granularity, not only will a Web service be associ-
ated with an application task, but it is useful that each operation of the Web service be 
associated to a specific system task. Thus, if a Web service supports three operations, 
then there would be three basic system tasks, with the parent task being another appli-
cation task (corresponding to the web service itself). Such system tasks are related to 
the user and interaction tasks in the overall task model.  

 

Fig. 2. The Approach 

After having performed this step, we have obtained a level of composition, which 
also involves the functionalities associated with the Web services. The result is a struc-
tured model in which such functionalities have been progressively organised in a hierar-
chical task model, which includes system tasks associated with Web services and their 
operations. At this point, once we have obtained the task model it is possible (through a 
top-down step) to generate the various UI logical descriptions, and then refine them up 
to the implementation, by using the MARIA language (the final phase in Figure 2). 
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4   MARIA  

Based on the lessons learned from the analysis of the state of the art and previous 
experiences conducted by various groups with TERESA (see [2] for a test in an indus-
trial setting), we have identified a number of requirements for a new language suitable 
to support user interfaces in ubiquitous environments.  

In particular, the following requirements have been identified for the new language: 

• providing the designer with higher control of the user interface produced, 
also through an event model; 

• a more flexible dialogue and navigation model, also supporting parallel in-
teractions; 

• a flexible data model, which allows the association of various types of data 
to the various interactors; 

• support for recent dynamic techniques, such as  ajax scripts; 
• streamlining the specifications of the abstract and concrete languages, in or-

der to make the specifications shorter and more readable. 

4.1   Main Features 

A number of features have been included in the language: 

a) introduction of data model 
We have introduced  an abstract description of the underlying data model of the user 
interface, needed for representing the data (types, values, etc.) handled by the user 
interface. Indeed, by means of defining an abstract data model, the interactors (the 
elements composing an abstract [concrete] user interface) can be bound to a specific 
type or an element of a type defined in the abstract [concrete] data model. The intro-
duction of a data model also allows for more control over the admissible input that 
can be provided to the various interactors.  In MARIA XML, the data model is de-
scribed using the XSD type definition language. Therefore, the introduction of the 
data model can be useful for: doing some correlations between the values of interface 
elements (for instance, the value of one element can vary depending on the value of 
another element), conditional presentation connections (triggering the activation of a 
presentation depending on a certain value associated to an interactor), conditional 
layout of interface parts (showing or not a portion of a presentation depending on the 
value associated with a UI element),  specifying the format of the input values (de-
pending on the data type it is possible to specify a certain acceptable template for 
input values associated with that data type), application generation from the interface 
description (having information on the values associated with a UI description enables 
the actual generation of a working application). 
 
b) Introduction of an event model  
In addition, an event model has been introduced at different abstract/concrete levels of 
abstractions. The introduction of an event model allows for specifying at different 
abstraction levels how the user interface is able to respond to events triggered by the 
user. In MARIA XML two types of events have been introduced: 
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i) Property change events: events that change the status of some UI properties 
(e.g. when a user selects an element in a drop-down menu then the text label 
of a text field changes accordingly).  

ii) Activation events: some interactors can raise events with the purpose of acti-
vating some application functionality (e.g. access to a database or to a web 
service).  

c) Support for Ajax scripts, which allow  continuously updating of fields 
Another aspect that has been included in MARIA is the possibility of supporting con-
tinuously updating of fields at the abstract level. To this aim we have added an attrib-
ute to the interactors: continuosly-updated= "true"["false"]. At the concrete level more 
detail on this feature should be provided, depending on the technology used for  
the final UI (Ajax for web interfaces, callback for standalone application, etc.). For  
instance, with Ajax asynchronous mechanisms, there is a behind-the-scene communi-
cation between the client and the server about what has to be modified in the presenta-
tion, without an explicit request from the user. When it is necessary the client redraws 
the relevant part rather than redrawing the entire presentation from scratch.  
 
d) Dynamic set of user interface elements 
Another feature that has been included in MARIA XML is the possibility to express 
the need to dynamically change only a part of the UI. This has been specified in such 
a way to be able to affect both how the UI elements are arranged in a single presenta-
tion, and how it is possible to navigate between the different presentations. Therefore, 
the content of a presentation can dynamically change (this is also useful for support-
ing Ajax techniques). In addition, it is also possible to specify a dynamic behaviour 
that changes depending on specific conditions: this has been implemented thanks to 
the use of conditional connections between presentations.  

 
In the next sections we provide a more detailed description of concepts/models that 
have been included in MARIA, both for the Abstract UI and the Concrete UI. 

4.2   MARIA – Abstract Level  

The advantage of using an abstract description of a user interface is that designers can 
reason in abstract terms without being tied to a particular platform/modality/ 
implementation language. In this way, they have the possibility to focus on the  
semantic of the interaction (namely: what the intended goal of the interaction is), 
regardless of the details and specificities of the particular environment considered. 
Figure 3 shows the main elements of the abstract user interface meta-model (some 
details have not been shown for readability reasons). An interface is composed of one 
data model and one or more presentations. The presentation includes a data model and 
a dialog model, which contains information about the events that can be triggered by 
the presentation in a given time. The dynamic behaviour of the events is specified 
using the CTT temporal operators. When an event occurs, it produces a set of effects 
(such as performing operations, calling services etc.) and can change the set of cur-
rently enabled events (e.g. an event occurring on an interactor can affect the behavior 
of another interactor, by e.g. disabling the availability of an event associated to an-
other interactor). The dialog model can also be used to describe parallel interactions 
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between the user and the interface. A connection indicates what the next active pres-
entation will be when a given interaction is performed and it can be either an elemen-
tary connection, or a complex connection (when a Boolean operator composes several 
connections) or a conditional connection (when various conditions on connections are 
specified). 

 

Fig. 3. An overview of the AUI metamodel 

There are two types of  interactor composition: grouping or relation, the latter has 
at least two elements (interactor or interactor compositions) that are in relation to each 
other. An interactor can be either an interaction object or an only_output object. The 
first one can assume one of the following types: selection, edit, control, interactive 
description, depending on the type of activity the user is supposed to carry out 
through such objects. An only_output interactor can be object, description, feedback, 
alarm, text, depending on the supposed information that the application provides to 
the user through this interactor. The selection object is refined into single_choice and 
multiple_choice depending on the number of selections the user can perform. The 
further refinement of each of these objects can be done only by specifying some plat-
form dependent characteristics, therefore it is specified at the concrete level (see next 
section for some examples). All the interaction objects have associated events in order 
to manage the possibility for the user interface to model how to react after the occur-
rence of some events in their UI. The events differ depending on the type of object 
they are associated with. 

4.3   MARIA – Concrete Level  

The concrete description is aimed at providing a platform-dependent but implementa-
tion language-independent description of the user interface. It assumes that there are 
certain available interaction resources that characterise the set of devices belonging to 
the considered platform. Moreover, it provides an intermediate description between 
the abstract description and that supported by the available implementation languages 
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for that platform. Thus, for example, if at the abstract level there is a single selection 
object at the concrete level, this can be refined into a radio-button or a drop-down 
menu or a list (in case of a graphical platform) but it can also be refined into a vocal 
selection or gesture-based selection if different platforms are addressed. 

In order to enhance the readability of the language and also for consistency reasons 
(cross-references between different models enabling more consistency because they 
avoid to replicate the same data in two different places), we decided to furnish the 
concrete user interface only with the details of the concrete elements, leaving the 
specification of the higher hierarchy in the abstract meta-model. At this level differ-
ences associated with the specific characteristics of the platform will be modelled. For 
instance, when focusing on a iPhone platform the concrete user interface language has 
to express the fact that interaction is carried out through the use of not only a simple 
touch-based interface (which is also to some extent available on PDA), but it also has 
to handle multi-touch events. Therefore, on this platform, there is the need of intro-
ducing and modelling a different group of events, the so-called touch property events, 
which includes touch start (activated when a finger tap the screen surface), touch 
move (triggered  when a finger moves on the surface), touch end (activated when a 
finger leaves the screen surface). In addition, the zoom gesture event (which is done 
through a multi-touch interaction) notifies that a zoom command has been recognized 
by the system and contains the scale factor that should be considered for zooming. 
Another peculiar characteristics of the iPhone is the existence of an accelerometer. In 
this case, the concrete user interface language has to support the specification of the 
current screen orientation and also to support the associated events. 

More generally, the flexibility introduced at the abstract level is reflected also at 
the concrete level. Thus, for example, there is no more a rigid separation between 
interface elements for activating functions and elements supporting a selection (as it 
happened in traditional model-based approaches) but it is possible to model a radio-
button, which is associated with different functionalities depending on the selected 
element. 

5   Example Application  

As an example application of the features of MARIA XML we consider a home appli-
cation in which users can control some interactive devices and appliances. In this home 
application we focus on a specific subset of functionality for demonstrating some of the 
MARIA XML features. In particular, we focus on i) the possibility to provide sugges-
tions for searching a device through a text editing interactor (for example, the user en-
ters a part of the device name and some suggestions for the completion appear) and ii) 
displaying information on a set of appliances in a part of the presentation while the user 
can dynamically add or remove elements from the appliance set. 

Regarding the first aspect, let us consider in the home scenario a web service 
which, given a string, returns a list of suggestions for selecting an appliance that 
matches the input string. For modelling such a situation we need at the abstract level: 
an edit interactor for receiving the input string from the user; when the user enters the 
text, we need to express that the web service has to be invoked and a selection interac-
tor must be populated with the web service output.  
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To explain how it is possible to model such interaction at the abstract level, we use 
the following MARIA XML features: 

• Abstract events on interactors (to detect the change in the input string); 
• Syntax for expressing external functions calls; 
• Binding between the UI model and the data model within the UI definition. 
 

First of all we need to “import” the Web service into the UI definition. This is pos-
sible using the external functions introduced before. An external function is an ab-
stract representation of services and functionalities that are not defined in the UI (such 
as Web services or database access). When an abstract function is declared, it can be 
called by the abstract scripts to express how the interface should use the output of 
these functions. The following XML excerpt shows a possible abstract representation 
of the suggestion service: 

 

<aui:external_functions> 
        . . . 
    <aui:function name="getSuggestions" type="web_service"> 
      <aui:output type="UserSession/suggestions" /> 
      <aui:input type="xs:string" name="inputString"/> 
    </aui:function> 
        . . .  
<aui:external_functions> 
 

The external_functions tag contains all the external function declarations. A single 
function is declared specifying: a name (e.g. getSuggestions); its type (such as Web 
service, database, code etc); its output type (in this case we presume a data type Us-
erSession in the data model that contains an element suggestions, which is the sugges-
tion list and corresponds to the external function output type); its parameters (in this 
case the input string). 

Now we can describe that when the input string changes, the external function 
must be called and the suggestions must be displayed. To this end, we use the value 
changed event of the text_edit interactor. When this event occurs, the function is 
called using an abstract script, and the hidden property of the choice interactor (a 
single choice in this case) is changed to false. The following excerpt is the definition 
of the text edit interactor: 

 

<aui:text_edit id="device_search"> 
  <aui:events> 
    <aui:value_change> 
      <aui:handler> 
        <aui:script> 
         <![CDATA[ 
             data:UserSession/suggestions 

=external:getSuggestions(ui:device_search.value); ]]> 
[…] 
      <aui:handler> 
        <aui:change_property interactor_id="device_suggestions" 
                           property_name="hidden" property_value="false" /> 
      </aui:handler> 
[…] </aui:text_edit> 
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The previous definition states that when the input text, which is specified by using 
an abstract object of type text_edit with id=”device_search”, changes (this is specified 
by the fact that the event type is “value_change”), the field suggestions of the Us-
erSession data type (see “UserSession/suggestions” field in the previous excerpt) is 
populated with the output of the external function getSuggestions, invoked by passing 
the input text value, see “external:getSuggestions(ui:device_search.value);” in the 
excerpt above. After the function call, the device_suggestion interactor (a single 
choice interactor) has to be shown. This interactor is bound to the same data field 
populated by the external function invocation so, when this field changes, the interac-
tor is also updated with the new options. The following excerpt contains the sin-
gle_choice interactor definition: 

 
<aui:single_choice  id="device_suggestions" 

data_reference="UserSession/suggestions" > 
  <aui:events> 
   <aui:selection_change> 
    <aui:handler> 
     <aui:change_property interactor_id="device_select_activator"  
                          property_name="enabled"  
                          data_value="true" /> 
     <aui:change_property interactor_id="device_monitor_activator"  
                          property_name="enabled"  
                          data_value="true" /> 
     <aui:change_property interactor_id="device_search"  
                          property_name="value"  
                          data_value="ui:device_suggestions.selected" /> 
     <aui:change_property interactor_id="device_suggestions"  
                          property_name="hidden"  property_value="true" /> 
[…] 
 </aui:single_choice> 
 

 

 

Fig. 4. The interaction modelled in the example 
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The interactor is bound to the data using the data_reference attribute. When the se-
lected element changes, it enables two activators (activator is the interactor type that 
models interface elements dedicated to activate functionalities): one for getting the 
control panel for the device and the other for monitoring it (see Select and Monitor 
buttons in Figure 4). Then it completes the input text of the text_edit presented before 
(setting the value attribute with its selected value) and hides itself. Note that the speci-
fication is completely abstract, it is not specified how the service is called, how the 
interactors are hidden or shown and what the UI platform is.  

We can refine the interface definition to various concrete platforms and final imple-
mentations. The interface can be adapted to the target platform capabilities (screen size, 
processor speed etc) and interaction techniques (mouse, multitouch, vocal commands  
 

  

Fig. 5. Example implementation for desktop platform 

 

Fig. 6. Example implementation for the iPhone platform 
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etc). Figures 5 and 6 show two possible final implementations (obtained passing 
through a model-to-code generation step) of the same abstract user interface for two 
devices (desktop and iPhone). 

However, the differences between a desktop computer and the iPhone can require a 
different number of presentations for the same content and also different locations of the 
groups in the screen (in figure 6 the controls for the selected device and the list of moni-
tored status in the iPhone is in a different page and the groups have a flow layout). 
However, the suggestion mechanism is the same in both devices (although it can be 
implemented in different ways) and this aspect is reflected in the abstract description. 

6   Conclusions, Future Work and Acknowledgments 

In this paper we present our method for developing interactive applications based on 
the access to Web services. The described approach exploits a multi-layer framework 
of languages for describing UIs through a mix of bottom-up and top-down phases. 
This allows designers to develop service front-ends for Web services, which were 
originally developed without exactly knowing the interactive applications that will 
access them. We have also discussed how the MARIA language is able to support 
specification of flexible interactions exploiting such Web services and scripts, for 
then generate implementations for different types of devices. This type of interactions 
are becoming widely used in Web 2.0 and Rich Internet Applications. 

We are developing an authoring environment to support the various phases of the 
method presented, including the association of system tasks with Web services and 
their operations,  and ease the use of MARIA and the associated transformations. We 
also plan to integrate in MARIA some concepts of the WAI-ARIA (Accessible Rich 
Internet Applications, http://www.w3.org/WAI/intro/aria) in order to support genera-
tion of user interfaces accessible to disabled people, such as blind people interacting 
through screen readers. 

We gratefully acknowledge support from the EU ServFace Project (http://www. 
servface.eu).  
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Abstract. Speed-accuracy tradeoff is a common phenomenon in many types of 
human motor tasks. In general, the more accurately the task is to be accom-
plished, the more time it takes, and vice versa. In particular, when users attempt 
to complete the task with a specified amount of time, the accuracy of the task 
can be considered as a dependent variable to measure user performance. In this 
paper we investigate speed-accuracy tradeoff in trajectory-based tasks with 
temporal constraint, through a controlled experiment that manipulates the 
movement time (MT) in addition to the tunnel amplitude (A) and width (W). A 
quantitative model is proposed and validated to predict the task accuracy in 
terms of lateral standard deviation (SD) of the trajectory.  

Keywords: Human performance model, speed-accuracy tradeoff, temporal con-
straint, trajectory-based tasks.  

1   Introduction 

An important research branch of human-computer interaction is to develop predictive 
models for human performance in fundamental interaction tasks. One of such tasks is 
the trajectory-based “steering” task, in which the user uses the input device such as a 
stylus to produce a trajectory (“stroke”) through a “tunnel” with set amplitude 
(length) A and width W. The movement time (MT) of the steering tasks has been 
modeled by the steering law [1]: MT = a + b (A/W), where a and b are empirically 
determined constants, and A/W (index of difficulty or ID) characterizes the difficulty 
of the task. The steering law has been verified with several input devices [2], in dif-
ferent scales [3] and in simulated driving tasks [25].  

The steering law models the relationship between the movement time of trajectory-
based tasks and the task difficulty, determined by the tunnel amplitude A and tunnel 
width W. In the steering law, the movement time MT is the dependent variable. The 
more accurate the task is required (the narrower the tunnel width W is), the longer the 
resulting movement time is. However, if we want to consider the opposite direction, 
i.e. inferring the actual trajectory accuracy given a specific movement time (or speed), 
the steering law does not enable us to make this prediction.  

Given the bidirectional relationship between time and accuracy, it is worthwhile to 
establish a model that predicts the trajectory accuracy by considering the movement 
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time as an independent variable. Such a model will supplement the steering law, and 
enrich our understanding of the speed-accuracy tradeoff in trajectory-based tasks. On 
the other hand, a prediction model of the trajectory accuracy also has practical impli-
cations. For example, pen gestures have been widely used to trigger commands. Such 
a model may allow us to estimate the deviation of the actual gesture stroke from the 
standard template at different drawing speeds, and improve the recognition and inter-
pretation of the gestures. In a real world scenario, we may determine the optimal road 
width according to the marked driving speed. 

Although speed-accuracy tradeoffs have been widely studied [14], [15], [17], [20], 
[23], these works have mostly focused on target acquisition tasks. In this paper, we 
sought to investigate the speed-accuracy tradeoff in trajectory-based tasks through a 
controlled experiment, and derive a quantitative model for predicting accuracy. 

Previous studies on speed-accuracy tradeoffs have involved experimental protocols 
with two types of constraints: spatial constraint and temporal constraint, which differen-
tiate the nature of the task. For example, in rapid aimed hand movements with spatial 
constraints, participants are required to move as quickly as possible to reach the target 
with width W placed at distance A. The movement time is measured to reflect the task 
performance. This is a target acquisition task (also known as time-minimization task) 
and has been modeled by Fitts’ law [6]. In rapid aimed hand movements with temporal 
constraints, participants are required to reach the target with a specified movement time. 
This is a paced reaching task (also known as a time-matching movement task) [20]. In 
this type of tasks, movement time is controlled and spatial variability of the movement 
is measured to reflect the accuracy. Similarly, in trajectory-based movements with spa-
tial constraints, participants are required to produce a trajectory through a tunnel with 
length A and width W as quickly as possible. This is the standard steering task and has 
been modeled by the steering law [1]. However, if participants are required to produce a 
trajectory through a tunnel with length A and width W with a specified movement time, 
does regularity exist in the relationship between the trajectory accuracy and the task 
parameters? What kind of speed-accuracy tradeoff can be observed from trajectory-
based task with temporal constraint? What are the differences between trajectory-based 
movements with temporal constraint and with spatial constraint? We sought to answer 
these questions in this paper. 

2   Related Work 

Depending on the stimulus of the task (target or trajectory) and the type of the con-
straint (spatial or temporal), research on the speed-accuracy tradeoffs can be divided 
into four categories as follows: 

2.1   Target-Based Tasks with Spatial Constraint 

One of the most famous and commonly used models in HCI is Fitts’ law1 [6]. Fitts’ 
law describes a logarithmic speed-accuracy tradeoff formulation in target acquisition 
                                                           
1 MT = a + b log2 (A/W), where A is the amplitude of the movement, W is the target width (i.e. 

the required accuracy), and MT (the dependent variable) is the movement time taken to ac-
quire the target. a and b are empirically determined constants. 
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tasks with spatial constraint. Subsequently, the logarithmic speed accuracy tradeoff 
has been empirically validated for a wide variety of individual body joints [11], ac-
tivities [11], and environmental conditions [8], [9]. Several variations of Fitts’ law 
have also been presented by Welford [21] and Mackenzie [12]. 

Based on the traditional Fitts’ law, Zhai et al. [26] investigated the speed-accuracy 
tradeoff based on participants’ operational biases toward speed or accuracy, and at-
tempted to derive a model incorporating both objective task parameters and subjective 
biases. However, a simple and linear model was not found by the empirical studies. 
Consequently, Ren et al. [19] established the SH-Model involving both the system 
and subjective factors based on the distribution of the actual movement time.  

2.2   Target-Based Tasks with Temporal Constraint 

Schmidt’s law2 [20] is closely related to Fitts’ law. In their study, movement ampli-
tude and time were manipulated, and the standard deviation of end points distribution 
was measured. Schmidt’s law described a strong linear relationship between the 
movement speed and the standard deviation of the end points distribution.  

In order to investigate the coexistence of spatial and temporal constraints in one 
motor task, Zelaznik et al. [24] manipulated movement time, amplitude and target 
width (W > 0) and discovered a similar linear speed-accuracy tradeoff. The target 
width did not affect the nature of the speed-accuracy tradeoff relationship.  

In addition to researches that look at end point distribution, Wobbrock et al. [22] 
derived a predictive model for error rate through an experiment that manipulated 
target size, target distance and movement time. A logarithmic speed-accuracy tradeoff 
was found instead.  

2.3   Trajectory-Based Tasks with Spatial Constraint 

The steering law [1], described at the beginning of this paper, is the widely accepted 
model for trajectory-based tasks with spatial constraint. The movement time follows a 
linear relationship with the index of difficulty.  

Subsequently, extensive researches have been done based on the steering law, such 
as models for steering through corners [16], steering within above-the-surface interac-
tion layers using the tracking state of the stylus [7], and study of subjective biases 
toward speed or accuracy in steering tasks [27]. In addition, a pen stroke gesture 
model for predicting completion time of free hand trajectory drawing tasks has also 
been proposed [5]. 

2.4   Trajectory-Based Tasks with Temporal Constraint 

So far, trajectory-based task with temporal constraint has not been investigated and 
modeled. Our aim in this paper is to investigate the trajectory accuracy when the 
movement time is considered as an independent variable in trajectory-based tasks, 

                                                           
2 We = b (A/MT), where We represents the standard deviation of end points, A is the amplitude 

of the movement, and MT (an independent variable) is the movement time as specified by the 
metronome. Therefore A/MT characterizes the average movement speed. In this experiment, 
the target is a single line with zero width (W = 0).  
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which will fill the void in human performance modeling research. In actual HCI ap-
plications, such a model may guide us to determine the optimal tunnel width given the 
speed requirements for particular trajectory-based interactions, such as navigating a 
hierarchical menu. Our model for trajectory accuracy may also have implications in 
scenarios beyond human-computer interaction, for example to determine optimal road 
widths for different driving speeds in traffic planning. 

3   Problem Definition and Hypothesis 

In this paper, we investigate the trajectory-based task of steering through a straight 
tunnel with temporal constraint (Fig.1). The user is required to complete the task with 
a specified movement time (within a tolerance range). Although the tunnel does have 
a finite width W that the user supposedly stays within, this spatial constraint is not 
strictly enforced, i.e. the user may move outside the sides of the tunnel without failing 
the task.  

We are interested in establishing a quantitative model for the trajectory accuracy 
described by the amount of lateral deviation throughout the trajectory produced. In 
practice this is represented by SD, the standard deviation of the y-coordinates (in the 
case of a horizontal tunnel) along the entire trajectory. The larger SD is, the less accu-
rate the trajectory is. Note that in contrast to the target acquisition task where accu-
racy is measured by the statistical distribution of a set of trials, here SD describes the 
accuracy of a single steering movement trajectory.  

In both Schmidt et al.’s study (W = 0) [20] and Zelaznik et al.’s study (W > 0) [24] 
on target acquisition tasks with temporal constraint, the standard deviation of the end 
point distribution is linearly related to the average movement speed. The effect of the 
target width on the accuracy was small, hence not included in their speed-accuracy 
tradeoff models. This might be explained as that in the target acquisition task, the 
target width only constrains the final corrective submovement but not the initial bal-
listic submovement (as discussed by Meyer et al. [13]). In contrast, in trajectory-based 
tasks the tunnel width constrains the entire movement, as the user is expected to pro-
duce a trajectory that stays within the tunnel all the time. Consequently, we hypothe-
size that in trajectory-based tasks with temporal constraint, not only is SD related to 
the average movement speed (A/MT), but also the tunnel width W will have a consid-
erable influence on SD. In order to provide a holistic understanding of all affecting 
factors, our speed-accuracy model for trajectory-based tasks should incorporate im-
pacts of both factors. The correctness of this hypothesis will be verified through our 
experiment. 

4   Experiment 

4.1   Apparatus 

The experiment was conducted on an IBM ThinkPad X41 Tablet PC with a 12.1-inch 
screen at the resolution of 1024 × 768, and a stylus as the input device. The experi-
mental software was developed in Java.  
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4.2   Task 

The experiment used a basic trajectory-based task, which is steering through a hori-
zontal straight tunnel with amplitude A and width W (Fig.1). The participant was 
required to move the stylus from the start line rightward to the end line through the 
tunnel, with a specified movement time (denoted as movement time goal or MT goal 
hereafter to distinguish from the actual movement time observed). A percentage tem-
poral error tolerance parameter determined the acceptable range for the actual 
movement time. For example, if movement time goal was 200ms and temporal error 
tolerance was 10%, the actual movement time was allowed to range between 180ms 
and 220ms to be accepted. The participants were instructed that their movement time 
should be anywhere within the specified range.  
 

 
 

Fig. 1. Experimental task 
 

Before the experiment began, the instructions were explained to the participants, 
who then conducted training trials until they fully understood the requirements and 
felt comfortable with the task. At the beginning of each trial, the tunnel to be steered 
was presented in black. After placing the stylus tip to the left of the start line, the 
subject began to move the stylus rightward. A green line was displayed to show the 
stylus trajectory produced by the participant. When the stylus crossed the start line, 
the trajectory line turned blue to signal that the task had begun. When the stylus 
crossed the end line, the task ended, and the actual movement time taken was dis-
played as feedback to the participant.  

If the actual movement time was within the acceptable range, the trial was consid-
ered successful. Otherwise, the trial needed to be repeated until the actual movement 
time was within the acceptable range. For unsuccessful trials, the system indicated the 
percentage by which the trial was too fast or too slow, to help the participant adjust 
the movement time to meet the requirement. 

Lifting the stylus between the start line and the end line was considered invalid and 
the trial needed to be repeated. The participant was instructed to try to keep the stylus 
within the upper and lower borders of the tunnel throughout the task. If the stylus was 
outside the tunnel borders during the trial, the trajectory part outside the borders was 
displayed in red as a warning (Fig.1), but the trial was not considered invalid. 

4.3   Measurements 

For each successful trial, the stylus position along the trajectory was sampled in inter-
vals of 10ms. Based on these sample points, we calculated SD (Standard Deviation of 

end line 

A

W 

Straight tunnel  
start line 
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y-coordinates of the sample points), and OPM (Out of Path Movement, percentage of 
sample points outside the tunnel) [10]. Calculated from the same set of data, both SD 
and OPM describe the accuracy of the trajectory, but from slightly different perspec-
tives. SD describes the original user behavior (lateral deviation) under the current 
stimuli, and provides understandings about the fundamental human capabilities; while 
OPM evaluates how the user behavior satisfies the accuracy requirement (tunnel 
width) set by the particular task, and its implications are more on the user interaction 
side. For both SD and OPM, higher values indicate lower accuracy. 

In addition to the accuracy metrics, we recorded the actual movement time (or ac-
tual MT) for each successful trial to understand participants’ performance on match-
ing the MT goal. The actual MT is the time taken to move the stylus between the start 
line and the end line. 

4.4   Design and Procedure 

The experiment employed a mixed factorial design and combined within- and be-
tween-subject factors. The within-subject factors were A (300, 600, 800 pixels), W 
(10, 25, 40, 55, 70 pixels), and MT goal (300, 500, 2000, 3500, 5000ms). The values 
of MT goal were chosen according to the preliminary results of a pilot study, and 
values of A and W were chosen according to previous studies in [1] and [2]. 

The between-subject factor was temporal error tolerance (10%, 20%, and 40%). 
Zelaznik et al. [24] adopted 3 levels of temporal error tolerance to investigate the 
effect of temporal precision on the nature of the speed-accuracy tradeoff. To be con-
sistent, in our experiment we also chose these 3 levels in order to investigate whether 
and how different levels of temporal error tolerance might affect the human perform-
ance and the nature of speed-accuracy tradeoff. 

The participant was first briefed on the purpose of the experiment. Then 5 experi-
ment sessions corresponding to the 5 MT goal conditions were tested in sequence. 
Within each session, the participant performed 3 successful trials for each combina-
tion of A and W respectively. Before each session began, the participant was informed 
of the current MT goal and the relevant acceptable range of the actual movement time, 
and was allowed to perform practice trials until s/he felt comfortable. 

The order of the MT goal conditions was counterbalanced using a Latin square pat-
tern across participants. The order of the A and W conditions was randomized within 
each MT goal condition. 

4.5   Participants 

Thirty righted-handed people, aged from 21 to 34, participated in the experiment. 
They were assigned randomly to one of three temporal error tolerance groups (10%, 
20% and 40%), with 10 participants (8 males and 2 females) per group.  

Therefore, the total number of successful trials performed was: 3 (trials) × 3 (tun-
nel amplitude A) × 5 (tunnel width W) × 5 (MT goal) × 3 (temporal error tolerance 
group) × 10 (participants per group) = 6,750. 
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5   Results 

5.1   Actual Movement Time (Actual MT) 

The actual movement time (actual MT) varied significantly with both the between-
subject factor temporal error tolerance (F2, 27 = 8.97, p = .001), and all the within-
subject factors: MT goal (F4, 108 = 6584.77, p < .001), W (F4, 108 = 13.01, p < .001), and 
A (F2, 54 = 249.24, p < .001). The mean actual MT for the 10%, 20% and 40% tempo-
ral error tolerance groups were 2250, 2226 and 2089ms respectively. A significant 
interaction between temporal error tolerance and MT goal was observed on actual 
MT (F8, 108 = 6.35, p < .001) (Fig.2). For 10% and 20% groups, the mean actual MT 
values approximated the MT goals. However, such was not the case for the 40% 
group. The mean actual MTs for the 300ms to 5000ms conditions were 312, 495, 
1910, 3205, and 4522ms respectively. Post hoc pair-wise comparisons showed that 
actual MTs were almost equivalent with the MT goals for the 10% and 20% groups. 
However, for the 40% group, the actual MTs were equivalent with the other two 
groups only under the 300ms and 500ms condition, and significantly lower actual 
MTs were observed than the other two groups under the 2000, 3500 and 5000ms con-
ditions (p < 0.05).  

Similar to the results obtained by Zelaznik [24], the results of MT for the 40% 
group indicated a range effect [18]: longer-duration tasks exhibit an actual MT shorter 
than the MT goal, indicating the participant moving at a more natural speed, faster 
than the speed dictated. The looser temporal constraint in the 40% group allowed this 
range effect to be observed, while the tighter constraints in the other two groups effec-
tively eliminated the range effect. 
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Fig. 2. Actual MT vs. MT goal for each temporal error tolerance 

Another phenomenon was the significant interaction for temporal error tolerance × 
W (F8, 108 = 4.36, p < .001), and temporal error tolerance × A (F4, 54 = 57.39, p < .001). 
In the 10% temporal error tolerance group, W did not have a significant effect on 
actual MT (F4, 36 = 1.68, p = .176). However, in both of the other two groups, W had 
significant effects on actual MT (F4, 36 = 4.91, p = .003 for 20% group; F4, 36 = 8.49, p 
< .001 for 40% group), in that actual MT decreased as W increased. Similarly, the 
10% group pair-wise comparisons revealed no significant difference in the actual MT 
between the A = 600 pixels and A = 800 pixels conditions (p = 0.673). But in both the 
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20% and the 40% group, significant differences of actual MT were found among all 
three levels of A (p = 0.003), showing that actual MT increased as A increased. In the 
20% and 40% groups the effects of A and W displayed the similar trends discovered 
by the steering law research [1], i.e., MT increases with A and decreases with W. Not 
surprisingly, because of the temporal constraints, the trends shown in our experiment 
were not strong enough to follow the linear relationship dictated by the steering law. 
Nevertheless, this is an interesting finding that even when people intentionally at-
tempt to match a specific movement time, the underlying motor control mechanism 
still regulates the motion subconsciously within the allowable range and cannot be 
completely overridden. Again, in the 10% group, the strict temporal constraint pre-
vented the trends from being observable. 

5.2   Trajectory Accuracy (SD) 

SD measures the lateral deviation of the trajectory, as an indication of the trajectory 
accuracy. The grand mean of SD was 2.85 pixels. SD did not vary significantly with 
the between-subject factor temporal error tolerance (F2, 27 = 1.36, p = .275), but var-
ied significantly with all the within-subject factors: MT goal (F4, 108 = 121.04, p < 
.001), W (F4, 108 = 82.22, p < .001), and A (F2, 54 = 292.42, p < .001). SD decreased as 
MT goal increased, showing that a longer movement time enabled participants to be 
more accurate. SD increased as W increased, showing that a wider tunnel allowed for 
less accurate movement. SD also increased as A increased, showing that a longer path 
(hence higher movement speed when other factors remain the same) resulted in less 
accurate movement. Table 1 summarizes these. 

Table 1. Main effects on SD 

MT goal (ms) 300 500 2000 3500 5000 
SD (pixels) 4.15 3.50 2.40 2.16 2.04 

 
W (pixels) 10 25 40 55 70 
SD (pixels) 2.33 2.50 2.86 3.19 3.38 

 
A (pixels) 300 600 800 

SD (pixels) 1.87 2.92 3.76 

Since no significant difference of SD was observed among the three temporal error 
tolerance groups, we combined the data sets from the three groups in further analysis. 
No significant interaction for MT goal × W (p = .059) was observed on SD, as shown 
in Fig.3 by the fact that the five regression lines are almost parallel, meaning that the 
effects of MT goal and W were independent. In addition, the correlations (R2) between 
SD and W are high (0.875 ~ 0.985) for each MT goal, showing that SD follows a 
strong linear relationship with W when other variables are factored out.  

Similarly, no significant interaction between W and A were observed on SD, indi-
cating that the effects of W and A were independent as well. 

A significant interaction between MT goal and A (F8, 72 = 45.216, p < .001) was ob-
served on SD (Fig.4). The effect of A increased as MT goal decreased, as shown by 
the slopes of the regression lines. This is an intuitive observation if we consider the  
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Fig. 3. Mean SD vs. W for each MT goa.             Fig. 4. Mean SD vs. A for each MT goal 

 

average movement speed that is A/MT. Smaller MT goal resulted in larger changes on 
the anticipated movement speed for the same amount of change over A, and in turn 
larger changes on the movement accuracy. Similar to W, the correlations (R2) between 
SD and A are high for each MT goal in Fig.4, showing that SD follows a strong linear 
relationship with A when other variables are factored out.  

5.3   Out of Path Movement (OPM) 

OPM measures the percentage of the trajectory outside the tunnel, indicating how 
well the spatial constraint was satisfied. The grand mean of OPM was 3.4%. OPM did 
not vary significantly with the between-subject factor temporal error tolerance (F2, 27 

= 1.77, p = .189), but varied significantly with all within-subject factors: MT goal (F4, 

108 = 148.53, p < .001), W (F4, 108 = 315.58, p < .001), and A (F2, 54 = 128.88, p < .001). 
Table 2 summarizes mean OPM under different conditions. Similar to SD, OPM de-
creased as MT goal increased, and increased as A increased. However, different from 
SD, OPM decreased as W increased. It was easier for participants to keep the stylus 
inside a wider tunnel, despite that the produced trajectory itself becomes more relaxed 
(resulting in higher SD). 

Table 2. Main effects on OPM 

MT goal (ms) 300 500 2000 3500 5000 
OPM (%) 8.6 6.6 1.3 0.5 0.2 

 
W (pixels) 10 25 40 55 70 
OPM (%) 14.3 2.3 4.0 0.2 0.1 

 
A (pixels) 300 600 800 
OPM (%) 1.3 3.3 5.7 

 
Given that no significant difference of OPM was observed among the three tempo-

ral error tolerance groups, we combined the data set from these three groups in fur-
ther analysis on OPM. Significant interaction between MT goal and W (F16, 144 = 
190.31, p < .001) was observed on OPM. The effect of W increased as MT goal  
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decreased. As known from the analysis of SD, smaller MT goal resulted in larger 
lateral deviation (SD) in the trajectory, which contributed to the variety of OPM val-
ues that depended heavily on the tunnel width. However when MT goal is larger, the 
resulting smaller SD meant most of the trajectory would stay inside the tunnel, and in 
turn caused the uniformly small OPM. This finding is similar to the study results on 
subjective bias in steering tasks [27]. Significant interactions also exist in A × MT 
goal (F8, 72 = 35.31, p < .001) and A × W (F8, 72 = 115.86, p < .001).  

6   Model Deduction and Verification 

Based on the experimental results, we now attempt to establish a speed-accuracy 
tradeoff model that quantitatively predicts SD from A, W and MT goal. Based on our 
analysis of SD, we concluded that: 

• SD is significantly affected by tunnel width W, tunnel amplitude A and MT goal.  
• SD increases as A and W increase, and decreases as MT goal increase.  
• The relationship between SD and W is linear when other variables remain constant. 

Same for the relationship between SD and A. 
• The effects of W and MT goal on SD are independent of each other (i.e. additive). 

Same for the effects of W and A. The effects of A and MT goal on SD are not inde-
pendent (i.e. not additive). 

Considering all these properties, we speculated the following model to describe the 
speed-accuracy tradeoff in trajectory-based tasks with temporal constraint: 

SD = a + bW + c (A/MT) . (1) 

where W is the tunnel width, A is the tunnel amplitude, MT is the specified movement 
time (i.e. MT goal), and SD is the lateral standard deviation of the trajectory. a, b and 
c are empirically determined constants. A/MT represents the average movement 
speed. 

To verify the above model, we fit it to our experimental data using least-square re-
gression. In addition to fitting to the entire data set, we also fit the model to the data 
from each temporal error tolerance group individually to test its performance under 
different conditions. Table 3 summarizes the regression coefficients and R2 values.  

Table 3. Regression results of the proposed model (1) 

temporal error tolerance a b c R2 
All 1.08 0.0185 1.44 0.857 

10% 0.985 0.0209 1.20 0.800 
20% 1.25 0.0164 1.41 0.826 
40% 1.02 0.0181 1.71 0.880 

The model had a good fit with the entire data set (R2 = 0.857), as well as with data 
from all individual temporal error tolerance groups (R2 ≥ 0.800). This confirmed the 
validity of our model.  
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This model also confirmed our initial hypothesis that in trajectory-based tasks with 
temporal constraint, SD is not only related to the average movement speed (A/MT), 
but also related to the tunnel width W. In order to further consolidate our model by 
comparing its performance with simpler alternatives, we tested an alternate model that 
ignored the effect of W in model (1), i.e.:  

SD = a' + b' (A/MT) . (2) 

Regression results showed that the R2 values for model (2) are lower (R2 
= 0.813 

for 40% group, and < 0.77 for all other conditions) than those of model (1) in all 
cases, therefore not considered a valid model. Detailed results are omitted given the 
space limitation. Unlike in target acquisition tasks, the effect of W on SD cannot be 
ignored in trajectory-based tasks. As such, we conclude that model (1) best describes 
the speed-accuracy tradeoff in trajectory-based tasks with temporal constraint.  

7   Discussion 

In our model, SD measures the “average” accuracy throughout the entire trajectory. 
This is consistent with our original problem setup of a straight tunnel with uniform 
width W, and A/MT is the “average” movement speed. However, if we consider the 
more general case in which both the tunnel width and the movement speed can vary 
throughout the trajectory, we could let WP and VP represent the local tunnel width and 
instant movement speed at a given point on the trajectory. As a result, SDP = a + bWP 
+ cVP might be used to predict the local expected lateral deviation at the point. This 
might help us design and analyze interactions using trajectories or tunnels of various 
shapes and properties, and understand them at a finer level.  

Our experiment used a setup with relatively strict temporal constraint and non-
strict spatial constraint to investigate trajectory-based tasks and the degree that people 
can conform to this constraint (hence the metric OPM). Real-world trajectory-based 
tasks often have this non-strict spatial constraint property, such as tracing a drawing. 
Nevertheless, the visual stimulus of the spatial constraint affects the precision of the 
movement, as is reflected in the model. In our future investigation, we could naturally 
study the other variant where the spatial constraint is strictly enforced. Conversely, 
we may consider the case there is no explicit spatial constraint at all (i.e. tunnel width 
W = 0), which essentially becomes a line tracing task. Fortunately, we might predict 
the user performance under this case by setting W = 0 in our current model, which 
then becomes SD = a + c (A/MT). This means the lateral deviation is linearly related 
to the movement speed only, a similar result to Schmidt’s law [20]. Obviously, this 
prediction would need real experimental data to be validated.  

Throughout this paper we have been referring to previous research on speed-
accuracy tradeoff in target acquisition tasks as an analogy. However, we also want to 
emphasize the differences between trajectory-based tasks and target acquisition tasks, 
especially in terms of the notion of accuracy. In a target acquisition task, the move-
ment accuracy is solely determined by the destination (end point) of the movement, 
for which we call the “destination accuracy”. The spatial error in the destination is 
mainly caused by the ballistic nature of the movement, and is collinear to the move-
ment. In contrast, in a trajectory-based task, the movement accuracy is determined by 
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the entire process (trajectory) of the movement, for which we call the “process accu-
racy”. The spatial error in the trajectory is mainly caused by the motor instability in 
the movement, and is perpendicular to the movement. These differences also contrib-
uted to the different forms of speed-accuracy tradeoff models for the two types of 
tasks. Similar comparisons can be made with other motor control tasks, For example, 
in a crossing task, destination accuracy and perpendicular errors coexist, which may 
result in yet another form of speed-accuracy tradeoff.  

Since participants could not possibly finish a task with the specified movement 
time exactly, temporal error tolerance was introduced to define the range of accept-
able movement time. Although our choice of testing multiple levels of temporal error 
tolerance did not result in observable effects on the trajectory accuracy, it did provide 
interesting observations on user behaviors in terms of the actual movement time 
taken. In particular, from the groups with higher temporal error tolerance values, we 
observed that the steering law as a fundamental motor control mechanism still affects 
the movement time, even when people consciously follow an explicit temporal re-
quirement. We suspect that a similar effect might be present in other types of motor 
control tasks as well. This suggests that in time-critical applications, we can not over-
look the inherent properties of the tasks and expect users to be able to perform at an 
arbitrary rate, even when accuracy is not the priority. On the other hand, we used a 
post hoc feedback mechanism about the user’s temporal performance. How real-time 
feedback mechanisms (e.g. progressively filling the tunnel with color to indicate the 
elapsing of time) might affect the users’ behaviors remains an interesting topic for 
further study.  

8   Conclusion and Future Work  

As the result of our investigation, we can now answer the questions we raised in the 
beginning: In trajectory-based tasks with temporal constraints, regularity does exist in 
the relationship between the trajectory accuracy and the task parameters, which is 
described by the speed-accuracy tradeoff model: 

SD = a + bW + c (A/MT) 

where W is the tunnel width, A is the tunnel amplitude, MT is the specified movement 
time, and SD represents the lateral standard deviation of the trajectory. SD forms a 
linear relationship with both the tunnel width W and average movement speed 
(A/MT). 

Regarding the comparison between temporally and spatially constrained trajectory-
based movements, both of them reflect a linear speed-accuracy tradeoff. As investigated 
by [27], in spatially-constrained tasks with subjective biases, the lateral deviation of 
trajectory (SD) is affected by the tunnel width W and the subjective bias. In comparison, 
in temporally-constrained tasks the accuracy of trajectory (SD) is affected by both the 
tunnel width W and the average steering speed (A/MT).  

In the future, we plan to extend our investigation to trajectory-based tasks with zero 
tunnel width, non-uniform tunnel width, as well as trajectories of other shapes such as 
a circle. We also plan to test our model using other input devices, other forms of tem-
poral feedback, or other reward-penalty mechanisms for the temporal constraint.  
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In addition to spatial accuracy, we are interested in investigating the temporal accu-
racy, which describes human capabilities in matching the temporal constraints. Finally, 
we plan to investigate individual differences in terms of perception, estimation, and 
preference of the time constraints, especially for different age groups. 
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Cajander, Åsa II-550
Calvary, Gaëlle II-959
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Garćıa, Mabel II-696
Gardner, Henry J. I-342
Garzotto, Franca II-652
Gedeon, Tom II-319
Gellersen, Hans I-582
Genest, Aaron I-378
Gerken, Jens I-658
Germanovich, Lola II-497
Gershon, Nahum II-965
Geyer, Florian II-844
Gill, Steve I-217
Girouard, Audrey I-440
Gitau, Shikoh I-704
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Rassmus-Gröhn, Kirsten I-754
Read, Janet C. I-137, I-204
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