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Preface

Over the last few decades, business information systems have been one of the
most important factors in the transition toward a knowledge-based economy. At
the same time they have been subject to continuous rapid development and inno-
vation driven both by industry and by academia. During the last 12 years these
innovations were carefully observed but also shaped by researchers attending the
annual International Conference on Business Information Systems (BIS).

Recently, apart from the main conference, workshops covering specific topics
in the area of business information systems have been organized. In 2007 and
2008, the BIS conference featured two and three workshops, respectively. Their
proceedings were published on-line and outstanding workshop papers were in-
cluded in two special issues of international journals. This year nine workshops
were successfully organized in conjunction with BIS 2009, covering the topics
of Deep Web (ADW), applications and economics of knowledge-based technolo-
gies (AKTB, ECONOM), SOA (SDS-SOA), legal IT (LIT), social Web and Web
2.0 (SAW, Enterprise X.0), e-learning (EeLT) and enterprise systems in higher
education (ESHE). This volume contains papers that were accepted and pre-
sented at the BIS 2009 workshops. Additionally it features the BIS 2009 keynote
speech by Wil van der Aalst, as well as two invited speeches presented at LIT
and ECONOM / Enterprise X.0 workshops.

Workshop papers included in this volume were subject to a thorough review
procedure. Each submitted paper received from two up to five reviews (a to-
tal of 208 reviews were received, with an average of 2.9 reviews per paper) by
over 130 members of the Program Committees of the workshops. Out of 72 full
papers, demo papers and work-in-progress reports submitted, 34 were accepted
and presented at the conference (accounting for 47% of all submissions). One of
the papers presented at the ECONOM workshop, which received the BIS 2009
best paper award is also included here.

On this occasion, we would like to express our thanks to everyone who made
the BIS 2009 workshops a success: all workshop Chairs, members of the workshop
Program Committees, authors of submitted papers, invited speakers and finally
all workshop participants. We cordially invite you to visit the BIS website at
http://bis.kie.ue.poznan.pl/ and to join us next year at the 13th BIS Conference
in Berlin.

April 2009 Witold Abramowicz
Dominik Flejter
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Using Process Mining to Generate Accurate and
Interactive Business Process Maps

W.M.P. van der Aalst

Eindhoven University of Technology
P.O. Box 513, NL-5600 MB, Eindhoven, The Netherlands

w.m.p.v.d.aalst@tue.nl

Abstract. The quality of today’s digital maps is very high. This al-
lows for new functionality as illustrated by modern car navigation sys-
tems (e.g., TomTom, Garmin, etc.), Google maps, Google Street View,
Mashups using geo-tagging (e.g., Panoramio, HousingMaps, etc.), etc.
People can seamlessly zoom in and out using the interactive maps in
such systems. Moreover, all kinds of information can be projected on
these interactive maps (e.g., traffic jams, four-bedroom apartments for
sale, etc.). Process models can be seen as the “maps” describing the
operational processes of organizations. Unfortunately, accurate and in-
teractive process maps are typically missing when it comes to business
process management. Either there are no good maps or the maps are
static or outdated. Therefore, we propose to automatically generate busi-
ness process maps using process mining techniques. By doing this, there is
a close connection between these maps and the actual behavior recorded
in event logs. This will allow for high-quality process models showing
what really happened. Moreover, this will also allow for the projection
of dynamic information, e.g., the “traffic jams” in business processes.
In fact, the combination of accurate maps, historic information, and
information about current process instances, allows for prediction and
recommendation. For example, just like TomTom can predict the arrival
time at a particular location, process mining techniques can be used to
predict when a process instance will finish.

1 The Need for Accurate and Interactive Business
Process Maps

Process models are vital for the design, analysis, and implementation of infor-
mation systems. Their role is similar to the role of maps for navigation systems,
mashups, etc. For example, people increasingly rely on the devices of TomTom
and other vendors and find it useful to get directions to go from A to B, know
the expected arrival time, learn about traffic jams on the planned route, and
be able to view maps that can be customized in various ways (zoom-in/zoom-
out, show fuel stations, speed limits, etc.). Maps do not only play an important
role in car navigation, but are also crucial for all kinds of innovative informa-
tion services. Figure 1 shows two examples combining cartographic information

W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 1–14, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



2 W.M.P. van der Aalst

Fig. 1. The role of maps in Funda (top left) and TomTom HD Traffic (bottom right).
Funda dynamically shows houses for sale in a particular area (in this case town of
Hapert) meeting specific criteria (cf. www.funda.nl). TomTom HD Traffic is calculating
the best route based on cell phone information provided by Vodafone, i.e., the locations
and directions of cell phones are used to predict traffic jams (cf. www.tomtom.com). Both
examples use a combination of high-quality maps augmented with dynamic information
allowing for seamlessly zooming in and out. This paper advocates the development of
such functionality for business information systems.

with dynamically changing data. However, when looking at business processes,
such information is typically lacking. Good and accurate “maps” of business
processes are often missing and, if they exist, they tend to be restrictive and
provide little information. For example, very few information systems are able
to predict when a case will complete. Therefore, we advocate more TomTom-like

www.funda.nl
www.tomtom.com
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functionality for business process management, coined “TomTom4BPM” in [2].
Besides navigation systems, there are many applications based on Google maps.
For example, real-estate agencies dynamically projecting information on maps,
etc. A key element is the availability of high-quality maps. The early navigation
systems were using very course maps that were often outdated, thus limiting
their applicability. A similar situation can be seen when looking at information
systems based on incorrect or outdated process models.

In this paper, we advocate the use of accurate and interactive business process
maps obtained through process mining. The goal is to provide a better breed of
Business Process Management Systems (BPMSs) [1,15,29]. BPMSs are used to
manage and execute operational processes involving people, applications, and/or
information sources on the basis of process models. These systems can be seen as
the next generation of workflow technology offering more support for analysis. De-
spite significant advances in the last decade, the functionality of today’s BPMSs
leaves much to be desired. This becomes evident when comparing such systems
with the latest carnavigation systems of TomTom or innovative applications based
on Google maps. Some examples of functionality provided by TomTom and/or
Google maps that are generally missing in contemporary BPMSs are:
– In today’s organizations often a good process map is missing. Process models

are not present, incorrect, or outdated. Sometimes process models are used
to directly configure the BPMS. However, in most situations there is not an
explicit process model as the process is fragmented and hidden inside legacy
code, the configuration of ERP systems, and in the minds of people.

– If process models exist in an explicit form, their quality typically leaves much
to be desired. Especially when a process model is not used for enactment
and is only used for documentation and communication, it tends to present
a “PowerPoint reality”. Road maps are typically of much higher quality and
use intuitive colors and shapes of varying sizes, e.g., highways are emphasized
by thick colorful lines and dirt roads are not shown or shown using thin dark
lines. In process models, all activities tend to have the same size and color
and it is difficult to distinguish the main process flow from the less traveled
process paths.

– Most process modeling languages have a static decomposition mechanism
(e.g., nested subprocesses). However, what is needed are controls allowing
users to zoom in or zoom out seamlessly like in a navigation system or Google
maps. Note that, while zooming out, insignificant things are either left out
or dynamically clustered into aggregate shapes (e.g., streets and suburbs
amalgamate into cities). Process models should not be static but allow for
various (context dependent) views.

– Sometimes process models are used for enactment. However, such “process
maps” are often trying to “control” the user. When using a car navigation
system, the driver is always in control, i.e., the road map (or TomTom) is
not trying to “control” the user. The goal of a BPMS should be to provide
directions and guidance rather than enforcing a particular route.

– A navigation system continuously shows a clear overview of the current
situation (i.e., location and speed). Moreover, traffic information is given,
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showing potential problems and delays. This information is typically missing
in a BPMS. Even if the BPMS provides a management dashboard, TomTom-
like features such as traffic information and current location are typically not
shown in an intuitive manner.

– A TomTom system continuously recalculates the route, i.e., the recommended
route is not fixed and changed based on the actions of the driver and con-
textual information (e.g. traffic jams). Moreover, at any point in time the
navigation system is showing the estimated arrival time. Existing BPMSs
are not showing this information and do not recalculate the optimal process
based on new information.

The above list of examples illustrates desirable functionality that is currently
missing in commercial BPMSs. Fortunately, recent breakthroughs in process
mining may assist in realizing highly innovative features that are based on high-
quality business process maps tightly connected to historic information collected
in the form of event logs.

In the remainder of this paper, we first briefly introduce the concept processmin-
ing in Section 2. Section 3 introduces the ProM framework that aims at the gener-
ation of accurate and interactive business process maps obtained through process
mining. Based on ProM and process mining it is possible to provide TomTom-like
functionality as discussed in Section 4. One particular example of such innovative
functionality is “case prediction” as described in Section 5. Pointers to related work
on process mining are given in Section 6. Section 7 concludes the paper.

2 Process Mining

Process mining techniques attempt to extract non-trivial and useful information
from event logs [5,9]. Many of today’s information systems are recording an abun-
dance of events in such logs. Various process mining approaches make it possi-
ble to uncover information about the processes they support. Typically, these ap-
proaches assume that it is possible to sequentially record events such that each
event refers to an activity (i.e., a well-defined step in the process) and is related to
a particular case (i.e., a process instance). Furthermore, some mining techniques
use additional information such as the performer or originator of the event (i.e.,
the person/resource executing or initiating the activity), the timestamp of the
event, or data elements recorded with the event (e.g., the size of an order).

Process mining addresses the problem that most people have very limited infor-
mation about what is actually happening in their organization. In practice, there
is often a significant gap between what is prescribed or supposed to happen, and
what actually happens. Only a concise assessment of the organizational reality,
which process mining strives to deliver, can help in verifying process models, and
ultimately be used in a process redesign effort or BPMS implementation.

Some examples of questions addressed by process mining:

– Process discovery: “What is really happening?”
– Conformance checking:“Do we do what was agreed upon?”



Using Process Mining to Generate Accurate and Interactive BPMs 5

– Performance analysis : “Where are the bottlenecks?”
– Process prediction: “Will this case be late?”
– Process improvement : “How to redesign this process?”

The above questions show that process mining is not limited to control-flow dis-
covery. In fact, we identify three types of process mining: (a) discovery, (b)
conformance, and (c) extension. We also distinguish three different perspec-
tives: (a) the control-flow perspective (“How?”), (b) the organizational perspec-
tive (“Who?”) and (c) the case perspective (“What?”).

Figure 2 positions processmining as the technology that “sits” in-between event
logs and process models. The figure also shows the three types of process mining.

The first type of process mining is discovery, i.e., deriving information from
some event log without using an a priori model. Based on an event log various
types of models may be discovered, e.g., process models, business rules, organi-
zational models, etc.

The second type of process mining is conformance checking. Here the event
log is used to check if reality conforms to some model. For example, there may be
a process model indicating that purchase orders of more than one million Euro
require two checks, while in reality this does not happen. Conformance checking
may be used to detect deviations, to locate and explain these deviations, and to
measure the severity of these deviations.

The third type of process mining, called extension, also assumes both a log
and a model as input (cf. Figure 2). However, the model is not checked for
correctness, instead it is used as a basis, i.e., the model is augmented with some
new information or insights. For example, an existing process model could be
extended by timing information, correlations, decision rules, etc.

models
analyzes

discovery

records 
events, e.g., 
messages, 

transactions, 
etc.

specifies
configures
implements

analyzes

supports/
controls

extension

conformance

people machines

organizations
components

business processes

process mining

Fig. 2. Process mining as a bridge between process models and event logs
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Orthogonal to the three types of mining, there are the three perspectives men-
tioned before. The control-flow perspective focuses on the control-flow, i.e., the
ordering of activities. The goal of mining this perspective is to find a good charac-
terization of all possible paths, e.g., expressed in terms of a Petri net or some other
notation (e.g., EPCs, BPMN, UML ADs, etc.). The organizational perspective fo-
cuses on information about resources hidden in the log, i.e., which performers are
involved and how are they related. The goal is to either structure the organiza-
tion by classifying people in terms of roles and organizational units or to show the
social network. The case perspective focuses on properties of cases. Cases can be
characterized by their path in the process or by the originators working on a case.
However, cases can also be characterized by the values of the corresponding data
elements. For example, if a case represents a replenishment order, it may be inter-
esting to know the supplier or the number of products ordered.

3 Tool Support: ProM

The ProM framework aims to cover the full process mining spectrum shown in
Figure 2. The current version of ProM provides more than 250 plug-ins. The
ProM framework has been developed as a completely plug-able environment
and serves as an excellent basis for process mining initiatives.

ProM is the only comprehensive framework supporting a wide range of process
mining techniques. Most other tools in this area only focus on a single perspective
and/or technique. FuturaReflect by Futura Process Intelligence, BPM|one by Pal-
las Athena, Comprehend by Open Connect, Interstage Automated Business Pro-
cess Discovery and Visualization by Fujitsu, Process Discovery Focus by Iontas,
and Enterprise Visualization Suite by BusinesScape are some examples of com-
mercial tools that offer some form of process discovery. Of these tools Futura Re-
flect and BPM|one are more mature as they allow for the discovery of processes
with concurrency. Most of the other tools mentioned are only able to discover se-
quential processes or even require a-priori modeling. Commercial tools typically
offer only a small subset of the functionality provided by ProM. However, the
emergence of these tools illustrates the practical interest in process mining. For ex-
ample, Futura Process Intelligence and Pallas Athena have been selected as “Cool
Vendor 2009” by Gartner because of their process mining capabilities. Both tools
use genetic process mining algorithms developed in the context of ProM [19].

The reader is referred to www.processmining.org to learn more about process
mining and to download ProM.

4 TomTom4BPM

In [2], the term TomTom4BPM was coined to stress the need for the map-
based functionality one can find in navigation systems (e.g., TomTom, Garmin,
VDO Dayton, Mio, Magellan, etc.), Google maps, Google Street View, Mashups
using geo-tagging (e.g., Panoramio, HousingMaps, FindByClick, etc.). After

www.processmining.org
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introducing process mining, we revisit the desired functionalities mentioned in
Section 1. Here we are particularly interested in adding innovative functionality
to BPMSs.

– As indicated earlier, good process maps are typically missing in today’s or-
ganizations. Clearly, process mining can assist here. Process discovery algo-
rithms [6,9,10,11,13,16,27,28] are able to extract process maps from event
logs. These maps are describing the way things really happened rather than
providing some subjective view.

– In Section 1, we indicated that even if process models exist in an explicit
form, their quality typically leaves much to be desired. Using process min-
ing techniques, one can avoid depicting a “PowerPoint reality” and come
closer to the quality of road maps. Moreover, based on historic information,
it is possible use intuitive visual metaphors adopted from road maps. For
example, we can use intuitive colors and shapes of varying sizes, e.g., the
“highways in the process” are emphasized by thick colorful lines and “pro-
cess dirt roads” are not shown or shown using thin dark lines. The major
“cities of a process” can also be emphasized and less relevant activities can
be removed. Relevance can be determined based on actual frequencies of
activities in logs. Other metrics may be the time spent on activities or the
costs associated with them. ProM’s Fuzzy Miner [16] can discover processes
from event logs and offers such visualizations.

– Most process modeling languages have a static decomposition mechanism
(e.g., nested subprocesses) without the ability to seamlessly zoom in or zoom
out like in a navigation system or Google maps. ProM’s Fuzzy Miner [16]
allows for such a seamless zoom. Note that, while zooming out, insignificant
activities and paths are either left out or dynamically clustered into aggregate
shapes (e.g., streets and suburbs amalgamate into cities).

– When “process maps” are used in an operational sense, they typically at-
tempt to control the users. However, when using a car navigation system, the
driver is always in control, i.e., the road map (or TomTom) is not trying to
“control” the user. The goal of an information system should be to provide
directions and guidance rather than enforcing a particular route. ProM’s
Recommendation Engine [23] learns from historic data and uses this to pro-
vide recommendations to the user. This way the workflow system can provide
more flexibility while still supporting the user. This is comparable to the di-
rections given by a navigation system.

– A navigation system continuously shows a clear overview of the current situ-
ation (i.e., location and speed). Moreover, traffic information is given, show-
ing potential problems and delays. Since process mining results in a tight
connection between events and maps, it is easy to project dynamic informa-
tion on process maps. Ideas such as the ones presented Figure 1 have their
counterparts in BPMSs, e.g., showing “traffic jams” in business processes.

– At any point in time the navigation system is showing the estimated arrival
time. Existing BPMSs are not showing this information and do not recalcu-
late the optimal process based on new information. ProM provides several
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so-called prediction engines [7,14] to estimate the remaining flow time of a
case. The next section shows an example of an application of the technique
described in [7].

In this paper, we cannot present the various techniques supported by ProM in
detail. Instead, we only show that event logs can be used to predict the remaining
time until completion for running cases.

5 An Example: Case Prediction

As an illustration of the innovative features that can be provided by combining
accurate process maps and historic event information, we briefly show an ap-
plication of case prediction [7]. To illustrate the technique presented in [7] and
implemented in ProM, we use an event log of municipality taken from a process
that deals with objections (i.e., appeals) against the real-estate property valua-
tion or the real-estate property tax. The municipality is using eiStream workflow
(formerly known as Eastman Software and today named Global 360) to handle
these objections.

The process considered in this case study is called “Bezwaar WOZ”, where
WOZ (“Waardering Onroerende Zaken”) refers to the particular law describ-
ing regulations related to real-estate property valuation by municipalities. We
used an event log with data on 1882 objections handled by the municipality.
The log contains 11985 events and the average total flow time is 107 days while
some cases take more than 200 days. Figure 3 shows the distribution of total
flow times. The x-axis shows the 1882 cases and the y-axis shows the duration in
days. Note that some cases take a very short time while others take much longer,

Fig. 3. The distribution of the total flow time of cases extracted using ProM. The
x-axis represents the 1882 cases sorted by flow time. The y-axis shows durations in
days. Note that some cases almost take 250 days.
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[[B],[I]]
 sojourn = 15.3332
 elapsed = 4.27168

 remaining = 202.780

[[],[I]]
 sojourn = 0.0
 elapsed = 0.0

 remaining = 192.649

[[],[]]
 sojourn = 0.0
 elapsed = 0.0

 remaining = 63.4624

[[E],[I]]
 sojourn = 8.25098
 elapsed = 26.4655

 remaining = 155.042

[[G],[]]
 sojourn = 0.17968
 elapsed = 51.7855

 remaining = 0.25572

[[C],[I]]
 sojourn = 50.5984
 elapsed = 6.55942

 remaining = 204.546

[[O],[]]
 sojourn = 0.45839
 elapsed = 159.219

 remaining = 1.73753

[[J],[]]
 sojourn = 13.6759
 elapsed = 56.0915

 remaining = 13.6759

[[D],[]]
 sojourn = 15.0304
 elapsed = 41.2688

 remaining = 19.4577

[[H],[]]
 sojourn = 7.09205
 elapsed = 87.5322

 remaining = 24.6030

[[P],[]]
 sojourn = 1.26478
 elapsed = 155.082

 remaining = 1.69408

[[C],[]]
 sojourn = 52.5662
 elapsed = 11.5144

 remaining = 73.6310

[[N],[]]
 sojourn = 3.60209
 elapsed = 155.972

 remaining = 5.26848

[[L],[]]
 sojourn = 1.43620
 elapsed = 157.379

 remaining = 7.93469

[[E],[]]
 sojourn = 3.53284
 elapsed = 56.3538

 remaining = 33.3511

[[F],[]]
 sojourn = 13.2145
 elapsed = 128.014

 remaining = 13.3569

[[B],[]]
 sojourn = 16.8129
 elapsed = 9.43436

 remaining = 73.4641

[[Q],[]]
 sojourn = 12.1739
 elapsed = 28.1960

 remaining = 65.5129

[[M],[]]
 sojourn = 1.83842
 elapsed = 161.461

 remaining = 6.16146

[[G],[I]]
 sojourn = 145.761
 elapsed = 42.4520

 remaining = 150.197

[[A],[I]]
 sojourn = 4.88454

 elapsed = 0.0
 remaining = 207.543

[[Q],[I]]
 sojourn = 8.98153
 elapsed = 12.2141

 remaining = 163.160

[[A],[]]
 sojourn = 5.45194

 elapsed = 0.0
 remaining = 80.4937

[[I],[]]
 sojourn = 1.57712
 elapsed = 188.213

 remaining = 4.43585

[[D],[I]]
 sojourn = 7.47458
 elapsed = 39.1344

 remaining = 160.984

D
complete

B
complete

O
complete

G
complete

Q
complete

B
complete

B
complete

H
complete

B
complete

L
complete

D
complete

E
complete

G
complete

H
complete

B
complete

O
complete

G
complete

J
complete

D
complete

F
complete

G
complete

D
complete

N
complete

Q
complete

D
complete

B
complete

G
complete

D
complete

D
complete

A
complete

switch start state

D
complete

H
complete

Q
complete

I
complete

L
complete

E
complete

N
complete

H
complete

G
complete

Q
complete

P
complete

G
complete

E
complete

C
complete

C
complete

G
complete

D
complete

M
complete

Q
complete

D
complete

Q
complete

F
complete

L
complete

G
complete

A
complete

D
complete

H
complete

G
complete

G
complete

G
complete

H
complete

E
complete

H
complete

G
complete

Fig. 4. An annotated transition system extracted from event log L1. The transition
system and its annotations are not intended to be readable and the activity names
have been obfuscated. The transition system is learned from an event log containing
information about 982 cases (objections against the real-estate property valuation/tax).
Per state, historic information is used to make a prediction. For example, for the
top state the predicted time until completion is 192 days, for the bottom-left state
the predicted time until completion is 1.69 days, and for the bottom-right state the
predicted time until completion is 13.67 days. The Mean Average Error (MAE) is
17.129 days when this annotated transition system is evaluated using another log (L2)
containing event data on 900 other objections.
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thus making it difficult to predict the remaining time for cases in the system. To
measure the quality of predictions, we split the log into a training set (log L1)
and a test set (log L2). Log L1 contains 982 cases and log L2 contains 900 cases.

The goal is to predict, at any point in time, the remaining processing time
of a case. This corresponds to the “estimated arrival time” provided by car
navigation systems like TomTom. To do this, we build a so-called annotated
transition system using the training set (log L1). Using a variable abstraction
mechanism, partial traces are mapped onto states of the transition system. Using
historic information, appropriate statistics are collected per state.

Figure 4 shows an annotated transition system obtained using a particular
abstraction (see [7] for other abstractions). If one is interested in the remaining
time until completion of a particular case c, then the partial trace σc of this case
is mapped onto a state sc. Based on sc a lookup is done in Figure 4 resulting in
a prediction tpc , e.g., for a case where two particular steps have been executed,
the predicted remaining time until completion is tpc = 20.5 days. Afterwards, it
is possible to measure what the actual quality of this estimate. For example, if
the real remaining time until completion turns out to be trc = 25.7, then the
error is |tpc − trc | = 5.2 days.

If we use the annotated transition system shown in Figure 3 (which was de-
rived from L1) to predict the remaining time until completion before/after every
event in L2, then the Mean Average Error (MAE) is 17.129 days. Given the fact
that there are huge variations in flow times and that the average flow time is
107 days (cf. Figure 3), this is a spectacular performance. For processes which
less variation, it is possible to make even better predictions. To put the MAE
of 17.129 days into perspective, it is interesting to compare the performance of
the annotated transition system shown in Figure 3 with the simple heuristic of
always estimating half of average total flow time (i.e., 53.5 days). The MAE of
this heuristic is 61.750 days. Hence, the performance of the technique presented
in [7] is much better than simple heuristics. It is quite remarkable that one can
predict the remaining time until completion so accurately. This shows that us-
ing process mining techniques one can realize TomTom-like functionality like the
estimated arrival time.

6 Related Work

Since the mid-nineties several groups have been working on techniques for pro-
cess mining [9,6,10,11,13,16,27,28], i.e., discovering process models based on ob-
served events. In [8] an overview is given of the early work in this domain. The
idea to apply process mining in the context of workflow management systems
was introduced in [10]. In parallel, Datta [13] looked at the discovery of business
process models. Cook et al. investigated similar issues in the context of software
engineering processes [11]. Herbst [17] was one of the first to tackle more com-
plicated processes, e.g., processes containing duplicate tasks. Most of the clas-
sical approaches have problems dealing with concurrency. The α-algorithm [9]
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was the first technique taking concurrency as a starting point. However, this
simple algorithm has problems dealing with complicated routing constructs and
noise (like most of the other approaches described in literature). In the context
of the ProM framework [3] more robust techniques have been developed. The
heuristics miner [27] and the fuzzy miner [16] can deal with incomplete, unbal-
anced, and/or noisy events logs. The two-phase approach presented in [6] allows
for various abstractions to obtain more useful models. It is impossible to give a
complete review of process mining techniques here, see www.processmining.org
for more pointers to literature.

The approaches mentioned above focus on control-flow discovery. However,
when event logs contain time information, the discovered models can be extended
with timing information. For example, in [25] it is shown how timed automata
can be derived. In [20] it is shown how any Petri net discovered by ProM can
be enriched with timing and resource information.

The above approaches all focus on discovering process models based on historic
information and do not support users at run-time. The recommendation service
of ProM learns based on historic information and uses this to guide the user
in selecting the next work-item [23]. This is related to the use of case-based
reasoning in workflow systems [26]. In the context of ProM two prediction
approaches are supported: [7] and [14]. The prediction service presented in [14,12]
predicts the completion time of cases by using non-parametric regression. The
prediction service presented in [7] (used in Section 5) is based on annotated
transition systems and uses the abstractions defined in [6]. Also related is the
prediction engine of Staffware [24,22] which is using simulation to complete audit
trails with expected information about future events. This particular approach
is rather unreliable since it is based on one run through the system using a copy
of the actual engine. Hence, no probabilities are taken into account and there
is no means of “learning” to make better predictions over time. A more refined
approach focusing on the transient behavior (called “short-term simulation”) is
presented in [21].

The limitations related to the representation and visualization of process mod-
els mentioned at the beginning of this paper became evident based on experiences
gathered in many process mining projects. It seems that the “map metaphor”
can be used to present process models and process information in completely
new ways [16,18]. In the context of YAWL [4,18], we showed that it is possible
to show current work items on top of various maps. Work items can be shown on
top of a geographic map, a process model, a time chart, an organizational model,
etc. In the context of ProM, we have used the “map metaphor” to enhance the
so-called Fuzzy Miner [16]. As presented in [16], four ideas are being combined
in ProM’s Fuzzy Miner to draw maps of process models.

– Aggregation: To limit the number of information items displayed, maps of-
ten show coherent clusters of low-level detail information in an aggregated
manner. One example are cities in road maps, where particular houses and
streets are combined within the city’s transitive closure.

www.processmining.org
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– Abstraction: Lower-level information which is insignificant in the chosen con-
text is simply omitted from the visualization. Examples are bicycle paths,
which are of no interest in a motorists map.

– Emphasis: More significant information is highlighted by visual means such
as color, contrast, saturation, and size. For example, maps emphasize more
important roads by displaying them as thicker, more colorful and contrasting
lines (e.g., motorways).

– Customization: There is no one single map for the world. Maps are spe-
cialized on a defined local context, have a specific level of detail (city maps
vs highway maps), and a dedicated purpose (interregional travel vs alpine
hiking).

7 Conclusion

The paper suggests using process mining to create accurate and interactive busi-
ness process maps for the management of business processes. The maps can be
accurate because they are no longer based on outdated or subjective information,
but on facts recorded in event logs. By establishing a close connection between
event logs and such maps, it is possible to project information dynamically and
let the user interact with such business process maps. Using ProM some of
the desired TomTom functionality has been realized and there is a huge innova-
tion potential for today’s BPMSs. Using “TomTom4BPM” we can realize truly
intelligent information systems.

To make things a bit more concrete, we presented a particular example of
such functionality using a new method for predicting the “future of a running
instance”. Given a running case, our prediction approach allows answering ques-
tions like “When will this case be finished?”, “How long does it take before
activity A is completed?”, “How likely is it that activity B will be performed in
the next two days?”, etc. This corresponds to the functionality we know from
modern car navigation systems that give an estimate for the remaining driving
time.

Essentially for all of this is that we have high-quality business process maps.
Unfortunately, the quality of today’s process models leaves much to be desired
and the situation is comparable to cartographic information decades ago. Prob-
lems with the first navigation systems showed that incorrect maps result in
systems that are not very usable. Therefore, the ability to extract maps from
event logs using process mining is crucial.

Some people may argue that business processes are less stable than infrastruc-
tures consisting of roads, intersections, and bridges. Therefore, it is much more
difficult to provide accurate business process maps. This is indeed the case. How-
ever, this illustrates that a continuous effort is required to keep business process
maps up to date. Process mining can be used for this. Moreover, by recording
and analyzing event logs on-the-fly, it is possible to offer more flexibility without
loosing sight of the actual processes. Therefore, the need to enforce rigid pro-
cesses is removed and, like in the context of a car navigation system, the “driver
is in control” rather than some archaic information system.
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We are proud to present for the second time the proceedings of the Advances
in Accessing Deep Web workshop. This issue is a collection of the papers pre-
sented during the workshop co-located with the Business Information Systems
conference, held in Poznan, Poland on 27-29 of April 2009. We established the
workshop last year because we identified the need for a publication and discussion
forum for young researchers in the Deep Web field. Although mainstream pa-
pers in this area are often published on the top Web-related conferences (WWW,
WISE, ICWE and others) we thought there is a need to bring together the re-
searchers and stimulate collaboration, especially among young adepts in the field
to discuss innovative solutions and ongoing work. A successful second edition of
our workshop proves that this need has been fulfilled. The success would not
be possible without work of our Program Committee which includes leading re-
searchers in the field coming both from universities and industry. We would like
to thank them for encouraging their peers and students to consider our workshop
and helping us to organize and rise the scientific level of the workshop with their
experience and knowledge. The Program Committee of the Workshop included
16 researchers from eight countries, specializing in different aspects of Deep Web
issues. We are happy that we could work together with people that were the first
to notice the Deep Web potential and are currently among the leading experts
in accessing its resources.

In the last year we saw a growing awareness of the Deep Web issue not only in
the research community, but also in the industry and public. Top researchers are
working intensely for industry leaders (Goggle, Yahoo, Microsoft) to uncover this
dormant resource and make it available to the public, potentially bringing the
next breakthrough in the Web search field. At the same time we observe growing
number of press releases covering the Deep Web challenges and ongoing work -
this signifies both, publicly expressed need to access the Deep Web resources in
their full potential and the advances in the field. This encourages us to continue
with next editions of the workshop, which this year covered a vide range of
research topics - practical as well as theoretical - which were expressed in the
CfP1 and spanned from modeling the Deep Web, empirical studies, practical
issues of DW sources access, and applications of DW research, to data integration
issues and semantics support for solving Deep Web issues.

1 http://bis.kie.ae.poznan.pl/12th_bis/wscfp.php?ws=adw2009

W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 15–16, 2009.

http://bis.kie.ae.poznan.pl/12th_bis/wscfp.php?ws=adw2009


16 D. Flejter, T. Kaczmarek, and M. Kowalkiewicz

Three out of six submitted papers were accepted and presented during the
workshop. The first paper authored by Markus Pfuhl und Paul Alpar, titled
“Improving Database Retrieval on the Web through Query Relaxation” consid-
ered problem of posing queries against DW sources. Authors aim at easing the
query formulation by using taxonomies for some of the attributes present in the
source and later using the taxonomy to relax queries posed by the users. They
conclude that their approach allows to keep the query interface simple, and yet
deliver more powerful query capabilities and broader results.

The second paper, by Monika Starzecka and Adam Walczak – “Using Seman-
tics to Personalize Access to Data Intensive Web Sources” fits into Semantic
Web - Deep Web mixture in that it provides guidelines for personalizing access
to Deep Web source by use of ontology to model source structure and relation-
ships between attributes, and allowing user to specify his personal view on the
ontology which is taken into account during query formulation.

In the last paper, titled “Deep Web Queries in a Semantic Web Environment”,
authored by Thomas Hornung and Wolfgang May, it was demonstrated how
Semantic Web technologies could be used to lift the Deep Web sources to the
level of databases with a precise schema and strong typing information and then
to the level of Semantic Web applications. The work mainly considered modeling
Deep Web sources using the MARS approach developed in the Semantic Web
framework for annotating source’s structure.

We would like to thank all the Authors for their contributions and discussion
during the workshop and invite you to take part in next edition of ADW Work-
shop to be announced soon on our project website: http://www.integror.net
>Events.

http://www.integror.net


W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 17–27, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Improving Database Retrieval on the Web through 
Query Relaxation 

Markus Pfuhl and Paul Alpar 

Institut für Wirtschaftsinformatik, Philipps-Universität Marburg 
Universitätsstraße 24, 35037 Marburg 
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Abstract. Offering database content to unknown Web users creates two prob-
lems. First, users need to know about its existence. Second, once they know that 
it exists, they need to be able to retrieve it. We concentrate on the latter task. 
The same problem occurs also within an organization but there at least the 
skilled users can use powerful tools like SQL to find any content within the da-
tabase. Web interfaces to databases are relatively simple and restricted. Even a 
skilled user could not define complicated queries due to their limitations. There-
fore, especially databases that should be accessed via the Web should offer 
more “intelligence”. We propose two features towards this goal. First, taxono-
mies should be built for selected attributes. Second, better query results should 
be offered by relaxing user queries based on the knowledge captured in the tax-
onomies. In this paper, we derive a method for query relaxation guided by the 
ideas of Bayesian inference. It helps to select the best attribute to relax the 
query in a retrieval step. The approach is applied to taxonomy-based attributes 
although it can be generalized to other types of attributes as well. The quality of 
the method is tested with data from an actual database offered on the Web. 

1   Introduction 

A big part of the Deep Web consists of structured data [1, 2, 3] that are usually stored 
in a relational database. If the database contains personal (transaction) data, like in a 
bank account, then the user is allowed to access his data only. He only needs to 
supply the right identification and password. If the data are for general use, like prod-
uct information or news, then the user would like to retrieve many or all the records or 
documents that are relevant to his inquiry. This is where the difficulties start. Assum-
ing the user knows about the existence of the database storing the information of 
interest, he has to communicate his needs to it. On the Web, users can access the data 
by filling out a Web form. Their entries in the Web form are usually transformed into 
a Structured Query Language (SQL) query which is then run against the database. 
Most of the Web forms let the user enter keywords. If he enters more than one then 
they are connected by a logical “and” by default. This quickly leads to a small and 
often to an empty answer set. It is very likely that some or all relevant documents are 
missed in this case. Even sophisticated database engines that handle stemming, syn-
onyms etc. will probably miss some relevant information (see example below). Some 
Web interfaces also offer to connect the keywords with the logical “or.” The answer 
set of an “or”-connected query may become very big. While it may contain all  
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relevant records, it may be too big for the user to peruse it so that again some relevant 
records or documents could be missed. Of course, some interfaces offer more features 
but this tends to be too complicated for the majority of (casual) users. Research on 
search behavior of Web users, mostly using search engines, shows that they seldom 
use logical operators or advanced features [4, 5]. The average number of terms used 
in a search was two. “And” was the most often used logical operator. 

We propose a method which does not require more input from the user than the 
keywords he usually provides but the method can relax his query using semantic 
knowledge in order to provide him with a bigger answer set. The semantic knowledge 
is expressed in form of taxonomies that need not be visible to the user. To illustrate 
the idea, let us assume that a company is looking for potential employees in a Web 
database of job seekers. They may look for a controller who has experience in the 
banking business. If such people are not available or rare, they may be willing to also 
consider controllers who worked in the insurance industry. A regular database engine 
would not return this record because insurance and banking are neither equal nor 
synonyms. However, they are both part of the financial industry and in that sense 
siblings. These are the type of relaxations that our method should allow for in order to 
increase small answer sets without over blowing them. 

In the following, we assume that an “and”-query leads to an empty or very small 
result set. The query can be relaxed in one or more directions to yield a greater result 
set. We show that the general ideas of Bayesian Decision Theory can be used to 
choose the right attribute for the next relaxation step and get a greater set of hits with-
out losing (much) precision. 

2   Query Relaxation Based on Bayesian Theory 

2.1   Origins of Query Relaxation 

The question of query relaxation has been discussed in various research areas like 
Case-Based Reasoning or Cooperative Answering [6, 7, 8]. Related work is also done 
in the field of Query Expansion, which handles the process of including related terms 
in the original query, while query relaxation produce sub-queries to get better results 
[9]. Query Expansion could be distinguished into document-using methods, statistical 
methods and semantic methods [10]. Semantic methods often use ontologies to ex-
pand queries [11, 12] which are often found in structured domains. One step towards 
query-relaxation in structured domains was made by Shimazu et al. [13]. They intro-
duce an Abstraction Hierarchy (AH)1 for every attribute and also use a nearest-
neighbor approach for retrieval. To relax a given query they generate a set of values 
neighboring the value specified by the user. Fig. 1 shows an example for operating 
systems were the user specified BSD4.2 which is an element in the first-order neigh-
bor value set. BSD4.3 and BSD are elements of the second-order neighbor value set 
etc. In the next step all combinations of possible neighbor value sets for all attributes 
are assembled and the relaxed queries are formulated. The number of possible combi-
nations depends on the number of attributes and the complexity (deepness) of the 
AHs. In the worst case one has to make an “and”-relation for every combination  
 

                                                           
1 An AH represents values and not data types like a TAH. 
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Fig. 1. Example of a Neighbor Value Set [13] 

in one SQL-Query. Nevertheless, this approach is widely used in Case-Based-
Reasoning-Systems as shown in [14]. 

An improvement of query relaxation for attributes based on numeric values or a fi-
nite set of symbolic values is given by Schumacher and Bergmann [15]. They de-
scribe cases and the query as a list of attribute-value-pairs (A1=a1,…, An=an) and 
consider that all attribute types are of the named scales of measurement. Because of 
these constraints one can consider the case base as an n-dimensional Euclidian space 
and every query is a SQL-statement like: 

SELECT a1,…,an FROM CaseTable 
WHERE (ai1 ≥ mini1 AND ai1 ≤ maxi1)… 
AND   (aim ≥ minim AND aim ≤ maxim) 

where ai1,…,aim are those attributes in the query which are not undefined, m ≤ n, as 
shown in Fig. 2. Such SQL-queries are formulated and executed continuously and the 
lower and upper boundaries are expanded with every relaxation step. Fig. 2 shows the 
retrieval rings as a result of the relaxation for two attributes. 

 

 

Fig. 2. Rectangle of a SQL-Query and Retrieval Rings as shown in [15] 

The difficulty with this procedure is the definition of the new boundaries in every 
relaxation step, because it is essential for relaxation speed. Schumacher and Berg-
mann [15] introduce some refinements to optimize these decisions. Furthermore, their 
model is ‘based on the idealistic assumption of a uniform distribution of the cases in 
the representation space’. If this assumption is violated efficiency decreases. 
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2.2   Bayesian Decision Theory 

From the viewpoint of the query (or from the software module which has to control 
the relaxation) the distribution of the documents (or database entries) in the know-
ledge space (or data base) is unknown. At the moment of a relaxation step there is 
uncertainty about choosing the best attribute for the next step. General decision theory 
tries to judge decisions, which depend on a sampling, by their risk or their costs of an 
error. Bayesian decision theory uses in addition the principle of Bayes [16, 17].  

Assume a set A of possible decisions (actions). The best decision leads to a para-
meter (or state of nature) θ which is unknown. A wrong decision a out of A leads to a 
loss resp. to higher costs. Hence, one could define a loss function l on Θ×A. Looking 
at the set X of all possible samples, which could be used to solve the decision prob-
lem, a decision rule δ is a function from X to A, which chooses a decision out of A by 
virtue of a sample out of X. The risk of this decision is defined as: , | ,  (1) 

The risk defines the average loss over the values of X. Bayesian decision theory uses 
also the so called a priori knowledge, which exists as an a priori distribution of the 
unknown parameter θ. This distribution is named π(θ). Because of the Bayes-
Principle one must choose the decision which minimizes the Bayes-Risk: , ,  (2) 

Berger [18] shows that one can also use the Extended Bayes Decision Rule and mi-
nimize the posteriori risk. This means that one chooses a decision rule δ(X) which 
minimizes , | , , |   (3) 

 
where p(θ|X) is the posteriori distribution of θ. For the further discussion we assume a 
discrete Θ = {θ1,…, θN}. This leads to: | |

 

 with |  

(4) 

Using equation 3 one gets the posteriori risk: , | ,  , · |  

, · |
 

(5) 
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Because of the identity of m(Xn) for all decisions, it will suffice to look for a decision 
δ(Xn) that minimizes the following equation: · , · |  (6) 

2.3   Using Ideas of Bayesian Decision Theory for Query Relaxation 

In the following consideration, we will look at a database D which is represented by 
an N-dimensional space with a query-vector q = (q1,…,qN), and database entries d = 
(d1,…,dN). qj resp. dj are values of attribute j of query q resp. entry d. We also assume 
a set Θ = {θ1,…,θN} of taxonomies where every attribute of the data base is 
represented by a taxonomy. Figure 3 shows an example of three documents and their 
assignments to two taxonomies. 

 

Fig. 3. Taxonomies and assigned documents 

Every node of a taxonomy holds a similarity value as a lower boundary for the simi-
larity between all successors of the node. For calculating local similarity of two nodes 
in a taxonomy we use the following similarity measure which is inspired by [19, 20]: 

 , 1, if is a successor of  1,  if ,  

 

where ,  is the described similarity value of the lowest common prede-

cessor of q and c. The calculation of similarity can be demonstrated with Figure 4. For 
example, the similarity between “Ship-Building” and “Metal Production” is deter-
mined by looking for the lowest common predecessor. This is “Industry” in the ex-
ample which holds the similarity value of 0.2. 



22 M. Pfuhl and P. Alpar 

 

Fig. 4. Similarities and taxonomies 

Relaxation of a query in a taxonomy means to get a step up in the taxonomy (genera-
lizing the value of the attribute). Retrieval starts with looking for a hit in a taxonomy, 
i. e. looking for all dj with simj(qj, dj) =1. If no hit is found relaxation would be per-
formed as described and the search starts again. The challenge is, to find the best 
taxonomy to perform this relaxation step. 

To use Bayesian Decision Theory to relax a SQL-Query one has to search the deci-
sion rule δ(Xn) which chooses the best taxonomy under a given result set Xn. We use 
the similarity measure , · , · , with 1. (7) 

Because a given query leads always to the same result set Xn, the retrieval is a random 
experiment with probability P(Xn) = 1. Therefore, one could formulate an optimiza-
tion problem based on Bayesian Decision Theory. Looking at equation (4) while us-
ing P(Xn) = 1 and ∑πj = 1 one gets | . (8) 

Using equation (5) one could define the following optimization problem: search the 
decision δ(Xn) under a given result set Xn  which minimizes · , . (9) 

Next, the a priori probabilities have to be defined in such a manner, that the probabili-
ty increases with an increasing number of assignments2 of data base entries to the 
taxonomy: 

                                                           
2 A case or data base entry is assigned to a taxonomy, if the value of the case is represented by 

one node of the taxonomy. 
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[                 :  (10) 

The loss function l expresses the loss that results out of choosing θi instead of the best 
θj. The consequence of this decision is a smaller gain of local similarity or – caused 
by the weights of the similarity function – a smaller gain of global similarity. 

To get the new relaxed query qn+1 one must move one step up in the taxonomy t of 
attribute t or: 

 (11) 

So the smaller gain on local similarity is a result of . (12) 

As a consequence, the loss function l can be defined as: , , · · , · ·  (13) 

 

, 1, if 01 ,if 1 ,else   
 where ∞ and Assignments to Taxonomy i in step n.  

 

The elements of the loss function can be easily computed and the relaxation step can 
be executed in the taxonomy with the smallest posteriori risk of the decision rule. 

A special case of this optimization problem is given when the uniform distribution 
of (10), or πi = 1/N is assumed. Assuming equal weights in the similarity function and 
a negligible difference in the gain of local similarity, equation (13) leads to the simpli-
fied loss function: , · , , . (14) 

Then the optimization problem simplifies to 1 · · , ,  (15) 

and one only has to consider 
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, , . (16) 

With 0  one gets for all Θ: 1 1 · 1 1
 (17) 

To get the best taxonomy to use for relaxation, δ(Xn)= θi needs to be found that mini-

mizes equation (17). Obviously  must be smaller than all with . There-
fore, the simplified rule chooses the taxonomy which has the least assignments of the 
result set Xn. 

3   An Application 

To test the approach we chose a database maintained by the company called Deutsche 
Gesellschaft für Ad-hoc-Publizität (DGAP). The database contains specific news that 
DGAP receives from public companies listed on a German stock exchange in order to 
publicize them widely. These are news items that public companies are required to 
publicize by §15 of the German law on stock trading (Wertpapierhandelsgesetz). 
Similar requirements are also formulated in the EU Transparency Directive that has 
been implemented in German law in January, 2007. The purpose of these regulations 
is to protect the interests of stakeholders of public companies, esp. their investors. 
DGAP helps its customers to comply with the regulations. Such news items are, for 
example, announcements of periodic reports, earnings warnings, director’s dealings,  
 

 

 

Fig. 5. Database Interface at http://www.dgap.de/dgap/static/Archiv/  
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or takeover bids. DGAP distributes the news upon their arrival to the stock exchanges, 
overseeing authorities, and the general public. Nowadays, the general public is mainly 
informed through the Internet. Internet users can find the information at 
http://www.dgap.de. The database interface is shown in Fig. 5. It is the genuine inter-
est of DGAP that the news it receives and publishes is as well accessible as possible.   

The “extended search” (in German: Erweiterte Suche) presented in the figure al-
lows just the specification of some attributes: company name, DGAP news category, 
full year or time period, and a “full text search.” The latter only allows the specifica-
tion of one keyword. 

One of DGAP owners provided us with about three months of historical data for 
our research. We created taxonomies for some of the attributes, e.g., industry  
structure. Then, we ran a number of simple SQL queries using keywords that we 
connected with logical “and” or “or” to mimic the use of the database via Internet 
(actually, the current interface does not even provide logical connectors as it was the 
case in the past except for the implicit “and”-connection of the terms in the Web 
form). The same queries were then submitted to a program that we developed to im-
plement the search strategy described in section 2. 

Tab. 1 displays the results for various queries (originally entered in German). The table 
contains the number of news items retrieved and, in parentheses, how many of them were 
relevant. The results of Query Relaxation are given for three different levels of calculated 
similarity (see equation (7)). As a reading example, we interpret the results for the terms 
“board of directors” and “earnings forecast”. If the terms were connected by the logical 
“and” then nine news items were found which were all relevant. The “or”-connection 
yielded 481 news items of which only 32 were relevant. After relaxing the query with our 
method and requiring a similarity of 100%, twelve news items were retrieved which were 
all relevant. Decreasing the required similarity to the range from 60% to under 100% led 
to the retrieval of 35 news items of which 20 were relevant.  

The table shows that our query relaxation approach returns more records than the 
“and”-connection but much less than the “or”-connection. This reduction in recall can 
lead to a reduction in precision but in a real application with a large database, users 
would not be able or willing to analyze all retrieved records for relevance. A ranking 
algorithm mainly based on keywords would also be of limited help.  

Table 1. Comparison of simple query results with results of query relaxation 

Query Terms DGAP DGAP Results of Query Relaxation 

and or 
calculated similarity 

100% 
60% to 
<100% 

50% to 
<60% 

“sales plan” 7 
(7) 

not 
possible 

48 
 (28) 

- - 

“credit institution” 
“balance sum” 

- 
22 
(4) 

1 
(1) 

1 
(0) 

18 
(3) 

“board of directors” 
“earnings forecast” 

9 
(9) 

481 
(32) 

12 
(12) 

35 
(20) 

- 

“CFO” 
“Loss” 
“Nemax” 

- 
107 
(4) 

- 
5 

(4) 
- 
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4   Summary and Future Work 

The described approach does not support general search of the Deep Web. It is de-
signed for specific databases or vertical applications where application or semantic 
knowledge can be represented in taxonomies. It has been criticized that approaches of 
the Semantic Web where mark-up of data is necessary are spreading too slow because 
database owners avoid the work [21]. Our approach only requires the development of 
relatively stable taxonomies. Mark-up or any changes of data structures, including 
already archived data, are not necessary. 

Future work has to handle questions of representing arbitrary attribute-value repre-
sentations, e.g. continuous attributes or ordered sets of entities. In this case the defini-
tion of the a priori probabilities is equal to equation (10). For the definition of the loss 
function it is necessary to use the local similarity measure. Based on this, an estima-
tion of an upper bound of the gain on local similarity can be made because the local 
similarity decreases in the next relaxation step. Hence, 

 

in equation (12) could be substituted with , where ε is an arbitrary 
value that controls the relaxation step and  denotes the minimum gain on 
local similarity added by the cases in relaxation step n-1. 
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Abstract. Data-intensive Web sites are an important and growing
source of well-structured information on the Web. Their potential value
remains largely unused as they pose a number of challenges to both ma-
chine and human users. They are dispersed and provide heterogeneous,
rigid, site-specific and non-personalizable query and navigation inter-
faces. In this paper we present outline of method for accessing data from
data-intensive Web sites in an uniform way. Our method is independent
of the source and allows for personalization of the access to data. We
describe how domain ontology is used for definition of personalized GUI.
Then initial evaluation of described method is provided.

Keywords: Data-Intensive Web sites, Deep Web, personalization, se-
mantics, ontologies.

1 Introduction

The contemporary World Wide Web contains unprecedented quantities of infor-
mation. While basic Web technologies focus on unstructured text, huge part of
Web sites (including Deep Web [7]) are data-intensive and contain semistruc-
tured content. Examples of such sites are on-line databases (e.g. Deep Web search
engines), commercial Web sites (e.g. on-line stores or e-auctions) and Web appli-
cations (e.g. Web calendars, social networking sites). Due to size and quality of
data-intensive Web sites content, they are priceless resource for both individual
and organizational users.

From a user’s perspective, data-intensive Web sites are quite challenging to
access for several reasons. In most cases, they are dispersed and hard to find.

Web sites, even if they belong to the same domain, usually differ significantly
with respect to their user interface (i.e. how data is presented to the user), nav-
igation patterns (i.e. if navigation is form or link based) and data organization
(i.e. how attributes and classes of entities are split into different types of pages).
Typically navigation and data organization cannot be personalized and not nec-
essarily correspond to user’s needs and view of the domain. Advanced users build
wrappers or copy the data manually to some application that allows for greater
flexibility in data manipulation.

In this paper we present an approach for personalized access to data from
data-intensive Web sites in an integrated and semantics-aware way.
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2 Related Work

Research on Web data access, presentation and extraction started at the very
dawn of World Wide Web, giving birth to the wrapper construction field [16]. As
the Web grown, enterprises started to expose data in this environment and en-
able its querying. Thus Deep Web was born [5] and became a huge source of well
structured Web data. There are many Deep Web systems (including [20,9,18,2])
focusing rather on accessing and indexing content than on extracting data from
the sources. Merely few solutions dealing with data-intensive Web sites in a se-
mantic way are presented. Gal et al. [23] propose a framework that supports
extraction of ontologies from Web search interfaces, ranging from simple Search
Engine forms to multiple-pages, complex reservation systems. OntoBuilder en-
ables fully-automatic ontology matching, yet the solution doesn’t deal with the
problem of data extraction.

In [3] adding of an ontology layer to the Deep Web structure is proposed.
With the use of given ontology (in provided example it is WordNet) synonyms
for keywords from user’s query are listed. Then, the appropriate attributes in
Deep Web sources can be found, by comparison with provided keywords and
listed synonyms (with given similarity rate). Similar approach is presented in
[24], where the process of filling forms is automated by correlating web form
labels to entries in a domain ontology. Matching the ontology concepts with
appropriate web form labels is achieved through the use of a continually refined
knowledge base and application of LSD system [10].

Data-intensive Web sites offer typically very simplistic and rigid query inter-
faces with limited querying capabilities. Such simplicity is sometimes desirable
from a human point of view but comes at a cost of limited flexibility and con-
straints for automated querying of multiple sources. Methods for dealing with
querying via interface with limited capabilities were studied e.g. in [12]. Source
querying capabilities description and associated query rewriting problems were
previously addressed for mediator systems working with dispersed databases (for
example [19]).

So far little effort was devoted to personalizing access to the data-intensive
Web sites. To certain extent all the previously mentioned work referring to wrap-
pers or information integration touches this subject, but in fact provides just the
first step - unified view on multiple sources. The second step - to provide per-
sonalized access for individual users is often neglected. We found the work of
Bigham and colleagues to refer to personalized access [6], yet they too constrain
themselves to extraction and navigation in the Web data sources.

3 System Overview

Building on our concept of navigating and extracting from the data-intensive
Web sites using finite state machines we aim at personalizing the access to the
data sources.

We adopted formal ontology as a way to describe the source and its data. The
ontology is both underlying structure that is personalized according to user’s
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Fig. 1. Overview of System’s – Conceptual Architecture

perception of the particular source, and provider of the domain data necessary
for query execution. Conceptual architecture of the system shows Fig.1. The
main components of our system are:

– Domain ontology - represents common domain model for all the sources
considered for particular task (see Section 4).

– Views and Profile Manager - responsible for creating and managing user
profiles (see Section 5).

– Source Description Manager - allows for maintenance of relations between
particular source and the domain ontology e.g. referring form fields and
presentation labels to the concepts in the ontology (description of site de-
scriptions management is out of scope of this paper).

– Query planner - the component responsible for building source-specific query
plans based on semantic description of individual data-intensive Web sites
(detailed description of query planning is out of scope of this paper, basic
idea was presented in [1]).

– Query execution engine - the component that actually navigates the data-
intensive site and extracts information from relevant pages (using finite state
machine model) based on the source description and its binding to the in-
stances stored in the ontology together with user’s profile (see [1]).

– Graphical User Interface - the component responsible for building profiles
and queries and visualizing the retrieved data (see Section 5.2).

4 Domain Ontology

Automotive Ontology was developed from scratch for the needs of domain source
description, and as a means to determine user informational needs. Its main
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purpose is to provide shared conceptualization, that would enable car descrip-
tion standardization from the perspective of automotive Web sites. It includes
all car attributes, that may be determined on the web site, or which must be
provided by the user according to web sites navigational process. The system
which part of we are describing in the paper is now during the stage of a pro-
totype, therefore some simplistic assumption were made. We decided to analyze
car description until the level of version definition, thus we are not handling the
information concerning equipment and peripherals ( such as air-conditioning,
CD player, body or upholstery coloring, etc.). Essential for us is information
about: make, model, body type, gearbox, engine, fuel, version and drive. Those
notions constituted concepts in designed automotive ontology.

– Model - a car model is a particular brand of vehicle sold under a make. From
an engineering point of view, a particular car model is usually defined and/or
constrained by the use of a particular car chassis/body type combination.

– Make - a make is a brand name. For example, Chevrolet and Pontiac are
marques of their maker, General Motors.

– Body type - body types are largely (though not completely) independent of
a car’s classification in terms of price, size and intended broad market; the
same car model might be available in multiple body styles (or model ranges).
Ex.: Sedan, Hardtop, Coup, Limousine

– Gearbox - gearbox provides a speed-torque conversion from a higher speed
motor to a slower but more forceful output or vice-versa. For our needs we
distinguish following gearbox types: manual, automatic, semi-automatic

– Engine - a car engine is a machinery in which the combustion of a fuel
occurs with an oxidiser (usually air) in a combustion chamber. In a car
engine the expansion of the high temperature and pressure gases (that are
produced by the combustion) directly apply force to a movable component
of the engine, such as the pistons or turbine blades and by moving it over a
distance, generate useful mechanical energy. From our perspective, the most
important attributes of an engine are: capacity, power and type (for example:
TDI, CTDI, etc.)

– Fuel - fuel is any material that is burned or altered in order to obtain energy
and to heat or to move an object. Fuel releases its energy through a chemical
reaction means (such as combustion).

– Car Version - car version is a particular category of cars offered on the
market with specific combination of attributes: model, engine, body and
gearbox.

To make an ontology fully useful for determined purpose we needed to cre-
ate instances of previously defined concepts. For this task we used information
from data base that was facilitated to us, by our business partner from auto-
motive industry. Current version of the ontology was developed in OWL, it has
seven concepts, over a dozen of properties and approximately five hundred of
instances.
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5 Views and Profile Manager

It is common practice among data-intensive Web sites to provide a single, rigid
user interface. Our proposal is to give the user possibility of defining his own
interface independently of the one provided by source owner. Assuming that
appropriate domain ontology is given, we designed a solution which enables
user to create her own query interfaces and data views for data-intensive Web
sites.

5.1 User Profile

In our approach, we allow user to represent her perception of the domain by
selecting part of the domain ontology and saving it in user profile. It specifies
what are the attributes typically used to access data, what is their order of
importance, what combinations of attributes should be selected together to avoid
too many clicks or improve readability (e.g. ’Opel Astra’ - make and model
together, or ’2.0 TDI’ for engine capacity and type) and which attributes should
be retrieved in answer to a query. As a consequence, user profile defines what
attributes are not important for specific user. User profile also contains the list
of data-intensive Web sites that the user wants to query.

After a thorough examination of existing ontology visualization methods [22]
we decided to use tree view for ontology representation in user interface. We
found intuitivity and simplicity in data representation of this method advanta-
geous. Together with numerous shortcomings pointed by researchers, this tech-
nique in few conducted tests ( for example by [21,15,8,14]) proved to be more
efficient in comparison with other techniques used for visualization of hierar-
chical structures. No particular explanation can be found for such a good tests
results of this quite primitive technique. The most possible reason may be that
user can find this technique intuitive, as it is similar to the way that data are
represented in everyday life ( for example: table of contents in a book, a list of
tasks to do, etc.). For results presentation we propose to use grid view (definition
of projection part of the query).

To enable personalized access to a variety of on-line data, we let the user
define structures of both tree and grid. While defining tree structure, user de-
termines the number of levels used in query definition and the list of attributes
for each level. As the same user may have very different requirements in differ-
ent usage scenarios, she is allowed to define multiple profiles in our prototypical
implementation and switch between them when needed.

The user interface for definition of profiles is displayed on Fig.2. In this inter-
face user may choose to apply an existing profile (by selection of a list option
and pushing “OK” button) or manage her list of profiles. She may add a new
empty profile (“Add Profile” button) or build a new profile starting with existing
one (“Copy Profile” button). She may also modify any profile by redefining tree
structure, grid structure or list of sources to be used. In this example, user has
already defined the first level of the tree to contain make and model names, and
is currently defining the second level.
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Fig. 2. Profile management and definition user interface

Common view of specific domain may reflect cultural differences between
countries or organizational differences between companies. For example in auto-
motive domain, on German sites fuel type is a very important attribute of the
car, while on Polish Web sites the user is rarely asked to specify this attribute.
Thus the list of profiles may also include predefined profiles for specific countries
(“Poland” and “France” in Fig.2.). Predefined profiles may be good starting
point for definition of new tree or grid structure.

In the remaining of this paper we assume the following definition of the user
profile. The grid includes year, price, mileage, fuel type and number of bids. The
tree has following three levels:

– level 1: make and model,
– level 2: body and gearbox type, and
– level 3: engine capacity.

5.2 Graphical User Interface

In our system we propose two main ways of querying data-intensive Web sites. The
first approach is based on user profiles described in two previous sections and cor-
responds to long-term personalized access to data-intensive Web sites. The second
approachenables dynamic, intuitive definition of user query by selecting attributes
in any arbitrary order (possibly very different from Web sites navigation pattern),
thus enabling ad hoc personalized access to data-intensive Web sites.

The user interface enabling access to data-intensive Web site in the first case
is displayed in Fig. 3. The tree in this view is constructed based on tree definition
in user’s profile, and filled in with values acquired from domain ontology. After
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Fig. 3. Profile-based personalized view of automotive domain for profile defined in
Fig.2. Data returned for specific query shown in the grid; records from sources not
containing some of attributes are marked in red.

Fig. 4. Dynamic tree view of automotive domain

the user selects any item of the tree and presses “Execute” button, the query
definition, rewriting and execution is performed and the result is displayed in
the grid in the right part of the window. As some of data attributes may be
missing or empty in some sources, some cells in the grid may remain empty.

The user interface enabling ad hoc personalization is displayed in Fig. 4. While
it is similar to the previous view, few significant differences should be empha-
sized. Firstly, while by default the grid structure from active profile is reused, it
is possible to change this structure at query time. Secondly, the contents of the
tree is very different. At each odd level of the tree, user has to choose the name of
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attribute that will be determined next, and at each even level she selects specific
value for the attribute. The set of attributes presented in the dynamic tree is
rigid and corresponds to all ontology instances. Every two steps (attribute selec-
tion and value determination) allow to determine single attribute. While, such
method gives more flexibility than currently existing solutions, its usefulness
might decrease when the number of used attributes is high.

6 Idea Validation

The examination described in this section was performed to verify presented
idea in comparison with standard navigation in data intensive sources from a
perspective of their efficiency. Assumption made during validation process was
that we have a complete set of sources descriptions needed for automatic navi-
gation through the analyzed data sources. As the efficiency measure we decided
to use a number of activities that need to be performed by the user in order
to reach the information she is looking for. Under the notion of activity we un-
derstand click, choice from drop-down list, radio button selection etc. as well as
visual scanning of big table of results. The fewer activities need to be performed,
the more efficient is navigation. The size of test set was amounted to 46 sources1

The web pages that composed final test set were chosen from around 300 auto-
motive data sources indicated by practitioners as reliable and useful sources of
information.

Just as example in Section 5, the examination was made for automotive in-
dustry domain. It covered two scenarios of situations when user wants to find
current price of particular car. First one: the user knows exactly what kind of a
car she is looking for and has defined navigational tree as: 1st level: make, model,
body; 2nd level: engine, fuel; 3rd level: gear box, car version. In second scenario
we assumed that the user has exact preferences regarding just three attributes of
the car: make, model and body. Every one of the attributes constitutes separate
level in navigational tree.

Figures 5 and 6 shows results respectively for first and second scenario. Charts
represents how number of required activities grows with the number of searched
sources. It can be easily seen that in both cases the examination came off better
for our method.

The more sources were searched the bigger difference in efficiency between
analyzed navigational methods was noticed. It is so, because in standard method
user needs to determine searched car attributes for every single source separately.
Our proposed method after defining tree structure and single car attributes
determination uses the information for every chosen source. For all 46 sources it
amounted to 202 activities for the first scenario and 1012 for the second one. For
second scenario the difference was significantly bigger. The reason is inflexibility

1 The number was calculated by the equation: n =
(

zσ
e

)2, where: n - searched test
set size, z - value of cumulative distribution function for normal distribution with
given statistical significance( 90%), σ - standard deviation estimator, e - value of
permissible error (0,6).
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Fig. 5. Relation between number of activities required to achieve user goal and number
of data sources - first scenario

Fig. 6. Relation between number of activities required to achieve user goal and number
of data sources - second scenario

of standard navigational structure provided by web sites. User has no possibility
to change navigational path of the web page, and when her needs are incoherent
with provided structure, then very often more activities must be performed to
find needed information. In our scenario for the user fuel type was indifferent,
but in some of the web pages it was second (after model) attribute to determine.
In practice it generated few parallel navigational paths (one for each existing
fuel type) which generated more activities necessary to perform.

Presented examination clearly shows that even if user must define tree struc-
ture and expected results in the system, while searching the same information
in many different sources our method is far more efficient then the standard
one. These were very simple scenarios. 38 from analyzed sources are dedicated
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to only one make. On average each make has 11,36 models, every model is avail-
able with 1,46 body types. Standard navigation through the web page, when the
user defined only model and body type requires on average 26,36 activities. If
the user wants to check car price in all 38 sources - she would have to perform
16320 activities. Remaining 8 sources provide information about 50 makes on
average. If our user would like to analyze those sources the number of performed
activities would grow to more than 200000.

7 Future Work

In this paper we presented an approach that enables users to construct their
personalized and uniform access interface for data-intensive Web sites in spe-
cific domain, described by an ontology. There are few more challenges that we
plan to solve in our future work. Firstly, to deal with lexical and value-encoding
variations, the problem of synonyms and more complex lexical relations (e.g. hy-
ponymy or hypernymy) and data translation rules (e.g. currency or unit trans-
formation) needs to be addressed. Secondly, while proposed simple tree interface
works well for textual data attributes, support for more complex tree rules (e.g.
by comparison or range operators on integer attributes) would be beneficiary.
Thirdly, in order to support arbitrary-depth tree presentation of cyclic relations
in domain ontologies (such as similarity between models of cars). Also, as our
future work, we plan to handle the problem of emerging web technologies and
navigation patterns (such as AJAX, flash).
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Abstract. Access to Deep Web sources is concerned with querying data
that is hidden behind Web forms and primarily not accessible by com-
mon query languages. Web forms do not contain any type information,
and it thus follows that Deep Web sources only work on string data in
its rudimentary form. In this paper, we demonstrate how Semantic Web
technologies can be used to first lift Deep Web sources to the level of
databases with a precise schema and strong typing information and fi-
nally to the level of Semantic Web applications. A special focus in this
context is on handling measurements, units and dimensions, which is an
important issue when data from multiple Deep Web sources is declara-
tively combined for more involved querying tasks.

1 Introduction

Most of the information that is needed for daily tasks is available on the Web.
The main problem is often not the general access to the information, but to
access the right information, and to combine it in an appropriate way. Direct
query evaluation is not always possible: most of the data is not immediately
available for querying, but kept in the Deep Web or Hidden Web, which consists
of dynamically generated result pages of numerous databases, which can only
be queried interactively via Web forms. For the human user, these Deep Web
sources, made visible as HTML pages, have an implicit semantics. For accessing
them in an automated environment, this semantics is not available. In contrast
to Semantic Web knowledge bases, and even to databases, Deep Web sources
have a very primitive data model: their only concept are strings. Even WSDL
specifications of (XML-based) Web services provide more information since they
have an notion of “answer” and they specify what datatype is returned as re-
sponse. Current use of Deep Web sources in computerized workflows very ex-
plicitly incorporates the background knowledge of a human, e.g., by explicitly
programming Web data extraction processes.

For more generic computerized access, Deep Web sources must be annotated
by metadata. In a first step, this metadata lifts them to the level of databases
where the attributes are assigned with datatypes and optionally simple (range)
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integrity constraints. On a higher, semantical, level, annotations provide the link
to the semantics of an application domain.

Note that one must distinguish between making Deep Web sources machine-
accessible (which means the tasks of Deep Web navigation to request the hidden
data as HTML contents, and to program wrappers to extract data records from
these HTML pages) and making them machine-understandable which means to
lift the extracted data on the level known from databases or even Semantic Web
knowledge bases. We build our work on [16] (navigation) and [14] (extraction),
that solve the accessibility issue, and we deal with the second issue in this paper.

Structure of the paper. We introduce the MARS framework that provides the
environment for informational workflows using Deep Web queries in this paper in
Section 2. In Section 3 we discuss annotations. In Section 4, we apply the results
to develop an ontology for a comprehensive description of Deep Web sources wrt.
the underlying domain ontologies. Section 5 shows how such descriptions are
used to embed queries against Deep Web sources in MARS workflows. Section 6
discusses related work, and a conclusion follows in Section 7.

2 MARS: The Framework

The MARS (Modular Active Rules for the Semantic Web) Framework [9] pro-
vides an open framework for ECA (Event-Condition-Action) rules and for pro-
cesses. The core of the MARS approach are a model and an architecture for ECA
rules that use heterogeneous event, query, and action languages. In this paper,
we consider one such language, the query language DWQL (Deep Web Query
Language) that allows to pose queries against Deep Web sources. MARS is an
open framework in the sense that arbitrary languages following this metaphor
can be embedded; DWQL is such a language.

The MARS data flow through a rule or a process and to/from the processors
of the constituents is based on sets of tuples of variable bindings in the style
of deductive rules as illustrated in Figure 1. The state of the computation is
represented by a set of tuples of variable bindings, i.e., every tuple is of the
form t = {v1/x1, . . . , vn/xn} with v1, . . . , vn variables and x1, . . . , xn elements
of the underlying domain (which is in our case the set of strings, numbers, and
XML literals). Thus, for given variables v1, . . . , vn, such a state can be seen as
a relation whose attributes are the names of the variables.

Elements of constituent languages, such as DWQL queries, are represented in
the MARS XML markup by elements of the form

<dwql:Query xmlns:dwql=“http://www.semwebtech.org/languages/2008/dwql#”>

<dwql:view dwql:resource=“identifying URI of the DWQL view”/>

<dwql:inputVariable name=“x” . . . further annotations . . . />

<dwql:outputVariable name=“y” . . . further annotations . . . />

further specification in DWQL markup as element content
</dwql:Query>
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Fig. 1. Use of Variables in MARS

that contain the variable usage characteristics of the constituent. During exe-
cution, the selection of the actual services is done by a namespace-based infra-
structure [5]. Based on the variable usage specification, only the relevant input
variables are submitted together with the language fragment.

3 Literals, Measurements, Dimensions, and Units

Handling and combining queries against autonomous Deep Web sources requires
some metadata knowledge about the values to be expected to deal with. Variables
can be bound to literal values, and in RDF environments also to URIs (which
are represented by strings, but represent the objects).

Schema. For handling values of variables programmatically, knowledge of the
datatypes is mandatory. The datatypes are the same as in common program-
ming languages and database systems; provided for the RDF world by the XML
Schema simple types. In addition to the basic data types like strings and num-
bers, XML Schema provides xsd:date, xsd:time and xsd:dateTime datatypes
similar to SQL. For actual usage, the syntactical representation by some format,
e.g., “DD-MM-YYYY” can be specified.

Semantics. On the semantical level, the notion of dimension of a property is
central: dimensions are e.g., the physical dimensions like length, duration, voltage,
but also non-physical dimensions like distance (which is physically a length), or
price. Values of dimensions are actually given by (value-unit)-pairs, like 100 km,
or 250e. Every dimension is associated with a set of units. In contrast to closed
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applications, the units may differ between automonous sources (e.g., miles vs.
kilometers, or $ vs. e or £); in such cases the conversion factors have to be
known. Properties and also variables ranging over the values of a property are
annotated with a dimension.

The MARS Ontology for Annotations. In MARS, processes and their
constituents can be represented and annotated in RDF [13] and OWL [11]. A
fragment of the ontology for dimensions, units, and conversions is shown below
in Turtle [17] format. Some conversions are fixed (e.g., miles to kilometers), and
some are dynamic, e.g., $ to e; for the latter, google (search e.g. for “100 USD
in EUR”) is used internally. Currencies are represented by fixed URIs such as
<http://www.semwebtech.org/mars/currencies#EUR>.

@prefix : <http://www.semwebtech.org/mars#> .

@prefix dim: <http://www.semwebtech.org/mars/dimensions#> .

@prefix unit: <http://www.semwebtech.org/mars/units#> .

@prefix curr: <http://www.semwebtech.org/mars/currencies#> .

dim:Length a :Dimension;

:hasUnits unit:meter, unit:kilometer, unit:mile, ... .

dim:Price a :Dimension;

:hasUnits curr:USD, curr:EUR, curr:PLN, ... .

owl:equivalentClass

[ a owl:Restriction; owl:onProperty :hasUnits;

owl:allValuesFrom :Currency] .

[ a :FixedConversion;

:from unit:kilometer; :to unit:mile; :factor 1609.3 ] .

[ a :DynamicConversion; :from curr:EUR; :to curr:USD ] .

[ a :DynamicConversion; :from curr:EUR; :to curr:PLN ] .

4 Deep Web Source Modeling

Deep Web sources can be considered on two levels: as data sources on the plain
database and (XML) Web level, and wrt. their domain ontology on the Semantic
Web level. We associate a precise source capacity description on both levels to
each Deep Web source (which has to be done manually for each source).

Conceptually, every Web Data Source can be seen as an n-ary predicate q(x) =
q(x1, . . . , xn) (its characteristic predicate, which contains all input/output map-
pings). The first modeling step consists of naming the variables of this predicate
by so-called tags. The different interaction patterns with the Web site (e.g. filling
out forms, checkboxes, etc.) can be regarded as predefined views over the char-
acteristic predicate. The modeling associates each view with a unique identifying
URI (which is not the URL of the corresponding Web form, but “simply” some
RDF URI) which is used (e.g. in MARS) for referring to that view. For each
view v, its signature is specified in terms of one or more tags declared as input
and output arguments. In the remainder of the paper we denote this signature as
out ← v(in), where in and out are sets of tags. Each input argument corresponds
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to an input element in the Web form, and each output argument corresponds to
certain data records in the result page (cf. [7]).

Example 1 (Online Railway Schedule). The online train schedules of rail-
way companies are a typical example for Deep Web sources. Users can enter
a start and a destination, a date and a desired departure or arrival time. The
answer contains a list of relevant connections, usually together with prices.

For the German Railway Web portal at http: // www. bahn. de , we tag the
source with start, dest, deptTime, arrTime, desiredDeptTime, desiredArrTime, date,
duration, price. The provided views have the signatures

(deptTime, arrTime, duration, price) ←
germanRailwaysByDept(start, dest, date, desiredDeptTime) and

(deptTime, arrTime, duration, price) ←
germanRailwaysByArr(start, dest, date, desiredArrTime) .

A result of the first view looks as follows:

germanRailwaysByDept(
(start/“Freiburg”, dest/“Göttingen”, date/“03.02.2009”, time/“08:00”)) =
{ (deptTime/“08:57”, arrTime/“13:07”, duration/“4:10”, price/“95.00”),

(deptTime/“09:03”, arrTime/“14:48”, duration/“5:45”, price/“85.00”), . . . }
Note that there is e.g. no view to retrieve all cities that can be reached from a
given starting point within one hour traveling.

In set-oriented approaches like MARS, the input can consist of multiple tuples.
For that, the answer tuples are always assumed to also contain the bindings of
all input variables. With this, the results can be joined as shown in the lower
part of Figure 1.

So far, there are only strings. Annotations are now made on the tag level,
since the same annotations hold for each view over the source.

Datatypes and Units. According to Section 3, each tag is associated to some
datatype, optionally to a specific syntactical representation, and a unit. For the
specification of the format, MARS uses the one from Java’s SimpleDateFormat.

Example 2 (Annotations to the Railway Source). For the German Rail-
ways source, the tags are annotated as follows with datatypes, dimensions, syn-
tactical representation (usually called format), and units.

Tag Datatype Format Unit
start, dest xsd:string – –
deptTime, arrTime,
desiredDeptTime, desiredArrTime xsd:time “HH:mm” (internal)
duration xsd:time “HH:mm” (internal)
date xsd:date “dd.MM.yyyy” (internal)
price xsd:decimal curr:EUR

http://www.bahn.de
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Source descriptions of DWQL wrappers for other railway portals have a sim-
ilar signature, except probably the date format, and the currency: the source
description of the analogue for Polish railways, http:// www. pkp. pl , differs
only in the last entry – the unit of their price is Zloty, denoted by the URI
<http://www.semwebtech.org/mars/currencies#curr:PLN>.

Relationship with the Domain Ontology. The actual values, which are literals,
have been described from the programming and data handling point of view
above. From the semantical point of view, some of these literals, namely those
that are only strings without dimension or datatype (in the above example: start
and dest), denote entities of the according application domain.

Example 3 (Deep Web Source Description for German Railways). In
the railway example, the start and end tags are annotated to represent cities. The
complete DWQL Source Description in RDF (N3) format is given in Figure 2.
It lists the the tags used by the source, the views provided by the source, and
for each view which tags are used in it as input or output. Note that the tag
identifiers of the form “ :xxx” act only internally as identifiers. To the outside,
only the tag names are known as illustrated by the SPARQL [15] query

select ?U
where { ?S :providesView <bla://dwql-views/travel/germanRailwaysByDept> .

?S :hasTag [ :name “price”; :unit ?U ] }
that can be used to query the unit of the “price” slot of answers when retrieving
connections by departure time. It yields the URI
<http://www.semwebtech.org/mars/currencies#EUR>. Such queries are used
when the domains/units of variables of a process that contains a DWQL query
are derived; as described in the next section.

5 Embedding Deep Web Queries in MARS Processes

5.1 Annotation of Processes

The dataflow in MARS rules and processes is organized via tuples of variable
bindings as depicted in Figure 1. The variables of MARS processes are optionally
also annotated with a datatype and a dimension. This can be done automati-
cally by analyzing the process and its variable usage if the subexpressions (here:
DWQL queries) are accordingly annotated.

For annotation with units, either every single value can be annotated (which
would require to store the unit as an additional column in the underlying database),
or the variable is annotated once (usually based on the annotation of the source
where the values originate from), and every value is transformed to that unit. For
MARS, we chose the latter alternative.

Note that processes over homogeneous sources, e.g., which all use kilometers
and Euro, work well even without explicit annotation. The annotation becomes
important when the sources use different units.

http://www.pkp.pl


Deep Web Queries in a Semantic Web Environment 45

@prefix dim: <http://www.semwebtech.org/mars/dimensions#> .

@prefix curr: <http://www.semwebtech.org/mars/currencies#> .

@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.

@prefix : <http://www.semwebtech.org/languages/2008/dwql#> .

@prefix travel: <http://www.semwebtech.org/domains/2006/travel#> .

<bla://dwql-views/travel/germanRailways> a :DeepWebSource;

:baseURL <http://www.bahn.de>;

:providesView <bla://dwql-views/travel/germanRailwaysByDept>,

<bla://dwql-views/travel/germanRailwaysByArr>;

:hasTag _:start, _:dest, _:deptT, _:arrT,

_:dDepT, _:dArrT, _:dur, _:date, _:price.

_:start a :Tag; :name "start"; :datatype xsd:string; :denotes travel:City.

_:dest a :Tag; :name "dest"; :datatype xsd:string; :denotes travel:City.

_:deptT a :Tag; :name "deptTime"; :datatype xsd:time; :format "HH:mm".

_:arrT a :Tag; :name "arrTime"; :datatype xsd:time; :format "HH:mm".

_:dDepT a :Tag; :name "desiredDeptTime"; :datatype xsd:time; :format "HH:mm".

_:dArrT a :Tag; :name "desiredArrTime"; :datatype xsd:time; :format "HH:mm".

_:dur a :Tag; :name "duration"; :datatype xsd:time; :format "HH:mm".

_:date a :Tag; :name "date"; :datatype xsd:date; :format "dd.MM.yyyy".

_:price a :Tag; :name "price"; :datatype xsd:decimal;

:dimension dim:price; :unit curr:EUR.

<bla://dwql-views/travel/germanRailwaysByDept> a :DeepWebView;

:hasInputVariable _:start, _:dest, _:dDepT, _:date;

:hasOutputVariable _:deptT, _:arrT, _:dur, _:price.

<bla://dwql-views/travel/germanRailwaysByArr> a :DeepWebView;

:hasInputVariable _:start, _:dest, _:dArrT, _:date;

:hasOutputVariable _:deptT, _:arrT, _:dur, _:price.

Fig. 2. DWQL Source Description for German Railways

Communication with Sources. As the annotations of the sources include the
units that are required for the input variables, the values sent to the sources are
converted accordingly (wrt. units, and also wrt. the syntactic representation,
e.g., in case of time and date). As mentioned above, the returned values are also
converted if required.

5.2 Embedding Deep Web Queries in MARS

The basic embedding pattern for queries has been shown in Section 2. For DWQL
queries, the pattern has to be filled to contain all relevant information for com-
munication with the DWQL service.

Usually, the variable names used in the MARS process do not coincide with
the tag names of the DWQL views (in the same way as in programming, the
variables in a method call do not coincide with the formal parameters of a
method definition). As DWQL views are not positional (which wpuld mean that
the arguments are ordered), but slotted, the pattern has to indicate how the
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MARS variables are mapped to the view’s variables/tags (and vice versa for the
result variables).

The MARS processing model follows the idea of input and output variables for
processing components of rules and processes. Thus, DWQL can be embedded
in a homogeneous way. The variable usage characteristics of language compo-
nents, i.e., a profile which variables are used, which have to be supplied as input
(logic programming: negative use) and which can be bound by the evaluation
of the component (logic programming: positive use) is contained in the process
specification as illustrated in the example below.

5.3 Use Case: Combination of Queries against Railway Schedules

The use of the schedule of German Railways as a Deep Web source has been
introduced in the above example. For international connections, for instance,
from Freiburg to Poznan, the prices are not always returned. A suitable strategy
is here to look up connections to the stations near to the border against the
railway source in the origin country, and from these stations to the destination
in the railway source of the destination country (and analogously for connections
that run through three or more countries). Note that the necessity for conversion
of prices naturally emerges in this situation.

We illustrate the approach using the above-mentioned connection from
Freiburg to Poznan, using http://www.bahn.de for German Railways and
http://www.pkp.pl for Polish Railways as Deep Web sources. The wrappers
to both have been implemented based on [16,14].

The full query workflow can be specified in MARS/CCS [10,6] as shown in
Figure 3 where we abstract from some parts that are not relevant for the Deep
Web issues. The workflow is simplified such that it applies only to travels to
direct neighbor countries. We also assume a data source that can be queried for
the border stations for each pair of neighboring countries.

First, the variables start, startC, dest, destC, date, and time, are bound to their
initial values, resulting in the single tuple

(start/“Freiburg”, startC/“D”, dest/“Poznan”, destC/“PL”,
date/“27.04.2009”, time/“09:00”) .

Then, the first query (actually evaluated against the travel database) binds the
additional variable borderStation, depending on the values of destC.

In our case, there are three border stations known for traveling to Poland.
Thus, three tuples are generated, namely

from fromC to toC borderStation date time
Freiburg D Poznan PL Szczecin 27.4.2009 09:00
Freiburg D Poznan PL Frankfurt(Oder) 27.4.2009 09:00
Freiburg D Poznan PL Görlitz 27.4.2009 09:00

With these tuples, the first DWQL query is evaluated. The tuples are pro-
jected and renamed according to the dwql:{input|output}Variable specifications
(borderStation is used as dest) and the view germanRailwaysByDept is retrieved
for the input tuples

http://www.bahn.de
http://www.pkp.pl
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{ (start/“Freiburg”, dest/“Szczecin”, date/“...”, desiredDeptTime/“09:00”),
(start/“Freiburg”, dest/“Frankfurt(Oder)”, date/“...”, desiredDeptTime/“09:00”),
(start/“Freiburg”, dest/“Görlitz”, date/“...”, desiredDeptTime/“09:00”) }

returning the following answer tuples:

{ (start/“Freiburg”, dest/“Szczecin”, date/“...”, desiredDeptTime/“09:00”,
deptTime/“09:49”, arrTime/“18:48”, duration/“8:59”, price/“131.20”),

:
(start/“Freiburg”, dest/“Frankfurt(Oder)”, date/“...”, desiredDeptTime/“09:00”,

deptTime/“09:49”, arrTime/“17:26”, duration/“7:37”, price/“127.00”),
(start/“Freiburg”, dest/“Frankfurt(Oder)”, date/“...”, desiredDeptTime/“09:00”,

deptTime/“09:49”, arrTime/“17:30”, duration/“7:41”, price/“131.00”),

<ccs:Sequence xmlns:ccs=“http://.../languages/2006/ccs#”>

assume variables start, startC, dest, destC, date, and time bound to initial values
<ccsns:Query>

binds variable borderStation by query hasBorderStation(startC, destC, borderStation)
</ccsns:Query>

<ccs:Query>

<dwql:Query xmlns:dwql=“http://.../languages/2008/dwql#”>

<dwql:view dwql:resource=“bla://dwql-views/travel/germanRailwaysByDept”/>

<dwql:inputVariable dwql:name=“start” dwql:use=“start”/>

<dwql:inputVariable dwql:name=“borderStation” dwql:use=“dest”/>

<dwql:inputVariable dwql:name=“date” dwql:use=“date”/>

<dwql:inputVariable dwql:name=“time” dwql:use=“desiredDeptTime”/>

<dwql:outputVariable dwql:name=“arrBorderTime” dwql:use=“arrTime”/>

<dwql:outputVariable dwql:name=“P1” dwql:use=“price”/>

</dwql:Query>

</ccs:Query>

<ccs:Alternative>

<ccs:Sequence>

<ccs:Test> <ccs:Equals ccs:variable=”destC” ccs:withValue=”PL”/></ccs:Test>

<ccs:Query>

<dwql:Query xmlns:dwql=“http://.../languages/2008/dwql#”>

<dwql:view dwql:resource=“bla://dwql-views/travel/polishRailwaysByDept”/>

<dwql:inputVariable dwql:name=“borderStation” dwql:use=“start”/>

<dwql:inputVariable dwql:name=“dest” dwql:use=“dest”/>

<dwql:inputVariable dwql:name=“date” dwql:use=“date”/>

<dwql:inputVariable dwql:name=“arrBorderTime” dwql:use=“desiredDeptTime”/>

<dwql:outputVariable dwql:name=“arrTime” dwql:use=“arrTime”/>

<dwql:outputVariable dwql:name=“P2” dwql:use=“price”/>

</dwql:Query>

</ccs:Query>

calculate Price := P1 + P2
</ccs:Sequence>

similar <ccs:Sequence> specifications for other destination countries
</ccs:Alternative>

</ccs:Sequence>

Fig. 3. Railway Connection Search as a CCS Sequence in XML Markup
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:
(start/“Freiburg”, dest/“Görlitz”, date/“...”, desiredDeptTime/“09:00”,

deptTime/“10:57”, arrTime/“19:27”, duration/“8:30”, price/“127.00”),
:

} .

Note that the result is just a set of tuples, not a set of groups of tuples and
although the underlying interface does not support a set-oriented query interface,
DWQL provides a set-oriented interface and iterates internally.

The tuples are then unrenamed (dest → borderStation (for joining), and new
arrTime → arrBorderTime and price → P1). Then, the workflow enters the appro-
priate alternative for querying the railway company in the destination country.
The Polish Railways page is wrapped to the same signature. For the input to
query, the renaming is borderStation → start and arrBorderTime → desiredDept-
Time. The query returns for each tuple the connecting trains from the respective
border station to Poznan. The resulting tuples, amongst them

(start/“Frankfurt(Oder)”, dest/“Poznan”, date/“...”, desiredDeptTime/“17:26”,
deptTime/“17:33”, arrTime/“19:27”, duration/“1:54”, price/“22.00”)

are then unrenamed (start → borderStation, desiredDeptTime → arrBorderTime
and price → P2) and joined with the before tuples (where the values of borderSta-
tion and arrBorderTime are the actual join condition). Finally, Price is obtained
as P1 + P2, considering the different currencies as described below.

@prefix : <http://www.semwebtech.org/mars#> .

## further prefixes as in Figure 2

[ a :Process;

useVariables _:start, _:startC, _:dest, _:destC,

_:date, _:time, _:border, _:arrBT _:p1, _:p2, _:pr ].

_:start a :Variable; :name "start"; :datatype xsd:string.

_:startC a :Variable; :name "start"; ## ... derived from the first query

_:dest a :Variable; :name "dest"; :datatype xsd:string.

_:destC a :Variable; :name "start"; ## ... derived from the first query

_:date a :Variable; :name "date"; :datatype xsd:date;

:format "dd.MM.yyyy".

_:border a :Variable; :name "borderStation"; :datatype xsd:string.

_:time a :Variable; :name "time"; :datatype xsd:time; :format "HH:mm".

_:arrBT a :Variable; :name "arrBorderTime"; :datatype xsd:time;

:format "HH:mm".

_:arrT a :Variable; :name "arrTime"; :datatype xsd:time; :format "HH:mm".

_:p1 a :Variable; :name "P1"; :datatype xsd:decimal;

:dimension dim:price; :unit curr:EUR.

_:p2 a :Variable; :name "P2"; :datatype xsd:decimal;

:dimension dim:price; :unit curr:PLN.

_:pr a :Variable; :name "price"; :datatype xsd:decimal;

:dimension dim:price; :unit curr:EUR.

Fig. 4. MARS Knowledge about the Railway Connection Process
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5.4 Reasoning about Process Variables

As discussed in Section 3, variables in a MARS workflow are typed, including
information about measurements and units. In the above example, the prices are
typed and the required date formats are managed.

The MARS knowledge about the process is shown in Figure 4. It is derived
completely from the process structure and the DWQL Source Descriptions. The
derivation of the variables’ properties is similar to static typing in programming
languages. While most of the properties are straightforward, the prices deserve
attention: P1 which is the answer from German Railways, is known to have
the unit curr:EUR while P2 which is the answer from Polish Railways, has the
unit curr:PLN. Price, which is derived as the sum of P1 + P2 gets also the unit
curr:EUR. When computing Price := P1 + P2, for the above sample connection,
P2 (e.g., 22 PLN) will be converted in 4.87 EUR before being added.

Additionally, some verification of the workflow’s correctess (e.g., correct use
of dimension-compatible answers) can be done based on the source annotations.

6 Related Work

Our work is related to the field of Semantic Web Services [4,2,8]. There, Web
service descriptions are enhanced with semantic annotations mainly to facilitate
automatic service composition [12].

In [1] an approach for annotating Web services is presented that allows to
specify propositional and temporal constraints additionally to the regular input
and output signature of a Web service. The constraints considered in their work
are mandated by side-effects of the invocation of Web services, which is also
the case for the Semantic Web service description proposals. Since our Deep
Web sources are solely used for collecting information, these issues do not arise
in our scenario. [3] presents a method for deriving query access plans for Deep
Web sources. They describe the data sources as Datalog predicates with input
and output characteristics, ranging over domain classes (i.e. movies). In our
approach, we have a more detailed notion of domains, ranging from complex
measurements with different syntactical representations to the possibility to use
concepts of domain ontologies.

Finally, our work could benefit from complementary work on the analysis of
query capabilities for deriving the data types and ranges of input arguments
automatically [18,19].

7 Conclusion

For combining Deep Web data in a non-trivial way it is mandatory to assign a
precise semantics to the input and output signature of the underlying source.
We introduced a comprehensive formalism for annotating Deep Web sources
semantically and showed how it is used for composition of different Deep Web
services into a query workflow.
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A prototype of the MARS framework can be found with sample processes and
further documentation at http://www.semwebtech.org/mars/frontend/.
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Mizoguchi, R., Schreiber, G., Cudré-Mauroux, P. (eds.) ASWC 2007 and ISWC
2007. LNCS, vol. 4825, pp. 340–352. Springer, Heidelberg (2007)

9. May, W., Alferes, J.J., Amador, R.: Active rules in the Semantic Web: Dealing
with language heterogeneity. In: Adi, A., Stoutenburg, S., Tabet, S. (eds.) RuleML
2005. LNCS, vol. 3791, pp. 30–44. Springer, Heidelberg (2005)

10. Milner, R.: Calculi for synchrony and asynchrony. Theoretical Computer Science,
pp. 267–310 (1983)

11. OWL Web Ontology Language (2004), http://www.w3.org/TR/owl-features/
12. Rao, J., Su, X.: A survey of automated Web Service composition methods. In: Car-

doso, J., Sheth, A.P. (eds.) SWSWPC 2004. LNCS, vol. 3387, pp. 43–54. Springer,
Heidelberg (2004)

13. Resource Description Framework (RDF) (2000), http://www.w3.org/RDF
14. Simon, K., Lausen, G.: Viper: Augmenting automatic information extraction with

visual perceptions. In: CIKM, pp. 381–388. ACM, New York (2005)
15. SPARQL Query Language for RDF, http://www.w3.org/TR/rdf-sparql-query/
16. Wang, Y., Hornung, T.: Deep Web Navigation by Example. In: BIS (Workshops),

CEUR Workshop Proceedings 333, pp. 131–140. CEUR-WS.org (2008)
17. Turtle - Terse RDF Triple Language, http://www.dajobe.org/2004/01/turtle/
18. Wu, W., Yu, C.T., Doan, A., Meng, W.: An interactive clustering-based approach

to integrating source query interfaces on the Deep Web. In: SIGMOD, pp. 95–106
(2004)

19. Zhang, Z., He, B., Chang, K.C.-C.: Understanding Web query interfaces: Best-effort
parsing with hidden syntax. In: SIGMOD, pp. 107–118 (2004)

http://www.w3.org/TR/owl-features/
http://www.w3.org/RDF
http://www.w3.org/TR/rdf-sparql-query/
http://www.dajobe.org/2004/01/turtle/


W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 51–52, 2009. 

AKTB Workshop Chairs' Message 

Virgilijus Sakalauskas and Dalia Kriksciuniene 

Department of Informatics, Vilnius University, Muitines 8,  44280 Kaunas, Lithuania 
{virgilijus.sakalauskas,dalia.kriksciuniene}@vukhf.lt 

 
 
 

The main goal of the workshop on Applications of Knowledge-Based Technologies in 
Business (AKTB) was to bring together researchers and practitioners, specialists and 
market analysts, to share their research expertise and advanced knowledge in model-
ing innovative solutions for enterprise systems and processes, analytic insights and 
experimental research results of designing and applying computational intelligence 
methods in various fields of business problems.  

Workshop thematic areas were concentrated to solving complex tasks of contem-
porary business by applying intelligent and knowledge-based technologies expressed 
by these topics:  

• Advanced knowledge-based business information systems;  
• Computational intelligence for business (artificial neural networks, fuzzy sys-

tems, expert systems);  
• Decision support systems in business enterprises, financial institutions and e-

management;  
• Knowledge-based models of data mining in business;  
• Business process and information requirements analysis;  
• Information technologies and software developments for business process 

modeling;  
• Agent-based and embedded systems in business applications;  
• Information systems in e-business, e-banking and marketing;  
• Online trading by using evolution-based methods, neural networks and rule-

based systems;  
• Advanced computational approaches to portfolio optimization and selection;  
• Analysis of financial time series;  
• Estimations, modeling, algorithms of application of investment strategies in 

financial markets;  
• Advanced research and case studies of application computational methods in 

banking, insurance and credit risk evaluation, company rating systems. 

Total number of 25 articles was submitted to the AKTB workshop. Each paper was 
evaluated in the double-blind review process by at least two independent reviewers of 
the 18 members of the Program Committee. Each reviewer evaluated the quality of 
the article according to the criteria, including conformity of the article to the work-
shop topics, originality and novelty, methodological background, relevance of the 
article, adequacy of the article title and the content, substantiation and validity of the 
conclusions, and quality of presentation.  
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The highest ranked 12 articles were accepted for including into the post-conference 
proceedings and presenting during the conference. 13 articles were evaluated as not 
corresponding to the workshop themes or requirements. The acceptance rate for 
AKTB workshop was 0,48.  

Statistics of AKTB  workshop acceptance rate by number of countries and authors 
is presented in following table: 

 
Country Authors Submitted 

papers 
Accepted Acceptance 

rate 
Iran, Islamic Republic 2 1 1 1 
Romania 1 1 0 0 
United Arab Emirates 1 1 1 1 
Ireland 4 2 1 0,5 
France 2 2 1 0,5 
Turkey 4 2 1 0,5 
Lithuania 36 16 7 0,44 

 
We would like to express our appreciation to all authors of submitted papers, 

members of the program committee, Department of Information Systems of the 
Poznan University of Economics, and the recognition of the outstanding efforts of the 
Organizing Committee of the 12th International conference on Business Information 
systems BIS2009. 
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Abstract. Early detection of the unexpected behavior of the automatic teller 
machine (ATM) is crucial for efficient functioning of ATM networks. Because 
of the high service costs it is very expensive to employ human operators to su-
pervise all ATMs in an ATM network. This paper proposes an automatic identi-
fication procedure based on PCA models to supervise continually the ATM 
networks. This automatic procedure allows detecting the unexpected behavior 
of the specific automatic teller machine in an ATM network. The proposed pro-
cedure has been tested using simulations studies and real experimental data. 
The simulation results and the first real tests show the efficiency of the pro-
posed procedure. Currently the proposed identification procedure is being  
implemented in professional software for supervision and control of ATM net-
works. 

Keywords: Automatic teller machine, principal component analysis, ATM 
network supervision, unexpected behavior. 

1   Introduction 

Automatic teller machines (ATMs) are computerized telecommunication devices 
which provide a financial institution's customers a method of financial transactions in 
a public space without the need for a human clerk. According the estimates developed 
by ATMIA (ATM Industry Association) the number of ATMs worldwide in 2007 was 
over 1.6 million. As the ATM networks expand it is very important the proper moni-
toring, supervision and cash management of the ATM networks [1, 2].  

The crucial elements in development of efficient ATM network supervision and 
management system are creation of the cash demand forecasting models for every 
ATM and identification of unexpected behaviour of the ATMs in ATM network. The 
forecasting models have to be created based on historical cash demand data. The 
historical cash demand for every ATM varies with time and is often overlaid with non 
stationary behaviour of users and with additional factors, such as paydays, holidays, 
and seasonal demand of cash in a specific area. Cash drawings are subject to trends 
and generally follow weekly, monthly and annual cycles. The development of  
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efficient cash demand forecasting models for ATMs we have introduced in earlier 
papers [3, 4]. Although these models generally can be used for detection of the out-
liers in ATMs’ cash demand behaviour, they can’t state the reason of these outliers. 
E.g., the wetter conditions can influence the cash demand of a specific ATM signifi-
cantly, but this behaviour isn’t anyhow connected with malfunctions of ATM or cli-
ents’ illegal actions. 

 In this paper we propose a new computational procedure for identification of un-
expected behaviour of an ATM in ATM network. The procedure is based on applica-
tion of principal component analysis methods. The unexpected behaviour of an ATM 
can emerge from different reasons, e.g., it can be bundled with some rising obstacles 
in the ATM environment, with the operational problems of the ATM, or with clients’ 
illegal actions. It is important to note, that for the identification of the unexpected 
behaviour of a specific ATM it is necessary to compare the ATM’s behaviour with 
the behaviour of similar ATMs in the neighbourhood. If for some reasons (whether 
conditions, events in the region, etc.) disturbances are common for all ATMs in 
neighbourhood, then the changed behaviour of the specific ATM hasn’t to be inter-
preted as unexpected. For the banking institutions it is crucial to identify the unex-
pected behaviour of an ATM as quick as possible and then act adequately to solve 
these problems timely. Because of the size of the ATM networks (some service insti-
tutions maintain ATM networks with over 1000 ATMs in network) human operators 
can’t supervise efficiently the functioning of all ATMs. Therefore automatic proce-
dures for detection of the unexpected behaviour of the ATMs have to be employed. 
This paper proposes a new solution for this task.   

 The paper is structured as follows. After short introduction of the problem in this 
section, the proposed identification procedure is introduced in section 2. In section 3, 
simulation studies using the proposed identification procedure are depicted and in 
section 4 practical tests are presented. Finally, the main results of this work are dis-
cussed in section 5. 

2   Identification Procedure 

To identify whether an ATM in ATM network shows an unexpected behaviour it is 
important to evaluate carefully the transactions prosecuted on the specific ATM to-
gether with the transactions prosecuted on the other ATMs with similar transactions’ 
patterns. Based on this information the conclusions about the disturbances in behav-
iour of partial ATMs can be made. The proposed identification procedure consists of 
following steps: 
 

a) Historical data of transactions (cash withdrawal) in ATM network have to be 
analyzed and clusters of the ATMs which similar behaviour must be formed. 
Each cluster includes specific number of ATMs. This number j can be de-
fined by the user and in this applications was  j = 4÷5; 

b) For every ATM cluster a group of principal component analysis (PCA) mod-
els must be build. By development of the PCA models the historical data of 
ATM transactions are used. Inputs for PCA models are transactions data col-
lected from ATMs cluster.  Number of inputs for every model is j-1 and the 
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total number of PCA models for one ATM cluster is j. Each model uses 
combination of inputs which differs from inputs of other models; 

c) If the new data point comes, PCA models should be used to estimate the 
squared prediction error (SPE) between the new sample and its projection 
into the k principal components.  These estimations are carried out for all 
PCA models in ATM cluster. The SPE indicates how the transactions data of 
each ATM group conform to the designed PCA model for that ATM group; 

d) If the SPE for the analysed group of ATM is bigger than the threshold value, 
then the conclusion about unexpected behaviour of ATM group is made. Ad-
vance analysis of information about the SPE in the other groups of the ATM 
cluster allows to identify the specific ATM showing the unexpected behav-
iour. This information is provided then to the ATM network operators. 

 

The schema of the proposed identification procedure is presented in the Figure 1. 
 

 

Fig. 1. Schema of the identification procedure for detection of the ATM with unexpected be-
haviour 

 In the first step of the procedure the ATM clusters have to been formed. Each 
cluster typically includes 4÷5 ATMs. The forming of the ATM clusters is based on 
correlation analysis of historical data. The ATMs with largest correlation coefficients 
join together in one cluster. In the second step one develops a group of principal com-
ponent models for every ATM cluster. Principal component analysis is a technique for 
mapping multidimensional data into lower dimension with minimal loss of informa-
tion and finding linear combination of the original variables with maximum variabil-
ity [5,6]. PCA analysis has been extensively applied in various technical applications. 
Mathematically, PCA relies upon eigenvector decomposition of the covariance matrix 
of the original process variables. For a given data matrix X with m rows (data points, 
in our case - daily ATM’s transactions) and n columns (variables, number of ATMs in 
ATM group) the covariance matrix of X is defined as:  

 

  
 , 

                       
(1)
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where the columns of X have been scaled, i.e. the mean subtracted from each column 
and divided by the standard deviation.  PCA decomposes the data matrix X into the 
sum of the outer product of so-called score vector ti and so-called loading vector pi  
with a residual error E: 

 

                                 ,                      (2) 
 
where k<m. The first principal component is that linear combination of the columns 
of X which describes the greatest amount of variability. In the m-dimensional space, 
p1 defines the direction of the greatest variability, and t1 represents the projection of 
each observation vector onto p1. The second principal component explains the greatest 
amount of variability of the residual data. One can proceed in this manner until k 
principal components are obtained. If the variables in X are correlated, after calculat-
ing k  (k<m) principal components most of the variation in the data set X has been 
explained. The score vector ti contains information on how data points relate to each 
other. The loading vector pi contains information how variables relate to each other. 
The columns of the loading matrix P are the eigenvectors corresponding to the n larg-
est eigenvalues of the covariance matrix R.  

There are a number of methods that can be used to transform the input data matrix 
in score and loading vectors. In this case we used Non-linear Iterative Least Squares 
(NIPALS) method available within Mathworks’s MATLAB software package [7]. 

In the proposed identification procedure the moving window historical data of 
ATMs transactions (cash withdrawal under normal operation conditions) were used to 
form the ATM clusters and the ATM groups. After that, the ATMs group matrix X, 
covariance matrix R, score matrix T and  loading matrix P  where determined. When 
an ATM cluster has j ATMs, then the number of inputs for every PCA model is j-1 
and total number of PCA models for one ATM cluster is j. Each PCA model in the 
ATM cluster uses combination of inputs (cash withdrawal from ATM) which differs 
from inputs of other models. Once the PCA models  for ATM cluster are developed,  
new observation samples can be projected to the principal component space und the 
new ATMs data can be tested for possible disturbances and unexpected behaviour. 
For this purpose in the third step of the identification procedure the PCA models are 
used to estimate squared prediction error (SPE) between the new sample and its pro-
jection into the k principal components, also referred to as the Q statistic [8]. For the 
new observation vector xnew the SPE  of the PCA model is estimated using equation  

                                              ,                                  (3) 
 

where Pk is the matrix of the k loading vectors retained in the partial PCA model and I 
is the (nxn) identity matrix. The SPE indicates how well the new sample conforms to 
the PCA model, obtained with historical data. If the SPE of the analysed PCA model 
exceeds some threshold value (typical value - six squared values of standard deviation 
of the PCA model, developed with normal operation data), than the forth step of the 
identification procedure is activated. In this step it is necessary to make an advance 
analysis of all PCA models developed for one ATM cluster. For the reason that each 
PCA model has combination of inputs which differs from the inputs of other PCA 
models in the ATM cluster, it is possible to identify uniquely which input (ATM 
number) is responsible for the increased SPE value in PCA models.  
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Consequently the behaviour of this ATM is declared as unexpected and the ATM 
network operators are informed about this event. 

3   Simulation Tests 

To test the possibilities of the identification procedure to detect the unexpected behav-
ior of the ATMs (unexpected changes in daily money withdrawal) a special simula-
tion environment was created. An artificial ATM network with 100 ATMs was  
created and the daily money withdrawals from ATMs were simulated using weekly 
and monthly seasonality along with long term trends and special events (holiday ef-
fects). The simulation environment has imitated the daily money withdrawal from 
ATMs in typical ATM network in Lithuania. The simulation time was 500 days. 
Simulation tests and development of PCA models (subroutine princomp) were carried 
out in MATLAB programming environment. The ATM networks’ simulation data 
were processed with correlation technique and according to the correlation coeffi-
cients the ATM clusters were formed. Typical money withdrawal patterns for one 
ATM cluster (4 ATMs) are presented in the Figure 2.  
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Fig. 2. Daily money withdrawal patterns for one ATM cluster (4 ATMs) 

 
Then the identification procedure depicted above was carried out every day, based 

on the last 50-days moving window data. For every ATM cluster the four PCA  
models were build. Each PCA model has three inputs. They are scaled daily money 
withdrawal data of each ATM. Two principal components are used to describe the 
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variability of the process. After that, the developed PCA models were used to project 
the new next day observations to the principal component subspace and to estimate 
the squared prediction error (SPE) of the PCA model. The squared prediction errors 
of PCA models for one ATM cluster with normal operation conditions (without unex-
pected disturbances) are presented in the Figure 3. 
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Fig. 3. Squared prediction errors of PCA models for one ATM cluster (4 ATMs) with normal 
operation conditions 

 
For the same ATM cluster artificial disturbances (money withdrawal disturbances) 

were imitated. The work of every ATM was disturbed with additional money with-
drawal equal to the average daily cash withdrawal. The first ATM was disturbed at 
t=15, second at t=25, third at t=35 and forth at t= 45 days. The squared prediction 
errors of PCA models for this ATM cluster are presented in the Figure 4. If the SPE 
of the analysed PCA model exceeds the fixed threshold value (six squared values of 
standard deviation of developed PCA model in normal operation conditions) one can 
state that unexpected behaviour in the ATM group is observed. The next step is to 
identity the specific ATM responsible for this behaviour. Since every PCA model in 
ATM cluster has combination of inputs which differs from inputs of other PCA mod-
els it is easy to determine the ATM with unexpected behaviour. For example, in Fig-
ure 4, the SPE of the PCA models exceeds the threshold value for three ATM groups 
at time t=15 day. Only for the first ATM group SPE is normal at this time. It let to 
conclude that the unexpected behaviour shows the ATM which isn’t included in this 
group. In this case it is the ATM with Number 1. 
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Fig. 4. Squared prediction errors of PCA models for ATM cluster (4 ATMs) with disturbed 
operation conditions. Dashed lines show the threshold values which are used to define the 
suspicious ATM groups. 

In similar way we can identify easy the ATMs with unexpected behaviour at time 
t=25, t=35 and t=45 days. In these cases they are the ATMs with Numbers 2, 3 and 4. 
The simulation results shown in Figure 4 illustrate the efficiency of the proposed 
identification procedure. Similar results are obtained for the ATM clusters with other 
transaction patterns. These results confirm that the proposed procedure can be valu-
able in supervision of real ATM networks. 

4   Test in Real ATM Network 

The proposed identification procedure was partially tested with operating data from 
real ATM network. Because of the confidentiality of the problem only the basic 
information about the test is given here. Daily money withdrawals from 1900 
ATMs in time range between 2-3 years have been analyzed and ATM clusters were 
build. Then the PCA models were developed using the ATM data collected in nor-
mal operation conditions for all ATM clusters. Later the PCA models were tested 
for operation conditions where big disturbances in the functioning of the ATMs had 
been occurred. The proposed identification procedure allowed detects the unex-
pected behavior of ATMs approximately in 80% of the real disturbed ATM cases. 
Figure 5 presents the typical SPE patterns by detection of unexpected behavior of  
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Fig. 5. Typical SPE pattern by detecting the unexpected behavior of ATM in ATM cluster. The 
data comes from a real ATM network. Unexpected behavior is detected for ATM Nr.3 ( t=37) 
and for ATM Nr.1  ( t=62). 

ATM using PCA models for one ATM cluster. On the day t=37 the identification 
procedure detected unexpected ATM behavior for ATM Nr.3 and on the day t=62 
unexpected behavior for ATM=1 (ATM Nr. 3 isn’t included in ATM group 3, and 
ATM Nr.1 isn’t included in ATM group 1). In both cases the detected behaviors 
match with real functioning disturbances at these ATMs. The performed real tests 
confirmed the efficiency of the proposed identification procedure. In the further re-
search we will compare these tests with the results obtained using emerging data 
analysis technique - Exploratory Projection Pursuit (EPP) algorithms [9]. Currently 
the proposed procedure is being implemented in professional software for supervision 
and control of ATM networks. 

5   Conclusions  

Principal component analysis finds and eliminates linear correlation in the data. Here 
we analyze the possibilities of the application of the PCA models for supervision of 
ATM network. Early detection of the unexpected behavior of the ATM machines is 
crucial for efficient functioning of ATM networks. Because of the service costs it is 
very expensive to employ human operators to supervise continually the ATM net-
work. This paper proposes an automatic identification procedure which is based on 
PCA models. This procedure allows detecting the unexpected behavior of the specific 
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automatic teller machine in an ATM network. The proposed procedure was tested 
using simulations tests and real experimental data. The simulation results and the first 
real tests showed that supervision of ATM network using PCA models is an efficient 
approach for identification of the unexpected behavior of the specific ATM. Currently 
the proposed identification procedure is being implemented in professional software 
for supervision and control of ATM networks. 
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Abstract. The business process transformation grid postulated here is an out-
come of empirical studies carried out in the areas of IT enabled transformations 
and e-business. It proposes a three dimensional view of a business system and 
creates an integration of desired momentum across these three axes. Most of the 
work on the business processes and e-business models is centered around de-
veloping the models capitalizing largely on the customer related processes 
which typically exposes the firm to the risk of having just a functional ap-
proach. Whereas, the process transformation grid focuses on three primary clus-
ters of business processes and hence is more flexible and appropriate way of 
representing a business in its totality, as the approach is three-dimensional con-
trary to the prevalent approaches that due the lack of a structured strategic 
framework tend to become unidirectional. 

Keywords: Transformation, e-Business, IT-enablement, Process, Grid. 

It has always been a puzzle to for the decision-makers to initiate the Business Process 
Transformations and more so when they are IT-enabled. In spite of various available 
frameworks, it requites a lot of keen judgment and due diligence for one to figure out 
where to hold the organizational system from. At times, the outcome-centric frame of 
mind doesn’t allow the possibility of exploring the dependencies thereby giving rise to 
unidirectional transformations of business processes. We all have heard about and have 
known transformations by different names: ‘Corporate office initiative’, ‘Developers’ 
view’, ‘their program’, ‘Consultants interest’ etc. reflecting the perceived one-sidedness 
of such moves. While there is a lot of behavioral theory to be churned before one de-
serves to talk about the issues in totality, it is appropriate to mention that not many or-
ganization-wide transformations are even conceived holistically. This creates a partial 
movement of various process clusters existing in an organization without projecting or 
addressing their connections. At times by design but the symptomatic treatment to or-
ganizations ailments result in partial transformation creating process failures. 

The business process transformation grid is an empirical approach towards  
determining the critical success factors for a business model. Every axis of a primary 
process shows the magnitude of the existing transformation, also corresponds to the 
degree of other factors which are critical for the success of an IT-enabled business.  
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This would help the managerial decision making and attaining a competitive ad-
vantage in many ways: 

1. Re-visiting existing business model 
2. Benchmarking IT-enabled business 
3. Determining the aspiration level. 
4. Determining transformation potential  
5. Finally drawing a transformation roadmap integrating the three process areas.  
Hence, making the IT-enabled transformation journey simpler. 
 

Business process transformation grid proposed here has the potential of being de-
veloped as an effective empirical tool for managerial decision making in view of for 
business process transformations. This simple tool will help the managers to meditate 
on the nature of the business processes eventually leading to streamlined processes 
and inducing transformations.  

Limitation: Since the grid considers various strategic elements and is dependent on 
the judgment of the manager for administering it, therefore the element of subjectivity 
can not be ruled out completely. However, it enables the manager to clearly demar-
cate the areas for transformation across three axes and prevents the pitfalls of isolated 
transformations. Number of inference-points in the grid can be developed. 

1   Postulating the Business Process Transformation Grid 

Intrinsic 
Business Process 

Customer 
Centric Processes 

Supplier 
Centric Processes 

 

Fig. 1.  
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2   The Business Process Transformation Grid 

Business Process Transformation Grid postulates 3 basic types of Business Processes, 
which are common to any e-business (or business for that matter): 

1. Intrinsic Business processes (I). – Internal Business Processes and such clus-
ters 

2. Customer centric processes (C). – Demand-side Processes and such clusters 
3. Supplier centric processes (S). – Supply side processes and such clusters 

 

The observations and subsequent empirical analysis based on the secondary data 
and literature survey of e-Business entities highlights the fact that all the three proc-
esses together in different magnitudes give rise to a unique business model. Therefore 
the Business Process Transformation Grid is an empirical representation towards 
seeding, describing and classifying an e-Business model.  

2.1   Significance and Scope of Business Process Transformation Grid 

To achieve any kind of practicable business model, it is very essential to have a good 
understanding of the constituent components and processes. The business model on-
tology is the study of developing an incorporating framework, which suitably  
describes or gives a proper point of reference from where the e-business can be con-
figured. This research therefore strives to achieve an empirical framework, which 
would be polymorphic in nature so as to take care of different dimensions where the 
business process exist and can be used for rightfully describing any kind of existing as 
well as forthcoming business model in any industry. One of the prime significance of 
this framework would be that contrary to the most popular approaches, which are 
centered on customer centric processes, it would help in understanding the other di-
mensions of e-business as well. 

2.2   Characteristics of Business Process Transformation Grid  

1. Transformation Volume  
 

Transformation Volume (T) =  I  * C  *  S  
 

Transformation Volume in its simplest sense is the amount of Business Process 
Transformation, which has already taken place. In order to determine the transforma-
tion volume, the extents of e-Business process transformation in a business entity has 
to be determined at a given point of time and considering the environmental factors to 
be nearly constant. (technology, strategy, innovation etc). Further, industry specific 
transformation benchmarks are developed similarly by identifying the best of the lot 
practices across industry for each axis to be considered as the aspiration level-
benchmarks, against which the grid facilitates comparison. 

It is proposed that a 10-point scale index for the representation of each primary 
process axis be identified and the business model be graded on this scale. Therefore, 
the maximum Transformation, which can take place for a Business Model in a par-
ticular industry, can be: 
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Maximum Transformation Volume = T max 

Where, I = C = S = 10 (all maximum, benchmark case) 
So, T max   = 10 x 10 x 10 
T max   = 1000 (benchmark) 

   Benchmarks can either be existing or even futuristic. 
 

Implications of Transformation Volume: 

1. Transformation volume gives a 3 dimensional projection to the researcher or 
a manager as to which area is to be explored more for business process trans-
formation. 

2. It indicates the position of a business with respect to a particular industry 
therefore serving as a powerful empirical tool for business model develop-
ment; as this relies on a benchmarking of the business under consideration 
with respect to the industry benchmarks.  

3. It highlights the weaker axis of the e-business hence helps in identifying bet-
ter integration areas of all the three forms of primary business processes.  

4. It is proportional to firm’s integration with Information & Communication 
Technology, which requires and enables higher levels of support of firm’s 
robust IT infrastructure and customers’ and suppliers’ e-readiness. 

2.3   Transformation Potential 

Transformation Potential signifies, “what is to be done” in an e-business. It is the 
difference between the ‘desired state’ and the ‘actual state’. Therefore, any business 
which aspires to become an e-business has to look at the industry specific Transfor-
mation Potential, which indicates the total amount of transformation volume which is 
required at a given stage to achieve growth towards a desired e-business state. 

Hence,  
Transformation Potential (TP) = T max  – (C * S * I) 
TP =  T max  – T 

Transformation potential is a relative term & has relationship with the extent of trans-
formation achieved in a particular industry. Using the same 10-point scale indexing 
method for marking the Transformation Potential on a scale of 10 maximum, the 
difference between the desired and actual state is determined. 

Therefore, Maximum Transformation Potential = TP max = 1000 
Where, C = S = I = 0 (actual stage-startup for a particular business) 

So, Transformation Volume = 0 x 0 x 0 
T  = 0 (minimum, as in a business start-up) 

  
   TP max  = T max  – T 

  TP max   = 1000 – 0 
   TP max  =  1000 

TP max would be case in those businesses that are purely traditional or are just using 
a fraction of e-business process as compared to the industry.  The desired stage for a 
business would be, C = S = I = 10 (maximum) i.e. T max equals to T thus, 

   TP min  =  0 
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The transformation volume of two models may be same yet there might be differences 
in the orientations on the three axes. But the over all impact of the volume remains 
same in terms of what amount of transformation has been or has to be achieved. 
However, this has to be studied in context of the three axes so as to get the clear pic-
ture of what is to be done tactically and operationally.  So this gives broad strategic 
directions and strategic options but has to be administered systemically.  

2.4   Transformation Quantum 

The discussion on the business process transformation is incomplete until we under-
stand how this transformation takes place and what is the microscopic constituent of 
the incremental transformation in the e-business. We will call it the Transformation 
Quantum. 

 
Create      Operate      Leverage      Transform 

 
 

The Transformation Quantum 
 

The Transformation Quantum concept proposes that the transformation is an ongoing 
process. This happens because of the ongoing operations of a business, as an e-
business model evolves and is translated to reality, various issues come out, which is 
a learning and knowledge gathering process. This knowledge is further leveraged to 
transform the e-business having a bearing on further model creation and upgradation. 
Hence, resulting in the next level of transformation. This can be visibly understood by 
the following figure as has also been illustrated by the IBM e-Business cycle. 

 

Fig. 2. Transformation Quantum 

The above three concepts of Transformation Volume, Transformation Potential and 
Transformation quantum will help a management decision maker in developing a 
high-level transformation roadmap. Subsequently, giving rise to prioritization of 
process areas to be addressed through IT-enabled transformations. 

Most of the work on the business processes and models is centered around devel-
oping the models on the basis of the customer related processes or demand side i.e. on 
the face of it having a functional approach. Whereas, this process transformation Grid 
focuses on three primary types of business processes and hence is more flexible and 
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appropriate way of representing a business in its totality, as the approach is three-
dimensional contrary to the prevalent unidirectional approaches. Moreover, the Busi-
ness Process Transformation Grid is also an empirical approach towards determining 
the Critical Success Factors of a business model. Every axis of a primary process 
shows the magnitude of the existing transformation, also corresponds to the degree of 
other factors which are critical for the success of a business. For example – If the 
Customer centric processes of a business are transformed to a greater extent, then it 
implies that the customer should have a certain level of e-readiness. So, the awareness 
and understanding on the customer’s side become crucial for the e-business. After all 
how many customers are really keen and comfortable with various customized applets 
and supporting programs on Internet. 

The Business Process Transformation Grid also highlights transformation from 
Bricks to Clicks i.e. from traditional process based business to an e-business. Yet 
again taking example of Dotcoms, which according to most researchers is the mani-
festation of e-business; is not the only entity, which makes up a business model.  
According to the process transformation grid, Dotcoms are those business entities that 
have their customer related processes transformed to a greater magnitude. So, only 
Dotcoms are not e-Businesses. Thus, we also have businesses, which are more trans-
formed on the other two axes i.e., intrinsic business processes and suppler centric 
processes. 

It has been greatly argued that the e-business model development is not an exact 
science and involves a good deal of judgment. However, the Business Process Trans-
formation Grid proposed here forth can be applied as an effective empirical tool for 
managerial decision making when it comes to determining the IT- enabled transfor-
mation for any business model with respect to a specific industry.  
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Abstract. In this article we investigate the problem of detection of the statistically 
significant dependences of stock trading return, which occur in particular days of 
the month and which could be important for creating profitable investment strate-
gies. This problem is formulated as two hypotheses, stating that the stock trading 
return of the last five days of the month is greater than the average total monthly 
return, and the return generated over the first half of the month is significantly lar-
ger than that of the second half. By using the advanced methods of statistical 
analysis we researched the indications of these calendar effects for 24 stocks of 
the Vilnius stock exchange. The investigation did not fully confirm any of the hy-
potheses, but found out strong relation of risk level to the researched periods of 
the month.  We explored the dependency of this effect to the volatility and volume 
of the traded stocks. The research results revealed that stocks of small and moder-
ate volume have high volatility on the last days of the month, and the stocks of 
high volume have high volatility on the first part of month. 

Keywords: calendar effect, F-test, mean return, Kolmogorov-Smirnov test, 
stock market. 

1   Introduction 

The profitablity of the financial markets is one of the most complicated scientific 
problems, which attract the attention of numerous researchers. The two main research 
directions include technical and fundamental analysis. The methods of technical 
analysis investigate influence of historical prices deviation and price shape regularity 
[1]. The supporters of the fundamental analysis concentrate attention to development 
of the financial indicators, which could evaluate stock price changes, and reveal the 
underlying reasons of the stock price fluctuations [2].  

Any of these approaches can be given priority by their forecasting results, achieved 
by numerous researchers. The observed phenomena of price dynamics or their 
anomalies can be explained only by the integrative application of both methods.  

One group of such phenomena is based of exploring various calendar effects, 
which could be employed for modelling profitable investment strategies and reducing 
risk of investment. 

The biggest attention of the researchers is aimed at the influence of the day-of-the-
week anomaly. Most researchers' state that on Mondays mean returns are lower, 
contrarily to Fridays, when the bigger returns are more likely, comparing to the other 
days of the week. [3-13].   
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By analysing the mean return anomalies related to the monthly periods, researchers 
have notified several anomalies: the January effect, distinguished by the largest stock 
returns as compared to the returns of the other months; the turn-of-the-month effect, 
where the average return of the last days of the month is greater than the average total 
monthly return; the intramonth effect with the significantly larger mean return of the 
first half of a month than the mean return of the second half [14-17].  

A great variety of the statistical analysis techniques have been employed by nu-
merous researchers in order to detect such anomalies, and to use them for profitable 
investment strategies. The most prevalent of them are traditional statistical investiga-
tion methods, such as t-test, ANOVA, regression analysis or some advanced methods 
on influence of higher moments of mean return distribution [8-11]. In recent years the 
methods of discriminant analysis and artificial neural networks were applied for the 
identification of calendar anomalies [3,4].   

A number of scientific papers [10,18-20] have disclosed that from 1990's calendar 
effect has faded away. Yet this tendency was not supported by the results obtained of 
the research of the young emerging stock markets with less available historical data 
and bigger fluctuations of the financial indicators. Aggarwal and Rivoli [21] studied 
four Asian emerging stock markets (Hong Kong, Singapore, Korea, Taiwan) and 
found that the day-of-the-week effect existed in all four markets. The extensive study 
of 21 emerging stock markets by Syed A. Basher and Perry Sadorsky [13], could not 
confirm the effect for all the markets, but most of them exhibited strong day-of-the-
week effects even for the research model with the conditional market risk included. In 
[3] the research by the authors revealed that in the Vilnius Stock Exchange only ap-
proximately 30% of stocks are influenced by the day of the week effect. 

In this work we examine the influence of turn-of-the-month and intramonth effects 
for the stocks traded in the Vilnius Stock Exchange [22], by analysing Index and 
return data of 24 most actively traded equities from the time interval 2003-01-01 to 
2008-01-14. The computational methods include traditional statistical analysis, based 
on research of differences of mean return and standard deviation, calculated for the 
corresponding parts of the month, and the methods based on analysis of the higher 
moments. The following three main research tasks were aimed:  

• to reveal the presence of turn-of-the-month and intramonth effects 
for various stocks traded in the Vilnius stock exchange,  

• to analyse whether the strength of effect depends on daily turnover 
of the security and  

• to investigate influence of the higher moments to the mean return 
distribution on this effect. 

In the next section the organization of research data set is presented, and the inves-
tigation methodology is defined. Then in section 3 the research results of the applica-
tion of traditional analysis methods, such as t-test, one-way ANOVA, Levene and 
Brown-Forsythe test of homogeneity of variances, are analysed. Also this section 
covers the results of application of nonparametric statistics.  The significance of the 
turn-of-the-month and intramonth effect is evaluated by using tests of Kolmogorov-
Smirnov and Mann-Whitney U. The research outcomes and conclusions are covered 
in Section 4.  
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2   Data and Methodology 

The data for empirical research was driven from information base of Vilnius Stock 
Exchange which belongs to NASDAQ OMX Group (NASDAQ OMX, 2009 [20]). 
The NASDAQ OMX stock exchanges in Tallinn, Riga and Vilnius compound the 
Baltic Market for implementing the core idea to minimize to the possible extent the 
differences between the three Baltic markets, facilitate cross-border trading, and to 
attract more investments to the region [22]. Vilnius Stock Exchange belongs to the 
category of small emerging securities markets as it is expressed by its main financial 
indicators: market value of 7 billion EUR, share trading value- near 2 million EUR 
per business day, number of trade transactions per business day of approximately 600, 
the total equity list consisting of 44 shares.  

 

 

Fig. 1. OMXV Index Values from 2003.01.01-2008.01.14 

The Vilnius Stock Exchange is mirrored by the OMX Vilnius Stock Index, which 
is a capitalization weighted chain linked total-return index. It is calculated on a con-
tinuous basis using the most recent prices of all shares that are listed on the Vilnius 
Stock Exchange. The dynamics of the stock prices during the period of analysis can 
be summarized by the profile of OMX Vilnius Stock Index (Fig.1), where big variety 
of economical situations is well reflected. In Fig.1 the period of 2003.01 to 2005.10 
can be characterized by the increase of average stock prices, which went up to about 5 
times with moderate fluctuations. Starting from 2005.10 till 2006.08 was the period of 
quite harsh decrease, followed by significant increase of price level during the whole 
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following year. At the same time the price volatility increased as well. The stock 
market price crisis of the end of 2007 had major influence on theVilnius Stock Ex-
change in Lithuania. The recent period of more stable stock price level still shows 
quite big price fluctuations.  

To identify the presence of turn-of-the-month and intramonth effects we used the 
data of daily return values of actively traded 24 shares (out of 44 listed), from the 
period of 2003-01-01 till 2008-01-14. The selected shares represent the variety of the 
Vilnius Stock Exchange equity list by capitalization, daily turnover, trade volume, 
return and risk. The selected time span of historical development for designing the 
database of the stock trading records substantiates the validity of the experimental 
research, as it covers sufficient amount of financial data and wide variety of real trad-
ing situations in the analysed financial market. 

In the paper the logarithmic understanding of return is applied )ln(
1−

=
t

t
t P

PR , 

where return tR of time moment t, is evaluated by logarithmic difference of stock 

price over time interval [t-1,t]. tP  indicates stock price at time moment  t. 

The return values of 24 equities were assigned to the variables, named correspond-
ingly to their symbolic notation of Vilnius Stock Exchange.  

The data cleansing procedures of the stock information time series included re-
moval of non-trading records during the holidays or weekends, and the records of the 
trading days with zero number of deals. After processing the data set, the average 
number of daily trading records for each share was approximately 1100, thus ensuring 
the necessary amount of experimental data for getting significant findings. For mining 
the data and calculations we used STATISTICA and MS EXCEL software [23]. 

We prepared two sets of stock trading data. The first list (I) is used for the research 
of turn-of-the-month effect, and it contains data of each stock, assigned to two vari-
ables.  The computed values of average daily return of the starting 25 days of the 
month are assigned to the first variable, and the values of average daily return of the 
last five days of the month make the second variable. The other list (II) is designed in 
a similar way for validation of the intramonth effect. The first variable of this list 
denotes the average daily return computed for the first half of the month and the sec-
ond variable – mean value computed for the last half of the month. The corresponding 
variables of the first list will be marked by the symbolic notation of the stock, fol-
lowed by 1, and adding the 2 for the variables of the list II. E.g. Index1_2 denotes 
average daily return of the OMXV index values during last 5 days of the month, and 
the TEO2_1 denotes average daily return of the first half of the month, calculated for 
the stocks of TEO company. 

Our goal was to check, if the turn-of-the-month and intramonth effects had influ-
ence on the profitability and volatility of stocks, and if these effects could be related 
to the trading volume of stocks, by observing the occurrence of the effects in groups, 
formed of stocks according to different trading volumes. 

The difference in trading volume of the stocks was quite evident, as the daily turn-
over of the stocks LEL and KBL was up to 15 thousand LTL (1 EUR=3.45 LTL), and 
the TEO stock trading turnover reached 700 thousand LTL. Therefore the set of 
stocks was sorted, and arranged into three groups according to their daily turnover 
data (Table 1). 
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The initial analysis by summary statistics of the data set revealed quite big differ-
ences of average daily volatility among the variables of the list I, as contrarily to list 
II, where the differences among values of mean return and the standard deviation 
were insignificant for both parts of the month (Table1). 

Table 1. The summary statistics of occurrence of turn-of-the-month and intramonth effects 

 

The results mean that the turn-of-the-month effect does not directly influence nei-
ther OMXV index, nor mean return values of separate stocks. But it is quite obvious 
that average volatility of the last days of the month is much higher, as compared to the 
starting 25 days of the month. This observation is not so evident for the stocks with 
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high trading volume, where there was only slight difference among the mean values 
of the standard deviation calculated for the last days and the remaining part of the 
month. The analysis of the list II variables showed that the trading risk on the first 
half of the month comparing to the second half was evidently more high for the stocks 
with the highest trading volume (Table 1). Those outcomes confirmed the general 
observation that the biggest speculative trading transactions in the Vilnius Stock Ex-
change were performed for the stocks with the highest turnover and best liquidity, and 
they tend to occur in the first half of the month. 

The main research tasks and the influence of the initial observations are further 
discussed and analysed by applying methods of the statistical analysis. 

3   Statistical Investigations 

The analysis of the impact of the turn-of-the-month and the intramonth effects in-
cluded the application of the traditional statistical methods, such as t-test, one-way 
ANOVA, Levene and Brown-Forsythe test of homogeneity of variances. Further the 
nonparametric Kolmogorov-Smirnov test, used for analysis of impact of the higher 
moments of return distribution was applied.  

The initial analysis by the application of the t-test was used to check presence of 
the turn-of-the-month and intramonth effects for daily mean return. As it was already 
hinted by the results displayed in Table 1, where there was only a very slight differ-
ence among the values of average mean return, the t-test did not denote any signifi-
cant results for any of the 24 stocks from the data set and for any of the explored 
effects. Only one stock (ZMP), was marked for the possible impact of turn-of-the-
month effect with the significance level p=0.0125. The possibility to apply this analy-
sis criteria was checked by the Shapiro-Wilk W test for normality.  

The following step of the research was to analyse the impact of the turn-of-the-
month and intramonth effects for the volatility of the variables. The summary table of 
F-test results indicating significance of the differences of standard variation is pre-
sented in Table 2. In the Table 2 the occurrence of the significant effect is marked in 
bold, therefore we can summarize that the turn-of-the-month effect has impact for all 
the stock from the groups of low and medium trading volume, but only for the few 
stocks which belong to the group of high volume.  

The opposite results were revealed by analysing the intramonth effect. The signifi-
cant difference of volatility was indicated only for the group of high volume stocks. 
Only few stocks of lower volume group were marked as affected by this calendar 
anomaly, according to the higher variance in the first half of the month (the stocks 
KBL, LEN, UTR and SAN).  

How can changes in volatility and the periods of the month be interrelated, it is not 
clearly evident merely by data analysis. There could be a psychological interpretation 
of the investors' behaviour which is supported by the insight that during the starting 
part of the month there is a prevailing tendency to invest to less risky stocks with 
sufficient liquidity, which further cause such big difference in the standard variance of 
the first and the second parts of the month. Nevertheless this insight can explain the 
visibility of the turn-of-the-month effect for stocks which have higher risk, low vol-
ume and high volatility at the same time. On the turn of the month, their popularity 
among traders together with their level of risk raises significantly (Table 2). 
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Table 2. The turn-of-the-month and intramonth effects for variance 

 

In order to confirm validity of the obtained results, an important requirement that 
the variances in the different groups are equal (homogeneous) were tested. For this 
research two powerful and most commonly used tests for exploring this assumption 
were applied: Levene test and Brown-Forsythe modification of this test. The latter 
performs the analysis on the deviations of the group medians, instead of means as in 
Levene test. The results of using Levene test and the application of the Brown-
Forsythe test gave equivalent results: the hypothesis of homogeneity could not be 
rejected for none of the variables [23]. 

The significance of the turn-of-the-month and intramonth effects to the mean re-
turn of investment was explored by applying two nonparametric tests. Kolmogorov-
Smirnov test was used to verify the hypothesis, if two samples were drawn from the 
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same population. The Mann-Whitney U test was used to explore the location charac-
teristics of two samples. The Kolmogorov-Smirnov test is generally applied for test-
ing the influence of higher moments for the distribution [23], and it is sensitive to the 
differences of the general shapes of the distributions of the two samples [9] (ex-
pressed by differences of dispersion, skewness, kurtosis etc.).  

Table 3. Results of application of Kolmogorov-Smirnov tests for the turn-of-the-month and 
intramonth effects 

 

In our case Kolmogorov-Smirnov test was applied to reveal the impact of the turn-
of-the-month and intramonth effects for the stocks belonging to the groups with dif-
ferent trading turnovers. The results of the investigation are presented in Table 3. 
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As we can see from Table 3, only the variable Index and the stocks LEL, LNS, LEN, 
and LLK (marked in bold) indicated the presence of the turn-of-the-month effect.  

Therefore we can reject the hypothesis of the equal mean return distributions only 
for those particular stocks. The main characteristic of these stocks is their very low 
trading volume. By applying Mann-Whitney U test for exploring the location charac-
teristics of the two samples (means, average ranks, respectively) we observed signifi-
cant results for the same stocks. 

4   Conclusions 

In this research the two types of calendar effects, such as turn-of-the-month and in-
tramonth, were explored for stocks drawn from the Vilnius Stock Exchange. The 
research methods were selected in order to disclose if these anomalies affect certain 
stocks, and to explore their dependency from trading volume and volatility. The re-
search outcomes could confirm the hypotheses of the presence of the turn-of-the-
month and intramonth effects only by their impact on the volatility of stocks. We can 
state that the direct impact of these effects to the mean return indicator of the stocks 
was not visible and could not be confirmed by any applied methods. 

The strongest relationship of the explored effects to the trading volume could be 
explained only by changes in volatility. It was detected that the turn-of-the-month 
effect for the volatility of the variables was significant for all stocks which belong to 
the group of low and medium turnover. Only few stocks from the high trading volume 
group were marked as affected by these calendar anomalies. The analysis of the in-
tramonth effect gave opposite results, as the significant difference of volatility could 
be observed only for high volume stocks. Only four stocks of the low volume group 
had significantly higher variance in the first half of the month. 

The analysis of the impact of the higher moments to the calendar effects for the 
mean return was performed by applying Kolmogorov-Smirnov test. Only several 
stocks (LEL, LNS, LEN, and LLK) showed positive impact of the turn-of-the-month 
effect to the mean return. 

The effectiveness level of the Vilnius stock exchange market is quite high, there-
fore the effective trading strategies can be based only on quite sensitive methods, able 
to discover various trading anomalies. The research of the turn-of-the-month and 
intramonth effects revealed, that they have to be differently interpreted for groups of 
stocks accordingly to their trading volume. The trading strategies should be based on 
the analysis of stocks risk, expressed as variance, because the mean return indicator 
was not directly affected by the explored calendar anomalies. 
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Abstract. In this paper the methods for financial resource management related 
to project planning, its implementation and control reaching for goals set, are 
analyzed. The accomplished empirical research allowed to assess the imple-
mentation tendencies of evaluation methods for projects in Lithuania. The ap-
plication of economical-financial evaluation methods, the methods of financial 
resource planning and budgeting in Lithuanian companies was determined, 
identifying the reasons for which these principles are kept or not and distin-
guishing their application problems as well. 
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1   Introduction 

In worldwide practice, the principles of project management are widely applied in 
companies belonging to both private and business sectors. Normally, these methods 
allow companies to adapt to environmental changes easier, what is especially relevant 
in the context of globalization process. The implementation of several principles of 
project management in the company activity is currently being applied more and more 
widely in Lithuanian companies as well. Partially, such a tendency is related to that it 
quite a large part of economical subjects are seeking to use funding from European 
Union funds and give applications for the projects. Commonly, the activities of these 
projects are required to be distinguished from the general context of company activity 
and to give elaborate reports about the progress of the project, cost, income, impact on 
the company and its external environment. However, the project management is not 
only related to the received funding. The growing number of companies which begin 
to resolve their activity in separate projects in everyday activity is noticeable. 

When implementing the principles of project management in the companies, the 
distribution of financial resources becomes an important problem, because company‘s 
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financial resource management is one of the most important and ``sensitive” elements 
of business management. When the methods of project financing are rightly chosen, 
the appropriate financial resource planning, thoroughly evaluated investments and 
their profit can condition the business development and success.  

The Aim of the Paper: to analyze the aspects of application of evaluation methods 
for the projects in Lithuanian companies’ activity, in terms of the application of mul-
tiple evaluation methods for the projects.  

• To analyze the methods for financial resource management related to project 
planning, its implementation and control, reaching for goals set. 

• To do an empirical research which would allow to reveal the implementation 
tendencies of project evaluation models in Lithuania.  

• To determine the project economical-financial methods and methods of fi-
nancial resource planning, budgeting in Lithuanian companies, identifying 
the reasons for which these principles are done or not and distinguishing 
their application problems as well.2   Paper Preparation. 

2   Financial Resource Planning and Distribution 

A rational enterprise resource planning (ERP) is one of the most important factors in 
seeking for leading positions in the market and determining the development of com-
pany activity. The resource distribution and their effective management is related to 
many processes, which take plane in the company‘s everyday life [12].  

According to White [26], the financial resource management is one of the most im-
portant aspects in project management, because it is directly related to the formation of 
the activity and finance distribution within time and place. Choosing the method of 
finance management, a company can begin to plan the finances needed for project man-
agement. There exist several methods of financial resource management, which allow to 
determine when and what resources are needed for the company implementing the pro-
ject. The resource planning is related to financial resource distribution [10], [12], [11], 
because it is necessary not only to invest in goods and services being purchased, but also 
to evaluate additional cost such as conveyance, storage, insurance and so on. In order to 
set the activities within time, and at the same time to anticipate when and what resources 
will be needed, Gantt and PERT methods are used.  

Henry Gantt‘s visual method, created in 1920 approximately, was the originator of 
planning methods which focused on the specific tasks over a particularly determined 
period. The creation of Gantt table was a first step in developing many other visual 
and organizational methods for business projects. Gantt table compares time on x axis 
with different finances needed in order to do the tasks put on y axis [8].  Gantt’s merit 
is the first time line tables, however separate hypothesis still bring forward an idea 
that similar tables were used for the building of Egyptian pyramids [8].  

Another medium for putting activities within time- PERT scheme (Program Evalua-
tion and Review Technique) - was created in 1959 with the purpose to simplify the 
planning of big and complex projects. In this scheme the explanations can be entered, 
giving the opportunity to plan the project not knowing exactly the details and durations 
of all the activities. This scheme is more oriented towards separate cases rather than 
recurring projects. It is used in the investigative, developmental type of projects. 
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PERT scheme is a simplified PERT method for project management, which ideally 
applies to the early stage of project management, when time for works has not been 
set yet accurately; then works are considered as random variables with a supposed 
distribution of probability. PERT chart can be optimized relating two types of cost: 
(a) direct cost for each work, which increases when finances increase, budgeted to 
reduce the work time; (b) indirect cost which is related to a complete duration of the 
project. This cost is directly exponential to the general duration to finish the project.  

The alternative to PERT is named the critical path method (CPM) of DuPont Cor-
poration, which was created in 1957 [19]. In both PERT and CPM methods for pro-
ject planning and management, a network is used which pictures correlation between 
the works related to the project. In this case, networks become useful or necessary in 
order to create empty works and ascertain the priority connection between the activi-
ties. The difference between these two methods is that using CPM method, critical 
path usually can be determined by tracing the works which reserved time is equal to 
zero in order of the accomplished proceedings. The sum of the periods for the accom-
plishment of works in critical path shows the shortest possible period to finish the 
project [17].  

3   The Reciprocity of Project Management Processes in Terms of 
Limitation of Financial Resources 

The implementation of principles of project management in practice is more often 
related to the efficiency of financial resource management in private business compa-
nies, which reduces their cost and improves the results. As Romberg [21] notices, in 
his analyzed companies in 1990-1998, when starting to implement the principles of 
project management, despite the new technologies, the budget for the projects was 
exceeded in most cases (almost in 89% of companies). However, according to the 
author, when the American concern “Gartner Group” related the principles of project 
management to the control of cost distribution, it achieved especially good results, 
allow to increase company’s sales by 20%.  

Financial resource is an essential condition for continuous company activity and 
development [9], [1]. One of the main tasks, initiating project management processes 
for a company, is „a sufficient“ amount of financial resources that ensure a succession 
of these processes. Financial resource management gives company an opportunity to 
comply with project terms, realization of production size and its cost price, because 
this guarantees profitability of a project [11]. A received amount of resources is influ-
enced by the company‘s control, payment forms and methods, financial situation and 
discipline of a purchaser, production quality and other factors.  

Financial methods for project management. In theory, usually several project 
evaluation methods are distinguished. Normally, all companies’ projects are ex-
pressed in financial indexes already during the planning stage [11]. As American 
Strategic Management Institute states, the project evaluation methods are one of the 
main factors which determine further decisions concerning project implementation. 
[15], [23], [6], [7] distinguish three main methods for project financial resource 
evaluation and use: Net Present Value (NPV), Internal Rate of Return (IRR) and  
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Payback Period methods. When applying NPV method, all the forthcoming money 
flows for the planned project are recalculated to the equivalent amount of money at 
the moment of current time, withdrawing initial investments and evaluating interest 
rate of the credits proposed by the banks. Since, according to the definition, profitabil-
ity rate is the interest rate to which net present value is equal to zero; counting with 
this rate, discount costs of a project are equal to discount income. A Company, apply-
ing IRR method, determines “preferential profitability rate” which is least acceptable 
and compared to the practicably receivable profit. A project, of which profitability 
rate is higher than the comparable one, is acceptable to a company and it is analyzed 
further. If calculated profitability rate is less than the comparable one, then it is con-
sidered unacceptable. Payback period shows a relative attractiveness of investment 
offer. It determines what will be the amount of periods needed to reimburse an initial 
investment. It determines how many periods will be needed that cumulative useful-
ness of investment project would equal to its cumulative cost. In this method, it is 
being operated with money flows that are both for project usefulness and its cost  
is expressed in money flows. For each of the project alternatives, payback period is 
calculated and received values are compared with each other. Then an alternative is 
chosen which payback period is the shortest.  

Multiple methods for project management. According to Loshi, Al-Mudhaki and 
Bremser [14], budgeting involves the process of whole information processing, which 
however, is essential, in order to evaluate cost for the planned activities. In many 
analyzed cases [14], during the performance time of mentioned processes, project cost 
is examined. However, there is another performance method of this process which 
involves project earned value (EV) evaluation as a medium for the progress meas-
urement.  

This method shows a direct relationship between project earned value and the per-
centage degree of accomplishment. Earned value has three main features: (a) it is a 
simple and consistent measure to evaluate project progress, (b) earned value method 
allows to analyze project activities constantly, (c) allows to compare cost between 
project activities. Usually, in the earned value analysis, when evaluating the recipi-
ency of accomplished work, monetary and time units are used. By earned value 
method budget is formed, so called planed budget of planned work, which directly 
determines the amount of company’s used financial resources related to planned ac-
tivities [13]. The comparison process is done between: 

Budgeted Cost of Work Scheduled (BCWS), which is equal to project Planned 
value (PV) [16]. In it, budget confirmed in the beginning of a project is given, which 
is directly related to the works scheduled in regard to time and cost [20]. 

Actual Cost of Work Performed (ACWP) or Actual Cost (AC) [16], which is de-
scribed as actual cost for the activities performed [20]. 

Budgeted Cost of Work Performed (BCWP), which is equal to project earned value 
(EV) [16]. It is evaluation of actual performed activities, considering the schedule of 
works planned [4]. In this case a simple calculation is done- earned value (EV) is 
factually equal to actual budget cost or Budget at Completion (BAC) multiplied from 
a percentage of work completed ( %, COMP)( EV = BAC*COMP %)  (this value 
shows actual value of actually performed works over planned period of time and is 
measured by monetary units). 
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The use of Earned value method allows companies (a) to manage the performance 
of the activities and update schedule, (b) to determine and register current cost for 
every activity performed, (c) to calculate total earned value for every activity and 
project and (d) to analyze data and prepare the report of performance and progress.  

When drawing earned value system it is important: (a) to make a work breakdown 
structure (WBS) [3], which divides project into its constituent activities (or merely 
into manageable parts), (b) to calculate and distribute cost for each activity, (c) to plan 
activities in separate periods of times and (d) to budget [20], scheduling the cost 
planned and works performed.  

In Aramvareekul, Seider [4], given Cost-Time-Risk Diagram (CTR) is another 
method for project planning and management. The authors expect that Cost-Time-
Risk Diagram will help project managers to evaluate project risk problems by manag-
ing implementation of time and cost distribution in one diagram [4]. 

Cost-Time-Risk Diagram shows the relationship between cost and time of the cur-
rent project, related to possible rinks. This diagram is an advanced analysis of Earned 
Value Management (EVM). This diagram is as a map of project implementation con-
trol. It helps project manager to make more effective decisions during the project 
implementation period. By using this method, project managers can watch the per-
formance of time and cost distribution in the same time diagram which is important 
for making the decisions related to the combination of time and cost. Without combi-
nation of time and cost, Cost-Time-Risk Diagram distinguishes risky and useful 
points for each period of project implementation. Risky and useful points are evalu-
ates and used in Cost-Time-Risk Diagram in order to ensure timely project implemen-
tation not exceeding the budgeted finances [4].  

Earned value analysis (EVA) and earned value management (EVM) is a main 
method for project management in concordance with Cost-Time-Risk Diagram. Cost-
Time-Risk diagram is a combination of earned value analysis and risk management. 

In accordance with the authors, risk management is an important aspect of quality 
security, using the main analysis methods and performance measurements in order to 
ensure that risks are properly identified, evaluated and controlled.  

This method can become an effective medium to project managers when determin-
ing the deviations of project implementation in time and budget planning. The graphs 
in Cost-Time-Risk Diagram give the schedule of current project with integrated risk 
evaluation for each period of time. Risk evaluation is an important aspect of project 
planning and management, improving the decision making and reducing the possible 
indetermination [4]. If risk is not being controlled effectively, the unplanned occur-
rences could seriously threaten the projects; then, as a result, the overrun of budget, 
the inadequacies in time schedule, quality problems and/or unrealized goals are possi-
ble. Cost-Time-Risk Diagram is also an effective medium for management of deci-
sion making, especially for compatibility of time and cost. 

Using this method in the first stage- the work breakdown structure is made. Then, 
similarly as in earned value method, three types of cost are compared: (a) budgeted 
cost for work scheduled (BCWS), (b) actual cost of work performed and (c) budgeted 
cost of work performed. This comparison, with the help of software, is “transferred”  
 



84 G. Zigiene and E. Fiodoroviene 

HEALTHY AREA

HEALTHY AREA

Risky level

1

Risky level

2
Risky level

3

Risky level

4

CRITICAL/RESTRICT AREA

Schedule: Risky & Healthy

$ Cost: Risky & Healthy

CTR – Schedule Performance Line

CTR – Schedule Performance Line

PMO – Project Risky & Healthy

 

Fig. 1. The interaction between the project budget, schedule and CTR method. Source: Aram-
vareekul, Seider, 2006. 

to a complicated Cost-Time-Risk Diagram which allows to clearly determine the 
actual cost value [4]. This is illustrated in figure 1:  

As it is seen in the figure, two main functions are drawn which respectively are (a) 
a degree of completeness of works scheduled in every evaluation period (schedule 
performance line, CTR-S), expressed in percentage (%) and (b) the sum of cost com-
patible to budget scheduled if ever evaluation period expressed in percentage (%) 
(Cost performance, CTR-C). Both of these functions are attributed to three compari-
son indexes of activity, budget plan and results achieved. According to these data, 
CTR diagram is divided into two main fields- safety zone and danger zone, in which 
project cost (lower function) and works planned and performed in the project (upper 
function) are reflected. These zones differ dependently on the period of time that is 
whether in the initial or final stage of the project. When project activities are soon to 
be finished, even marginal deviations (just of the few percents) from the schedule can 
get into the risk zone. 

In many cases, the diagrams of project implementation (example in the picture) 
involve a graphic depiction of company’s tasks and their correlation [25]. Accord-
ing to Amar, Berman, Amornsawadwatana [2], Cost-Time-Risk Diagrams allow to 
reveal a connection between cost and time related to the possible risks. This 
method can become an effective medium to project managers when determining 
the deviations of project implementation in time and planning the performance of 
budget [2].  
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4   A Research and Analysis of Application of Project Management 
Methods in Lithuanian Companies  

The principles of project management involve not only organizational solutions [22], 
but also financial resource management, relating them with strict and constantly 
controlled distribution of cost. Since direct application of western management theo-
ries under Lithuanian circumstances is partially methodologically risky, because the 
acceptability of such theories is not secured [24], the empirical research was made 
(questionnaires) the aim of which is to ascertain whether the implementation of pro-
ject management methods is relevant in our country. 

Scope of research. According to the data from department of statistics1, the innova-
tion implementation in Lithuanian companies is distributed irregularly and major part 
of companies is in the three largest regions of Vilnius, Kaunas and Klaipėda. Because 
of the easiest accessible information, 69 public companies which, according to the 
data from department of statistics, were registered in Kaunas region and performed 
their activity in the beginning of 2008 were chosen. 

In order to get the results of 95% of reliability, the amount of respondents needed 
was calculated in concordance with Paiotto formula: 

 

n = 1/(∆2+1/N). (1) 

 

where ∆ is a fixed value varying dependently on the needed reliability of result, in this 
case ∆= 0,05; 

N- The general value of totality, in the case of the research 69. 
Having done the calculations, the initial scope was obtained: 
 

N=1/(∆2+1/N)= 1/(0,052+1/65)= 56 (2) 

 
Thus, in this research, the questionnaires were sent via e-mail to 56 companies in 

Kaunas region. From 56 questionnaires sent via e-mail, 51 were filled in properly, 
what constitutes 91% of sent questionnaires. It is important to pay attention to the 
results of the research allow to analyze the received information by quantitative 
method and to draw the conclusion only about questioned respondents. The data of 
quantitative analysis can not be treated as representative on Lithuanian scale. The 
results only reveal the possible tendencies. 

When making a questionnaire for the research, in some questions respondents are 
asked to evaluate the importance of given statements that is attitude towards a particu-
lar phenomenon. The answers were evaluated according to Likert scale. Analyzing 
data with the help of Likert scales, each evaluation was given the expression in num-
bers, what helped to determine positive or negative attitude towards the subject or 
phenomenon being researched and arithmetical average of the results (evaluations) 
which reflect a general attitude of respondents.  

                                                           
1 Department of Statistics. Access via internet: <www.stat.gov.lt> 



86 G. Zigiene and E. Fiodoroviene 

The questionnaire is divided into two main groups: (1) with the first group of ques-
tions it is sought to ascertain how often the principles of project management are used 
in Lithuanian companies and how this implementation is related to European Union 
funding, (2) with the second group of questions it is sought to determine the cost 
planning, budgeting, success and risk evaluation methods in the companies imple-
menting the principles of project management. Because the aim of this paper is to 
analyze the application of project management methods in Lithuanian companies, the 
second part of the questionnaire will be analyzed further on: 

The determination of Cost planning and control methods in Lithuanian  
companies 
Oke, Charles-Owaba [18] notices that companies often form their cost planning meth-
ods by themselves on the basis of Gantt and PERT, so there is a possibility for the com-
panies to answer “other” and tell in detail what systems and methods they applied to 
calculate cost. In order to reveal the control systems for cost planning more accurately, 
next question is related to the use of these methods. All the companies in accordance 
with activity type use Gantt method most often that is 78% companies (40); signifi-
cantly more rare is PERT method, it is only used by 41% respondents (21); other meth-
ods are used by 22% companies (11) in  Kaunas region. The results of the research done 
by Oke, Charles-Owaba [18] confirm this and reveal that in man cases companies use 
all the methods together, applying various software to plan and control the cost for sepa-
rate projects. The results also revealed that PERT method was not used separately as 
cost planning and control method. This can be related to many reasons: lack of knowl-
edge, imperfection of software or lack of knowledge using IT technologies and that. 

Economical-financial methods for project evaluation in Lithuanian companies. 
Dedi, Orsag [7] studying economical-financial methods for project evaluation has 
determined that the main methods are of: (a) Net present value (NPV), (b) internal 
rate of profit value, (c) project payback period. In practice, the companies having 
determined the cost ad income of initiated project, evaluate its benefit by economical-
financial methods which, according to American Strategic Management Institute 
(2006), is a rational method to choose an optimal decision when determining perspec-
tive projects. In the questionnaire, economical-financial methods for project evalua-
tion, most often written down in scientific literature [9], [7] are given. 

From 51 companies which participated in the research, 90% (46) use “income and 
cost analysis” method for project management, 92% (47% –“project payback period” 
method, 75% (38)- “net present value” (NPV) method and “internal rate of benefit” 
method is used by 69% companies (35). Analyzing the economical-financial methods 
for project management being applied in practice, according to Graham, Harvey [9], 
Dedi, Orsag, [7], a bigger part of project managers in American companies use Net 
present value (NPV) method (76%) and internal rate of return value (IRR) (75%) meth-
ods, comparing them to project payback period method (56%) [9], which is more popu-
lar in European countries. The authors studying scientific literature emphasizes that 
research results in many European countries revealed that one of the most popular eco-
nomical-financial methods for financial evaluation in Europe is payback period method, 
which is used by 63% project managers in Great Britain, 76% in Finland and 61% in 
Germany. However Net present value (NPV) and Internal rate of return value (IRR) 
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methods are used more rarely in Europe than in America. Respectively, 43% companies 
in Great Britain, 52% in Sweden and 45% in Germany evaluates their projects using net 
present value (NPV) method; and an internal rate of return value method is used b 57% 
companies in Great Britain, 23% in Sweden and 36% in Germany.  

 
A comparison between planned and actual cost. According to Christensen, [5], 
Marshal [16], a company’s risk controlled with earned value method involves many 
areas in project activities related to (1) project organization, (2) cost planning and 
budgeting, (3) project accounting, (4) complete project analysis and control, (5) 
timely identification of mistakes and its correction. Due to this reason, a large part of 
the companies operating in western countries not only calculate and compare (a) 
budgeted cost of work performed with (b) actual cost of work performed and (c) 
planned budget cost at the moment of evaluation, but also draw diagrams of indexes 
mentioned. This encouraged to give question i the questionnaire related to diagram 
drawing. Since Christensen [5] reveals that companies could draw diagrams in some 
projects and do not do so in smaller projects, the opportunity to answer “partially” is 
left to respondents, which would deny or confirm Christensen’s [5] statement.  

It could be stated that budget planning and performing involve process of informa-
tion analysis related to project financial resources. This process includes planned cost 
and income of actually performed work. In the case studied, project cost is actualized 
by distributing them into budgeted cost of work performed; actual cost of work per-
formed and planned budget cost at the moment of evaluation: 

Table 1. A planned calculation of frequency of budgeted cost of work performed, actual cost of 
work performed and planed budget cost at the moment of evaluation in Lithuanian companies 

Index estimation Statement 
Arithmetical 
average of 
evaluation 

Standard 
deviation 

Budgeted cost of work performed or project value  5,67 1,69 

Actual cost of work performed or actual project cost  6,11 1,43 
Planned budget cost at the moment of evaluation or project 
earned value cost  

4,67 2,23 

 
In the table, respondent companies’ averages of answers are given, which show if 

these companies estimate indexes of budgeted cost of work performed, actual cost of 
work performed and planned budget cost. As it is seen from the table, the evaluation 
of these indexes, even if they are estimated, show that it is not done by every com-
pany in Lithuania. In most cases, actual cost of work performed is estimated (a.a. 
6.11), and in most rare cases planned budgeted cost at the moment of evaluation is 
estimated (a.a. 4,67).  

Companies which implement the principles of project management only in the ac-
tivities funded by European Union do not estimate these indexes. Because Anbari [3], 
Aramvareekul, Seider, [4] and Marshall [16] suggest to compare these indexes by 
drawing earned value and time diagrams, which allow to evaluate the risk of project 
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implementation, related to cost and time, graphically, this question was also given to 
participants. Only 14% (7) of companies draw earned value and time diagrams, 51% 
(26) draw them partially that is use graphic evaluation methods created in their com-
pany and 35% (18) do not draw diagrams at all.  

5   Conclusions 

Analyzing scientific literature, limitation theory was distinguished, which principles 
state that in all the processes of project management, cost has to be constantly controlled 
and analyzed by using company’s limited financial resources.  By analyzing scientific 
literature it was also revealed that not only budgeting is important, but also a constant 
budget control as well. Analyzing the project management methods, the methods ana-
lyzed mostly by the foreign authors were distinguished at theoretical level. In the paper 
were analyzed the multiple methods for project management of (a) budgeted cost of 
work performed, (b) actual cost of work performed, (c) planned budget cost at the mo-
ment of evaluation. With the help of these methods, companies applying the principles 
of project management, can evaluate budget, follow its implementation efficiency, re-
duce the risk to exceed budget and to deviate from the schedule. 

In order to do an empirical research, a questionnaire was formulated; by which 
witch the implementation tendencies of project principles in Lithuania are revealed.  

In order to evaluate how the principles of project management are implemented in 
Lithuanian companies, 51 average and small public companies were questioned 
(scope is based on Paniotto formula): 

In public companies, when planning and controlling financial resource management, 
Gantt method is used most often (78%), which is a practical analytical medium, because 
it gives view of all project activities with elaborated periods of time, what facilitates the 
determination of necessary resources and periods of time, controls and plans the costs. 
However, large part of companies, dividing their activity into projects, have answered 
that when analyzing their project cost, they use Gantt and Pert methods together; 

For the economical and financial evaluation of the project, many participated com-
panies use „project payback period“ (92%) and „income and cost analysis“ (91%) 
methods. In contemporary practice, the main „net present value“(75%) and „internal 
rate of return“(69%) methods are distinguished, which allow to evaluate the influence 
of inflation on project value. These current methods are applied slightly more rarely.  

Companies, being researched in the context of contemporary economical situation, 
implementing the principles of project management, should constantly follow and 
identify the tendencies in both global and local market changes, determining the pos-
sible risk which reduces the usefulness of project to a company.  
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Abstract. The paper deals with knowledge-based enterprise management mod-
eling and user requirements acquisition. The enterprise management is consid-
ered from the control point of view, management function is formally prede-
fined as Elementary Management Cycle (EMC). Few new types of specialized 
Workflow models are deployed for domain knowledge elicitation and BP 
analysis. Two types of logical gaps are identified by transformations of empiri-
cal BP model to knowledge based BP model. 
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types of specialized Workflow model, knowledge-based BP analysis, user re-
quirements, Enterprise Meta-Model, Use Case Model.  

1   Introduction 

Many mistakes in the area of business process (BP) modeling and user requirements 
acquisition can be avoided when applying formalized (algorithmic) methods of busi-
ness domain analysis, BP modeling and user requirements refinement. However, the 
integration of Enterprise modeling techniques into the information systems develop-
ment process is still not sufficient [13], [14]. A characteristic feature of CASE meth-
ods is their empirical nature, because the project models repository of CASE system 
is composed on the basis of empirical information - information about real world is 
not verified through formalized criteria. The problem domain knowledge elicitation 
process relies heavily on the analyst and user; therefore it is not clear whether the 
knowledge about this problem domain is adequate [16]. 

Usually user requirements specification starts from the interactive construction of 
the Use Case Model (UCM). In this case UCM is constructed by IS designer which 
takes BP model as a source of knowledge about problem domain without examining 
such empirical BP model according to some formal or formalized criteria.  

From our point of view only verified and validated BP model (i.e. knowledge-
based Enterprise Model which is examined through formalized criteria domain 
knowledge) should be stored in the knowledge repository of CASE tool, and should 
be used to control development of IS project solutions. The set of components types 
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and relationships types of knowledge-based Enterprise Model should be regulated by 
formalized specification, which is called Enterprise Meta-Model [5].  

There is a great number of Enterprise modeling methods and approaches, which 
defines the Enterprise components (such as CIMOSA, GERAM [3], IDEF suite, 
GRAI), standards (ISO 14258, ISO 15704, PSL, ISO TR 10314, CEN EN 12204, 
CEN 40003) [10], UEML [12].  

The human (an expert, user) plays the pivotal role in domain knowledge acquisi-
tion, and few formalized methods of knowledge acquisition control are taken into 
consideration. Therefore, gaps of IS engineering process occur due to the human 
factor.  

This paper deals the knowledge-based approach to enterprise management model-
ing and integration with computer-aided specification of user functional requirements. 
The similar (in some extent) approaches are described in [1], [2], [11] and [15].  

The approach to use case modeling through business modeling is presented in [11]: 
the use cases are elicited and structured on the basis of the business processes of the 
organization, represented by Role Diagram, Sequence Diagram and process diagram.  

The steps of BP model transformation to functional requirements specification, speci-
fied in the form of use case diagrams is described in the [1], [2]. This approach is meta-
model based since the meta-models for use case diagrams and for business process 
models are defined and the mapping between these two meta-models is defined.  

The peculiarity of our approach to knowledge-based business process (BP) model-
ing is the modeling of any enterprise management function as formally defined  
unit - Elementary Management Cycle (EMC) [5], [7]. So, the enterprise management 
functions (information processing and decision making) and enterprise processes 
(primary activities, product development processes) are considered from the man-
agement (control) point of view as predefined structure, namely – the EMC. 

The modified Workflow modeling notation is used for representation of the com-
ponents of enterprise management function required by definition of the EMC [7]. 
The specialized Workflow models (WFM) of six types are developed and deployed 
for representation of knowledge-based user requirements acquisition process [9].  

2   The Principles of Knowledge-Based Enterprise Management 
Modeling 

Systems analysis of IS development methods and tools refines the trend towards the 
knowledge–based IS engineering systems, it shows the cause of feasible changes in 
architecture of CASE tools. The principles of knowledge-based IS engineering proc-
ess were refined in [4]. The knowledge-based CASE process is defined and con-
structed on the basis of domain knowledge accumulated in the Knowledge Base of 
enhanced CASE system [6]. A Knowledge Base of enhanced CASE system consists 
of two layers: Enterprise Model (EM), Enterprise Meta-Model (EMM). The Enter-
prise Model (EM), Enterprise Meta-Model (EMM) and formal Enterprise model (i.e. 
some theoretically defined Enterprise Management Framework [7]) are the major 
concepts of any knowledge-based CASE process and obligatory components of 
knowledge-based CASE tool. The peculiarity of this approach is as follows - to BP 
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modeling is focused on the enterprise management modeling. The concepts of enter-
prise management function and enterprise process could be illustrated, for instance by 
analysis of Value Chain model [17] from control point of view [5]. The traditional 
enterprise management functions of Value Chain Model are support activities as fol-
lows: financial policy, accounting, human resource management, technology devel-
opment, procurement, etc.  [17]. An enterprise management function {Fj} is identified 
in the structured Value Chain Model as a type of support activities and enterprise 
process (Pi) is identified as a type of primary activities (see Fig. 1).  

 

Fig. 1. The Structured Value Chain Model 

An enterprise management activity is considered from the control point of view, 
any enterprise management function {Fj} is formally predefined as Elementary Man-
agement Cycle (EMC) [5, 7].  

The inside structure of any enterprise management function {Fj} (information  
architecture of management function) is predefined as closed cycle of information 
transformation (see Fig. 2) according to control point of view [8].  

 

Fig. 2. The inside structure of any enterprise management function {Fj} is considered as closed 
cycle of information transformation 
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An enterprise management Function (Fj) consists of the predefined sequence of 
mandatory steps of information transformation (Interpretation (IN), Data Processing 
(DP), Decision Making (DM), Realization of Decision (DR)); these steps compose a 
closed management cycle (a feedback loop). A definite types of attributes (Process 
state attributes (A), Clear-out Raw Data (B), Business data (C), Management Deci-
sions (D), Controls of Process (E)) are formed and transmitted during each manage-
ment cycle step [5]. 

The workflow modeling (WFM) notation is used for enterprise management  
modeling in the paper. Six types of modified WFM are defined and deployed for 
presentation of initial (empirical) business process model and it‘s transformations into 
enterprise management model. 

3   Approach to Elicitation of Domain Knowledge  

The elicitation of user requirements is the initial stage of traditional IS development 
life cycle, starting with enterprise modeling. Therefore, the user and the analyst are 
two sources of information in traditional IS engineering. Most of user requirements 
acquisition techniques are based on empirical information provided by the user (busi-
ness domain expert). Problems occur when empirically acquired problem domain 
information (enterprise model, requirements) has to be verified and validated.  

The Enterprise Knowledge Repository of CASE system is considered to be the 
third source of domain knowledge for IS development stages – both for user require-
ments analysis and specification and for other IS development life cycle stages.  

The presented BP modeling and user requirements acquisition process is developed 
from management (control) point of view [5]. The workflow model notation is se-
lected for representation of BP models. This knowledge–based approach includes 
transformations of few types (modifications) of the workflow model:  

 

• Workflow Model of Business Processes (VP_WFM), this is the traditional work-
flow model aimed to specify an expert knowledge (empirical information) about 
problem domain processes, material and informational flows and actors;  

• Workflow Model of Processes (P_WFM) is a part of (VP_WFM) and includes only 
material processes, material flows and related actors of the problem domain;  

• Workflow Model of Functions (F_WFM) - and includes only informational flows 
and related actors of the problem domain; 

• Workflow Model of Processes without Gaps and Workflow Model of Functions 
without Gaps are intermediate results in transformations from empirical workflow 
model (VP_WFM) to knowledge-based workflow model (FS_WFM); 

• Workflow Model of Functional Composition (FS_WFM) is developed from con-
trol point of view and specifies the composition of definite business management 
function in accordance with definition of EMC [7], [5]. 

 

The refinement of formally correct enterprise management function is a sequence 
of BP model transformations. The algorithms of four types for transformation of the 
empirical BP model (VP_WFM) to formally correct enterprise management function 
(FS_WFM) are developed already:  
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A1. The algorithm which identifies informational activities and material processes 
(presented in empirical workflow model (VP_WFM) and separates VP_WFM into 
Workflow Model of Processes (P_WFM) and Workflow Model of Functions 
(F_WFM); 

A2. The algorithm which identifies and eliminates logical gaps in the P_WFM;  
A3. The algorithm which identifies and eliminates logical gaps in the F_WFM;  
A4. Validation of the composition of particular management function model 

(FS_WFM) according to the formal definition of enterprise management function 
(predefined as Elementary Management Cycle (EMC) [5]). 

The major steps of problem domain analysis and knowledge acquisition are pre-
sented in Figure 3: 

Step 1. Acquired problem domain knowledge is presented as traditional workflow 
diagram (VP_WFM), i.e. business process model (empirical one). 

Step 2. Workflow diagram (VP_WFM) is transformed into P_WFM and F_WFM 
when separation algorithm is performed. Yet, in the transformation process logical 
gaps may occur. A logical gap is a semantic discontinuity between the elements of the 
problem domain model (for instance, workflow model). 

Step 3.  Logical gaps in the P_WFM and F_WFM models are identified by the al-
gorithms of the P_WFM and F_WFM analysis and eliminated by the analyst. The 
application of these algorithms requires an additional analysis of the problem domain. 
The result of logical gaps elimination algorithms are P_WFM and F_WFM without 
logical gaps. In such eliminating process VP_WFM is also updated.  

This process is called the first quality assuring cycle of computerized problem do-
main knowledge and it is based on formal enterprise management cycle model EMC 
defined in [7].  

Step. 4. The algorithm defining functional composition for particular management 
function Fj is performed at this step domain knowledge analysis. Completeness of 
management function Fj (against the definition of EMC) is verified and validated. The 
possibly lacking activities are identified using the predefined structure of knowledge, 
i.e. Enterprise Meta-Model as a criterion. The algorithm A4 of functional composition 
indicates activities and flows, which possibly exist in the enterprise problem domain, 
but are not specified yet in the model (F_WFM) of business function Fj.  

This process is called the second quality assuring cycle of domain knowledge ac-
quisition process and it is based on formal enterprise management cycle model 
(EMC) defined in [5, 7]. The result of functional composition defining algorithm is 
validated model (FS_WFM) of definite management function Fj.  

Step 5. The Enterprise Model of definite problem domain is refershed by verified 
and validated knowledge (i.e. presented in model FS_WFM) about definite manage-
ment function Fj.  

3.1   The Initial Workflow Model of Business Process 

Primary knowledge about problem domain is acquired to initial BP model, repre-
sented as workflow model VP_WFM when designing Workflow Model of Business 
Processes (VP_WFM). The VP_WFM represents empirical information - user and 
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analyst knowledge about problem domain. The Workflow Model of Business Proc-
esses is represented using notation of traditional workflow model. The main compo-
nents of traditional workflow model are Actors, Activities and Flows. In graphical 
notation Activities and Flows are signed by symbols without reference what nature 
(material or informational one) business process and flow belong to. In order to make 
the process of problem domain knowledge acquisition more effective it is advisable to 
modify traditional workflow model by establishing flows of two types: material flow 
and informational flow. The modified workflow model is called Workflow Model of 
Business Processes (VP_WFM).  

Two types of VP_WFM flows are identified and used for VP_WFM decomposi-
tion into P_WFM and F. Each Business Process of VP_WFM, except initial and final 
ones, has material and (or) informational input and output. Business Process can be of 
either material or informational nature. A Business Process which is related to mate-
rial flows is defined as business process of material nature, while a business process 
that is related to informational flows is defined as business process of informational 
nature.  

The component Business Process of VP_WFM is defined as the sequence of or-
ganizational actions, which transform inputs into outputs. Material Flow is a material 
input and (or) output of business process, supplying material resources necessary to 
perform the process. Material input (output) of business process is not a mandatory 
element of each business process. The component Information Flow is informational 
input and (or) output of business process, intended to control it. VP_WFM actors are 
human, group of humans or organizational unit, which perform business process and  
 

 

Fig. 3. The workflow modelling based elicitation of domain knowledge 
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are responsible for its successful performance. The prototype of VP_WFM modeling 
tool is developed on the base of MS “VISIO 2000” tool and MS “Access 2000” data 
base management system.  

3.2   Model of Processes: Material Transformation Activities 

The Workflow Model of Processes (P_WFM) specifies material processes (they are 
singled out of the VP_WFM, and have material inputs and (or) outputs) and actors, 
who implement them. A Process is a partially ordered set of steps, which can be exe-
cuted to achieve some desired material end–result. A Process consumes material re-
sources (it is an input of the process) and produces some material output – products or 
services. The internal components of the Process are sub-processes, tasks and opera-
tions. Definitions of material flow and actor of the model P_WFM are like that of the 
model VP_WFM. 

3.3   The Model of Functions: Information Transformation Activities 

Information Activities, Information Flows and Actors are the components of Workflow 
Model of Functions (F_WFM). An Informational Activity is enterprise function, or its 
component, which processes information flows when changing information input into 
information output. Each material process is controlled by at least one function, which 
consists of informational activities and information flows, linking these activities. Mate-
rial transformation Process is totally controlled by enterprise function, while activity 
controls this process partly. Definitions of Information Flow and Actor in the Model of 
Functions (F_WFM) are like that in Model of Process (VP_WFM).  

3.4   Principles for Separation of Information Flows and Material Flows 

The initial verification stage of acquired domain knowledge is a process, which sepa-
rates the empirical workflow model (the VP_WFM) into two workflow models: the 
P_WFM concerning the material flow transformations and the F_WFM concerning 
the information flow transformations. 

When the VP_WFM is decomposed into P_WFM and F_WFM, the some incon-
sistency of problem domain specifications (informational gaps in the workflows) 
are identified. This is a step of BP model verification. For decomposition of 
VP_WFM into model of material transformation activities (P_WFM) and model of 
information transformation activities (F_WFM) the main three rules are applied. 
The first rule – if Business Process input and (or) output (specified in VP_WFM) 
are Information Flows, this Business Process will be specified as Information Activ-
ity with input and (or) output flows in the F_WFM. Second rule – if Business Proc-
ess input and (or) output (specified in VP_WFM) are Material Flows, this Business 
Process will be specified as Process with material input and (or) output flows in 
P_WFM. Third rule – an Actor is specified as an Actor in the F_WFM activity or in 
the P_WFM. Figure 4 gives an example of decomposition of the some particular 
model VP_WFMp.  
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Fig. 4. Decomposition of empirical BP model  

3.5   The Elimination of Logical Gaps 

A logical gap is a semantic discontinuity among the elements of the enterprise man-
agement function, presented in the notation of workflow model. Identification of 
semantic discontinuity among elements of management function is based on the for-
mal definition of Elementary Management Cycle [5], [7]. The logical gaps could 
appear when problem domain knowledge is acquired incompletely. To eliminate gaps 
of P_WFM, logical gaps detecting and eliminating algorithm is applied. Logical gaps 
of P_WFM are identified during the analysis of input and output flows of each mate-
rial process. A logical gap in the P_WFM and F_WFM is identified if some Process 
or Activity is not related to input or output flow. Except the first and the last Processes 
of the workflow model each Process of the P_WFM must be related to at least one 
input Material Flow and one output Material Flow, in the same as each Activity of the 
F_WFM must be related to at least one input Information Flow and one output Infor-
mation Flow.  

The logical gaps elimination algorithm for model F_WFM is analogical to that of 
model P_WFM. The main difference in these algorithms is the nature BP model 
nodes (activities, processes) and relationships (flows): the activities and flows of 
model F_WFM are informational one, and flows and processes of model P_WFM are 
material one. If input and output of some activity in the FS_WFM are information 
flow “Process Output”, incorrect type of activity (Impossible) is identified. The com-
ponents Activities of the FS_WFM, according to composition of Enterprise Meta-
Model, cannot have informational input and output flows of the same type. The  
components Activities, which have information input and output flows (“Process Out-
put”, “IP Input”, “IP Output”, “Process Input”) of analogical type, can exist neither. If 
input of some Activity is “Process Output” and output of Activity is “IP Input”, this 
Activity will be a component of management function, it is called Interpretation [5]. 
The component Interpretation of management function is set of rules, intended to 
transform information flow “Process Output” into “IP Input”, which is prepared for IP 
processing. Interpretation is a necessary component of management function, because 
“Process Output” information flow can mismatch data format, determined for func-
tional IP element input “IP Input”. If input of Activity is “IP Input” and output of 
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Activity is “IP Output”, this Activity is component IP of management function. The 
component IP is mainly intended to control process of information processing and 
decision making. If input of Activity is “IP Output” and output is “Process Input”, this 
Activity is a part of management function called Realization [5]. The component Re-
alization transforms “IP Output” data (processed in IP stage) into “Process Input” 
format (aimed to direct control of Process). Activity input “IP Input” indicates two 
possible types of outputs: “IP Output” and “Process Input”, while enterprise output 
“Process Input” indicates activities IP and Realization as well as information flow “IP 
Output” (which links IP and Realization). Activity input “Process Input” and output 
“Process Output” signal an error in F_WFM, thus such type of activity is impossible. 

3.6   Knowledge-Based Model of Management Function 

The result of functional composition verification algorithm is knowledge-based model 
of enterprise management function, represented in the workflow modeling notation as 
FS_WFM (Workflow Model of Functional Composition). The Meta-Model of the 
knowledge-based management function FS_WFM is presented in Figure 5.  

The model FS_WFM specifies only one management function, which controls one 
or more processes, specified in the model P_WFM. In accordance with the internal 
structure of management function (defined by Enterprise Meta-Model), there are three 
types of F_WFM activities: Information activity of interpretation, information activity 
of processing and decision making (IP), Information activity of realization. Each 
activity of the model F_WFM can correspond to one of the above mentioned compo-
nent parts of management functions. Algorithm, which defines functional composition 
of management function, determines what part of management function activities 
belong to and what material process do they control in the model F_WFM.  
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Fig. 5. Meta-Model of knowledge-based management function (FS_WFM) 
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4   Principles of Functional Requirements Generation 

Traditionally, the UCM is aimed to specify functional requirements for particular task 
(information processing activity). Using identifiers of Enterprise Model elements, it is 
possible to single out knowledge, related to that task, and depict them according to 
UCM designing rules.  

Enterprise knowledge repository of CASE system is an active “participant” of 
knowledge based IS engineering process. It is an extra source of domain knowledge 
besides user and analyst. In traditional IS engineering only user and analyst stand for 
the source of knowledge about problem domain. On the basis of this method, interac-
tive user requirements (Use Case models) generating algorithms were created. They 
control user requirements specification process. Such opportunity (to control genera-
tion process) is ensured by CASE tool enterprise knowledge repository. Domain 
knowledge (stored in the repository) becomes a criteria, which is used to control deci-
sions of user and analyst, i.e. such verification reduces human factor influence in the 
user requirements acquisition, analysis and specification stage of IS engineering. 
Principled possibilities of knowledge-based elicitation of user requirements (specified 
as UCM) are illustrated in Figure 6. 

 

 

Fig. 6. Knowledge-based BP modeling and alternatives of user requirements generation 

Notionally, UCM can be generated according to any user selected Enterprise 
Model component (Class of EM): EM= (Process (P), Function (F), Information Ac-
tivities (IA), Information Flows (IF), Actor (A), Event (E), Goal (G), Business Rule, 
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etc.) [5]. In case of UCM generation for EM Class Process (P*), material processes 
(existing in definite EM*) and related actors are specified in such resulting UCM for 
Process (P*). This type of UCM is called the UCM of processes.  

The UCM of function (see UCM (F*) in Fig. 6) is aimed to specify the components 
of definite enterprise management function and related actors. The components of 
Use Case model of Function are as follows: (Function (F), Information Activities (IA), 
Information Flows (IF), Actors (A)).  

Likewise the UCM, generated for the EM Class Actor (A*), specifies material 
processes, functions and informational activities related with definite Actor (A*). The 
UCM generated for EM Class Goal specifies Functions, related to organizational 
goals, and their components (informational activities). The UCM could be generated 
as well for such EM Classes as Material flow, Information flow, Information Activity 
and Business Rule.  

5   Conclusions 

The problems of the knowledge-based BP modeling and user requirements design 
have been discussed. The Enterprise model is considered as the major source of 
knowledge in BP modeling and IS development. The formalized Enterprise model 
defines the structure and behavior of business enterprise, improve the process of spec-
ify requirements elicitation, IS design and implementation. The Enterprise Meta-
Model is used as the “normalized” knowledge architecture to control the process of 
construction of an Enterprise model for the particular business domain. The usage of 
such Enterprise model facilitates the automation of the whole IS development proc-
ess. Some work in this area has already been done [5].  

This approach ensures the knowledge-based specification of user functional re-
quirements, which are verified and validated against Enterprise model, acquired on 
the basis of formalized Enterprise Meta-Model. The knowledge-based requirements 
specification (Use Case model) generation principles are presented. The Enterprise 
Meta-Model is the source of formalized knowledge for Enterprise modeling and re-
quirements specification. User requirements specification algorithms were created to 
generate Use Case models for user required components of Enterprise Model: enter-
prise management function, enterprise process, actor, goal and activity. 
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Abstract. Time-to-market and insufficient initial requirements are two major 
challenges that make requirement engineering for market-driven software pro-
jects different from bespoke software projects. These challenges can be re-
solved by using agile methods for market-driven software development as agile 
methods put emphasis on a dynamic approach for requirement engineering 
which work closely with an iterative release cycle. In this study, dynamic re-
quirement engineering approach of Agile methods was used for the successful 
implementation of market-driven software (Supply Chain Management) project. 

Keywords: requirement engineering, market-driven software, Agile methods. 

1   Introduction 

Requirement engineering for market-driven software development is different from 
customer specific software development. In Market-driven projects, requirement 
gathering is difficult as there is no distinct and defined set of users [1]. There are 
potential users, an imagined group of people who may fit into the profile of an in-
tended product user [2], who can help in gathering some requirements.  Often, re-
quirements are invented by developers [3], based on strategic business objectives, 
domain knowledge and a product vision. All requirements cannot be known in ad-
vance before construction begins. In fact, there is a constant flow of requirements 
from various sources and these requirements needs to prioritized and managed during 
software development life cycle. This is similar to the requirement engineering phase 
of Agile methods. In Agile approach, development of requirements specifications is 
conceived as an incremental process, in which the stakeholders successively add re-
quirements until getting to the specifications of the desired system [4].  

When developing software for a market place rather than bespoke software for a 
specific customer, short time-to-market is very important [5][6]. It is important so as 
not to lose the market share to competitors and in case of probable delays, only high 
priority requirements are implemented in the current release. Low priority  
requirements are excluded from the current release and implemented in subsequent 
releases. Therefore, market-driven software products are often developed in several 
consecutive releases. This is in sync with the philosophy of Agile Methods which 
says software should be developed in an incremental and iterative way with high 
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priority requirements to be included in initial releases and working software is seen as 
sign of progress.  

Active participation of the user during development is one of the very important 
principles of Agile methods. Similarly, in order to succeed and capture the market 
with their market-driven software, organizations must have some means to get  
customer feedback early in the development process and thus minimize the risk of 
wasting valuable development efforts because of ambiguous and incomplete  
specifications.  

We developed market-driven software (supply chain management software) with 
the motivation of Agile methods and the requirement engineering phase was done in 
an iterative way. We gathered requirements by conducting several sessions of inter-
views and workshops. Also, feedback from initial release helped in refining old  
requirements and gathering new ones. In this paper, we have discussed how the appli-
cation of agile methods for market-driven software development resulted in the suc-
cessful implementation of supply chain management software. 

2   Literature Survey 

Karlsson et al. [2] investigated current practices and challenges for market-driven 
requirement engineering in Swedish software development organizations in order to 
increase the understanding of the area of market-driven requirement engineering. 
They found many problems, some of them unique for market-driven projects and not 
applicable for customer-specific software projects. So, requirement engineering 
methods to develop customer-specific software may not be enough to support re-
quirement engineering for market-driven software projects. This is also supported by 
Potts [3] that requirement engineering models and methods to develop bespoke soft-
ware are not suitable for market-driven software development. He suggested some 
alternatives that would address those shortcomings for research and consulting  
communities.  

In market-driven projects, eliciting requirements is difficult as there are no defined 
users but some potential customers. These requirements should be prioritized also as 
time-to-market is a key to succeed and capture the market and all gathered require-
ments may not be implemented within a specified time limit. Only high priority re-
quirements are implemented in the current release and low priority requirements are 
left to be included in subsequent releases. Therefore, successful requirement engineer-
ing process for market-driven software development projects must have the ability to 
extract requirements from different sources. These different sources may give con-
flicting requirements so there must be some way to resolve conflicts among require-
ments and then prioritize and manage them. Lueke [7] presented a Structured Brain-
storming and Evaluative Survey Technique (SBEST) for discovering, systematically 
gathering, prioritizing and implementing marketplace wants and needs while paying 
attention to any competition. SBEST yields the attributes of the ideal solution from 
the market’s point of view. However, the process does not yield specifications for 
development of a product or service.  Yeh [8] presented a market-driven requirement 
management process (REQUEST) that transforms systematically the many “voices of 
Customers” through various stages to a set of plan candidates by means of analysis, 
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validation, and prioritization. It tracks and relates original requirements to plan items 
and vice versa. Tuunanen and Rossi [9] developed a new RE method based on Critical 
Success Chain (CSC) method that includes top-down approach of planning and par-
ticipation of information systems customers to get rich information. They extended 
CSC with customer segmentation and lead user concepts from marketing. They also 
constructed a support environment within Metaedit+ Meta CASE tool to present and 
manage requirements. Regnell [10] presented an industrial case study where a distrib-
uted prioritization process is proposed, observed and evaluated. A major objective of 
the distributed prioritization is to gather and highlight the differences and similarities 
in the requirement priorities of the different market segments. Various charts are pro-
posed to present visually the disagreement between stakeholders and differences in 
satisfaction with a certain priority decision. These charts are intended to be used as 
decision support when determining what to implement in the coming release of a 
software package. 

Sawyer et al. [5] pointed out that time-to-market is the overriding constraint for 
market-driven software development projects. When the project falls behind schedule, 
the preferred solution is to concentrate on meeting most critical requirements releas-
ing the product on time. Other features can be added in later releases. Also, new re-
quirements will also emerge when real users start using the software. So, requirement 
engineering process for market-driven software development has to be dynamic 
which must work closely with an iterative release cycle.  They synthesized a number 
of good practices for requirement engineering for packaged software.  

Also, there is a need to handle congestion in the requirement engineering process 
for market-driven software development which may occur when short time-to-market 
is combined with rapid arrival of new requirements from many different sources. 
Eliminating duplicity of requirements helps in dealing with congestion. Dag et al. [11] 
presented empirical evaluations of the benefits of automated similarity analysis of 
textual requirements, where existing information retrieval techniques are used to sta-
tistically measure requirements similarity. Host et al. [12] modeled a specific re-
quirement management process (REPEAT) using discrete event simulation and the 
parameters of the model were estimated based on interviews with people from the 
specific organization where the process is used. Their aim was to investigate if simu-
lation can help in exploring bottlenecks and overload situations in requirement engi-
neering processes and to find changes to the process that may remove bottlenecks. 

To compete in the market, the product should contain features or functions that do 
not exist in other similar software so developers tend to put more effort into inventing 
and implementing new functional features that are expected to improve the product but 
these new functions are useful only if users can use them easily. So, adding new func-
tions is not only important but these newly added functions must be usable also. This is 
supported by Dag et al. [13] that although developers rely heavily on the number and 
the existence of new features, usability is recognized as a competitive advantage on its 
own. They presented results and experiences of an industrial case study that employs 
two known usability evaluation methods (a questionnaire and a heuristic evaluation) at a 
market-driven software development company inexperienced in usability.  

The requirement engineering phase of our project didn’t rely on any particular 
method mentioned above. We tried to learn lessons from all the above mentioned 
studies and used the parts which were applicable to our project. We initially  
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conducted a series of interviews with some prospective customers to gather initial 
information. This information was analyzed by a requirement engineering team (con-
sisting of one business expert and team leaders of various software development 
teams) in a brainstorming meeting. Then this team conducted several workshops to 
refine, prioritize old requirements and also gather new ones. All the information col-
lected here was also analyzed by the requirement engineering team in another meeting 
which helped in grouping the requirements and also developing high level architec-
tural design of the proposed software system. Workshops and later brainstorming 
meetings were also part of Structured Brainstorming and Evaluative Survey Tech-
nique (SBEST) proposed by Lueke [7]. Also, the requirement engineering process for 
this market-driven software development was dynamic that worked closely with an 
iterative release cycle as recommended by Sawyer et. al.[5]. We did not stop gather-
ing requirements when construction began. It continued even when construction was 
going on. We used simple natural language to store requirements in a repository. As 
the software was developed in several releases, we got the feedback from customers 
after every release. This feedback helped in adding new requirements, refining old 
ones and also gave an idea about the usability which is a very important attribute of 
any market driven software to have a competitive advantage in the market as sup-
ported by Dag et. al. [13].   

3   Case Study 

Supply Chain management was developed for the market. There were many potential 
customers.  There were two perspectives of this project. One of them was engineering 
because of the business area and the solutions types.  The other one is software that 
will provide those solutions as a high qualified, reliable, accurate and efficiently 
working software product. The engineering part was based on the operational-
research area in the industrial engineering domain. All the optimization problems and 
solutions are defined in that topic theoretically. Their results have to be verified by 
using appropriate tools before they can be transferred as software solutions. Some of 
the characteristics of the project were: 

 

• Large scale project 
• Project complexity was high 
• Acquaintance with the domain was less 
• Insufficient requirement specification initially 
• Quick release was important to have an edge in the market 
• No defined set of customers (There were some prospective customers) 
• There were multiple development teams and each team size was small. These 

teams concurrently developed different parts of the software. 
  

The requirement engineering phase for supply chain management software was 
conducted in several iterations as shown in figure 1.  According to Jiang et. al. [15], if 
the project size is large and project complexity is high, it is better to use a systematic 
technique to elicit, analyze, document, verify and validate requirements. Initially, we 
conducted interviews to gather requirements from many potential customers. We tried 
to observe their problems.  Customers talked about their expectations from different  
 



 Market-Driven Software Project through Agility 107 

 

Fig. 1. Requirement Engineering Process for market-driven software development [14] 

areas of the domain. This information was analyzed by a requirement engineering 
team during brainstorming meetings within the company and this analysis helped in 
filling the right location in the overall system working scenario. A requirement engi-
neering team was consisting of team leaders of various small development teams and 
one business expert of supply chain management domain. One of the development 
team members, who had knowledge of this particular domain, played the role of busi-
ness expert. In those meetings, business expert within the company pointed out the 
related problems and their solution that is defined in the concept of the working do-
main. In those early phases, there was an emphasis on defining a vision and scope, 
and identifying functions and features at a high level (such as just the names of use 
cases and features).   

Later on workshops were conducted to refine, prioritize and resolve conflicts 
among requirements. These workshops also helped in determining cross-functional 
implications that are unknown to individual stakeholders and often missed or 
incompletely defined during stakeholder interviews. These workshops were held in a 
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series of sessions where each session often only lasted two to four hours, and were 
often attended by a majority of stakeholders.   

These multiple sessions of interviews and workshops helped in obtaining initial 
requirements (partial requirements) which were used to initiate the development 
process but the requirement engineering process didn’t stop here. Interviews and 
workshops for gathering requirements about parts of the software which were not 
clear are carried out in parallel with the development of different parts whose 
requirements were clear. Software requirements were stored in a repository along 
with their priority. At any point in time we gathered “could do”, “should do” and 
“must do” requirements [16]. These requirements were stored in a centralized reposi-
tory where they can be viewed, prioritized, and “mined” for iteration features. For 
each iteration, during the development, according to defined functionality of the itera-
tion, the requirements were selected from that repository according to their priority, 
their use-cases and working scenarios were prepared by the domain expert and it was 
supplied to the development team.     

Requirements were accessible to all team members, available to be enhanced and 
revised over time, and remain reasonably current to directly drive testing as they were 
implemented. There were other critical non-functional requirements also such as per-
formance, portability, usability, reliability because of the constraints of the business 
domain. Some of these non-functional requirements were recognized by customers. 
Others like portability were recognized by the RE team.   

Also, the requirement engineering team did the preliminary architectural design 
during the requirement engineering phase using the initial requirements. This is 
supported by Mead [17] that architecture modelling and trade studies are important 
activities that should take place during requirements engineering activities, not after 
the requirements have been defined. Software architecture must be considered 
during requirements engineering to ensure that the requirements are valid, 
consistent, complete, feasible etc.[17]. There were many development teams 
working concurrently on different parts of software. To avoid any confusion 
between these teams and also to have a common picture of what they were 
developing, RE team designed the core architecture of the system. This was the 
structure that specifies the whole system as major components, modules; collabora-
tions, interactions and interfaces between them and the responsibility of each mod-
ule. All the defined modules and components were drawn as black boxes and the 
interactions between them were represented by arrows. Development of each mod-
ule was assigned to different teams as parallel tasks.  The responsibilities and col-
laborations were defined clearly for each module (i.e. Controller, IO manager) and 
sites (DBMS, GIS, Application Server). This structure was also allowed to change 
as a result of customer’s feedback from future iterations. Since it was a basis struc-
ture and there was collective ownership on that part by the team members, it was 
important to document that structure in order to be accessed easily. The diagrams, 
responsibilities, functionalities and scenarios were documented by the requirement 
engineering team. Object-Oriented design techniques were used for architectural 
design so as to increase applicability of the iterative and incremental development 
process because Object-oriented design provides modularity, minimum coupling 
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and maximum cohesion, thus a flexible structure. Ferrett and Offutt [18] also found 
in their study that object-oriented programs are more modular than procedural pro-
grams. Another benefit of using Object-oriented techniques was to define the tasks 
in parallel, since all modules provide encapsulation and a loosely coupled structure, 
each could be developed independently as a sub-product and then could be inte-
grated easily because of well-defined interfaces. Once the core was built, team 
leaders who were part of the requirement engineering team along with a Business 
expert and actively participating in the requirement engineering process, returned to 
their respective teams and the development was done in parallel with multiple 
teams by using short iterations. Each team leader had a clearer picture and common 
vision due to the architectural design and could better convey and maintain that for 
the rest of the project. Further, each team leader acts as a liaison to the other teams. 
Also, after spending some close time with the other team leaders, there was im-
proved communication between these teams. These team leaders played a dual role 
during the whole project. They took an active part during the requirement engineer-
ing process and also they were leading different development teams working in 
parallel on different parts of the software.   

As this project was market-driven, it was not possible to get all the requirements by 
only conducting interviews and workshops with some potential customers. Require-
ments were not stable also. The rate of change in requirements was high so a more 
flexible approach, like prototyping, needs to be used to gather additional requirements 
and refine the old ones. Projects with higher requirements volatility require a more 
flexible approach [15]. Also, quick release of software was important to have an edge 
in the highly competitive market so we started developing software with the initial set 
of requirements by using an iterative and evolutionary approach. These iterations had 
short timeframes. These evolutionary prototypes of software were used to get feed-
back from customers. This feedback helped in extracting new requirements and fur-
ther refinement of previous requirements.    

4   Lessons Learned 

Some lessons learned 
 

a) The involvement of some prospective customers is important for the success 
of the project. Although we usually got the cooperation of customers, 
sometimes it posed some challenges too. Sometimes their ideas were entirely 
different from one another. Furthermore during a very crucial moment, they 
could not be present. 

b) The presence of a business expert is also important for the success of the 
project. In this project, a development team member, who had worked in 
the past in a similar kind of project, played the role of business expert. 
Since this person was not entirely from this particular domain, we could 
not rely solely on his knowledge and that is why we saught the 
involvement of some prospective customers. But this business expert 
played a very crucial role in resolving the conflicts among requirements 
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and also prioritizing these requirements. Also, when the customers could 
not be present, this member filled that space which we think is quite 
significant for market driven project. 

c) Initial interviews helped in deciding the scope of the problem. Also, they 
helped in describing the high level description of the requirements. 

d) A brainstorming meeting among the requirement engineering team played 
the role of filter before workshops. Issues which could be resolved without 
the help of all stakeholers were solved here and therefore saved lots of time. 
Also they helped in setting the agenda for the workshops. 

e) The role of workshop is very important. They not only helped in refining, 
prioritizing and resolving conflicts among requirements but also gelled all 
stakeholders. This instilled the feeling of a common goal among stakeholders 
and motivated them to work cohesively towards achieving it.  

f) Architectural design, which was done by the requirement engineering team,  
helped in making a full and clearer picture of the entire system among all 
different development teams working on different parts of the system.   

5   Conclusion 

It has been established that Requirement Engineering for market-driven software 
projects is different than customer-specific software projects. Time-to-market and 
insufficient initial requirements are two major challenges in market-driven soft-
ware projects. We handled these challenges by using agile methods for the market-
driven software development. Agile methods advocate that software should be 
released in increments with higher priority requirements implemented in earlier 
releases and low priority requirements can be excluded to be implemented in a 
later release. Also, feedback from these releases help in refining old requirements 
and adding new ones. Agile methods put emphasis on the dynamic requirement 
engineering phase which work closely with an iterative release cycle. This process 
works well for market-driven software projects because it solves two major chal-
lenges written above.  

Agile methods support gathering requirements in an iterative way as it is impossi-
ble to know all the requirements before the development begins. Having a complete 
set of requirements before construction begins is not a necessity if we use agile meth-
ods. In fact, with agility, the requirement engineering phase for market-driven soft-
ware development can be made dynamic enough to gather and manage requirements 
from different sources during different timelines of the project.  

The product can be released on time (as early as possible) using agility so as to 
have an edge in the market as time-to-market is another important challenge. This can 
be achieved by developing software in different releases with high priority require-
ments implemented in the first release. In future, this requirement engineering process 
can be applied to similar kind of projects and  thus can be validated after comparing 
the results from those projects.  
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Abstract. This paper presents some of our activities trying to adapt the foreign 
language based speech recognition engines for the recognition of the Lithuanian 
speech commands. In recent years several quiet successful speech recognition 
engines became available for the most popular languages (such as English, 
French, Spanish, German, etc.). The speakers of a less widely used languages 
(such as Lithuanian) have several choices: to develop own speech recognition 
engines or to try adapting speech recognition models developed and trained for 
the foreign languages to the task of recognition of their native spoken language. 
First approach is expensive in time, financial and human resources sense. Sec-
ond approach can lead to faster implementation of Lithuanian speech recogni-
tion modules into some practical tasks but proper adaptation and optimization 
procedures should be found and investigated.  

Keywords: speech recognition, speech engine, transcriptions, phonetic. 

1   Introduction 

Speech recognition is long awaited mode for human computer interaction that needs 
to be introduced into many modern devices. In recent years pressure to develop faster 
voice based dialogue interfaces rises due to more and more widespread use of mobile 
devices such as mobile phones (many of them has capabilities significantly overcom-
ing capabilities of traditional phones), tablet PCs, pocket PCs, etc. The characteristic 
property of similar devices is their portability which means reduced screen and key-
board. Small keyboard and screen introduces significant inconveniences for user to 
use them efficiently. Voice based dialogue interface often may become efficient sub-
stitute for traditional GUI based interface or in some cases may become single possi-
ble solution for mobile users.  

Importance of voice based interfaces is stressed additionally by the fact that many 
business consulting companies predict that speech will remain dominant component 
in total data flow over wired and wireless networks in coming years.  

From the advent of speech recognition research and the appearance of first com-
mercial applications the main efforts were devoted to the recognition of widely used 
languages, particularly English language. The reason of such behavior is very clear – 
widely used languages have bigger market potential for practical applications. So 
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looking at the general trend in the development of commercial speech recognition 
applications and tools for the development of speech recognition, such sequence 
could be observed: first version of speech recognition engine oriented to the recogni-
tion of English (and particularly US English) is released, then that system is supple-
mented with the engines for the other widely used languages (most often Spanish, 
French, German and several others) and sometimes but not necessarily with recogni-
tion modules of some other relatively widely used languages (in example Dutch, Ital-
ian, Turkish, Polish, etc.). Many other less widely used languages remains out of the 
scope of interest for the major speech recognition solution providers. 

In such situation businesses and state institutions, in countries were such less popu-
lar languages are used as a main source of spoken language communication, faces a 
challenge of development of own speech recognition tools. Two major ways for solu-
tion are as follows: 

- to develop own speech recognition engine from scratch; 
- to adapt the foreign language based engine for the recognition of your native 

language. 
The first approach has potentially higher capabilities to exploit peculiarities of se-

lected language and hence to achieve higher recognition accuracy. But the drawback 
of such approach is that the providers of major speech technologies avoid the imple-
mentation of such languages in their products – high costs in the general sense of this 
word.  

The second approach has the potential to achieve some practically acceptable re-
sults faster than developing entirely new speech recognition engine. Another advan-
tage of this approach is potential to achieve faster compatibility with the existing 
technological platforms. Such advantage is often important for business customers, 
since they need to follow various technical specifications in order to guarantee consis-
tent functioning of the enterprise. But this approach also requires careful investigation 
of the ways of adapting and optimizing adaptation algorithms.  

This paper will present some of our activities trying to adapt speech recognition 
engine oriented to the recognition of spoken English for the recognition of several 
Lithuanian voice commands.  

2   Expert – Driven and Data-Driven Approaches 

The topic of the multilingual and crosslingual speech recognition is very important 
because of the reasons mentioned above. The importance of this research topic is ex-
pressed especially in Europe as this region is a multi-cultural society with many lan-
guages used in parallel. As the costs of generating a non-existing speech database and 
training acoustic models from that database can be very high, one possibility is to use 
crosslingual speech recognition. The idea behind this is to transfer the existing source 
acoustic models from source language to the target language without using speech 
corpora in that language and without full retraining of the speech recognition system. 

Similarity measures used to transfer the source acoustic models to a target lan-
guage can be divided into two major groups [4]: expert-driven methods and data-
driven crosslingual speech recognition approaches. 
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In expert-driven methods mapping from one language to another is performed us-
ing human knowledge and is typically based on some acoustic-phonetic characteris-
tics. One of the most frequently used methods is the use of so called IPA scheme. 
Expert knowledge of all included languages is needed. Such approach could be very 
difficult if many different languages were included in the system or must be used for 
the optimization. It was also observed that some subjective expert influence from the 
mapping can be expected. 

IPA scheme [3] we will describe in more detail. For each phoneme in target lan-
guage an equivalent phoneme in the source language was searched for. As an equiva-
lent phoneme with the same IPA symbol is selected often. The ratio of the equivalent 
phonemes depends on the acoustic similarity of languages and on the number of pho-
nemes in the all involved languages. In the case when IPA equivalent is non-existent 
in the target language the most similar phoneme according to IPA scheme is looked 
for. The search for the most similar candidate can be performed in horizontal or verti-
cal direction through the IPA scheme. The main advantage of described scheme is 
that it can be applied without any speech material in the target language. Disadvan-
tage of such approach is that expert knowledge should be obtained somehow and this 
knowledge also has subjective influence introduced by the expert. Data-driven 
crosslingual speech recognition approaches are based on data-driven similarity meas-
ures. In these methods the similarity measure is applied during mapping. Similarity 
measure itself is obtained from some data applying some algorithm. Data-driven ap-
proach with the phoneme confusion matrix will be described below in more details. 
The idea behind this method is that similar phonemes are confused during speech rec-
ognition by a phoneme recognizer. The basic characteristic of such recognizer is that 
it recognizes phoneme sequences instead of words from a vocabulary. For generating 
crosslingual confusion matrix, acoustic models of one of the source languages were 
applied on speech utterances of the target language. The recognized sequence of the 
source phonemes was then aligned to the reference sequence of the target phonemes. 
The output of this alignment was the crosslingual phoneme confusion matrix M. At 
this stage for each target phoneme ftrg the best corresponding source phoneme fsrc 
should be looked for. As similarity measure, the number of phoneme confusions c(ftrg, 
fsrc) is often selected.  

So for each target phoneme ftrg the source phoneme fsrc with the highest number of 
confusions c is selected in this schema. If two or more source phonemes has the same 
highest number of confusions it was proposed to leave decision for the expert which 
one of source phonemes should represent target phoneme ftrg. The same procedure 
could be applied if no confusions between source and target phonemes were observed. 

The advantage of described data-driven approach based on a confusion matrix is 
that it is fully data-driven method and theoretically no subjective expert knowledge 
required (in practice expert knowledge is necessary to solve situation when same or 
similar confusions were observed). 

3   Multiple Transcriptions Based Recognition 

This paper will deal with the task of adapting Microsoft speech recognizer for Lithua-
nian speech recognition using two different vocabularies for 100 Lithuanian names 
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(first names and family names): it is expected that this vocabulary is less complicated 
since names are longer and task is related with the choice of possibilities; 

Selection of vocabulary was determined by the practical potential of applications 
that could be developed from this vocabulary. The main characteristic of used ap-
proach is that multiple transcriptions were used for single command. The number of 
transcriptions used per word or command wasn’t constant and was the case of some 
rough optimization (optimization was done by single speaker and developer trying to 
find some optimal performance level for that person and later those transcriptions 
were used for other speakers as well). And one more difference from that study was 
bigger number of speakers and utterances used in the experiments. 

For Lithuanian first and family names database 33 different speakers uttered each 
name and surname once. The total number of combinations first name+family name 
was equal to 100 in this case (3300 utterances total).  

4   Lithuanian Proper Names Recognition 

Microsoft Speech Recognition engines were used as a basis for adaptation. Two 
speech databases were applied in these experiments: initial corpora and corrected cor-
pora. Corrected database was freed from various inadequacies and mistakes that were 
present in the initial database. Between inadequacies and mistakes were pronunciation 
errors. Most of such pronunciation errors were situations when speaker used other 
phoneme than the phoneme present in the original family name, but still getting 
grammatically correct and often really existing name (in example, speaker said 
Dalinkevicius instead of Danilkevicius). Other errors were related with such problems 
as stammer near family name or some technical spoilage such as a truncated part of 
the word (most often at the end of the name).  

Experiments were performed for male and female speakers separately and also for 
all speakers together. Table 1 show the results obtained in those experiments. Last 
row in the table presents results obtained using corrected speech corpora. 

One of the most interesting observations was that recognition accuracy for initial 
and corrected databases was almost equal which show, that quite robust recognition 
system for small pronunciation errors may be developed (situation rather probable in 
applications, where we need to recognize people names). Detailed analysis showed 
that one speaker made even 19 errors when reading names and confusing at least one 
phoneme in the first name or family name, but all utterances were recognized  
correctly.  

Table 1. The recognition accuracy of 100 Lithuanian names using the adapted transcriptions for 
the Microsoft Speech Recognition engine 

Speakers Correct, % Insertions, % Indetermi-
nacies, % 

Omissions, % 

16 females 89.8 6.5 3.5 0.2 
17 males 92.5 3.9 3.4 0.2 
33 both 
genders 

91.2 5.2 3.3 0.4 

corrected 91.4 5.6 2.9 0.1 
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Another group of experiments using 100 Lithuanian names was carried out using 
clean and noisy or clipped speech. The aim was to evaluate robustness of recognizer 
for speech signal distortions. Only 5 speakers participated in this experiment and sev-
eral SNR levels were selected and clipping coefficients were used. Table 2 shows 
results obtained in those experiments. 

Table 2. Recognition accuracy of 100 Lithuanian names for different quality of speech signals 
(5 speakers) 

Distortion Correct, % Insertions, % Indetermi-
nacies,  % 

Omissions, % 

Clean 96.6 1.2 2.2 0.2 
SNR 40dB 96.2 1.6 2.2 0.0 
SNR 30 dB 91.6 1.4 7.0 0.0 
SNR 20 dB 43.8 10.0 29.2 17.0 
Clipped 0.3 93.0 4.8 2.2 0.0 
Clipped 0.1 82.0 13.6 4.0 0.4 

 
Looking at the table we see that the performance of the recognizer began to dete-

riorate significantly when the SNR level dropped below 30 dB and was in principle 
unacceptable at the SNR 20 dB. So the performance can’t be treated as robust one 
looking from the SNR variations point of view. Using clipping coefficient 0.3 recog-
nizer performance’ dropped relatively insignificantly while clipping coefficient 0.1 
resulted in much bigger loss in accuracy.  

Table 3. Five names that result in the largest number of recognition errors in the 100 Lithua-
nian names recognition experiment 

Indeterminacy errors Insertion errors 
name number of errors name number of er-

rors 
Gudas_audrius 17 Biaigo_sandra 16 
Baublys_algis 12 Dolgij_andrej 16 
Biaigo_sandra 6 Grigonis_audrius 11 

Balcius_ernestas 6 Baublys_algis 10 
Gailiunas_rytis 6 Giedra_nerijus 8 

 
We’ve performed some recognition errors analysis trying to find the ways to im-

prove the recognizer performance and find the ways to optimize adaptation procedure. 
There were 290 substitution and insertion errors (120 substitution and 170 insertion) 
in our first group of experiments and it was natural to expect that not all names will 
produce the equal number of errors. Here we’ve need to state that as an insertion error 
we treated situation, when recognition system produced some phonetic unit at the 
output of the system, which resulted in the name that wasn’t present in the list of 
names (typical recognition system output in this situation was “I don’t understand 
you”). Table 3 shows the 5 names that produced the largest number of errors in these 
experiments. 
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Looking to those results we see that 5 most confusing names produced almost 40% 
of all substitution errors and slightly more than 35% of all insertion errors. So the 
“concentration” of errors is big and more attention to the names that resulted in larger 
amounts of errors is necessary. 

Detailed view to the most confusing names in these experiments showed that most 
of those names don’t have difficult phonetic structure. The bigger number of errors 
obtained by the name Gailiunas_rytis may be explained by the presence of the name 
Gailiunas_vytautas in the same list. But most of the errors can’t be explained straight-
forwardly. For example, name Gudas often was confused with the name Butkus. 

5   Conclusions 

This paper presented some of our activities trying to adapt the foreign language based 
speech recognition engines for the recognition of the Lithuanian speech commands. 
The speakers of less popular languages (such as Lithuanian) have several choices: to 
develop own speech recognition engines or to try adapting the speech recognition 
models developed and trained for the foreign languages to the task of recognition of 
their native spoken language. First approach is expensive in time, financial and hu-
man resources. Second approach can lead to a faster implementation of the Lithuanian 
speech recognition into some practical tasks, but the proper adaptation and optimiza-
tion procedures should be found and investigated.  

For 100 Lithuanian names recognition accuracy of more than 90% was achieved. 
These results show that the implementation of longer commands and transcription 
generation methodic proposed in [2] study were confirmed. 
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Abstract. The last two years where marked with the formation of a number of 
financial bubbles and their bursts in various markets of capital, real estate and 
raw materials. The years 2007-2008 became a large scale trial both for profes-
sional and home economy that unavoidably was related with finance. Both bub-
ble formation and burst determined the damage of the clients' global confidence 
in financial institutions and confounded their expectations. It caused corrections 
in the economic growth prediction since a number of countries found them-
selves on the verge of financial crisis. Three Baltic states that were earlier 
called the tigers of the European growth had encountered the described situa-
tions with the special difficulty – the indices of consumer and business confi-
dence decreased by ten years; the growth of gross internal product decreased to 
minimum, or even acquired the features of recession, and the capital markets 
lost about one third of capitalization. The paper aims at the analysis of the al-
teration of the share market in the three Baltic countries – Lithuania, Latvia and 
Estonia – during the last nine years with regard to price bubble formation and 
bubble bursts. The research was carried out with the use of the comparative 
analysis of the scientific literature, the method of mathematical analysis and 
generalization. The analysis revealing how the three capital markets reached the 
level of capital saturation and when it manifested itself was performed with the 
computation program “Loglet Lab2”. 

Keywords: share price bubble, logistic growth model, Baltic stock exchange, 
index.  

1   Introduction 

Sometimes finance markets, similarly to other constituent parts of the economic 
structure, demonstrate an 'unnaturally' rapid growth of prices. It is considered that 
such upturns which last for several months or even years do inevitably end in a 
sudden drop to their ‘true level’. The mentioned phenomenon is called the price 
bubble or crisis, and occurred in the Baltic countries as well. The dictionaries of 
financial terms describe the price bubble theory as “a theory under which security 
prices sometimes move wildly above their true values, or the price falls sharply until 
the 'bubble bursts'. It is also possible for a bubble to deflate gradually” [1]. 
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Each financial bubble burst results in heavy economic outcomes. Therefore this 
financial phenomenon deserves a special concern of researchers. In other words, the 
analysis of the errors of the past might help to avoid them in the future.  

The paper aims at the analysis of the indices of the Baltic stock exchanges by 
focusing on the functions of the limited growth (or logistic functions) that describe the 
process of the capital accumulation (or growth). 

The specificity of the logistic function lies in its limited growth aspect. To say 
more, it undergoes alteration exclusively within a described interval: from zero to a 
particular (maximum) rate. The logistic growth is a characteristic feature not only 
with respect to capital but, actually, to any population whose rate of growth is 
proportional to its size. 
   On the whole, the logistic models have been widely applied for the investigation of 
the biological systems. In the field of economic inquiry, they have been seldom 
applied – only single attempts at the analysis of the economic systems have been 
discovered by the authors of the paper [3], [4]. The main drawback of such models is 
that they do not offer the growth function expressed in compound interest. In 
Lithuania, the exploration of the mentioned problem started in 2002 [5]. 

By performing the analysis of the index alteration of the Baltic and employing 
information technologies it will be determined whether the explored logistic functions 
might be applied for the analysis of the practical data. The paper aims at determining 
whether the capital markets of the Baltic countries were faced with the price bubble 
burst situation and whether they reached the limited capital saturation that most 
probably provoked the sudden financial slumps.  

The objective of the paper is to find out whether the capital markets of the Baltic 
countries have reached the level of the limited capital saturation by employing the 
logistic functions. 

The object of exploration is the history of the indices of the Baltic countries in 
2000-2009. 

Methods of research: analytical, also embracing the methods of comparative and 
mathematical analysis and econometric calculations. 

2   Logistic Modeling of Investments 

Excluding rare exceptions, the contemporary economic research and specifically, in 
the field of investment postulates that economic growth is unlimited. While actually, 
sooner or later each growth gets exhausted. It is observed in the course of nature. The 
models analyzing the growth of populations in biology were worked out more than a 
hundred years ago. The cyclic development of economy in various regions and states 
confirms that the economic growth is limited as well. A recently created and 
developed theory of the logistic management of capital at Vilnius University, 
Lithuania, fits well for the description of the limits of the economic growth and the 
causes of the economic bubble formation, and might provide the researchers and 
patricians with the proper tools – the logistic growth models – to formalize these 
processes [10], [11]. 

Usually, the analysis of the growth of capital means that there is a particular 
Investment Capacity (or range) of the limited size which the given capital might 
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occupy. As a rule, the invested capital fills only a part of investment capacity. This 
part of capacity will be defined as Investment Coverage. A residual free part of 
capacity is intended for the capital growth and will be called Resources of Growth. 
Occasionally, investment capacity can be equal to capacity of the whole economic 
structure [3]. Consider: 

Investment Capacity = Investment Coverage + Resources of Growth 

The relation between variables in the logistic model is schematically shown in 
Figure 1. 

 

Fig. 1. The relation between variables of the logistic model 

Investment capacity is limited, and with an increase of investment coverage the 
growth resources are diminishing. Therefore investment capacity limits the growth 
of investments. When investments are approaching the capacity limits, the 
economic bubbles begin to burst [9]. The bubble is formed when Investment 
Coverage increases in the fixed Investment Capacity and thus Resources of Growth 
decrease. In this situation, efficiency of investments, or logistic internal rate of 
return increases very sharply. Such behavior of the system causes the formation of 
the so called bubble effect.  

It has been proved that the bubble can provoke crises (i.e. increase inflation, etc.) 
in the whole economy, into which certain capital is integrated. Hence it is necessary 
to emphasize that it is not inflation that causes the formation of the bubble, but vice 
versa – the forming bubble initiates and increases the processes of inflation. 

The worked out logistic theory of capital management shows how to avoid the 
phenomena of overheated economy, or how to mitigate its fatal consequences. For 
this purpose, it is necessary to enlarge the capacity of capital. Seeking to escape the 
price bubbles, the investment capacity should be extended through globalization and 
by entering the new markets (an extensive mode), or through an implementation of 
technological innovations (an intensive mode). It is obvious that the second mode is 
more perspective. 

Most frequently, in the cases when various financial problems occur in relation to 
payments or cash rate at the given moment of time, or when it is urgent to model the 
capital price, investments or any other cash flows, the present or future value of 
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capital is calculated. As a rule, such calculations are based on the so called formula of 
compound interest [2]. Consider: 

trKK ⋅= 0  (1)

here: K0 is the present capital rate; K expresses the future capital rate, or the capital 
rate at the t moment of time; r describes the coefficient of accumulation rate; ( 
r= 1+i  here: i is interest rate); t is the duration of accumulation expressed in time 

units that are fixed in interest rate. Sometimes Equation (1) is called an exponential 
function of capital accumulation.  

Traditionally, Equation (1) is used to calculate the growth of capital (population, 
products, etc.). However, such calculation may be performed only until the capital 
growth is not restricted by external factors [6]. Capital cannot increase at an equal rate 
endlessly, the more so if the system is completely or partially closed. When growing 
within such a system, it exhausts the limited resources in its environment. In other 
words, it enters into self-competition, which diminishes its growth – the system gets 
‘satiated’. 
It is assumed that in the given environment, capital may increase up to a certain limit 
(in the given environment, only a particular amount of capital not larger than the 
determined one may be invested). The maximum rate of growth is Km. Then the 
interval of the capital alteration or capital growth (relatively, it may be considered as 
an areal or space of growth) is as follows:  

K 0≤ K≤ K m . 
The growth of capital will be described by the logistic function of growth [5]. 

Consider: 
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here: K0 is the present capital value; r defines the accumulation rate coefficient and 
t is time expressed in the same units as the time estimated in the interest rate of 
growth (in most cases, it points to the whole periods of the interest rate re-
calculation). 

It should be noted that, if the maximum value of the product Km increases and 
approaches infinity ( )∞→mK , i.e. if for Equation (2) the limit ∞→x

Klim  will be 
calculated, then, as it might have been expected, Formula 2 will turn into an ordinary 
rule of compound interest (1). Then the formula of compound interest (1) will make a 
separate case of the logistic accumulation function (2), where the maximum capital 
rate Km is extremely high. 

On the basis of the studies concerning the logistic growth models the explanations 
of the formation of the stock market bubbles will be extended. Usually, in the analysis 
of capital price, investments, or other money flows the present value or future value 
of capital is calculated. The logistic present value may be expressed by the following 
equation [3], [7], [8], [9]. Consider: 
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Here: K0 is the present rate of capital; K describes the rate of capital at the time 
moment t; r denotes the rate of growth accumulation with the interest rate I; t is the 
time of accumulation in time units fixed in the interest rate. Actually, the described 
expression is the formula of logistic discount. 

The logistic function of accumulation (2) is differentiated with respect to the 
coefficient of the accumulation rate r. The dependence of the logistic capital 
accumulation rate is found out from the coefficient of the accumulation rate r: 
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Figure 2 shows the dependence of the capital accumulation rate on the interest rate, 
when the rates of marginal capital vary, the value of the initial capital is equal to 1 (K0 

= 1) and duration of accumulation is equal to ten (t =10). 
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Fig. 2. Dependence of the capital accumulation rate on the interest rate when the rates of 
marginal capital differ; t = 10 and K0 = 1 

The logistic model demonstrates the economic growth under constraints. The 
pressure of constraints starts after having reached the peak of the diagram representing 
the growth rate (called the marginal growth rate) and then is going down which shows 
the slowing down rate of the economic growth, finally approaching an economic crisis. 
In fact, only the rapid progress in research and technologies may help to solve this 
problem allowing the entrance into a new stage of the economic development based on 
the implementation of the new transparent, efficient and resource-saving technologies.  

3   The Situation in the Baltic Countries 

The capital markets of Lithuania, Latvia and Estonia have a fifteen-year history. 
However, during this short period of time they experienced several vital conversions – 
the Baltic countries entered the NATO and the European Union; in 2005 they joined 
the OMX, i. e. the North Europe Security Trade System. 
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Despite an expanded market accessibility to investors these three stock exchanges 
have remained rather limited and enclosed. First and foremost, small market 
capitalizations (on an European scale) determined that there market liquidity was 
insufficient to receive large capital; secondly, the frozen list of the quoted companies 
did not allow to expand the markets.  

An assumption has been made that the capital markets of the Baltic countries were 
limited enough to reach the level of limited capital saturation, which later on caused 
the price bubble bursts and initiated the market crises. 

In 2008, the indices of the three Baltic countries approximately lost about 2/3 of 
their rate and thus considerably exceeded the world scale of crisis when the average 
drop of 70 most popular indices reached 40%. Due to the data of the stock exchanges, 
the main index OMXV (of Vilnius Stock Exchange) decreased to 65.14%; the main 
index OMXR (of Riga Stock Exchange) dropped down to 54.43% and the main index 
OMXT (of Tallinn Stock Exchange) dropped down to 62.98%. 

The differences having been considered, each Baltic market was examined 
individually. The computation program LogLet was used to determine whether the 
rate of potential capital (i. e. the point of capital saturation) was reached and where it 
was likely to be fixed. 

3.1   Vilnius Stock Exchange 

The data of the Vilnius Stock Exchange index OMXV that covered the period of 
2000–2009 has been thoroughly examined in Figure 3. The index break served as a 
signal of the formation of the bubble whose burst later on caused the crisis. The 
economic logistic analysis shows that when the market exhausts its growth 
possibilities, i. e. approaches the rate of potential capital (the limit of growth), an 
accelerated increase of invested capital return takes place. It evokes illusory optimism 
among the investors, thus encouraging people to get interested in this alternative way 
of capital management. 

Such moves were observed both in 2005 and in 2007. In the first half of 2006 an 
obvious equity price correction was carried out on the basis of the apprehension for 
the future financial situation when the rapidly growing prices for raw materials and 
especially for crude oil initiated the growth of inflation.  

Meanwhile, in the second half of 2007 the information about the price bubble burst 
in the real estate market was received. In fact, an obvious chain reaction in the price 
bubble bursts took place within the economic structure. 

The graph shows that a few stages of the increase of the investors’ optimism 
occurred in Vilnius Stock Exchange which ended in the price bubble burst. It should 
be stressed that the growth of index above the line of limited capital saturation 
indicates the price bubble formation. 

Among the reasons causing bubble formation one of the most important was the 
limitation of the market amount. When the trade list is not expanding with the 
additional quoted companies, the potential (i. e. limited) capital rate is reached. The 
very fact that no new companies appear on the market determines the limited choice 
open for the investors as well as the limited amount of the potential investments. It 
means that the new investors are forced to ‘buy’ the former investors as well and thus 
against their will they do increase the distance between the share market prices of the  
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Fig. 3. Dynamics of the Vilnius Stock Exchange index and the curve of capital saturation  

 
Fig. 4. Dynamics of crude oil prices 
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quoted companies and their real rate. The second reason is the debt capital increase 
within the market. It shows that, on the one hand, with the growing popularity of 
investment the market did not increase its share amount; on the other hand, the market 
was gradually filled with a rising amount of capital, a considerable part of which was 
made of debt capital. As the data of the Lithuanian Securities Commission embracing 
the three quarters of the year 2008 shows, every fourth deal in Vilnius Stock 
Exchange was financed with debt capital. 

It should be also noted that the market growth observed in 2005 was stimulated by 
several essential changes in the Baltic (and hence the Lithuanian) capital markets. In 
that very year, the Baltic countries became the members of the European Union and 
the members of the OMX (i. e. the stock exchange net uniting all the stock exchanges 
around the Baltic Sea).  

With their membership in the European Union and OMX, the Baltic markets 
attracted more attention that might be explained in the following way: the markets 
became open for the investment funds which could promote investment exclusively in 
the region around the Baltic Sea. It had certainly determined the growth of capital, 
since the funds had to invest at least a small amount of their capital in order not to 
leave a vacant field in the sample of their possible investments. Actually, it shows a 
direct link with the above discussed theory – the amount of invested capital grew 
rather rapidly when it was invested into the non-expanding market. The sample 
remained the same, but the amount of investments increased. Consequently, the 
markets reached saturation and even crossed the limits of the potential possibilities for 
capital growth. 

The OMX membership formed a new sample of investors whose investment was 
done only within the OMX Net. Hence the Baltic countries still increased the round of 
their potential investors without increasing the depth of investments. Therefore the 
investment liquidity started growing on the base of its initial sample.  

The Lithuanian brokerage company Jusu tarpininkas (Your Broker) agreed to 
provide data on the alteration of the number of clients who participated in the market 
and were actively involved in the Inernet access. Consider Figure 5: 

 

Fig. 5. Dynamics of client and order number in FBC Jusu tarpininkas (Your Broker) 
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Figure 5 also confirms that in 2005 the high dynamics of investment service was 
observed. It provoked a growing amount of additional capital in the market. It should 
be stressed that the growth of the number of clients was followed by a similar level of 
growth of the number of orders, which testifies to the growing activity of the investors 
and their growing market concern. 

3.2   Riga Stock Exchange 

Similar financial moves may be observed in Riga Stock Exchange that demonstrates 
similar tendencies. The graph below (Fig. 6) shows that there were two similar 
attempts at breaking away from the curve of capital saturation that took place at the 
same time as in the Lithuanian capital market. Both attempts ended in the index 
downgrade corrections. The OMXR index reduction in 2007-2008 indicates an 
obvious bubble burst. Consider: 

It is interesting to note that the level of capital saturation of the Riga Stock 
Exchange index with the current population of the quoted companies was formed at 
point 681. 

3.3   Tallinn Stock Exchange 

The index of Tallinn Stock Exchange indicates similar tendencies (Fig. 7) as well 
which allow to consider that the indices of the three Baltic countries demonstrate a 
strong correlation and thus support the popular attitude claiming that these three 
markets are often regarded as one larger market. 

 
Fig. 6. Riga Stock Exchange index OMXR dynamics and its saturation curve 
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Fig. 7. Tallinn Stock Exchange index dynamics and its saturation curve 

It should be stressed that Tallinn Stock Exchange is distinguished among the three 
Baltic countries in that the float of index in 2005–2006 was inconsiderable and thus 
did not indicate a marked bubble formation. Nevertheless, in 2007 a very strong break 
away from the fundamental rates was observed thereby much more obviously 
demonstrating the bubble formation.  

4   Conclusions 

1. The logistic economic analysis shows that in the stock exchanges of the Baltic 
countries the price bubble formation occurred and resulted in the bubble 
bursts. The capital markets collapsed under the pressure of their own weight. 
Rather self-contained capital markets demonstrated that such bubble 
formation was caused by the flow of additional money resources. All the three 
Baltic capital markets show a serious proof that market saturation (i. e. 
approaching limited capital) determines bubble inflation. 

2. All the three Baltic countries demonstrated similar tendencies and this 
confirms expectations to consider them as a single larger market.  

3. To avoid such undesirable situations in the future the market expansion is 
urgent. To escape bubble inflation it is necessary to introduce the new 
investment objects, or with the introduction of investment instruments, to 
push capital behind the limits of the market. Only thus market saturation will 
be escaped. 
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4. The financial crisis in the Baltic stock exchanges was caused by the burst of 
the share price bubble. The economic logistic analysis demonstrates that 
two conditions are necessary for the bubble formation: the fundamental and 
the psychological one. The first condition is related with the exhaustion of 
growth resources; the second one reflects the psychological inclination to 
earn much money. Therefore the process of bubble formation undergoes 
two stages: the first, or fundamental stage occurs when due to an exhaustion 
of growth resources the market starts increasing its capital return (i. e. gives 
a signal to the market participants about the growing returnability), and the 
second, or psychological stage occurs when the participants experience an 
ardent desire to invest profitably and earn much money. The first condition 
guarantees the birth of the bubble; the second one determines its size. 

5. The Baltic stock exchange indices suffered a stronger collapse than in other 
countries, which confirms the inertia of the small markets and an adequate 
degree of risk. 

6. To understand the lessons of the past financial events further inquiry into the 
theory of logistic capital should be conducted. The methods of logistic 
analysis should be employed to avoid financial crises, or at least to soften 
their consequences.  
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Data Quality Issues and Duel Purpose Lexicon 
Construction for Mining Emotions 

Rajib Verma 

PSE—EHESS 

Abstract. Mining emotions over the Internet has seen limited use even though 
it has important research implications in fields such as applied econometrics, 
the interdisciplinary study of happiness and well-being, and for various applica-
tions in customer relationship management, finance, marketing, human re-
sources, and managerial science.   

A key ingredient to making progress in these areas is the development of an 
emotion specific lexicon, one that can capture intensity and select relevant sen-
timent laden texts from online sources. An approach to doing this is developed, 
issues relating to data quality are pointed out, and methods to overcome them 
are explained.   

Justifications for constructing the lexicon are given using state of the art em-
pirical results and research.  Then a 10 step algorithm that populates a lexicon 
using a hybrid procedure (thesaurus-corpus based) is developed.  It captures 
sentiment no matter how it is expressed, and balances issues of speed, cost, and 
data quality.   

Keywords: Word list, domain dependent, emotive, intensive, thesaurus, corpus, 
data quality. 

1   Introduction 

A greater understanding of individual and collective feelings is now possible because 
of the increased use of the Internet by individuals and organizations.  Given that 
online communication and publication is virtually instantaneous, new media provides 
an opportunity to gather data that is much more current than it is in traditional 
sources.  With the increase in computing power, and the advances in information 
retrieval and NLP technologies, a new world of inexpensive and undiscovered data is 
waiting to be used.   

Mining complements both qualitative and quantitative methods.  As such, it is apt 
for applications in a wide variety of disciplines in commerce and economics.  These 
include human resources, econometrics, marketing, customer relationship manage-
ment (CRM), finance, and managerial science.  While this type of research has not 
been done extensively for research in business, econometrics, and well-being, there is 
reason to believe that it will be a promising area because similar work has been done 
in finance, politics, and other fields with positive results.   

The potential is enormous.  Due to the speed and immediacy with which content 
appears online, this approach provides a means of assessing the emotional states of a 
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large and uncoupled population in real time.  Ultimately, this will lead to the collec-
tion of large and diverse sets of repeated samples; which will allow researchers to do 
things like plot the level of well-being, observe its direction, monitor the changes in 
its magnitude, and assess the impact of events like policy changes on happiness with 
speed and precision not currently possible.  This is in sharp contrast to traditional 
surveys, which take lots of time, are expensive, make cross national comparisons 
difficult, are limited in their availability, and make answering questions outside of 
their scope difficult. 

As more researchers contribute to this line of inquiry, our understanding of basic 
human characteristics and their relationship to economic and other outcomes will 
improve.  However, to achieve this goal, a key step is the development of a lexicon 
that is capable of differentiating texts based on their emotional content, and that can 
capture their intensity.  Its purpose is to act as a data filter.  By adjusting its contents, 
more relevant pages can be picked out of the World Wide Web or other new media 
sources; these can then be analyzed qualitatively or statistically.   

In this sense, it is just one part of a complete analytical framework.  After mining 
the Internet, the idea is to move forward by translating the heap into useable data, 
analyzing it, and converting it into useful information.  This is then used as the basis 
for supporting or rejecting existing theories, and making policy recommendations.  
The sentiment extraction process is described in [10], in that context, the lexicon can 
be seen as an input into the various stages that begin with the crawler, continue with 
the sentiment processing phases (extraction, classification, and quantification), and 
end with data analysis. 

1.1   Summary of the Paper 

The thrust of the paper begins in Section 1.2 where facts about reference lists and 
classification are pointed out.  It highlights methods for reducing ambiguity, and im-
proving the classification accuracy of texts.  Based on this it argues that the lexicon 
needs to be composed of high frequency items that are specific to the research ques-
tion.  This will reduce the errors involved in text selection, and result in better quality 
data selection. 

Since the ultimate aim is to use the collected texts for rigorous scientific work, care 
needs to be taken to ensure that data quality is maintained.  With this in mind, section 
2 discusses a few of the issues relating to mining online data and how the difficulties 
can be assuaged.  After all, only by collecting useful and good quality data can mean-
ingful analysis be done.   

The third section shows how to build a lexicon that can both separate data based on 
emotive content and that can capture the intensity of the emotions in the text.  This is 
done by using a metric from information theory (specific mutual information) to de-
termine how useful a word is.  It provides a quantitative way of selecting highly in-
formative words; these are kept and used to select appropriate passages.  Doing this 
prevents low polarity terms from populating the emotive-lexicon and hence allows for 
the execution of more refined searches.  In essence, the algorithm starts with a set of 
application-specific seed words and then uses a combination of existing references 
and the mined corpus to iteratively expand the lexicon, thus combining the two main 
strands in the literature.  This is done jointly by expert and automated means to  
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balance speed and cost while ensuring data quality; and consequently, the robustness 
of the subsequent analyses.  One of the advantages of this algorithm is that it captures 
sentiments no matter how they are expressed, which minimizes information loss.    

1.2   Background 

An important insight is that not all words are useful for classification.  In fact, [2] 
shows that 21.3% of the terms found in different references can actually diminish the 
quality of results since classification-accuracy ranges from 52.6 percent when using 
lists with more ambiguous words, to a high of 87.5 percent when more definite senti-
ment laden words are used.  Moreover, it finds that the boundary between sentiment 
and neutral words accounts for 93 percent of the misclassifications.  This implies that 
large and random lexicons may not be representative of the population of categories.  
Thus, the lexicon’s elements need to be carefully selected based on their ability to 
classify the text’s emotional content.  By doing this we can reduce the misclassifica-
tions substantially and improve the relevance of mined pages. 

With this in mind, an important issue is the assessment of lexical elements.  Ideally 
the metrics used should be easy to understand, computationally light, and they should 
select the best items for the word lists.  Frequency based metrics have been shown to 
meet these criteria.  Even though simple word counts have some limitations, [6] find 
that they make the best compromise for creating lexicons for sentiment extraction.  
This is supported by [3] since true terms tend to have high frequency and because the 
metric is computationally very light.  So it is not surprising that statistical measures 
fare worse when applied to low frequency terms [5].   

Intuitively, one would expect the classification of texts into emotive and non-
emotive categories to improve as the precision of the lexicon increases; which is ac-
complished by populating it with relatively unambiguous elements.  Indeed, this is 
what happens when measuring ambiguity with a Net Overlap Metric (NOM).  A par-
ticular lexical item does not always correctly classify the sentiment and it does not 
always recognize that a text has emotional content [2]; these errors are more common 
for some items than for others.  Those that make classification errors more frequently 
will tend to classify truly positive sentiments as both negative and positive (similarly 
for negative sentiments), so taking the difference between these frequency counts 
(i.e., calculating the NOM) will yield values comparatively closer to zero.  Those 
elements that fail to select texts will also have frequency counts close to zero, and 
taking their difference will again produce neutral NOM values.  For these reasons, 
NOM scores near zero are suggestive of imprecision.   

Empirically, less ambiguity relates to higher classification accuracy, which corre-
sponds to the intuition above.  A category consisting of items that reflect neutral senti-
ments, and items that have been classified as both positive and negative an equal num-
ber of times, has a NOM value of zero; it gives a classification-accuracy of only 20%.  
A category that only contains items that have been classified as positive and negative an 
equal number of times has a NOM score of zero too, but in this case it classifies better, 
yielding an accuracy of 57%.  Overall, the tendency is for accuracy to increase with 
higher absolute NOM scores (exceeding 90 percent for absolute values above seven) 
[2].  The pattern is that by eliminating items unclear in meaning, ambiguity decreases 
and sentiment is classified (as either positive or negative) more precisely. 
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Based on these observations and results, the approach adopted here is to populate 
an emotive-intensive lexicon with specialized high frequency words, phrases, and 
symbols that are relevant to the research question.  Since there is a correspondence 
between counts and accuracy, this method allows the use of frequency based metrics 
which are computationally light and easy to understand.  Naturally, the elements will 
tend to have higher NOM scores, and as a consequence, there will be fewer misclassi-
fications since the elements will be unambiguous.  This will yield higher quality data, 
which will contribute to more robust statistical or qualitative analyses at later stages; 
however, these are not addressed in this article. 

2   Basic Data Quality Issues 

Electronic communication tends to be rather noisy compared to print and other more 
traditional media.  It consists of two broad components: the communication and the 
content.  Poor spelling, bad grammar, and the use of foreign or slang words all add to 
the confusion and lead to enormous amounts of non-dictionary words in the text.  In 
[9], pre-correction negotiation data contained 11 353 non-dictionary words (due to the 
noise factors mentioned above) and only 3 255 dictionary words.  This suggests that 
when mining manually typed correspondence, blogs, and the like, it is critical that the 
lexicon or algorithms be robust to noise.  In the procedure outlined below, this is 
accomplished in stages 2-7 by including a wide spectrum of word forms, symbols, 
new words, phrases, and possible errors in the lexicon.  The consequence is that more 
pages will be collected for analysis, so less data will be left undiscovered.  

Further, social media can often be off topic, ambiguous and composed of messages 
without any sentiment content (e.g., questions, factual responses, non-emotive or 
irrelevant opinion).  As [1] shows, within eight hours of corporate press releases, on 
topic posts account for 50 to 75 percent of total postings. Of the on topic posts, be-
tween two and nine percent are questions, one to thirteen percent are factual, and 
between 40 and 65 percent are opinionated. This suggests that, at most, you can ex-
pect to find relevant sentiments in 49 percent of the messages, of course, this is an 
upper bound, and the useful information will be far less.  Beyond the way emotions 
are communicated and the content of the text, the elements of the lexicon play an 
important role in data quality. 

Selection of the lexicon’s contents should be based on the domain of study, the re-
quirements for the upcoming analysis, and the method used to collect and analyse the 
data.  For instance, if a search engine is being used to amass the pages, then one needs 
to bear in mind that they have limitations which can distort the page results.  In particu-
lar, they do not have functionality for lemmatization, so words and languages with a 
rich morphology will tend to be underrepresented in the search results [7].  Since we are 
interested in measuring relative or total values during the econometric phase that fol-
lows text mining, the data may lead to skewed results; methods like collecting copious 
amounts of pages (law of large numbers) will be unable to resolve the statistical issues. 

When building a lexicon, these factors should be considered because they will af-
fect which pages are collected during the mining stage.  The solution presented here is 
to include misspellings, inflections, short-forms, emoticons, and relevant foreign and 
slang words in the word list.  This increases the potential information without biasing 
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the corpus, then, at a later stage the collection can be cleaned.  Including foreign and 
slang words has the advantage that other language groups and subcultures are in-
cluded.  This leads to a more representative sample and is particularly important for 
studies at the national and international levels. Since it contains a large yet specific 
collection of items, the lexicon is flexible in that it can be used with a number of dif-
ferent tools and approaches to gathering data. 

Using a selective wordlist will to a large extent sieve out irrelevant content because 
the page hits are based on a match between the lexical items and the contents of the 
page.  Other ways of improving the initial data quality is to avoid strings that have no 
relevance to the domain, are functional, or polysemous (unless they refer to emotive 
or intensive semantics) [7].  Other wise unrelated pages or context bereft text (e.g., 
sale prices) will be uncovered.  

This approach is meant for mining a large and changing corpus like the Internet.  
However, it can be used in fixed or small bodies of writing.  In those cases, it is also 
possible to use other tools like spell checkers [9].  In this application, however, that is 
impractical.  More generally, it is not advised since tampering with the raw data can 
lead to information loss, e.g., accidentally changing the spelling to a wrong word, 
which could cause the analyst to discard a useful text. 

3   Lexicon Construction 

When applying NLP to questions in the social sciences and business, researchers are 
interested in detecting both the polarity and the intensity of emotion.  This creates a 
slight complication in the selection of texts and in their analysis.  Since the evaluation 
is along 2 dimensions, up to 2 instruments are needed; in this case, items that correlate 
heavily with emotion (such as depressed) and those that signify intensity (e.g., very).  
However, peppering a single lexicon with both has problems. 

Intensive terminology tends to have an ambiguous polarity, so it should not be used 
to select emotive passages since pages will be over-collected.  Weeding them out not 
only wastes time and increases the financial burden, it also increases the economic 
cost by introducing misclassification errors and reducing the quality of the final data-
set.  Instead, two word-lists are constructed, one for each dimension.  Using just the 
first one allows for more precision when selecting sentiment laden texts, whereas 
using a combination of the two allows for the measurement of intensity and more 
advanced analytics at later stages. 

Although adjective phrases could be extracted from texts using tools like depend-
ency parsers, they are not included in the lexicon because the application does not 
require it.  More advanced analysis using the phrases is reserved for a later mining 
stage not in the scope of this paper.  Similarly, complex syntactic forms are not used. 

The focus here is to use this 10 step procedure to construct a bifurcated lexicon: 
 

1. Select seed emotive or intensive words. 
2. Use a thesaurus to add synonyms, antonyms, and slang words. 
3. Use a multilingual dictionary to add emotive or intensive foreign words. 
4. Add inflected forms, short forms, misspellings. 
5. Add emoticons or non-standard text / symbols. 
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6. Count the number of positive and negative sentiments for each item in the 
lexicon. 

7. Apply Specific Mutual Information (SMI) to separate emotive and intensive 
items in order to create 2 word-lists. 

8. Use the current emotive lexicon to select emotion laden sample texts. 
9. Add new item by searching the samples. 
10. Repeat steps 2-9 using the new items until the marginal cost = marginal 

benefit. 
 

The first stage requires an initial set of words that relate to emotion or its intensity.  
There are a number of ways of doing this such as manually searching through docu-
ments, using previously published word lists, or using reference dictionaries.  How-
ever, randomization is always forbidden since most natural language words are not 
relevant for the domain and because their noise will be magnified by several orders of 
magnitude at stages 2-4.  Although they are neutral in polarity, their effect is not, and 
they may lead to misclassification, as pointed out in section 2.  

The advantage of this ten step procedure is that even with a comparatively small 
set of seeds, a large lexicon can be constructed because of the iterative nature used to 
populate the list.  Other studies often rely on experts or existing references such as the 
General Inquirer or WordNet [8] [2].  This is the approach advised here since a large 
number of words with positive or negative connotations can be quickly and easily 
chosen.  In total, [8]’s procedure yielded 9677 polarity words.  However, while they 
are positive or negative in sense, they are usually not emotive.  So a human expert is 
required to prune the list further.  Although more work is required initially, there is 
less chance that relevant words will be left out.  Further, the lexicon will be more 
specialized for the domain, and the amount of reiterations will decline. 

The literature has approached lexicon construction from primarily 2 avenues: the-
saurus and corpus based.  This approach combines the two, in that, stages 2-3 use 
existing references and well known words, while steps 7-8 rely on the contents of a 
mined corpus.  This hybrid approach builds on the strengths of the underlying meth-
ods while mediating some of their restrictions.  In particular it quickly expands the 
lexicon through the use of synonyms and antonyms, and it allows the lexicon to hold 
new words or phrases not found in formal sources.   

Stages 3-5 capture sentiments no matter how they are expressed.  This is important 
given the sloppy casualness with which people communicate over the Net, and given the 
variety of word forms and symbols they use to express themselves.  Unlike in traditional 
media, online-feelings are often communicated more directly using emoticons, whose 
lists are available and easily appended to the lexicon.  Misspellings are found by visu-
ally scanning the data collected, and from the expert’s judgment since words are often 
misspelled the same way (e.g., transposition errors).  Inflections and short-forms are 
added in a similar way, although standardized references or grammatical rules can be 
used to somewhat automate the process and add a degree of independence. 

Based on the assumption that emotive words tend to have a strong polarity in only 
one direction (positive or negative), stages 6 and 7 are used to define which items in 
the lexicon are emotive and which are intensive.  For instance, the word “Happy” by 
itself is emotive, but its degree changes when used in conjunction with “very”.  In this 
case, only “Happy” would be included in the emotive list because it has a positive 
frequency count in step 6, while “very” tends to be more neutral (i.e., it is used in 
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non-emotive phrases (e.g. very hot weather), and to express opposite emotions (like 
“very Sad”)).  Instead, it would be included in the intensive word lexicon, even 
though in combination it gives information about the emotional state. 

The degree of polarity is assessed statistically with an association measure: Spe-
cific Mutual Information (SMI), which is described in information theory [4].  Since 
its value ranges from 0 to -log(p(x))1, it can be applied to discrete outcomes2 in order 
to see how different they are.  Intuitively, SMI reveals how much information y gives 
about x (e.g. how much one word gives about the other), but formally it is defined as3: 
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The numerator is the joint distribution, and the denominator consists of the product 
of marginal distributions for x and y respectively.  Since we are using the frequency 
counts to differentiate emotive and intensive words, it specifically becomes: 

).()(

).,(
log);(

sentencesposfwordf

sentencesposwordf
yxI =  . (3.2) 

In essence, it checks how often the word is positive compared to the random case.  
Similarly, we can determine which words have negative sentiment: 

).()(

).,(
log);(

sentencesnegfwordf

sentencesnegwordf
yxI =  . (3.3) 

If an item occurs significantly more often in positive / negative sentences than in-
dependence would suggest (i.e., if the ratio of 3.2 or 3.3 is >>1), we conclude it is 
emotive.  However, if both 3.2 and 3.3 are near unity the indication is that the item is 
not—it occurs in sentiment laden contexts as often as it would by chance.  Consider 
the term “somewhat depressed”.  It is negative because the word “depressed” cannot 
be positive or neutral by itself.  Whereas “somewhat” also makes sense in the oppo-
site term “somewhat joyful”; consequently, it tends to have strong values in all the 
equations above.  Thus, equal frequency in both negative and positive sentences (i.e., 
both 3.2 and 3.3 are >>1) also indicates non-emotiveness.   

A simple difference (Equation 3.2 – equation 3.3) encapsulates these three possi-
bilities and gives an easy measure of semantic orientation (SO).  Those words with a 
positive or negative SO are put into the emotive lexicon since we are interested only 
in the emotion and not the direction, while those with a neutral orientation are put into 
the intensive lexicon (SO ≈ 0).  Both types of information are needed to do quantita-
tive analysis on the type and degree of emotion expressed online, so both instruments 
need to be kept apart. 

                                                           
1 0 when two discrete outcomes x and y are independent, and -log(p(x)) when they are perfectly 

associated. 
2 Not to random variables, that is for Mutual Information. 
3 Since all logarithms are equivalent up to a constant, the base of a log does not affect the 

analysis, so it is left as base 10.  However, it is common to use base 2 or the natural log. 
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The 8th step uses the current lexicon to discover web pages that are likely to have 
emotional content.  Once the pages are downloaded, a domain expert scans them in 
the 9th stage to find words not on the list.  The process can be aided by automatically 
deleting words from the web / text files that are already in the lexicon.  This part of 
the algorithm allows the lexicon to keep up with changing language, and to detect 
special items as in steps 4 and 5.   

The last stage reiterates the process using the new additions until the marginal 
value is sufficiently diminished.  Economically, this is the point where the value of an 
additional item is less than the cost to discover it.  Finding that point is beyond the 
scope of this article, but its essence can be operationalized by using intuitive heuris-
tics like “stop once x-pages are covered without a new item being found” or by setting 
a cutoff value for the lexicon size, number of  new page returns, etc. 

The procedures described require a large amount of manpower, but this is by de-
sign.  The purpose of the lexicon is to generate mined data with which researchers can 
conduct precise scientific analysis.  In order to make a representative corpus and a 
high quality dataset, the lexicon needs to be domain specific and complete.  Humans 
do this best; especially when the texts are complex, the content is truly new, and when 
there are several subjects, features, or sentiments.  So using experts leads to higher 
quality data and better results. 

Once the lexicon is constructed, there is very little need to change it because large 
amounts of relevant new symbols or words rarely crop up.  This creates economies of 
scale.  So the time invested upfront in creating a thorough and precise lexicon pays 
for itself through its reusability, and the ability to distribute it freely.  This means that 
no one else needs to repeat the work, which saves resources globally. 

4   Conclusion 

The requirements for doing socio-emotional research online differ from other text 
mining applications.  Key to the successful acquisition of data is the construction a 
lexicon that can separate new media texts based on emotive content, and that can 
contribute to greater analysis at later stages by allowing for the measurement of inten-
sity.  By separating the items into emotive and intensive parts, the ten step procedure 
outlined above allows the construction of a rich lexicon that meets both of these re-
quirements.  It also integrates the thesaurus and corpus based approaches typically 
used in the literature, and allows researchers to use data mining techniques to study 
emotions and their intensity.   

The ability to do both qualitative and quantitative analysis opens the door to work in 
diverse areas like customer relationship management, human resources, applied statis-
tics, behavioural economics, happiness & well-being, marketing, business information 
systems, and management.  Since online emotions mining has rarely been done in these 
fields, [10] provides some examples of applications and develops a process for doing 
this type of research.  For instance, mining emotions could be used to study how influ-
ence & trust, social contagion, and the interconnection of new media sites (e.g., blogs, 
web pages, and social networks) affects happiness at the micro level.  Work in political 
science indicates that influence via trust can drastically affect sentiment indexes, sug-
gesting that perhaps a similar effect could be seen with online emotions.  
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 More technical research directions also show promise.  Determining exactly which 
methods improve the accuracy of frequency based lexicons, developing better algo-
rithms (for searching, classification, cleaning, reducing, and analysis), and better 
quantifying noise are also worth pursuing.  Other possibilities include making geo-
graphic comparisons and doing descriptive statistics.  These areas have a lot of poten-
tial; but harnessing it requires constructing a bifurcated lexicon as described above, 
and using the workflow described in [10].  In effect, the lexicon can be seen as an 
input into the crawler, which gathers the raw data, and as an input into the later senti-
ment processing & analysis phases. 

The paper argues that there are two noise components inherent in the data: com-
munication and content.  As such, a combination of a manual and automated process 
is advocated since it leads to higher quality datasets.  This is in part due to the reduc-
tion of errors that are inherent in text mining (the third noise component).  Clean and 
valid data is critical for doing robust scientific analysis later on, so using a human 
expert is paramount.  By including a wide spectrum of relevant content in the lexicon, 
and avoiding strings that do not provide emotive information (e.g., those that have 
low domain relevance, are functional, are polysemous, or have low net frequency 
counts), the algorithm captures sentiment no matter how it is expressed while limiting 
unrelated hits.  This leads to the collection of a more representative sample and an 
increase in overall data quality. 
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After the first generation Web which started with manually created HTML
pages, the second generation made the step to machine generated and often ac-
tive HTML pages. Since these first two generations were meant for direct human
processing, the third generation Web, the Semantic Web and Web 2.0 provide
machine processable information and social collaboration, respectively. Over the
last decades, the WWW has rapidly evolved into a vast repository containing
huge amounts of decentralized information on all matters of interest. It is now
evolving from the medium intended for human utilization into a medium for
collaborative knowledge generation and intelligent knowledge exchange achieving
the time-to-market demand in a competitive environment. This is why CIOs are
starting to acknowledge the technical value of knowledge-based technologies for
enterprizes: In the last years, early adopters have been increasingly using the
technologies in various application settings ranging from content management
to enterprize integration platforms. Core technological building blocks and de-
velopment platforms are meanwhile available from established vendors. Despite
this promising position, it is still difficult to argue in favor of knowledge-based
technologies in front of the CFOs because of the lack of convincing measurable
benefits or proven-and-tested methods to determine and quantify these.

The Enterprise X.0: From Web 2.0 in Enterprises towards a Corporate Web
X.0 and the Economics of Knowledge-based Technologies (ECONOM) work-
shops concerned the economic aspects and the future development of knowledge-
based systems in the corporate context. The workshops targeted visionaries
(researchers and practitioners) who are not only working on Web-based infor-
mation systems using Web 2.0 and Semantic Web in the business context, but
are looking forward to exploiting the next wave of Web developments: Corpo-
rate Web X.0. In this context we believed that the time was ripe for the next
visionary view and question: What is the next, logical step after the use of the

W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 139–140, 2009.



140 M. Mochol et al.

Web 1.0, Web 2.0, and semantic technologies in business settings? Furthermore,
considering such a development, it is important to assess the potential busi-
ness value, more precisely the costs and benefits of the modern applications,
and qualitative and quantitative methods therefor. The workshops addressed re-
search looking into the aforementioned aspects for both knowledge-based systems
and knowledge structures (i.e., ontologies, taxonomies, folksonomies) supporting
these systems. The main goal of the workshops was to provide a communication
platform for researchers & practitioners to discuss ideas and results and to iden-
tify new challenges in the areas of economics and knowledge-based technologies in
business context. The audience got an overview how new trends in and after the
Web 2.0 and Semantic Web era can influence corporate processes and where ben-
efits for the business world can be found. The submitted contributions for both
workshops published in these proceedings reflected current research in the afore-
mentioned areas: the topics ranged from value assessment of knowledge-based
technologies and information systems, business aspects of ontology engineering,
and data integration supported by knowledge-based technologies. The contri-
butions were from both academia and industry. Especially contributions from
the latter gave interesting insights into real-world industrial problems. All talks
discussed aspects of how knowledge-based technologies can provide added value
or how their value can be assessed: Irene Celino in her invited talk on “Business
opportunities of Linked Data” showed and explained the added value of data
integration and Linked Data. The paper “Framework for Value Prediction of
Knowledge-Based Applications” by Imtiaz et al. presented a generic framework
to assess the value of applications in general and exemplified how to apply it to
knowledge-based applications. Strasunskas and Tomasgard’s paper “In Quest of
ICT Value through Integrated Operations: Assessment of Organisational Tech-
nological Capabilities”1 introduced an approach for ICT valuation and its appli-
cation to valuate integrated operations. van Teeseling and Heller showed how to
derive, build, and use business patterns in ontology design by analyzing charac-
teristics problems and translating them into patterns to design ontologies. Their
paper “Business Patterns in Ontology Design” further described how to use the
patterns to quickly develop knowledge-based applications and to gain value by
that. The paper “E-Business in the construction sector: a service oriented ap-
proach” by Sanchez et al. delivered insights into the ENVISION platform which
provides added value for SME’s, materialized by services to facilitate e-tendering
or e-procurement. Finally, Nekvasil and Svatek, in the paper “Towards Models
for Judging the Maturity of Enterprises for Semantics”, presented a framework
and critical success factors for gaining value out of knowledge-based applications.

The workshop chairs would like to thank the PC members for their support in
the reviewing process, the organizers of the BIS 2009 conference and especially
Dominik Flejter for a kind assistance throughout the organizational process, as
well as our speakers and participants for the interesting and stimulating talk
during our workshops.

1 This paper won the best paper award of the 12th International Conference on Busi-
ness Information Systems.
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Abstract. The last decade of research in the Web field gave a great
importance to the studies about the Semantic Web. The idea of a Web
of Data is now becoming more and more popular also outside of the pure
scientific community. The idea of linked data is thus gaining ground and
demonstrating its advantages and its opportunities in the business world.
Still a lot of research is there to come.

In this paper, we discuss the need for linked data technologies, we illus-
trate two case studies from European research projects and we examine
the opportunities from the business and the technological point of view.

Keywords: linked data, Semantic Web, Web of Data, Service Web,
Reasoning Web, Urban Computing.

1 Introduction

In the area of information management, the market is constantly asked for more
and better solutions to solve the problem of integration. Why is industry so
keen in finding new answers to information integration? Today organizations
and enterprises have to face at least three different challenges:

– they have a problem of scale: they must manage very large amounts of data,
which grow and evolve continuously;

– they have a problem of data heterogeneity: the data they produce and con-
sume every day belong to numerous and different typologies (documents,
media, email, Web results, contacts, etc.);

– they have a problem of system heterogeneity: those data are managed by
numerous and different information systems (DB, legacy systems, ERP, etc.).

But why is integration so significant? Because integration always gives an added
value: in getting a global high-level view over different and independent systems;
in sharing knowledge between groups and partners; in unleashing business oppor-
tunities which are enabled only by unifying and combining efforts; in answering
the questions of decisions makers, as it happens in the Business Intelligence area.
Integration – using an effective maths metaphor – is when 1 + 1 > 2.

W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 141–152, 2009.
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Therefore, solving the integration problem seems to be the first point in ev-
erybody innovation agenda. In order to understand the possible ways out, it is
interesting to have a look at those who were able to ride and exploit the inte-
gration challenge to their own advantage. Some lessons learned come from the
so called Web 2.0.

As James Surowiecki effectively explained in his famous bestseller “Wisdom
of Crowds”[1], a strong driver of the integration in the Web 2.0 is constituted by
the participation politics : the collaboration of people makes a large task smaller,
turns a big problem into a manageable one.

Moving from the attitudinal and social aspects to the technological point of
view, the Web 2.0 revealed the great success of mash-ups. A mash-up is an ap-
plication made up of the light integration of artifacts provided by third parties
(like API or REST services). Beside being a way to implement Web applica-
tions, mash-ups are also a new integration paradigm to software development, in
which loose agreements – instead of tight and complex interface specifications
– are needed to get to a useful result. Last but not least, the Web proved to
be indispensable for data and information publication and access : we are more
and more accustomed to store our information on the Web and we also access it
more and more frequently on the Web (e.g. by retrieving it via search engines).

From all those considerations, we can easily come to a question: is it possible to
reach integration on the Web? Can we use the Web as a platform for integration?
How can we leverage the Web prosumers (producers and consumers) to get
to data integration? The scientific community shows us the road to the Web
integration, i.e. moving from the current Web of Documents – made by and
for people – to the Web of Data – where machines can play a crucial role in
knowledge management, e.g. by advancing from a pure information retrieval
(from a request to some documents that could contain useful information) to a
smarter data retrieval (from a question to its answer).

In order to reach this objective of the Web of Data, it is clear that we are
all invited to take part in this Web evolution, by exposing our data on the
Web. This appears to be quite easy and natural for individuals, since it already
happens with the so called “user-generated contents”, which are more and more
frequently annotated with metadata like the tags that can be used by machines
for their processing. On the other hand, enterprises and organizations must find
a straightforward way to expose data on the Web. This operation can be realized
with two different approaches:

– by the conversion of the data source, which is translated into a suitable
format for its publication on the Web; however, this solution is not always
feasible, e.g. when the data source is frequently updated or its scale is so
large that the translation process takes too much (in terms of time or costs)
with respect to the use of the data;

– by the wrapping of the data source, i.e. by inserting a virtualization layer on
top of the source which translates the queries and their responses from and
to a Web-compliant format; several tools exist now, coming from both the
scientific community and the industry [2,3,4,5,6,7,8,9].
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Fig. 1. The LOD cloud, as of March 2009 (source: [11])

In both cases, by publishing the data on the Web or by providing an access point
to them, we are concretizing the idea of the Linked Data, as described by Tim
Berners-Lee [10]. The community already recognized the value of this idea of data
linked, connected to other pieces of data, aimed at forming what is sometimes
indicated as Giant Global Graph (GGG); a specific initiative [11] was started
to collect available data sources and to link them together as much as possible,
so that the contained information can be seamlessly navigated regardless to the
sources’ boundaries. The so called Linked Open Dataset (LOD), depicted in
Figure 1, now encompasses numerous sources of different kind and topic and
reached the size of more than 4.5 billion triples.

The LOD “cloud” and its size makes immediately think about the problem
of managing that scale of data: is current cloud computing technology up to the
task of processing and handling the Web of Data? The scientific and industrial
community must find a solution to this problem, by joining the efforts about
scalable systems and Web technologies, since it is less and less a computational
or storage issue but the challenge lays in data and knowledge management.

Finally, the trend behind the current popularity of linked data and the in-
creasing availability of tools and techniques to deal with them do not mean
that the research agenda of Semantic Web technology is over. Instead, several
interesting challenges are still to come; among them we list the following ones:

– Automatic linked data creation and linkage: the automatic generation of
linked data and smart mechanisms to identify “contact points” between dif-
ferent data sources and to seamlessly link them;
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– Distributed querying: querying distributed data over different Web sources
regardless the “physical position” of data and getting aggregated results;

– Distributed reasoning: applying inference techniques to distributed data, pre-
serving consistency and correctness of the reasoning.

In the following we present two running research projects which try to address
the aforementioned challenges and we foresee the future of the linked data, both
from a business and a technological point of view.

2 Production of Linked Data: Service-Finder

The first question to answer when talking about the linked data is: how can we
produce them? The easy generation and maintenance of machine-readable data
published and accessible on the Web is the first step to take. In this chapter, we
provide an example of how to derive linked data from the current Web.

2.1 Concept and Architecture of Service-Finder

The Service-Finder project [12] is addressing the problem of utilizing the Web
Service technology for a wider audience by realizing a portal1 for Web Service
discovery by making Web Services available to potential consumers similarly to
how current search engines do for content pages.

An essential, but mostly unaddressed problem in the area of Service Oriented
Architectures (SOA) is the creation of such semantic descriptions of Web Ser-
vices. Service-Finder aims to offer automatic creation of service descriptions for
a different range of Services (all the publicly available services) and to enable
service consumers, not just service providers, to enrich the semantic service de-
scriptions, following a typical contribution-based approach in a Web 2.0 fashion.

The Service-Finder project delivered a Search Engine that enables users to
find up-to-date information on available Web Services. By employing automated
crawling and analysis techniques, the Service-Finder approach is able to scale
with the increasing number of services and does not rely on a central editorial
team. Consequently, Service-Finder can adapt quickly to changes in terms of the
available services. The Search Engine leverages available information exposed
by current technologies and extends this information with semantic annotations
to allow for a more accurate retrieval. Thus, Service-Finder approaches the dis-
covery problem by developing novel means of obtaining the underlying semantic
models for discovery, by analyzing available Web content and leveraging direct
and indirect user feedback on the extracted data.

The Service-Finder Portal is built on top of some core technologies and ex-
pertises brought by the project partners that act as the strategic ingredients for
the project. Figure 2 shows the main six ingredients:

– Web Services are the basic paradigm and technology to implement a Service
Oriented Architecture;

1 The Service-Finder Portal is available at http://demo.service-finder.eu/

http://demo.service-finder.eu/
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Fig. 2. Service-Finder Core Technologies

– Semantics provides the methodologies and tools to represent knowledge and
to reason over it;

– Automatic Semantic Annotation is a way to enrich the gathered Web Service
descriptions with semantic annotations;

– Semantic Search improves recall and precision by indexing Web Services
related data at the conceptual level and by enabling semantic matching
between Web Service descriptions;

– Semantic Web Services extend Web Services descriptions to easily realize
Service Oriented Architecture;

– Web 2.0 as a paradigm to involve users in the process of improving their
experience with the portal.

Service-Finder combines those ingredients into one coherent architecture, de-
picted in Figure 3 and based on five internal components:

– The Service Crawler (SC) obtains the available services and related infor-
mation by crawling HTML and PDF documents from the Web.

– The Automatic Annotator (AA) receives the crawled data and enriches it
with annotations according to the Service-Finder ontology and the Service
Category ontology.

– The Conceptual Indexer and Matcher (CIM) receives and integrates all the
information into a coherent semantic model based on the ontologies and
provides reasoning and querying capabilities.

– The Service-Finder Portal Interface (SFP) provides the user interface for
searching and browsing the data managed by the CIM. It also enables users
to contribute information in a Web 2.0 fashion by providing tags, catego-
rizations, ratings, comments and wiki contributions.

– The Cluster Engine (CE) analyzes the users’ behavior in interacting with
the SFP in order to provide them with recommendations and statistics.

2.2 From Service-Finder to the Web of Data

Even if the intended result of the Service-Finder project is the realization of a
Web portal for searching for Web Services, a sort of “collateral effect” directly
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Fig. 3. The logical architecture of the Service-Finder Portal

contributes to the Web of Data. In fact, Service-Finder takes information about
services from the Web, translates it into structured information describing ser-
vices with regards to two domain-specific ontologies, and finally gives this infor-
mation back to the community that can further enrich it.

Is this linked data? Not completely, since it is not yet in a “linked” and
“Webby” format. But also this objective is close, since the Service-Finder project
will provide linked data for machines in the following ways (cf. also Figure 3):

– the Service-Finder Portal will soon include RDFa annotations [13] in all
service pages, so that GRDDL processors [14] will be able to extract service
descriptions from the portal pages;

– Service-Finder will also provide free services (under the form of API or
REST services) to query the knowledge base and get the service information
directly via code; in this way, new applications will be allowed to access and
exploit the “content” of the Service-Finder system;

– finally, it is possible to envisage a publication or release of a complete “dump”
of the Service-Finder knowledge base; in this way, the content of the Service-
Finder system could be easily published on the Web as linked data.

More information and news about Service-Finder are available at the project
Web site: http://www.service-finder.eu.

3 Management of Linked Data: LarKC

Once the Web of Data grows and more and more data sources are turned into
linked data published on the Web, the problem arises of how to manage those

http://www.service-finder.eu
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data and how to exploit, in an intelligent and scalable way, the knowledge avail-
able on the Web. LarKC2 is a running research project aimed at realizing a
platform for reasoning at Web scale. In this chapter, we present a possible use
of linked data in one of the project use case scenarios.

3.1 Urban Computing in the LarKC Project

Urban settings range from our own cars, while we drive them in town, to public
spaces such as streets and squares including semipublic ones like cafés and tourist
attractions. Urban lifestyles are even broader and include people living, working,
visiting and having fun in those settings. Not surprisingly, people constantly
enter and leave urban spaces, occupying them with highly variable densities and
even changing their usage patterns between day and night [15].

Some years ago, due to the lack of data, solving Urban Computing problems
with ICT looked like a Sci-Fi idea. Nowadays, a large amount of the required in-
formation can be made available on the Internet at almost no cost: computerized
systems contain maps with the commercial activities and meeting places (e.g.,
Google Earth), events scheduled in the city and their locations, positions and
speed information of public transportation vehicles and of mobile phone users,
parking availabilities in specific parking areas, and so on.

However, current ICT technologies are not up to the challenge of solving Ur-
ban Computing problems: this requires the combination of a huge amount of
static knowledge about the city (i.e., urbanistic, social and cultural knowledge)
with an even larger set of dynamic data (originating in real time from hetero-
geneous and noisy data sources) and reasoning above the resulting time-varying
knowledge. A new generation of reasoners is clearly needed. This is the purpose
of the Urban Computing use case in the LarKC project.

Taking into consideration the peculiarities of urban environments, the LarKC
project derived requirements [16] to be addressed by the reasoning community:

– Coping with Heterogeneity: data heterogeneity is a common problem for
semantic technologies; we distinguish between the following heterogeneity
cases:

◦ Representational Heterogeneity, which means that semantic data are rep-
resented by using different specification languages.

◦ Reasoning Heterogeneity, which means that the systems allow for mul-
tiple paradigms of reasoners, like temporal, spatial or causal reasoning;
moreover, sometimes precise and consistent inference is needed, but in
other cases approximate reasoning or imperfect estimations can be bet-
ter.

◦ Default Heterogeneity, which means that systems support for various
specification defaults of semantic data; for example, closed world as-
sumption vs. open world assumption, or unique name assumption vs.
non-unique name assumption.

2 http://www.larkc.eu

http://www.larkc.eu
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– Coping with Scale: although we encounter large scale data which are not
manageable, this does not necessarily mean that all of the data must be
dealt with simultaneously.

– Coping with time-dependency: knowledge and data can change over the time;
for instance, in Urban Computing names of streets, landmarks, kind of
events, etc. change very slowly, whereas the number of cars that go through
a traffic detector in five minutes changes very quickly. This means that the
system must have the notion of “observation period”, defined as the period
when the system is subject to querying.

– Coping with Noisy, Uncertain and Inconsistent Data: data about a urban
environment can often be noisy (when a part of data is useless or semantically
meaningless), inconsistent (when parts of data are in logical contradiction
with each another, or are semantically impossible) or uncertain (when the
data semantics is partial or incomplete).

This set of requirements clearly shows that linking data and publishing them
on the Web is just the first step: a smarter and scalable processing solution is
needed.

3.2 A Urban Linked Data Mash-Up in LarKC

In Figure 4, the first Urban Computing application developed on top of the
LarKC platform is represented. This is not a fully-fledged Urban Computing
system, but it is the first prototype running over the LarKC platform.

The scenario describes a user which is in a city (e.g. Milano) and wants to
organize his Saturday night; for this reason, he wants to know what interesting
places he can visit (e.g., if he is a tourist, he would like to know what monuments
are open at night and are easy reachable from his place), or he would like to

Fig. 4. A graphical representation of the scenario
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attend some cultural or music event, or he wishes to meet some friends that
happen to be in the same city. Moreover, since traffic in large urban environments
is often a mess, he would like to know the most desirable path to his destination
and maybe also where to park his car. And, last but not least, he would like
to use a single application that fulfill all his needs, without having to manually
make sense of the results of different services and applications.

The hypothetic user can turn to a demonstrative application – named Ur-
ban Baby LarKC to stress its experimental state – which, by using the LarKC
platform, is able to access multiple data sources on the Web and to retrieve the
most suitable information to give an answer to the user request. LarKC, in fact,
allows for a smarter way to identify relevant data sources, to select a meaningful
and useful subset of data and to apply the proper reasoning strategy.

In the scenario case, LarKC identifies the interesting data sources (e.g. an
encyclopedia to get information about relevant places, a social networking site
to find interesting events or the position of friends, municipality sources to get the
real-time situation of traffic, and so on); then LarKC selects the relevant subset
of data (e.g., it filters the encyclopedia to get information only about Milano, or
events happening on a specific date, or streets only in the area surrounding the
current position of the user); finally, LarKC reasons and processes the data to
find the most suitable path(s) to suggest to the user.

It is clear that, by increasing the number and typology of data sources, the
design of a single application that solves the complete problem becomes more
difficult, and scalability, heterogeneity, real-time and noise-tolerance problems
become harder to address. LarKC is designed as an extensible platform; it is de-
signed to offer support for building “pipelines” (composite work-flows to realize
applications) which invoke several “plug-ins” (reusable pieces of software dedi-
cated to implement a specific function); it allows for data distribution, computa-
tion parallelization and so on. For those reasons, LarKC is a suitable architecture
to be employed to develop Urban Computing applications that leverage the large
amount of linked data that describe the various facets of a urban environment.

4 Conclusions and Outlook

The advent of the Web of Data is capable of radically changing the way we look
at our data and their management. The possibilities and opportunities enabled
by the linked data approach are emerging and various examples can be found
not only in the research field, but also in the industry.

A notable case is Freebase3. Freebase is “an open, shared database of the
world’s information”; it is a collaborative effort to build an on-line collection of
structured data harvested from many sources, including individual contributions.
Freebase releases its content under a Creative Commons “attribution” license,
and also offers to programmers an API, an RDF endpoint and a database dump.
In this way, Freebase allows people (and machines) to access common information
more effectively.
3 http://www.freebase.com

http://www.freebase.com


150 I. Celino, E. Della Valle, and D. Cerizza

While at the beginning it was an initiative completely disconnected from the
Semantic Web community, the recent release of its RDF version4 made Freebase
a relevant part of the Web of Data.

Another interesting example is constituted by OpenCalais5. The renowned
company Thomsom-Reuters released a free service called Calais, which can be
used to derive linked data from documents. Unstructured text is processed by
Calais, which extracts entities, facts and events; those “metadata” are returned
enriched with “keys” that provide access to the Calais Linked Data cloud; in
turn, this cloud provides information and other Linked Data pointers to a range
of open and partner Linked Data assets, among which Wikipedia, Metaweb and
Cnet, and possibly in the future also the data of Thomson-Reuter itself.

The fact that the service is free of charge and that it is in line with the
linked data principles makes OpenCalais a good example of how enterprises can
leverage Semantic Web technologies and both profit from them and contributing
to the community vantage.

The aforementioned examples demonstrate that the linked data vision is far
from being a pure academic question. On the contrary, it can represent a valid
means to get to a new generation of improved solutions for the information
management and for the problem of integration. Our opinion is that the Web
of Data should be better explored both from the business and the technological
point of view.

From a business perspective, it is incontrovertible that, being storage a com-
modity, organizations today are used to produce lots of data; this implies that
they more and more frequently experience the problem of managing and making
sense of all their data. As a consequence, they often ask for Business Intelligence
solutions or turn to similar or related technologies to “understand” their data
wealth and take informed decisions. However, it also happens that, when strate-
gic decisions are needed, the data within the organization are not enough and
they should be integrated or enhanced with external knowledge.

Clearly, this is a case where linked data technologies can play an important
role. One obstacle that can hinder the application of linked data approaches
is the claim for privacy and security of data; even if there is undoubtedly the
need for better and robust solutions to preserve data confidentiality, ownership
and protection, enterprises often use the security “excuse” in order to prevent
others to access their data. In this way, however, they block innovation and new
business opportunities. As Tim Berners-Lee effectively stated in his speech at
TED 2009 [17], organizations should “stop hugging their data” and unleash the
full power of linked data.

It is worth noting that, also from a pure scientific and technological point
of view, new challenges wait for linked data to find a solution. For example,
taking into consideration the case cited above, linked data approaches can mine
Business Intelligence techniques’ basic assumptions: data and data sources can
dynamically change, not only because of data streaming, but also because of the

4 http://rdf.freebase.com/
5 http://opencalais.com

http://rdf.freebase.com/
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unreliability and uncertainty of archives available remotely on the Web (the so
called 404 problem); moreover, the Web is intrinsically inconsistent, since you can
find everything and the opposite or the negation of everything; the information
on the Web can be partial, because of implicit or common knowledge or because
of the relations to unavailable sources; finally, on the Web more information
than expected or than needed can be found, thus the need for scalable systems
or sampling/filtering approaches.

How long is the way to a large scale adoption of linked data in business
environments? It is difficult to give a precise answer, but our opinion is that the
goal is not far from being accomplished. Best practices and success cases are
now more helpful and required than fully-fledged solutions to convince business
decision makers to invest in linked data technology; accurate business plans and
concrete cost/risk assessments are also needed. But the experience of the Web
itself, born in small research labs and gradually spread all over the world, is an
outstanding sign of the success ready and waiting for linked data.
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Abstract. Knowledge-based applications are characterized by their use
of machine-understandable formalizations of expert knowledge. Complex
knowledge structures, and the features which exploit them, can have
a significant effect on the effort needed to develop such applications.
Means to estimate this effort are, however, lacking. Furthermore, precise
benefits of such applications, which are directly attributed to specific
functionalities, remain unknown.

In this paper we propose a preliminary Framework for Value Pre-
diction whose intention is to study and to effectively predict the devel-
opment effort as well as benefits of knowledge-based applications. The
framework consists of five pillars which act as a road map to propose
well-defined models. We furthermore discuss our initial experiences with
using the framework to adapt existing software cost and benefit estima-
tion models.

Keywords: Framework for Value Prediction, cost estimation, benefit
estimation, knowledge-based technologies.

1 Introduction

Knowledge-based applications are maturing and a considerable number of sys-
tems and core technological components has left the research labs towards the
industry in the last years. These applications differ from classical software ap-
plications in that they use some form of formal descriptions of the data on
which they operate. This allows various tasks (e.g. data integration, reasoning,
or search) to be performed depending on the type, domain or particular use of
the application. The added dimension of knowledge representation and associ-
ated functionalities clearly sets knowledge-based applications as a distinct class
of software, required to be studied in their own right. In order to encourage their
wide industrial uptake, methods to assess their potential economic benefit and to
predict the total costs of their development and deployment are a must. To tackle
this emerging challenge, our work focuses on devising a preliminary predictive
Framework for Value Prediction customized for knowledge-based applications.
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c© Springer-Verlag Berlin Heidelberg 2009



154 A. Imtiaz et al.

2 The Framework for Value Prediction

The general expectation for a framework for value prediction is to identify rel-
evant value drivers (both for cost and benefit) that are measurable in financial
terms. Additionally, the predictive framework is expected to define a modular
process in which models and methods are applied to best predict the value of the
effort to develop, implement, integrate and eventually evaluate benefit factors.
The framework is generic and thus customizable to each working domain. A
high-level view of the levels of our preliminary Framework for Value Prediction
is shown in Figure 1. The envisioned framework constitutes of two levels: The
first one is the individual component level. At this level, the parameters relevant
to a domain are assessed and their individual financial values are predicted. The
second one is the organizational level. On this level an overall integration strat-
egy is devised.

Fig. 1. Levels of the Predictive Framework

As illustrated in Figure 2, the Framework for Value Prediction is structured
in three functional parts at both the individual component level and the overall
organizational level. The individual component level consists of two parts: the

Fig. 2. Parts of the Predictive Framework

analysis part covering the classification of the application functionalities with
domain specific value drivers and the calculation part, specifying the qualitative
and quantitative values of the functionalities. The values determined for the
individual components are included in the overall organization level to determine
their organizational value.

Each part of the framework is represented as a pillar which defines methods or
models and corresponding outcomes. In defining the framework, clear segregation
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is made between a model and a method. Within the framework a method is
described as a systematic procedure of accomplishing something (e.g. catalogue
development as a method to capture requirements). A model is described as a set
of rules used to generate a specific outcome. Unlike a method, a model has clearly
structured inputs and refined values as output. For example the requirements
could be generated through a catalogue, which is a method. Qualitative values
could be assigned to each variable in the requirements using a model. A graphical
overview of each pillar of the framework is presented in Figure 3.

Fig. 3. Five Pillar Predictive Framework

Pillar-1: Identify Functionalities (Methods Implied). The aim of the first
pillar is to drive the domain specific selection criteria based on the functionalities
of the application or one module of the application. The most suitable methods to
perform the selection are expert interviews, application classification catalogue
and requirement engineering.

Pillar-2: Generate Domain Specific Cost and Benefit Drivers (Iden-
tification and Relevance). The second pillar of the framework analyzes the
domain and generates the relevant value drivers. The number of the drivers is
directly related to the accuracy of the predicted value of the costs and benefits.
Therefore, depending on the complexity of the domain and the resources for
evaluation or validation of the drivers, their number should be between 5 and
15. The expected outcome is the dictionary of all relevant drivers including their
detailed description, relevance for the domain and organizational placement. The
methods considered best for identification of the drivers are: bottom-up analysis,
top-down analysis, analogy estimation and expert judgment. The validation of
the drivers can be based on domain-expert interviews or ethnographic studies.

Pillar-3: Determine Benefit Interfaces (Based on Pillar 1 and 2 De-
velop Interrelations). The outcome of this pillar are matrix interfaces be-
tween value drivers, task level processes and higher level processes (e.g. business
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processes). The generation of the interfaces can be achieved by employing anal-
ogy estimations and expert judgment estimations to identify and then validate
possible relations between the outcomes of the first and the second pillar.

Pillar-4: Impact of Benefit Drivers (Identify Models both for Quan-
titative and Qualitative Measures). In this pillar the value drivers that
can be quantified and measured are taken up from the preceding pillar. Each
value driver is then run through the relevant cost and benefit models to assign
their costs, savings or weighted benefits respectively. Before the drivers can be
selected and their cost or benefits are estimated, the selection of the right models
is critical.

Pillar-5: Driving Integration Strategy. The previous pillars provide the
value of individual parameters. In this pillar an overall evaluation at the orga-
nizational level is performed, taking into account the results from the preceding
pillars. Therefore, the fifth pillar of the framework provides a set of methods
to measure organizational profitability and helps the company to analyze the
proper balance of possible attraction and retention. The analysis is performed
for organizational needs of the overall integration through quantifiable measures.
The goal is to define the scope of the application area in relation to the exist-
ing organizational structure and then to calculate the overall expected monitory
impact [1].

3 Using the Framework for Cost and Benefit Estimation
of Knowledge-Based Applications

Our initial observations of the process of creating knowledge-based applications
pointed out, that their development is divided into two major subtasks which
are handled seperately: one for creating the underlying knowledge structures and
the second one for developing the application itself.

The Framework for Value Prediction is used to identify and adapt models to
be used to estimate the value of a particular type of application. For cost es-
timation of knowledge-based applications, we adapted existing parametric cost
estimation models from the area of software engineering, such as COCOMO II
[2], to reflect aspects that are unique to this specific type of application. The
preliminary predictive framework is used to support the selection of a set of cost
as well as benefit factors that associate the impact on effort with the functionali-
ties found in knowledge-based applications as explained in the following: At first,
functionalities were identified to derive factors that might impact overall costs for
the first and the second pillar of the framework. For the development costs, we
considered a top-down strategy to identify these factors: first general functional-
ities were selected that need to be measured within an application. Subsequently
these factors are broken down into more specific, measurable ones. This results
in a catalogue which includes a minimal set of functionalities that are inclusive
for every knowledge-based application. The catalogue includes components on
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the user interface, application logic, storage, or reasoning level. Subsequently
we proceeded in proposing a set of cost drivers which are domain dependent
and based on which software cost estimation models can be adapted. Generic
factors which account for the general software development environment such as
personnel and project factors (e.g. personnel experience, tool support, multi-site
development etc.) are also included at this stage but typically remain the same.
Determining interfaces for the cost estimation models should be done at the cost
driver level. Determining the interfaces between these drivers requires an expert
evaluation on the relationships between them. The input of the experts can then
be used to refine the set of cost factors and to account for the relations in the
cost model itself. Integrating domain specific cost drivers into the parametric
software cost models is accompanied by an analysis of further cost factors that
may require changing or are considered to be unnecessary. Finally, this prelim-
inary model requires an evaluation on the structure of the model w.r.t. to the
proposed cost drivers as well as an initial set of quantitative values proposed by
experts for its statistic refinement.

For the benefit part of the value prediction, both quantitative and qualitative
measures were considered. In brief, the above mentioned parametric models are
considered for the quantitative factors for both cost and benefit. For the qual-
itative part of the benefits, other factors are identified (c.f. [3]). Impact-based
weighted values attained from domain experts are then assigned to the factors.
Based on that, the qualitative factors can be considered for driving the organi-
zational integration strategy in the fifth pillar. The qualitative factors may then
be quantified based on their overall organizational impact.

4 Related Work

The framework presented in this paper is derived from a composition of dif-
ferent frameworks, models and methods, which are taken from an array of dif-
ferent application domains. There are three fundamental frameworks that have
a significant impact and therefore standout from others: Aachner’s House of
Value Creation [4], RFID business case calculation [5] and WIGG’S knowledge
management framework [6]. These fundamental frameworks are prominent in
their respective domains, but lack the flexibility and customizability required
for the domain of knowledge-based applications. Therefore the research focused
on defining a modular framework only taking into account relevant parts of the
mentioned frameworks. Another aspect, that played a key role in defining the
framework, is the classification of value of knowledge-based application com-
ponents, which is having both intrinsic and extrinsic value at the individual
component level and organizational level of the framework [7,8,9,10]. This clas-
sification is derived from the ongoing research effort at Iowa State University in
the field of consumer behavior [7,11]. As the predictive framework for value esti-
mation is still evolving, it requires additional research and controlled deployment
before it can be considered for greater adoption.
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5 Conclusions and Outlook

We have laid out a preliminary framework and used it to derive models to assess
cost and benefit for a general class of applications. Our framework provides an
integrated and unified approach to derive preliminary cost and benefit models.
This ensures that both are compatible w.r.t. to identified functionalities and that
they can be used to effectively assess costs and benefits in quantifiable terms.
Our future work will go beyond expert evaluations and will include an evaluation
of a selection of quantitative models based on historical data.
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Abstract. Knowledge based systems improve information interoperability, in-
tegration, and knowledge management. Consequently, there is envisioned a set 
of the associated business benefits. However, knowledge technology as any 
other information technology is barely an enabler for productivity and resulting 
benefits, whereas the real drivers are process optimisation and organisational 
changes. The paper proposes a valuation method to qualitatively assess  
organisational and technological capabilities. The business value of system im-
plementation is calculated by accounting for uncertainties explicitly defined in 
implementation scenarios. The valuation method is aligned to a generic process 
of system and organisational change implementation.  

Keywords: qualitative, quantitative, evaluation, business value, ICT value, in-
tegrated operations, influence diagram. 

1   Introduction 

Valuation of information and communication technology (ICT) investments still is a 
challenging endeavour. Typically, the business value of ICT is defined as the ability 
of ICT to enhance the company’s business performance [31]. This broad definition is 
decomposed into three main categories that should be evaluated [26]: support of the 
strategic and operational goals (value is created indirectly); contribution to positive or 
reduction of negative cash flows (value is created directly); and technological and 
organisational risks. Furthermore, there are several studies investigating the connec-
tion between ICT adoption and productivity. There are evidences showing a positive 
return on ICT investments using a production function approach [5]. However, ICT 
investments alone do not suffice to create value, other assets as organisational struc-
ture [6], works processes need to be correspondingly changed [13].   

Moreover, ICT governance is often viewed as a cost centre [40] and is evaluated 
through total cost [27] of ownership without analysis of the impact on profitability. 
The difficulty of valuating intangibles causes that most studies on the ICT business 
value focus on a structural qualitative frameworks to plot where value is created, 
without any attempt to derive a monetary value. Decision to invest in a new technol-
ogy as knowledge based systems (KBS) typically would require a monetary valuation. 
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KBS are seen as differentiating, giving competitive advantage that need to be proven. 
Conventional ICT tools have already become commodities and have proven their 
utility [44] and are typically adapted without detailed analysis of payoff. Main bene-
fits of KBS are integration of information and reasoning over the encoded knowledge. 
Consequently, the value is potentially created by improved efficacy of information 
and knowledge management resulting in better decisions that are made faster through 
Integrated Operations [1]. Furthermore, a significant part of the value comes from the 
fact that semantic technologies have the potential to be leveraged in the development 
of future applications, i.e. having invested in building of an ontology it will provide a 
good starting point for information integration and service creation in the future. This 
way, flexibility of infrastructure creates business value [15]. At the same time it 
brings along many risks as the technology is based on new standards (SPARQL, 
OWL/RDFS), new tools, and lack of documentation, e.g., risk fitting existing infra-
structure, risk becoming obsolete because of changing technology, risk not being 
accepted, etc. Therefore, flexibility to defer the investment in new technology is an 
important value source [10] in KBS as technology is not yet mature, as well as or-
ganisations are at different levels of maturity with respect to knowledge management 
[20] and interoperability [17]. Such risks need to be accounted for during valuation of 
semantic technologies. Value sources of such systems can be classified into four cate-
gories [40]: efficiency, effectiveness, flexibility and innovation, each of them requir-
ing different valuation methods. Whereas quality aspect is very important, it is barely 
a determinant for efficiency and effectiveness. 

Furthermore, tasks as annotation of data resources, ontology evolution and mainte-
nance, etc. create new responsibilities and roles within organisation directly affecting 
the payoff of KBS. Semantic technologies bring a cognitive shift to a company, both 
to end-user and even to a greater extent to one responsible for maintenance of such 
solutions. While information technology is the catalyst, the main drivers of productiv-
ity are the organisational changes that complement ICT investment [4]. Therefore, 
current level of organisational and human capital has crucial impact on successful 
adoption [34, 37, 38] and, consequently, on value of the solution [46]. However, the 
existing state-of-the-art methods for valuation of KBS are limited to estimating ontol-
ogy building costs [41], evaluating quality of ontology and its impact on the applica-
tion performance (e.g., [7, 43]). 

The objective of this paper is to elaborate on the prospective valuation method ad-
dressing the overall ICT value in integrated operations. The proposed method targets 
a holistic evaluation of people, process, technology and organisation dimensions. 
Capabilities for technology adoption are mapped to implementation scenarios with an 
account for uncertainties during implementation and adoption. 

The rest of the paper is organised as follows. We continue the paper with a brief ac-
count on the Integrated Operations – context and motivation for our method – where 
most important aspects (people, process, technology and organisation) are integrated 
by the means of knowledge technologies. In Section 3 we discuss the proposed valua-
tion method. In Section 4 we review the related work in the area of technology valua-
tion. Finally, in Section 5 we conclude the paper and lay down the future work. 
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2   Integrated Operations  

Integrated Operations (IO) is a vision of future operations in the petroleum industry. 
IO is defined as “collaboration across disciplines, companies, and organisational and 
geographical boundaries, made possible by real-time data and new work processes, in 
order to reach safer and better decisions—faster” [1]. There are even more company-
specific modifications of the IO definition, however, most of them treat IO as the 
integration of people and technology, change of processes and organisation, in order 
to make and execute better decisions quicker, i.e. IO are enabled by the use of inte-
grated real time data, collaborative technologies, and multi-discipline workflows. 

IO spans a range of layers in the ICT infrastructure. A value (at least a fundament 
for value) is created in each of the layers (i.e., end-devices, communication infrastruc-
ture, collaboration infrastructure, and visualisation); however a better economical 
effect is achieved integrating with a higher level. For instance, data gathering might 
be seen as a cost generating activity with no direct value in itself (similarly as seman-
tic data annotation), but when data are fed into model-based simulations, model preci-
sion can be significantly improved resulting in improved oil recovery. Therefore, each 
constituent counts separately and, even to the greater extent, in combination with 
other technologies. The enabling technologies are as follows: remote sensing for data 
gathering; intelligent drilling & completion to optimise well productivity, maximise 
reservoir penetration; automation of remote monitoring and control, prediction and 
production optimisation technologies; data integration & aggregation to integrate 
data from various devices; communication & collaboration technology to enable 
cooperation of geographically dispersed multidisciplinary working groups and reduce 
decision time; simulation & visualisation to assist in optimisation of daily operations. 

Many satellite projects have been launched in order to achieve the objectives of IO, 
e.g. converting the ISO 15926 standard to OWL [35], the AKSIO project [28], the 
APRIO project [3], the Integrated Information Platform (IIP) project [18], Integrated 
Information Framework (IIF) by IBM [21]. An exemplary IO implementation is a 
condition and performance monitoring (CPM) using technical condition index (TCI). 
CPM is a continuous real-time monitoring of pressure, temperature, and vibration, etc. 
Technical condition indexes (TCIs) are used for proactive monitoring and mainte-
nance of equipment. TCI is defined in as the degree of degradation relative to the 
design condition [29]. It is measured in a range, where the maximum point describes 
the design condition and the minimum describes the state of total degradation. TCI 
uses integrated data from process control systems, CPM systems, and inspection re-
ports. It is an effective tool for operations monitoring and decision-making as a pre-
ventive maintenance [29]. After introduction of TCI for CPM, the work processes are 
changed by integrating original equipment manufacturer’s (OEM) condition monitor-
ing centres with operators’ onshore support centres and offshore control rooms. Con-
sequently, people (CPM enables onshore monitoring centres), technology (TCI, ISO 
15926 implementation), process (integrated CPM with vendors) and organisation 
(cross disciplinary data exchange and cooperation) must be changed in order to take 
full advantage of the technology. 

However, changes brought by IO are not restricted to the cooperation among com-
panies, but demand updated and new competencies of employees [16]: cognitive 
competence (knowing why and thinking right); functional competence (knowing how 
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and acting right); social competence (social skill and collaborating right); meta com-
petence (analytical focus and reflexive knowledge). For instance, interdisciplinary 
work processes will develop interdisciplinary knowledge and new cognitive knowl-
edge among disciplines. New analytical and simulation tools will increase demand for 
functional skills and ICT-literacy. Collaborative and complex work processes will 
increase demand for social and meta competencies. Therefore it is vital to evaluate 
intellectual capital of the company [2, 38]. 

3   The Prospective Valuation Method 

In order to maximise the benefits, technological advancements should be incorporated 
in overall organisational infrastructure and related to overall business goals. Work proc-
esses and working environment need to be changed with respect to new communication 
infrastructure and opportunities opened up by improved technology. Technology shall 
not be analysed separately from human affairs [30]. Therefore, development of the 
prospective valuation method has the objectives as follows. The method should  
document value of the knowledge-based system implementation and be apt to assess 
strategic and operational impacts, taking into account the involved flexibilities and un-
certainties. Deployment of KBS without the right incentive systems, training, work 
process changes, or corporate culture may be worse that ineffective [4], therefore  
assessment of those aspects is an important task of any valuation method. 

3.1   Qualitative Analysis 

Consequently, we consider four key aspects that are crucial in KBS implementation. 
These aspects are as follows. 
1. People (stakeholders). This dimension analyses responsibility for the process and 

participation in the processes (i.e. who owns the process and who is involved, what 
are their roles). The dimension as well concerns organisational and cultural aspects 
of the sharing and usage of knowledge through collaboration, analysing whether 
people involved are committed to improve the process and work together. The key 
issues: development of skills and intellectual capital, collaboration in virtual teams 
with internal and/or external experts, internalizing and sharing of multidisciplinary 
knowledge, use of collaboration and knowledge based tools. 

2. Process. In this dimension methods and techniques for managing the flow of data 
and information, decisions making and execution are analysed. The dimension 
concerns tools and systems used for every specific task, leveraging internal, exter-
nal and vendor expertise within a particular organisational context for collaborative 
and real time decision-making. 

3. Technology. This dimension gives an account on tools and infrastructure that are 
used in daily operations and assist in providing access to and exchanging of infor-
mation and knowledge. The main purpose of technology is to provide real-time in-
formation for on-time decision-making and ensure the optimal execution of the 
process. This dimension concerns integration and interoperability of various tools 
for, e.g., condition monitoring and remote diagnostics, sensors and automation. 



 In Quest of ICT Value through Integrated Operations 163 

Further, it assesses quality and scalability of ICT architecture and data manage-
ment, efficiency of collaboration environment. 

4. Organisation. This dimension charts and analyses organisational structure, busi-
ness models (contract strategies), personnel strategy, HSE management. Further 
concerns along this dimension are legal matters, organisational culture, change 
management and managerial involvement. This dimension provides settings and 
context for interaction of above discussed elements, namely people, process and 
technology. 

 

Fig. 1. A pyramid depicting our analytical framework 

Thus, for qualitative analysis of IO (or any KBS) implementation capabilities we 
use the above discussed analytical dimensions to assess the outset situation (see Fig. 
1). Each dimension is composed of four layers (two bottom layers are designated for 
strategic viewpoint, while the upper layers for assessment of operations level) defin-
ing the main criteria to be assessed as follows. The bottom layer characterises funda-
mental properties of the dimension and defines complexity of implementation, i.e. 
integration of organisations (contracts and inter-organisational cooperation); level of 
competence and skills, process distribution (ubiquity) and interoperability of technol-
ogy are assessed. The next layer concerns assessment of learning and adoption (fit-
ness), there criteria as maturity of organisational IO implementation methodology 
(established routines and policies for administering IO implementation in practice, 
shared understanding of change management), staff’s training and learning capabili-
ties and procedures, technology maturity (including technology quality assessment), 
and process comprehensiveness are assessed. The third layer already deals with the 
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following trust and control criteria at the level of daily operations: knowledge sharing 
and trust, technology safety and security, process control and organisational proce-
dures and regulations. Finally, the fourth layer analyses the main key performance 
indicators (KPI) that are later augmented by the potential effect from the implementa-
tion of IO. These analytical dimensions are used in the valuation method (see Fig. 2) 
for the qualitative description of the situation prior-IO, defining the capability of the 
IO implementation. 

Further, the dimensions in the analytical framework are interconnected by four 
edges (“pillars”) defining the relationship between the connected dimensions. The 
pillars also distinguish the main analytical scenarios of the IO implementation. a) Any 
project of the IO deployment should consider the level of new technology fitness to 
the current processes, their automation. b) The altered processes should be aligned 
with the organisational structure. c) A thorough change management should be per-
formed including the package of incentives in order to motivate the stakeholders, as 
well as d) training in new technology and studies of technology acceptance should be 
performed. Those activities are constituents of the new technology implementation 
project and should be well planned and performed in order to successfully deploy new 
technology. 

Each category is measured by a set of evaluation criteria (they are not detailed here 
because of space limit). Every evaluation criterion is assigned a score from a scale [1, 
…, 10], importance weight in a scale [1, …, 3] denoting how important is a particular 
criterion. The scores are normalised to fall into range [0, …, 1], then the scores are 
aggregated using AHP (Analytical Hierarchy Process [39]). The final score of a layer 
in a particular dimension is given in a range of [0, …, 1], where 1 would indicate a 
‘full capability. 

3.2   The Proposed Method 

The valuation method is displayed in Fig. 2 using UML Class diagram notation. There 
the pillars from the analytical framework (Fig. 1) are used as constituents in analysis 
of the IO implementation scenario. The analytical dimensions are used for qualitative 
analysis of the IO implementation capabilities. The qualitative analysis together with 
the parameters of external environment are used as an input for construction of influ-
ence diagrams (ID) (see next subsection) to compute the value of current operations. 
Whereas, the IO implementation scenario (on the right side of the model in Fig. 2), 
described by the analytical pillars from the analytical framework, quantifies the im-
plementation plan and rate, and associated costs [22]. The implementation scenario is 
used to estimate the potential effect on KPIs and correspondingly update probabilities 
in ID. The updated ID is then used to calculate value of the post-IO operations. Fi-
nally, the value of the IO investments is computed as a difference between NPV of 
the current operations and NPV of the future situation. 

3.3   Accounting for Uncertainty 

Bayesian Network (BN) is a powerful technique for reasoning under uncertainty and 
representing knowledge [25]. BN provides a natural way to structure information 
about a problem domain. One advantage of the BN is that it not only captures the  
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Fig. 2. The proposed valuation method 

qualitative relationships among variables (denoted by nodes) but also quantifies the 
relationships. This is achieved by assigning a conditional probability to each node in 
the BN.  

An influence diagram is a subset of the Bayesian network model and is often used 
as a compact representation of a decision tree, where a set of variables is observed 
between each decision. An influence diagram is represented by nodes and arcs. There 
are four types of nodes: decision, chance, deterministic and value; and two types of 
arcs: influence (denoting causal influence) and informational (use to represent flow of 
information that decision is based upon) [25]. An influence diagram is often used as a 
visual representation of the model. It is a useful technique allowing the model to be 
built in parts, and for the effects of various parts to be seen without getting in the 
details of the model [9]. 

3.4   Functional View of the Approach 

The earlier presented framework for qualitative analysis and quantitative valuation 
method are used in line with organisational change planning and implementation of 
knowledge based system. Generalised main steps of organisation change management 
and valuation are depicted in Fig. 3. ICT implementation with organisational change 
consists of four generic steps. Where step ‘As-Is analysis’ provides an input for our 
qualitative analytical framework (recall Section 3.1, Fig. 1). Further, a roadmap from 
step ‘To-Be analysis’ and ‘Qualitative assessment of As-Is’ are used for gap/capability 
analysis. The capability analysis is directly used to estimate implementation scenarios 
(recall Section 3.2, Fig. 2). Initial assessment of scenarios might be then used to refine  
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Fig. 3. Generic functional valuation steps 

the project scope. The delimited project scope is then used to finalise the implementa-
tion scope and forecast the value. Finally, ICT implementation may be used to calcu-
late the achieved value (‘ex-post valuation’).  

Influence diagram of evaluation model is constructed from the analytical output of 
step ‘As-Is analysis’. Uncertainties and corresponding probabilities are updated after 
assessment of implementation scenarios. The expected value is calculated as differ-
ence between the initial output of the influence diagram and the updated version. At 
last, the achieved value (ex-post) might be calculated from the revised influence dia-
gram based on the actual implementation.  

4   Related Work 

ICT valuation typically includes both, qualitative and quantitative methods, although 
qualitative assessments dominate as a result of many intangible benefits resulting 
from ICT implementation. The existing body of knowledge on ICT evaluation can be 
classified into four categories based on the evaluation aspects as follows.  
-  Evaluation of strategic value. The approaches in this category deal with measuring 
alignment of ICT (e.g., operational activities) with the strategic goals and accounting 
for its strategic value. The Balanced Scorecard (BSC) [23] method is most broadly 
used for this purpose. The method allows organisations to measure financial outputs 
and factors that influenced such financial outputs, e.g., process performance, long 
term learning and skills development. The analysis is based on four main analytical 
perspectives: financial, customer, internal process perspective, and learning and 
innovation. The BSC method is applied in various evaluations, generic ICT valuation 
[42], or ERP system assessment [8].  
- Evaluation of impact on current state of practice. Here approaches holds on evalua-
tion of changes caused by deployment of a new system and typically are compared with 
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the performance of legacy systems, e.g. assessing an impact of ontology quality on 
application [43]. The decision value of an intelligent decision support system is com-
pared with a decision support system without artificial intelligence method in [33].  
- Evaluation of socio-technical aspects. These approaches focus on usability of tech-
nology and evaluate end-user acceptance of technology. There are many evaluation 
frameworks adopting the socio-technical evaluation perspective (e.g. by assessing  
perceived efficiency and effectiveness of the tools, intention to use, cf. Technology 
Acceptance Model [11], IS Success Model [12], User Information Satisfaction [24]). 
Moreover, the need to include decision maker quality when investigating ICT-
performance relationship is emphasized in [36]. Whereas IS Success Model [12] in-
cludes analytical aspects as information quality, system quality and service quality. 
Similarly, Peffers & Saarinen [32] extend the above mentioned three categories by 
adding successful development and procurement, and successful use and operations. 
These aspects are important in valuation of KBS where domain experts should become 
technology experts for optimal adoption of new technology. The unified theory of accep-
tance and use of technology (UTAUT) [45] aims to explain user intentions to use an 
information system and subsequent usage behaviour. The theory is based on four key 
constructs (performance expectancy, effort expectancy, social influence, and facilitating 
conditions). There, facilitating conditions describe a “degree to which an individual be-
lieves that an organisation and technical infrastructure exists to support use of the sys-
tem” [45]. In similar line, Hallikainen & Chen [19] propose a framework for information 
system evaluation assessing organisational norms and values, project contingencies, 
project resources, etc. They argue that technology adoption and success of usage really 
depend on current level of process/technology and human capital in the organisation. 
- Evaluation based on multi-criteria models and simulation. The techno-business 
assessment (TBA) framework [47] is designated to analyse and evaluate technological 
service platforms and their business value. The analysis starts from qualitative analysis 
and move toward quantitative cash flow based valuation. Four domain perspectives are 
analysed: user model describes services from the end-user perspective; business model 
conveys a conceptual framework for the business logic; system model provides com-
plete details of the services from a system point-of-view; and technical model exhibits 
technology and specifics of implementation. Whereas, information economics [31] 
assess value linking, value acceleration and job enrichment. Value linking concerns the 
costs and benefits of organisational changes that are results the new system, but that are 
not the immediate targets. Value acceleration accounts for the future effects of an in-
vestment. For instance, introduction of the ISO 15926 standard in OWL [35] (with 
XML-based standards for data interchange as PRODML, WISTML) allows faster in-
formation integration among companies in the gas and oil industry. Job enrichment in 
information economics method deals with individual and organisational learning and 
increased skills. Furthermore, the method assesses the risk of failure of implementing 
the ICT investment by qualitative evaluation of the business domain (e.g. organisational 
risk, competitive advantage) and the technological domain evaluation including strate-
gic investment and risk assessment. Though being complex, expensive and cumbersome 
for small projects [14], the method emphasizes learning and knowledge management 
that are some of the concerns in the KBS deployment. 

Our method is novel by explicitly accounting for four aspects of implementation 
scenarios that are directly dependable on the human, process and technological capital 
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of the organisation. Furthermore, the valuation process is aligned to organisational 
perspective of ICT implementation and change management. Usage of the influence 
diagram facilitates management and communication of the evaluation model, as well 
as it allows incorporating and accounting for uncertainty and flexibility related to the 
implementation. 

5   Conclusions and Outlook 

We have presented ICT valuation method in the context of Integrated Operations (IO) 
in the petroleum industry. The method endeavours to provide practical valuation in-
sights on new technology implementation projects relying on the analysis of the or-
ganisational-technical capabilities and implementation scenarios. Four analytical 
dimensions, such as organisation, people, process and technology are analysed from 
the strategic and operational viewpoint. Then implementation scenarios are modelled 
with the purpose to simulate and analyse success of technology deployment and  
organisational change. The analytical implementation scenarios identify possible 
uncertainties and risks that help to better estimate the potential effects of IO. Finally, 
functional valuation steps are aligned to organisational perspective of ICT implemen-
tation and change management. 

A certain future necessity is to conduct case studies in order to validate the method. 
Calibration of mappings between qualitative evaluation results and impact probabili-
ties used in influence diagrams is a must too. The method also needs to be imple-
mented. The usability and utility of the method a lot depends on its implementation. 
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Abstract. The e-NVISION project (www.e-nvision.org) aims to develop and 
validate an innovative e-Business platform for the SMEs allowing them: to 
model and adapt in their organizations particular business scenarios requested 
by their customers and suppliers; to integrate all their enterprise applications 
following a service-oriented architecture; and to incorporate legal, economical 
and social services offered by external organizations. This paper provides an 
overview of the results of the project regarding the definition, implementation 
and validation of external and integration services within the e-Business  
platform. The overview includes details on the construction sector e-Business 
scenarios, the service-oriented techniques used, open issues surrounding actual 
implementations and applications, and the lessons learned in the field. 

Keywords: Semantic Web Services, SOA, e-Business, Business Processes, 
Construction.  

1   Introduction 

The e-NVISION project (www.e-nvision.org) aims to develop and validate an innova-
tive e-Business platform for the SMEs allowing them: to model and adapt in their 
organizations particular business scenarios requested by their customers and suppli-
ers; to integrate all their enterprise applications following a service-oriented architec-
ture; and to incorporate legal, economical and social services offered by external 
organizations, with the overall goal of facilitating the participation of SMEs, espe-
cially those coming from the New Member States, in European e-Business scenarios. 
The e-Business platform is been validated in the Construction and Building Industry 
Sector taking as reference several cases executed in 4 different European countries. 

From the technological and research points of view, e-NVISION is a blueprint for 
the future e-Business scenario plus a test case implementation or proof of concept in 
the construction sector. This blueprint includes a e-business orchestration platform 
covering internal and external processes, guidelines for interaction between partners 
to discover each other and collaborate, and a semantic integration solution to inter-
act with back-end and external services. 

From the point of view of the construction sector, e-NVISION provides a vertical 
Semantic e-Business Solution for the construction companies that will allow them to 
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participate in e-Business transactions mainly with the other construction companies 
participating in the same project. This vertical solution is a customization of the gen-
eral e-Business Platform defined in the Blueprint and it includes a construction related 
ontology, several construction business processes and a set of semantic external and 
integration services. 

2   Construction Sector e-Business Scenarios 

One of the main results of the e-NVISION project (http://www.e-nvision.org) is a 
vertical e-Business Solution for the Construction Sector. This solution provides the 
means to participate in the future e-Business scenarios of three core construction 
processes: e-Tendering, e-Procurement, and e-Site. [1][2][3] 

The e-Tendering scenario tries to enhance SMEs participation in calls for tenders 
(e.g. as a group of SMEs or as a Virtual Enterprise) on equal footing compared to 
bigger tenderers, reducing the work needed to analyse paper propositions, in an open 
and transparent world-wide electronic market, with mechanisms to look for partners 
internationally, and supported by trust and quality external organizations. 

The e-Site scenario will improve the companies’ coordination in the construction 
time, reporting in an automatic way any change or incident at the construction site to 
the interested partners so that they can react as soon as possible. 

The e-Procurement scenario looks for potential providers both internally and  
externally thanks to an effective and rational supplier selection model that allows 
discovering, evaluating and finally selecting the list of providers of a certain schedule 
of deliveries. 

e-NVISION e-Business Model is based on three pillars: business messages, inter-
nal business processes and semantic services. These pillars are interconnected through 
a set of Construction Ontologies as shown in the following figure. 

 

Fig. 1. e-NVISION e-Business Model Pillars 

• Business messages, which are sent between the different actors that take part in a 
construction project, in order to: 
• Invite partners to participate in a tender, 
• Involve suppliers and subcontractors in the construction project, 
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• Notify design changes, and  
• Notify site incidents 

• Internal business processes, which define the tasks to be done internally in a 
construction company when an e-NVISION message is received and the way the 
business processes are integrated with the back-end systems of the company, and 

• External services, which provide the information needed to govern the flow of the 
business processes. The construction company, especially if it is an SME, does not 
have enough resources to maintain this information internally. 

• Construction Ontology, which defines the common concepts, entities and rela-
tionships. 

3   Construction e-Business Services  

3.1   Why Services? 

In the execution of a business process, companies have to make decisions based on 
information about the process or about the partners. Questions like these have to be 
answered during the business process: 

• Which are the best candidates for participating in a tender? 
• Do we trust this new partner? 
• Which are the best quotations received for a task? 
• What suppliers are affected by this change in the design? 

 

To answer these questions, the SME has to consult information previously proc-
essed and stored by the own SME, integration services, or by external organizations, 
external services. 

It is necessary to dedicate a lot of time and human resources to obtain this kind of 
information, from previous experiences or from external sources of information, to 
process it and to register it in the back-office systems.  

In the case of large companies, this is not a problem. They have the necessary re-
sources and practically all the information is stored internally. Therefore, the services 
to access the information will be integration services. In other words, large firms are 
self-sufficient. 

However, SMEs do not have these resources, and sometimes they are not able to par-
ticipate in some business activities due to this fact. What e-NVISION proposes is to 
externalise these services to other organisations like Chambers of Commerce, Construc-
tion Associations or Clusters, Consultancy Firms, or Local Governments. They have the 
resources that SMEs do not have and can provide this information at a lower price. The 
result is that SMEs can obtain similar information to that managed by large companies. 
The external services form the third pillar on which e-NVISION is supported.  

Nowadays, some companies or associations already provide this kind of services. 
One example is ASCOBI, the Construction Association of Bizkaia, which provides on 
its web page information about all the tender awards of the last five years. All AS-
COBI members have access to this information that allows them to check, for exam-
ple, the projects carried out by a specific company before deciding whether they are 
willing or not to participate together in a new tender call. Another example is the 
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Spanish Company CONSTRUDATA, which sends an e-mail to the companies sub-
scribed to their services informing about the public tenders which are published in the 
Official Bulletins filtered according to their profile: type of project, estimated budget, 
locations, etc. By paying a prefixed fee, any SME can receive the information at the 
same time as large firms. 

In the future, a constellation of semantic web services will be available for SMEs. 
The SME will select to which external services it will be subscribed. The following 
figure represents this service constellation in an upper level. SMEs can be subscribed 
to different services, and different organisations could provide similar services com-
peting for SMEs subscription. 

 

Fig. 2. External services 

It is true that currently the number of available e-Business Web Services is very 
low, and that nearly all of them are accessible through web portals or e-mail. How-
ever it is also true that it is very easy to transform these services into web services that 
could be accessible from, for example, the internal BPEL processes executed inside 
the e-NVISION platform. 

3.2   Services Definition Methodology 

A bottom-up approach has been followed in the definition of the e-NVISION business 
models and the semantic services, starting from the current construction processes 
based on the know-how of the end users. 

The first step was the definition of the future e-Business scenarios. Envisioning 
ideas, gathered from construction experts through brainstorming sessions, were the 
base in the definition e-NVISION e-Business scenarios via story telling incorporating 
“higher” level goals to the process definition, such as customer perceived value, 
whole life performance, legal, social, economic, trust and if possible, sustainability 
aspects. During this process we have guaranteed that the work developed was in the 
line proposed by other construction experts and sources, including e-Business Watch, 
ECTP and other European Projects related to ICT in Construction [4, 5]. 
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The second step was the identification of those requirements needed for these  
scenarios from two points of view: on the one hand, the point of view of the SMEs 
involved in the e-NVISION project and on the other hand, the point of view of the 
external business environment including public bodies and construction clusters. 
These requirements have allowed us to define up to 17 external services to the SMEs 
offered by external Agents, and 12 internal services allowing for integration purposes 
with enterprise applications like ERP, CRM, e-mail, etc. [6,7,8] 

Finally an external user validation was conducted to validate whether the envi-
sioned scenarios were in the line of construction SMEs expectations. More than 30 
construction companies, from 5 European countries, have participated in the evalua-
tion [9]. The following chart shows the external services considered more important 
for the participants. 
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Fig. 3. External services by importance for construction companies 

As a result of this validation the following external services were finally  
implemented: 
1. Company/Supplier Information Retrieval Service. Since not all companies will 

be members of e-NVISION, this service covers two aspects: collecting and updat-
ing information from the SMEs that are already registered in the e-NVISION plat-
form and capturing information from newly registered SMEs - new members of the 
e-NVISION platform. 

2. Supplier/Company Discovery Service. This service gives the possibility of 
searching for suppliers that offer a certain product, material, service, machinery or 
equipment. Besides, this service can also provide detailed information about a 
company, i.e. it allows searching for a company given some kind of information 
such as its name, or its VAT number, or its organisation identifier. 

3. Connector to EU Public Tender Service. This service allows automatic retrieval 
of the tenders published in the TED (Tenders Electronic Daily). 
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4. Tender configurator. This service offers several possible Virtual Enterprises or 
groups of SMEs with the skills and competences to participate in a tender and to 
carry out the tender services/works. 

5. Procurement Configurator. It provides means to configure the list of potential 
suppliers that can provide a certain schedule of deliveries. 

 

In the same way the following chart shows all the integration services identified 
and listed by importance for construction SMEs. 
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Fig. 4. Integration services by importance for construction companies 

1. Document/content management. This service is in charge of notifying the inter-
ested companies when a new document is provided to the project or when a docu-
ment changes. 

2. Agent for the analysis of quotations. Nowadays, the PMC needs time to manu-
ally compare the different quotations that the suppliers send to him. This service 
will enable a first automatic analysis of quotations. 

3. Scheduling service. When a task is delayed, the entire schedule has to be manually 
revised to see if other tasks are affected by the delay. This service analyses two 
schedules and for each of the modified tasks, provides the list of companies that 
should be notified about the modification. 

4. SME Retrieval Information Service. Its objective is to avoid a company the fact 
of having to register or update its information online via a Web form. If the com-
pany has this Web service available, the company’s information is always available 
and can be queried at any time. 

5. Companies database. It provides a standardized way to get the information about 
business partners (suppliers, customers and so on) stored in the internal systems of 
the company. 

6. ERP integration. It is in charge of retrieving the business information stored in the 
ERP in a standard way. 

7. e-Mail integration. This service allows integration of the SMEs e-Mail internal 
solution (backend) with their external e-Business processes. 
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4   e-Business Platform Technical Implementation 

e-NVISION business model is based on a complete set of messages that are inter-
changed between the different actors that take part in a construction project in order to 
invite partners to participate in a tender, involve suppliers and subcontractors in the 
construction project, or notify design changes and site incidents. 

From the technological and research points of view, e-NVISION is a blueprint for 
the future e-Business scenario plus a test case implementation or proof of concept in 
the construction sector. This blueprint includes a e-business orchestration platform 
covering internal and external processes, guidelines for interaction between partners 
to discover each other and collaborate, and a semantic integration solution to inter-
act with back-end and external services. The following figure shows the e-
NVISION platform architecture: 

 

Fig. 5. e-NVISION Platform Architecture 

When the e-NVISION platform receives one message the corresponding BPEL 
process is loaded into the BPEL engine of the e-NVISION platform which executes it. 

The BPEL description of a business process can be composed by the following 
elements: 
• Unit actions that are executed inside the BPEL process. 
• Decision points which control the business flow according to some criteria. For 

example in the definition of the supplier list for a construction project “an external 
searching for supplier service has to be called only if the internal white list of the 
Main Contractor does not include any”. 

• Calls to internal services which provide information that have been previously 
processed by the SME and stored in back-office systems. 

• Calls to external services which provide information that have been previously 
processes by external organizations to the SME and stored in external databases. 
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4.1   Services Implementation Approach: OWL-S Semantic Web Services 

Web services provide data interoperability by means of XML, SOAP and WSDL 
standards. However, XML standards specify only syntactic interoperability, not the 
semantic meaning of messages. For example, WSDL can specify the operations avail-
able through a Web service and the structure of data sent and received but cannot 
specify semantic meaning of the data or semantic constraints on the data. This re-
quires programmers to reach specific agreements on the interaction of web services 
and makes automatic web service composition difficult.  

Moreover, with the proliferation of Web Services, it is becoming increasingly dif-
ficult for service requester to automatically find service providers that satisfy its re-
quirements. Some of these difficulties are attributed to the use of XML to describe the 
interactions and the data in the Web service infrastructures. Although XML guaran-
tees syntactic interoperability of data between applications, it fails to provide seman-
tic operability between these applications. Hence two syntactically identical XML 
descriptions may have very different meaning, and two syntactically different XML 
descriptions may have the same meaning. The above restriction poses significant 
challenges for dynamically interacting with web services. 

Semantic Web services solve these problems by providing another layer on top of the 
Web service infrastructure to supply semantic meaning for Web services. Among the 
possible options to implement Semantic Web Services, including OWL-S, WSMO, and 
SAWSDL, we selected OWL-S [10,11] mainly due the availability of tools like a Pro-
tégé based editor, several APIs to call services and semantic registry prototypes. 

The Semantic Web services augment Web Service descriptions through Semantic 
Web annotations, in order to support greater automation in service discovery, selec-
tion and invocation, automated translation of message content between heterogeneous 
interoperating services, service composition and monitoring.  
 

Discovery: A program must first be able to automatically find, or discover, an appropri-
ate Web service. Neither the Web Service Description Language (WSDL) nor the Uni-
versal Discovery and Description language (UDDI) allows for software to determine 
what a Web service offers to the client. A Semantic Web service describes its properties 
and capabilities so that software can automatically determine its purpose. e-NVISON 
project has implemented an external service to access a OWL-S based semantic service 
registry and a semantic search service built on top of the semantic registry. 
 

Invocation: Software must be able to automatically determine how to invoke or exe-
cute the service. For example, if executing the service is a multi-step procedure, the 
software needs to know how to interact with the service to complete the necessary 
sequence. A Semantic Web service provides a descriptive list of what an agent needs 
to do to be able to execute and fulfill the service. This includes defining the inputs and 
outputs of the service. e-NVISION e-Business platform is able to call OWL-S based 
services from a BPEL engine. 
 

Composition: Software must be able to select and combine a number of Web services 
to complete a certain objective. The services have to interoperate with each other 
seamlessly so that the combined results are a valid solution. The e-NVISION e-
Business platform does not have automatic service composition capabilities. Instead, 
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the platform implements predefined business processes (BPMN and BPEL) which are 
able to call semantic web services. 
 

Monitoring: Agent software needs to be able to verify and monitor the service proper-
ties while in operation. Monitoring is out of the scope of the e-NVISION project. 

4.2   Semantic Web Service BPEL Integration 

Nowadays, the Enterprise Service Bus (ESB) implementations available (commercial 
and open-source) do not include the modules and libraries needed to deal with ontolo-
gies and Semantic Web Services. Therefore, after analysing the communication between 
the Enterprise Service Bus (ESB) and the modules and libraries needed to call the Se-
mantic Web Services, we have provided a simple solution in order to call OWL-S based 
semantic web services, using the OWL-S Application Programming Interface. 

OWL-S API provides a Java API (Application Programming Interface) for pro-
grammatic access to read, execute and write OWL-S service descriptions. There are 
different implementations of this API available but for the development of the Exter-
nal and Integration Services, the OWL-S API implementation provided with Protégé 
OWL-S editor has been used. This API deals with OWL-S version 1.2. 

The OWL-S API provides the means to read and write OWL-S files and to call the 
underlying Web Service defined using WSDL. It allows calling a Semantic Web Ser-
vice and getting the results from a Java Program. 

The next figure shows the architecture of this approach: 

Semantic Web Service Client Service Platform
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Fig. 6. Semantic Web Service Client tools 

Since we use BPEL to implement the scenarios, a method to call the Semantic Web 
Services from BPEL is required.  How to call OWL-S Semantic Services from BPEL 
is still an open issue. BPEL is a declarative language that offers a set of predefined 
activities. 

The <invoke> BPEL activity is used to call a “standard Web Service” defined us-
ing WSDL. But BPEL has no means to call a Semantic Web Service. The best solu-
tion would be to add a new BPEL activity to deal with Semantic Web Services but 



180 V. Sánchez, I. Angulo, and S. Bilbao 

this would imply modifying the BPEL standard. Another solution is to use the capa-
bility of some BPEL engines to execute Java programmes. However, this solution 
depends on the BPEL engine, so that the result is not BPEL compliant. The simplest 
solution to that problem, although not the most elegant, is to define a “proxy web 
service”. In this case, the BPEL engine calls a standard Web Service which, in turn, 
calls the “Semantic Web Service” using the OWL-S API. 

5   Business Model for the e-NVISION External Services 

External Services will be offered by external organisations to the Construction SMEs: 
Construction Associations, Cluster, Public Administrations, Chamber of Commerce, 
Consultancy Firm, etc. Depending on the type of organisation, the Business Model 
could differ 

Construction Associations or Clusters are generally composed by Constructions 
Companies that join together in order to defend their interest against Public Admini-
strations. In general the Business Model of the Associations is through a membership 
fee, which is paid annually by all associated members. This fee allows them to receive 
all the services provided by the Association. In principle, e-NVISION Services could 
be included into the annual membership fee. 

In most cases Public administrations have an Innovation and Economic Promotion 
Department whose aim is to create permanent jobs and generate wealth in the terri-
tory. As part of the activities performed, they provide public services in the region. 
These services are free or of low cost for SMEs. Therefore, if public administrations 
want to promote e-Business in the construction sector, they could offer some of the 
external services in e-NVISION for free such as prequalification of SMEs, legal sup-
port, regulation support, connector to public tender service, etc. 

Some of the purposes of a Chamber of Commerce are the promotion of trade in 
their own towns or cities, the collection of information and statistics which may be of 
use to their members, and the recording of a blacklist for members’ reference. There-
fore, Chambers of Commerce are suitable to provide some of the external services 
such as e.g. the supplier/company discovery service, previous technological 
references service or prequalification of SMEs. As in the case of Associations, the 
Business Model of the Chambers of Commerce is through a membership fee, which is 
paid annually by all associated members. This fee allows them to receive all the ser-
vices provided by the Chamber of Commerce. In principle, e-NVISION Services 
could be included into the annual membership fee. 

Finally Consultancy Firms gather business information which usually includes 
commercial, financial and marketing information and they offer it to companies in 
terms of services. The Business Model of Consultancy Firms is through a fee, which 
is paid per service and per time the company uses the service. Each unit service has a 
standard price but usually discounts can be obtained in the price of the unit if pack-
ages are purchased in advance. e-NVISION will allow consultancy firms to provide 
new services and to offer existing services through electronic means. 
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6   Conclusions 

From the construction sector SMEs point of view it is clear that there is a need for 
external services in the e-Business area. The main conclusion of the end user 
validation survey is that e-Business services, both integration and external, are 
needed to deploy the e-Business scenarios, according to the majority of the exter-
nal user groups and industry actors from the Construction Sector that have been 
interviewed. 

Nowadays, external organisations to the SME already offer similar services to 
those defined in the e-NVISION scenarios. The difference is that these services 
are provided through web portals or via e-mail or have to be requested manually, 
as in the case of the Chambers of Commerce where it is possible to request the 
financial state of a company. e-NVISION Services will be provided in the  
future with similar business models as the services already offered by these  
organisations. 

Regarding semantic service technology, it can provide the business processes with 
flexibility and adaptability but, nowadays it lacks the level of standardization and 
maturity of other SOA areas, like BPEL and Web Services. In order to leverage the 
whole set of benefits of the semantic services there is a need for: 

• A critical mass of semantic web services available on the market. 
• Good infrastructure of semantic service registration, search and invocation.. 
• Mature set of tools to define, implement, discover and use semantic web services. 

 

The e-NVISION results sustainability approach is based on looking for support and 
promotion from external organizations, including the European Construction Techno-
logical Platform (ECTP), National Construction Platforms of the countries involved in 
the project and Construction Associations involved in the project. The  
e-NVISION project has been included among the list of some major recent projects 
related to the ECTP SRA Implementation Action Plan [4]. The ECTP considers that 
e-NVISION has synergies especially with Items H6 (Collaboration support) and H8 
(ICT enabled business models). Therefore, it is the intention of the project consortium 
to follow the research line in the framework of the ECTP SRA in order to refine the 
services definition and implementation.  
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Abstract. Trends in ontology design show an interest in the development of 
Ontology Design Patterns. Most of these are derived from a scientific point of 
view. We argue that there is a category missing in these pattern libraries, being 
that of business related patterns. In this paper we describe how Be Informed1 
uses business patterns to develop commercial applications based on semantics 
and ontologies. Large scale applications ask for a structured approach, includ-
ing the use of these patterns. We describe three examples of these patterns and 
show how they are used in existing applications. 

Keywords: Ontology Design Patterns, Business Patterns, Taxonomies, Knowl-
edge Systems, Commercial knowledge systems, Structuring Semantics, Meta-
model. 

1   Introduction 

In recent years we have successfully implemented a number of knowledge driven 
applications, using the Be Informed product suite. These projects have been on a scale 
of less than one man year work up to  20 to 30 man year work. For an example, see 
[10]. As projects become larger, and more knowledge engineers and architects be-
come involved, there is a growing need of a recognizable and manageable structure in 
the knowledge models.  

In the field of object orientation and software modeling tools, we see of course the 
design patterns by Gamma et. al. [1] and Bertrand Meyer describing guidelines for 
designing OO based software [5]. The semantic community also recognizes the need 
of a recognizable and manageable structure in the knowledge models [2, 9], resulting 
in projects like the Ontology Design Patterns [7]. However, main focus of scientific 
work today is the collection and validation of patterns “inside” an ontology, called 
Content Ontology Design Patterns. They help modelers to define typical structures 
between individual concepts in an ontology.  

In this paper we present a different category of patterns, the Business Ontology Pat-
terns. These consist of a high level, often abstract pattern, describing a structure in an 
ontology that resembles the business domain and helps to put the ontology to use. The 
presented business patterns all resemble some “decision process” or problem solving 
direction. This function proves critical in the successful deployment of ontologies in a 
business domain, where execution of models is just as important as disclosure. We 

                                                           
1 Be Informed is a Dutch independent company building Knowledge Based Systems, using the 

Be Informed Toolkit. 
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describe the patterns on a high level, and from this we translate them into strong-typed 
metamodels, to be used in ontologies in the Be Informed Product Suite.  

One should note that there is no example given in e.g. OWL, simply because the 
Be Informed Tools use their own, strong typed syntax, and not OWL. One reason for 
this is that OWL currently lacks certain expressive power, like discussed in [4]. Also, 
Be Informed uses strong typed relations, which can’t be “frozen” in OWL. Another 
important reason is the strong need to link to content from the models for presenta-
tion, which is very hard in OWL. Interchange between Be Informed and OWL and 
RDF is possible, but results in some information loss (like the content parts). 

The Business Ontology Patterns we propose help in designing a structured and 
maintainable metamodel, as the base for knowledge models. In these model layers, we 
use patterns too, but they strongly resemble the Content Ontology Design patterns 
from ODP.org and are outside the scope of this paper. 

2   The Business Pattern Framework 

The framework we have adopted consists of 4 main areas, which will be discussed in 
the following section. First, we define a taxonomy as an ontology with only hierarchi-
cal relations such as “Subclass of” and “Instance of”; the typical parent-child rela-
tions. Ontologies use any kind of relation, including hierarchical, causal and semantic 
relations and can be multidirectional. Causal relations in Be Informed are strong typed 
and include “Requires”, “Excluded by” and “Numerically Depends On”. Obviously 
they can also have a semantical meaning in a model. We use the term “semantic rela-
tion” for those that do have meaning, but are not strong typed and are not used in the 
inferencers. The inferencers only use the causal relations, whereas navigational in-
struments can use both.  

Typically an ontology, at least in Be Informed applications, show a structure of 
several core taxonomies linked together with causal and semantic relations. Basis for 
our patterns is that these core taxonomies represent the key concepts (and their sub-
classes and instances) in a business domain. This core is represented in the figure 
below as the circle. Following a pattern in this core we can use the relations between 
these taxonomies for application in one or more instruments for e.g. classification and 
deduction. All surrounding elements, and the taxonomies they represent are, in a way, 
secondary to these core taxonomies. 

Secondary elements include conditions and constraints, like calculation models or 
a semantic representation of legal grounds in law or legislation. The category of prop-
erties consists of all elements which cannot be derived but somehow are asked to the 
end-user or linked IT system. They include variables and context taxonomies like e.g. 
countries, marital state or a range of possible colors. Computational grounds represent 
(often fixed) base values of facts like required age or minimum income. The left block 
in the framework represent constructs for disclosure of information, both in an end-
user application (Publication Structures) and Model Validation (reference Structures). 
The bar at the bottom represents content that can be linked to the concepts and mod-
els. For example in case of legal decision-making this is often a link to the relevant 
(implemented) law and legislation  A more thorough description of the entire meta-
model framework can be found in [11]. 
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Fig. 1. The Metamodel Framework 

3   Patterns in Core Taxonomies 

For structuring core taxonomies we have derived a number of typical patterns, to be 
used in stereotyped applications. This helps the knowledge architect to recognize the 
key concepts in a typical domain, but also structure and interrelate them so that the 
inferencer can do its work without overcomplicating the models. In the following 
sections we describe three patterns, “From Profile to Product Advise”, “Legal Deci-
sion Processing on permits” and “Selecting and Providing Health Care”. 

The origin of these patterns lie in numerous projects conducted with the Be In-
formed tools. Over 40 projects have been examined. In this examination we defined 
the “typical purpose” of a project, or part of it, and focused on finding recurring con-
structs in the models. Early projects did not use this strong typing of concepts, but 
applying learning lessons, newer projects used more and better meta-typed concepts. 
Here the patterns became more explicit as they often directly reflect a design decision. 
Matching the typical purpose and the patterns reveal the generic patterns described in 
this paper. Recent and new projects now start by looking at the pattern library before 
a meta-model is designed. 

In the patterns described below only meta-level relations are depicted. They have a 
meaningful label while still representing the set of strong typed relations mentioned in 
the previous sections (requires, excluded by, implied by, etc.). 

3.1   From Profile to Product Advise 

The first pattern, shown in figure 2, is the simplest one. Main purpose is to support 
Product advice applications. Typically, these applications try to figure out what kind 
of customer it is dealing with, and from there, compile a set of advises and corre-
sponding products the customer should buy. 

The typical example here is that of an insurance company. In recent trends these 
companies are shifting towards a more customer-tailored insurance package. To do 
that, they need to know what type of customer they are serving, for instance a new  
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Fig. 2. The Pattern Profile to Product Advice 

house owner (Customer Profile). Once they know this, they can advise the –potential- 
customer what problems they should fix, like covering calamities which can happen 
to a house and everything in it (Advise). Following that, the product advice is derived, 
a fire and/or glass insurance(Product Advise). 

The pattern can be used for any application going from a client, customer or user 
profile, ending with specific products. Examples of this pattern can also be seen in 
several non-business applications, developed for Dutch government, telling citizens to 
do when confronted with a certain life event, like immigration [13], a close relative 
dying [8] or starting at a job while still in school [6]. They all reflect the pattern of 
user profiling, determining what help they need with the life event (Advise), and fol-
lowing that directing them to appropriate organization (Product Advise). Note that the 
first two examples are multilingual, thanks to the use of special language specific 
Name- and Question labels and language-specific explanations. 

3.2   Legal Decision Processing on Permits 

The pattern for a permit request is a bit more complicated. It is designed for organiza-
tions (typically government) dealing with a citizens request for a permit. 

In these case the citizen often does not know what formal request he should ad-
dress. That is why the pattern starts with an intention with which the citizen comes to 
the organization. This is converted into a formal request, derived from laws and regu-
lations. By applying for the formal request the citizen has rights, but also certain obli-
gations, like supplying proof for his situation. Depending on that, a decision is made. 
The pattern is depicted in figure 3. 

Examples here are “I want to build something onto my house”, “I want to come to 
Holland to study”. These are translated into the formal request, like a building permit 
or a visa. A set of restrictions can then be compiled together with a list of documents  
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Fig. 3. The pattern legal decision processing on permits 

to provide with the application (e.g. an architectural description of the construction 
work, or proof of diplomas). The first example can be found online as it is developed 
for the Dutch Ministry of Housing, Spatial planning and the Environment (VROM) 
[17]. It is worldwide the first online application where citizens can both find informa-
tion and do a combined formal request to multiple governmental organizations, rang-
ing from national to local [14]. The other example is currently in development for the 
Dutch Immigration Services [12], as part of an organization wide knowledge infra-
structure. 

3.3   Selecting and Providing Health Care 

The last pattern (figure 4) we describe here is that of selecting proper treatment plans 
and providing applicable care for clients and patients. In this pattern it is very impor-
tant to know what problems or illness the client or patient has. This is translated into 
an indication (formal description of symptoms), and a diagnosis (the illness). From 
this treatments plan can derived and a set of treatments, which in turn can be fulfilled 
by Care Products. The pattern also supports the general trend that a treatment can be 
provided by multiple suppliers, both institutional and commercial. Also, health care 
has a complex set of financial arrangements, ranging from commercial health care 
insurances up to governmental policies and funding. This is calculated in a calculation 
model, based on care policies, laws and regulations. 

Examples of this pattern can be found in two applications developed by Be In-
formed: Providing care for multiproblem patients in e.g. addiction, financial trouble 
and domestic care problems, which get help from both local government and Health 
Care insurances in a combined effort [16]. The other example is a (Be Informed) 
internal training application, diagnosing and treating problems in Social Child Care 
(autism, learning disabilities, etc.). 
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Fig. 4. The pattern selecting and providing health care 

4   Discussion and Future Work 

In the previous sections we have shown three examples of Business Ontology Pat-
terns. We have described their structure and their relation to successful use in applica-
tions. Multiple projects have already made use of these patterns. They have proven 
very helpful, if not critical, in designing a maintainable complex ontology-based ap-
plication. It enables knowledge architects to define a structure which can be easily 
adopted by individual modelers in the project.  

Future work will focus on further expanding the library of business patterns. Already 
we have discovered three more patterns and are now working on formalization. These 
patterns come from ongoing projects and include “Dynamic treatment plans”, “Genera-
tion of legal documents” and the general structure of an online “knowledge repository”. 
We have identified that multiple projects already use these patterns, but future work 
needs to focus on a generic structure. Also, several existing patterns might well be re-
worked to related domains. E.g. the diagnosis for health care might also be applicable, 
slightly changed to technical domains such as system failure detection. 

A drawback of the patterns described here comes from the public applicability of 
these patterns as they are not described in , and maybe not easily compatible to, other 
libraries like the ODP.org. Main reason for this that Be Informed, by choice, does not 
use OWL and RDF. To enable a wider use of these patterns, a description in OWL 
and/or RDF is useful. The fact that these patterns are on a high business level, is 
promising in terms of possibility to express the patterns in a variety of notations. 
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Abstract. In recent years, semantic technologies have been included in broader 
and broader areas of application deployment, and their scope has been con-
stantly expanding. The differences amongst them, however, are often vast and 
the successes of such investments are uncertain. This work provides a possible 
approach to the categorization of semantic applications and uses it to formulate 
a set of critical success factors of the deployment of these technologies in a 
business environment. Finally, it outlines how it is possible to formulate the 
maturity models of enterprises for preliminary assessment of the investments 
into semantic applications. 

Keywords: semantic technology, critical success factors, process maturity. 

1   Introduction 

Before 2001, the web was regarded by the wider community as a mere conglomera-
tion of static web pages, but then Tim Berners-Lee, former director of the W3 consor-
tium1, introduced in his most famous article [1] the concept of Semantic Web. In the 
following period semantic technology became popular and nowadays we find its ap-
plications in much broader areas than ever before: from applications that integrate 
data from different sources, support the search in a diverse range of data, derivate new 
relationships across heterogeneous databases, including the application support of 
social networking, management decision-making, annotating and indexing of any 
content, for up to such different tasks as information extraction from unstructured 
sources, and even so-called Business Intelligence 2.0 [5]. 

Such a wide range of semantic (i.e. knowledge-based) technologies is mainly caused 
by the fact that the general understanding of what can be considered as a semantic ap-
plication is somewhat loose, thus there are no universally accepted definitions. For 
example, according to [9] any application that stores data separately from the meaning 
and content files, and in the same time does not have the meaning hard-wired into the 
application code, can be called semantic application. This concept includes the use of 
ontology languages (such as RDF2, RDFS3, OWL4, etc.) and rule-based systems. 

                                                           
1 http://www.w3.org/ 
2 http://www.w3.org/RDF/ 
3 http://www.w3.org/TR/rdf-schema/ 
4 http://www.w3.org/TR/owl-features/ 



 Towards Models for Judging the Maturity of Enterprises for Semantics 191 

The W3C Semantic Web Education and Outreach (SWEO) Interest Group col-
lected and published case studies of existing applications and potential use cases that 
take advantage of semantic technologies in praxis [8]. Thanks to this overview it is 
possible to gain insight into the current state of semantic applications and their usabil-
ity it the production environment. 

In the pursuit of using the semantic applications in commercial sphere it is neces-
sary to justify the respective investments. However there are many views on what the 
gains of such investments are. Some of these views are clear and straightforward, 
such as the analysis of financial characteristics and indexes which compare just the 
costs and revenues. Others are not so clear but are at least equally important; espe-
cially in this case where the benefits of the investment can only be quantified with 
great difficulties and very roughly. Such views include but are not limited to the 
added value for customers or the productivity increase of employees. Much more 
essential by the time of assessing the investment is estimating (or defending) its feasi-
bility and determining the necessary conditions under which the whole project will 
not be loss-making. 

However, as we have already mentioned, the notion of semantic application is very 
diverse from project to project, hence the conditions of feasibility and potential profitabil-
ity cannot be set generally (yet, some overviews have also been published, see [7]) but it 
is necessary to identify some categories of knowledge-based applications in the first 
place. Only once these categories were identified, it would be possible to formulate the 
requirements, because each kind of semantic application can be substantially different. 

This work aims at several objectives and identification of the most common cate-
gories of semantic applications is only the first one of them. After the applications 
have been categorized it will be possible to isolate some of the substantial properties 
according to the categories. While judging the gains on this level would still be very 
general, we will propose some possible critical success factors (CSFs [6]). Therefore 
the next objective is to establish the most important CSFs of deploying (and develop-
ing) the semantic applications. 

Finally we will try to outline the manner of how it would be possible to formulate 
the maturity models for deployment of knowledge-based applications (in the sense of 
the maturity of enterprise processes, according to the original W. Humphrey’s work 
[3]) for some types of such applications based on the aforementioned critical success 
factors (as a reference model [4]). 

2   Categorization of Knowledge-Based Applications 

As noted above the knowledge-based applications cannot be considered as a compact 
area of interest, because indeed they are very heterogeneous uses of the appropriate 
technologies. The individual applications can differ between each other in many as-
pects, be it the scale of the used database, number of interested parties, kind of inputs 
and outputs or the very subject of operation. Because of this the categorization of 
knowledge-based applications is a multidimensional question. 

The particular dimensions (i.e. categorization criteria) however had to be identi-
fied. This is where we started the analysis of the mentioned case studies published by 
the W3C interest group [8] (by the time of publishing this paper 20 were taken into 
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account). We split the individual case studies amongst 7 workers from Department of 
Information and Knowledge engineering (every one of them interested in semantic 
technologies) and went through them in detail. Afterwards, every case study has been 
discussed in particular by the whole team. Thanks to comparing the individual cases 
the following aspects of differentiation of the semantic applications emerged (not all 
however have a direct impact on the forming of critical success factor – this will be 
considered in part 3). Although none of the analysts had a personal experience with 
the case considered and only a description was available, the results are credible be-
cause of the fact that the SWEO catalogue gathers together cases that represent more 
than single software a distinctive kind of applications. The categorization criteria we 
found are these: 

• Information sources. The semantic character of considered applications di-
rectly implies that at least one knowledge model (ontology or taxonomy) has to 
be used. Some applications also use other knowledge models or even expect a 
variable knowledge base. Apart from that the applications can of course also use 
other data of various kinds. Knowledge-based applications can be divided ac-
cording to whether they process structured knowledge, structured data or un-
structured data. 

• Data source provenance. Semantic applications can be distinguished according 
to whether the information they are working with arise in other systems (or are 
already available in a structured form) or whether they are created specifically 
for this system. If the data are created exclusively for the semantic system we 
can further distinguish the cases where this is done manually, automatically 
from other sources or as a side effect of other activities (such as normal user be-
havior). 

• Accuracy of inputs and outputs. Considering the semantic applications we 
find different approaches of transforming inputs to outputs. Here the applica-
tions can be divided e.g. into those firmly relying on full precision of data, ap-
plications that expect that the data may be incomplete but do not expect them to 
be inconsistent and do not work with uncertainty, and finally, applications that 
include treatment of uncertainty. 

• Domain-specificity and reusability of applications. Because of the separation 
of data from their meaning the semantic applications should be much less do-
main-dependent than conventional solutions, but even here there are exceptions, 
which include, for example, specific interfaces tailored to a specific domain or 
particular treatment of data on the application level. 

• Number and kind of users. Users of semantic applications may constitute of 
unprofessional individual users, professional users (domain experts), knowledge 
experts and management. Applications can also be distinguished according to 
whether they are intended for individuals, working groups or thousands of users 
in social networks. 

• User × provider relationship. Here we managed to identify several options for 
operating the applications: the user is an individual and operates the application 
for his/her own use; there are a few users and they are more or less equal sub-
jects or form a social network and the operation is granted commercially, by the 
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community or non-profitably; the users are the customers of the provider; and 
finally the users are the employees of the provider. For the last two possibilities 
we can distinguish cases where the operation of the application is the core busi-
ness of the company and where it is only a supporting process and can therefore 
be considered as a possible target for outsourcing. The cases when the operation 
is ensured by the community can be broken down by whether the operation is 
centralized or decentralized. 

• Frequency of access to the application and its availability. Applications may 
be used continuously (24/7), at random, regularly or by a single opportunity. 
Furthermore, a distinction must be also made by the availability of such applica-
tions: either the application must be available constantly, in defined intervals or 
on demand (e.g., the reactive manual start of the application). 

• Subject of operation. From the analysis of case studies we managed to identify 
several main types of activities of semantic applications. These are data index-
ing, data integration and reasoning. These activities are, however, in most cases 
the means rather than the purpose of the activity (the exception is the integration 
of heterogeneous data). From these, we can derive several other activities which 
support the main purpose of the application, for example, they are enabling bet-
ter searching capabilities (indexing + integration), heterogeneous database 
browsing and navigation in the domain (integration + indexation), recommend-
ing new relations among entities (reasoning) and allowing the adaptability to 
change the systems’ data structures (data integration). 

 

By sorting the considered case studies we can find out how often some specific 
values of the proposed criteria are seen in the real-world applications. (The sorting 
was done by filling a prepared form by the responsible analysts in the first place and 
the results were then reviewed and normalized by one of the authors.) The relative 
frequencies of these values are shown below on Fig. 1. 

Of course, one can imagine a semantic application that is classified by the men-
tioned aspects more or less arbitrarily, but in the presented case studies certain coinci-
dences and clusters can be identified amongst the various aspects. This sorting thus 
enables us to and to identify and name some basic archetypes of semantic applica-
tions, based on examples clustering: 

• “Improved search engine”. These applications focus on indexing the data, of-
ten associated with integrating data from various other systems where the data 
are generated automatically. These automatically acquired data are also often 
accompanied by manual annotation. Applications of this type work with both 
structured data and unstructured data (using automatic filters and wrappers). 

The main benefit of these applications is to enable searching in heterogene-
ous data base and the creation of complex queries without the need for a priori 
knowledge of data structures. In other aspects, however, they can vary greatly, 
so such different applications as support for annotating and searching of files on 
a personal computer5, a public portal for searching for findings of Chinese  
 

                                                           
5 http://nepomuk.semanticdesktop.org 
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Fig. 1. Relative frequencies of certain criteria values 

medicine6 and management of sound recordings archives by a Norwegian radio 
station7 can by classified here. 

•  “Data-browsing interface”. These applications follow the abilities of the  
previous archetype, but enhance not only the possibility of displaying diverse 
content (videos, articles, chemical formulas, etc.), but also the possibility of 
visual data browsing, regardless of their structure. These applications are 

                                                           
6 http://www.cintcm.com 
7 http://www.nrk.no/ 
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mainly focused on the use by professionals and are operated either commer-
cially for internal use or non-profitably to support a professional community 
(and simultaneously promoting the technology). Examples of this archetype can 
be e.g. systems for the aggregation of medical data, whether in order to facili-
tate the treatment of patients8 or achieving savings in the development of new 
drugs9 or portal for the association of programming knowledge by Oracle10. 

• “Recommending system”. The nature of these applications is the derivation of 
new relationships between entities. Moreover, apart from all other types of 
source data these applications often utilize data that are automatically generated 
as a side effect of normal user activity, which enables, inter alia, to propose new 
relationships on the basis of the current users’ context. The user is often the cus-
tomer of the provider, be it either as a paid service, public service (e.g. design-
ing of individual city tours in Zaragoza11) or a commercial way to personalize 
advertisement targeting together with the provision of services (such as a sys-
tem for recommending services to users of mobile devices12). Applications in 
this category often work with uncertainty, thus one can also include a variety of 
expert systems. 

• “Data interchange framework”. Operations of applications in this category 
(because of their nature) are distributed, thus these knowledge-based systems 
“only” allow to unify the structure of data exchanged between the participants, 
regardless of their content. This content can evolve over time and be adapted to 
the needs of a particular bilateral exchange relationship and yet be transmitted 
in a standardized format. An example is the initiative for the establishment of 
semantic data interchange in the oil and gas industry13. 

 

Surely it would be possible to discover other archetypes of semantic applications; 
however, we consider these four to be the most usual. Of course there are also appli-
cations that cannot be assigned to any of these archetypes, as well as others which, on 
the contrary, lie in between two or more. 

3   Critical Success Factors 

As already indicated in the section 2, by the synthesis of the risks mentioned in the 
individual case studies [8] it is possible to outline the most frequent critical success 
factors in the development of the semantic applications and their deployment into the 
production environment. These factors are not universal, but each only applies to a 
particular group of applications given by the aspects of their categorization, referred 
to above. Critical factors for success of semantic applications identified so far are: 

                                                           
8 http://www.pharmasurveyor.com/ 
9 http://www.lilly.com 
10 http://otnsemanticweb.oracle.com/ 
11 http://www.zaragoza.es/turruta/Turruta/en/index_Ruta 
12 http://www.w3.org/2001/sw/sweo/public/UseCases/SaltLux-KTF/KTF.pdf 
13 http://www.w3.org/2001/sw/sweo/public/UseCases/Chevron/ 
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• Correctness of the core ontology/taxonomy. This factor holds for all knowl-
edge-based applications and the more complicated and less volatile the used 
model is the more crucial is its correctness. Achieving this success factor entails 
the need for recruitment of high-quality analysts and knowledge engineers in the 
phase of development and deployment of the application, which involves consid-
erable costs. The quality and reach of the used ontologies is not limitless; apart 
from the costs of creation it also has other more structural constraints (see [2]). 

• Sufficiently steep learning curve of end-users. This applies to applications 
that have individual end users. Semantics used in this type of applications en-
tails quite atypical method of control compared to standard applications and the 
learning curve is rising very slowly. Not only a comprehensive and intuitive 
user interface of the system is a must, but also clarity and accuracy of the out-
puts and results is vital for the users’ work. 

• The potential of possible benefits to compensate the temporary reduction in 
productivity during implementation and learning (as well as operating 
costs). The benefits of the applications are very diverse and often very vague (in 
contrast with conventional solutions) and thus can be hardly estimated (and 
quantified) at the time of the deployment of the system. Operating costs are 
mostly comparable to conventional applications, but in the phase of deploy-
ment, it is necessary to count with temporary decrease of productivity of the  
users (see previous item). For an application to be successful, this temporary 
decrease should not be so serious that it overshadowed its potential benefits. 

• Will and discipline of all parties to use the same knowledge model. In case 
the operation of application is distributed, it is necessary that all interested par-
ties use a central shared knowledge model. There is therefore a potential risk in 
terms of the need to negotiate on its form and content. 

• Synchronized distribution of central ontology. Gradually, there may be modi-
fications of the central knowledge model that arise subsequently and if the  
operation is distributed, it is necessary that these changes are properly dissemi-
nated amongst interested parties, or else this could lead to some inconsistencies. 
While these changes and modifications take place the previous item still holds. 

• Sufficient number of users. If the respective semantic application is based on 
social data, its success is conditioned by the existence of a large enough number 
of users that produce this data. The risk in this case occurs in the form of neces-
sary expenses for the promotion of an emerging system. 

• Users’ motivation. This critical factor occurs at two levels. The first is in the 
time of the introduction of a new application while the user experiences a nega-
tive stimulation in the form of the slow rise of the learning curve. The user thus 
lacks the motivation to learn to deal with the system in the first moment. More-
over the user that does the work is not always the one who benefits from it (dis-
cussed in [2]) which can be of a further burden. The second is in the actual 
phase of operation; a common source of data for the semantic systems of all 
sizes is manual annotation, whose creation is up to a certain point very labor-
intensive for the users. Partial source of motivation may be a potential benefit of 
the better results or a facilitation of work in the future. In addition the user can 
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be motivated by the possibility of using the experience gained elsewhere, while 
even the most different semantic applications use similar technologies (e.g. 
SPARQL querying). 

• Sufficient supply of data. For applications that use some reasoning having a 
sufficient data source is very essential for providing beneficial results (i.e. util-
izing the added value of semantics). Even for applications based on data index-
ing, having enough data is critical to the success, because for small volumes of 
data they give similar results as traditional methods but with higher initial costs. 

• Diversity of sources and forms of data. The greater the richness of the knowl-
edge-modeling language (namely, its part actually used in the application), the 
more beneficial results can be produced by applications based on the derivation 
of new relationships. Likewise, the greater is the diversity of data content the 
more useful are the results given by applications performing semantic integra-
tion. The use of semantic technologies on trivial systems will therefore likely 
not pay off. 

• Maintaining at least the same accuracy of results as the sub-systems. Appli-
cations that integrate data of some source systems are at risk of finding an in-
consistency in the aggregated results. The functionality of semantic applications 
itself is not subject to consistent data, but the possible inconsistency should be 
expected in the design. Good estimation of the reliability of data sources is thus 
crucial at this point. 

• Reliability of parsers and wrappers. If the application handles unstructured 
data, it is dependent on the output of parsers and wrappers of various content 
and, where appropriate, the natural language processing systems. Here again the 
same applies as in the previous paragraph, namely that it is necessary to cor-
rectly estimate the reliability of the information obtained in such a way. 

 
Of course, these critical factors will be weighted differently it the scope of different 

applications. If, for example, the source application collects data automatically and 
passes the outputs to the user in almost natural language and in an appropriate con-
text, we can expect a relatively steep learning curve, so that the period of reduced 
productivity is quite minimal and as a result it will be compensated enough even by 
minor benefits. These universal critical success factors can only be taken as starting 
points when considering a particular case. 

4   Future Work – Maturity Models 

Maturity models [3] have developed over the past two decades in order to enable to 
assess the readiness of enterprise to implement some kind of structural investment. 
Most commonly they are used in the deployment of any IT applications such as CRM 
systems, ERP and Business Intelligence. In our opinion it should be possible on the 
basis of the above aspects of categorization and the associated critical success factors 
to establish enterprise maturity models for the deployment of a certain type of seman-
tic technologies. Although these models would be without factual content and without 
the target statement, they could be formulated by concrete examples and at least for 
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each archetype would thus make it possible to set a certain level of requirements for 
an enterprise, which should be met in order to consider the feasibility of the solution. 

An example maturity requirement for the archetypal semantic search engine could 
look like this: If an enterprise uses a single source of data and a proprietary data 
structure, then it is unprepared for the introduction of this kind of system. If it is using 
multiple systems with heterogeneous data structure, the introduction of search en-
gines with semantic indexing can bring some improvements to the search results. The 
enterprise achieves next level of readiness if it uses more systems with a standardized 
data structure; in such case it can start thinking about the integration of these systems 
with a semantic data exchange, etc. 

Before formulating such exemplar maturity models the critical success factors need 
to be evaluated because their validity is vital. We plan on performing a detailed sur-
vey of the successful semantic technology projects (based on the SWEO catalogue) 
and test whether the critical factors hold. As a side effect such a survey will help 
quantify exact boundaries and limits in our dimensional categorization approach. 
Only after verifying the CSFs we can move onto formulating the maturity models. 

5   Conclusion 

This work outlines a dimensional method of categorization of semantic applications, 
and with the help of case studies published by the W3C interest group then identifies 
some of the basic archetypes of semantic applications. Given the proposed categoriza-
tion we then formulated the most critical success factors for the deployment of semantic 
applications in a business environment, together with the validity limits of these factors.  

Finally we also outlined how the proposed critical factors and the categorization 
can be used in the process of finding valid models for maturity of enterprises for se-
mantics. The formulation of such specific models is the subject of our future work. 
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Lately eLearning is experiencing massive disruption through the continuous in-
troduction of emerging technologies. However, there still is substantial scepti-
cism about the effectiveness of these technologies within eLearning consumer
and provider communities. Nowhere else is this more evident than in the area
where Web 2.0 meets eLearning. Only now wikis are becoming accepted as a
valid platform for knowledge transfer, both to and from eLearning consumers.
Yet, the industry (as a whole) still has to cross the chasm with regards to more
sophisticated Web 2.0 technologies such as SecondLife. Within the IS and IT
community there is always the argument that academic research has only lim-
ited impact on practitioners. However, as indicated in the previous edition of
this workshop [1], there is a need for strong and objective research on provid-
ing guidance for the eLearning industry on how best to analyse, implement and
utilise these new emerging technologies. Targeting this niche, Janc and Olejnik
(2009) present a high-level framework through the development of a Web 2.0
language tool. This provides a increased understanding for the language domain
of eLearning but findings can also be extrapolated to the wider industry.
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Abstract. Recent advances in Web technologies have enabled the cre-
ation of new kinds of eLearning applications which have the potential
to supplement existing solutions. In contrast to traditional educational
software often developed by large corporations leveraging their existing
customer base and distribution channels, Web 2.0 educational platforms
are commonly created by small technical teams with limited advertising
and development budgets. In this work we use our first-hand experience
from developing Lingro, a popular on-line language learning environ-
ment, to compare and contrast the traditional and new approaches for
creating eLearning systems. We introduce Lingro as an example of a next-
generation language learning application, and use it to illustrate Web
2.0 concepts and industry trends, as well as their relation to traditional
practices. We provide a general overview of relevant development and
business issues, analyzing changes in software development methodolo-
gies, ways of acquiring and creating educational content, learning styles
and financial and marketing information.

Keywords: language learning, informal learning process, eLearning
models, Web 2.0.

1 Introduction

Recent years have brought significant innovations in on-line applications based
on Web 2.0 technologies, of which a large group are eLearning solutions. The
conditions in which Web 2.0 software is created are often significantly different
from the traditional model, due to several business and development method-
ology issues[1]. As the barrier-to-entry for building innovative educational plat-
forms is constantly lowered, the understanding of mechanisms governing such
Web-based eLearning applications is crucial. In this work we survey the differ-
ences in methodologies using our first-hand experience working on Lingro – an
internationally-recognized on-line language learning environment[10,11].

Launched in November 2007, Lingro is a learning platform allowing stu-
dents to read websites in foreign languages, with the ability to quickly translate
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unknown vocabulary with a single mouse click. Lingro provides dictionary in-
formation, including word translations and definitions, based on open content
sources, and allows users to easily make additions and updates to the dictionary
database. The system stores words translated by each user for future reference,
and provides capabilities for creating word lists and using them in educational
games. The development and business methodologies applied during the creation
of Lingro closely reflect approaches taken by other Web 2.0 projects, and serve
as examples in our analysis of the industry.

In this work we present the lessons learned during the development of Lingro
and how they compare to traditional educational software and other startups
in the Web 2.0 eLearning space. Specifically, we address issues such as software
development methodology, methods of acquiring educational content, learning
styles and marketing.

The approach we have taken in our analysis focuses on practicality and at-
tempts to provide researchers and industry practitioners with concrete examples
of differences between the old and the new approaches. Our work is the first
attempt at describing and comparing those different methodologies for creating
eLearning solutions based on a case study of a Web 2.0 application. In addition to
contrasting traditional and current approaches, we also highlight the possibility
of combining their capabilities to establish an eLearning base for the information
society showing a need for new pedagogical approaches.

2 Background

Language learning software and services have long accounted for the majority of
expenditures on education worldwide[17]. The demand for language abilities has
been increasingly growing because of globalization processes – connecting indi-
viduals through networks (computer and social) poses a new challenge, resolved
only by investing in language education. However, most established computer-
based approaches do not utilize the full capabilities offered by Internet con-
nectivity. We provide a brief comparison of former and current approaches to
computer-based language learning.

2.1 Past Approaches

Traditional language-learning software for individuals was distributed as floppy
disks, and later – CD-ROMs. The approach was introduced in the 1990s and
enabled the use of personal computers in the language learning process. While
it was a logical step in the development of immersive educational environments,
most available software lacked any capabilities for customization and failed to
acknowledge individual differences in learning styles and needs of users.

In the late 1990s, along with the growth in the popularity of the Internet, the
rapid expansion of discussion boards such as Usenet and Web-based forums was
observed. Users became able to interact with others and exchange of experience
was facilitated. Services such as Web-based dictionaries and the DICT protocol
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appeared[14], and allowed to query for a word definition or translation in an
on-line database. These services, however, did not provide a significant learning
component, and were most often used as reference sources.

The demand for concrete eLearning solutions was met with the notion of
computer-assisted language learning[2], which was the first technological ap-
proach to learning using both multimedia and the Internet, and became in-
tegrated into the eLearning framework.

2.2 Current Landscape

Today, learning a language does not necessarily have to employ a formalized
approach within a single service. It is possible to achieve basic competency in
a foreign language by using one or more different specialized services, many of
which exist in purely on-line form.

Examples of such platforms include on-line vocabulary games and short
courses, Web-based language exchanges, and social networks. With the social
network model being well-established and accepted, a new category of social
bonds was established, helping foster the creation of on-line eLearning
communities.

There are also new tools available which utilize blended learning approaches
[3], significantly simplifying the teaching and learning activities. Much research
in these areas is supported by programs sponsored by the European Union[4,5].
The success of a modern eLearning application depends on the ability to combine
several seemingly unrelated concepts to create a cohesive and useful platform.
Many recent sites combine aspects of a social network with personalized learn-
ing, provide a mix of formal and informal learning approaches, operate using
both proprietary and open content, and use emerging (usually mobile) hardware
platforms.

3 Overview of Lingro

We propose Lingro as a case study for this new approach to eLearning. Lingro is
a free-to-use multilingual dictionary and platform for studying vocabulary which
proved to be a powerful on-line Web 2.0 tool for learning languages[11]. Lingro’s
mission is to create an open on-line eLearning environment for language students
worldwide.

There are two main reasons for using Lingro as a starting point for our analysis
of issues affecting next-generation eLearning applications:

– We have extensive first-hand experience with development, business and
marketing issues affecting Lingro, and have detailed data allowing us to
analyze usage patterns.

– Lingro is in many ways a typical Web 2.0 educational application; the con-
text in which it is developed, processes and target users closely reflect the
circumstances of many other recent eLearning projects.
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3.1 Organization and Capabilities

Lingro was designed to serve as a multilingual dictionary combined with a set of
language learning tools to combine reference and learning components. The main
goal of Lingro is to allow language learners to read websites and documents in the
language they are studying and provide them with tools to organize and study
relevant vocabulary. In contrast to machine translator software, such as Google
Translate and Yahoo! Babel Fish, Lingro does not automatically translate texts,
but displays them in the original language, translating only the foreign-language
words and phrases requested by the user. Thus, the core function of Lingro is to
facilitate learning by providing tools to reference and organize foreign-language
vocabulary. Lingro currently maintains 121 dictionaries for 11 languages, with
over 8 million translations and definitions.

The website is organized into four primary components: reference, review,
games, and external tools.

Fig. 1. Typical Lingro user workflow
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– Reference component
• Web/File Viewer systems, allowing language students to read any web-

site or file in a foreign language, providing the functionality to check the
meaning of any word with one click. Intuitive pop-ups suggest a meaning
or translation. Each word is automatically added to the student’s Word
History.

• Dictionary interface for checking word translations in all available dic-
tionaries. The system searches for matching vocabulary as soon as a user
starts typing into the input form and shows several relevant words.

• Dictionary builder allowing users to contribute to the project by adding
and improving translations and definitions.

– Review component
• Word list tool for composing word lists which may then be used in vo-

cabulary training activities.
• Sentence history, containing contexts of words translated by each user,

allowing users to review words in the sentence in which they originally
encountered the unknown word.

– Study component, including flashcard exercises and games (in development).
– External tools

• Webmaster tools to allow third-party sites to access information in Lin-
gro’s dictionary database.

• Browser plug-ins to give users the ability to reference translations in a
variety of ways.

A typical end-user workflow, initiated after visiting the lingro.com website,
is shown in Figure 1.

4 Analysis

We now describe the main issues affecting eLearning projects in the Web 2.0
space and compare approach taken by such projects to traditional ones. We
focus on the areas where the two methodologies show the most pronounced
differences, as discussed in [1], as well as those from our first-hand experience.
A summary of important differences is shown in Table 1.

4.1 Platform

The advent of Web 2.0 technologies caused a massive shift to using the World
Wide Web as an eLearning platform[17]. The decision of many software authors
to launch their products as Web applications available through a Web browser
is itself responsible for many of the other factors differentiating next-generation
applications from traditional educational software.

In such traditional software, a clear divide existed between off-line and on-line
solutions. Products distributed as CD-ROMs rarely included any network capa-
bilities; Web-based forums, on the other hand, were mechanisms for
facilitating human interaction, without providing real learning solutions.

lingro.com
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Similarly, products for mobile platforms (PDAs) focused on providing reference
capabilities, including dictionaries, phrasebooks and machine translations, and
lacked a strong learning component.

New technologies and associated processes are attempting to resolve many
of the shortcomings of older approaches which affect the distribution of soft-
ware to end-users, as well as usability and overall user experience. The main
distinguishing features of such new projects are:

– Universal availability – it is immediately possible to use Web applications
without installing any software.
In the first month after launch, Lingro was tried out by over 85,000 people, of
which 34,000 used it in the first week; initial users represented 163 countries
and utilized all major operating systems (Windows, Mac and Linux).

– Continuous improvement – updates to Web applications can be made at any
time, and immediately propagate to all users.
Due to the centralized nature of Web applications, adding new functionality
to existing websites is much easier than in the case of traditional software,
as such changes don’t require any user interaction. In the case of language
learning projects, such improvements often include better localization, new
content and features. Similarly, when software bugs are discovered, they can
be handled according to their severity; particularly important issues in Lin-
gro have been fixed within 15 minutes to 2 hours after being reported. How-
ever, the ability to quickly perform such upgrades translates in the need for
constant maintenance.

– Hardware platform convergence – providing software for different platforms
to interface with main Web-based system.
An increasing trend among recent projects is to utilize the growing need
for mobile solutions and provide software for various kinds of portable de-
vices, most often cellular phones. This approach makes it possible to create
a platform which can provide a basic service to the user without being tied
to particular hardware. In the case of Lingro, in addition to the main Web-
based system and browser plug-ins and bookmarklets, applications for the
iPhone platform are being developed; each component connects to Lingro’s
Web system, receives updates and stores user data for future reference.

Using the Web as an application platform also affects several other business
processes, including revenue generation and marketing; we discuss those issues
later in this work.

4.2 Educational Content

The traditional approach to generating content for eLearning uses was, for many
organizations, to build databases of proprietary content and utilize it in many
products, or to license necessary information from third-parties.

In many cases, Web 2.0 startups use a similar approach by narrowing their
focus (for example by only providing content for a few popular languages)
and by licensing data (such as dictionary information) from other publishers.
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Table 1. Comparison of Traditional and Web 2.0 Approaches

Category Traditional approach Web 2.0 approach
Platform PC/CD-ROM Web, mobile
Content proprietary/licensed open/user-generated

Learning style formal/course-based individual/informal
Interaction model application → user user ↔ on-line community

Distribution store sales on-line
Marketing advertising on-line advertising/word-of-mouth
Revenue sales on-site advertising

However, in the last decade, the idea of user-generated content was introduced
with significant success. Such an approach relies on enabling users to create and
enter data into a Web-based system; the most successful example is Wikipedia,
a user-generated encyclopedia. Many eLearning platforms combine proprietary
content with user additions.

The approach taken by Lingro was to utilize only open content [8] data, as a
cost-effective solution for obtaining dictionary information. The data was gath-
ered from two kinds of sources:

– open dictionary projects – dictionaries released under free licenses, such as
Creative Commons and GNU Free Documentation License1.

– additions and corrections made by Lingro users

To increase the rate of creating dictionary content, Lingro implemented a
system allowing users to actively participate in the development, addition and
modification of our dictionaries. Overall, we found that approach to be extremely
beneficial for user engagement and publicity reasons – collecting and distributing
open content data fosters the creation of a user community and encourages users
to disseminate information about the service.

However, we also note that from a practical standpoint, enabling users to
create content can sometimes negatively affect the quality of provided data. We
found that potential problems with low-quality submissions can be solved by
implementing a relatively simple moderation system.

4.3 Learning Style

Because of the growing number of Web-based language learning applications,
it is possible to find software employing both formal and informal learning ap-
proaches. However, a general trend observed in Web 2.0 products is to enable
informal learning styles; a possible reason for this is the desire to supplant exist-
ing software with capabilities provided by the Web platform, rather than replace
it completely.
1 Due to the large number of available open and free licenses such terms have no single

accepted definition. For our purposes, an open license is one which explicitly gives
rights to its user, rather than restricting them for the benefit of the copyright owner.
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Some of the main advantages of a Web-based solution include the already
discussed immediate availability of the application to any Internet user, and the
ability to utilize network effects for increasing the number of users of the applica-
tion. By giving users the freedom to decide which content to use for learning, it
is possible to help them achieve their individual educational objectives. Allowing
users to create their own content and publish it on the site fosters collaboration
and benefits the application by providing other users with more educational
choices, without direct involvement from the application’s creators.

Many Web 2.0 eLearning startups are thus focused on building platforms
that help users learn, rather than just provide them with educational content[9].
Applications such as social networks and on-line language exchange programs
to connect learners with native speakers of a language have recently become
extremely popular; another development is media-based learning, where users
post their own video clips with particular learning objectives – all are examples
of informal learning styles. The facilitation of interaction between (possibly geo-
graphically dispersed) users has had such broad implications, that many consider
Web 2.0 to be more of a social revolution than a technological advancement[17].

Lingro does not aim to provide a formalized language learning path – the
choice of educational objectives is left to the user. By allowing each learner to
make decisions about the kind of texts to read and analyze, Lingro becomes an
eLearning platform which can fulfill various learning needs.

The key features which Lingro adds to informal learning are a result from the
following:

– Users can learn in an unstructured way, enabling informal learning,
– Users can learn while performing work-related tasks.

Such an approach allows Lingro, and other similar applications, to be used
alongside more structured courses, to introduce informal learning into an other-
wise inflexible learning environment.

4.4 Financials

Initial Development. The cost of developing a website capable of providing a
service to a moderately-sized user community is extremely low – Lingro was cre-
ated with little more than $10,000 in educational grants, in addition to software
development costs. The maintenance of the infrastructure (including comput-
ing and network hardware) is delegated to an outside hosting provider, allowing
the primary staff to focus on research, development and implementation of the
application itself, rather than solving systems issues.

Marketing. With low development costs, many Web 2.0 startup organizations
opt to spend a significant percentage of their budget on marketing and public
relations to publicize their products. In the absence of existing customers and
distribution channels, the need to reach the target customer group often requires
innovative marketing strategies.
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Well-funded startups often choose to combine purchasing on-line contextual
advertisements with strategies employing word-of-mouth as a mechanism for
spreading awareness about their products. The low cost of on-line ads (usually
between $1-10 to display the ad to 1000 users) makes it possible to reach millions
of potential customers with a limited budget; the advent of contextual advertis-
ing through services such as Google AdSense helps to target specific groups of
users who might be interested in the offered product.

In the case of Lingro, because of the small operating budget, the sole strat-
egy employed for reaching potential customers was word-of-mouth. Lingro ini-
tially contacted a small group of individuals interested in on-line language learning
(including bloggers and operators of other eLearning websites) and asked if they
were interested in reviewing the service. When several of them posted information
about Lingro on their websites, new users tried the site and used their own blogs
to let others know, in an example of viral marketing. An important factor in the
initial marketing success of Lingro was the decision to use open content dictionar-
ies, which drew much attention from people involved in the Creative Commons
movement.

Relying on word-of-mouth, while potentially very effective, also requires the
basic product to be available free of charge and with minimal impediment to
use (for example, without requiring users to register on the website). We believe
that many organizations will choose this mechanism in addition to other more
active ways of reaching potential customers.

Revenue. Distributing an eLearning product as a Web application makes it
difficult to directly charge customers for using the product. As most websites can
be viewed free of charge, many potential users will only consider using content
they do not have to pay for, even if it is of inferior quality to paid content. An
anecdotal rule of thumb in the Web 2.0 industry is that of all users of a Web
application, approximately 1% will create a free account, and that 1% of users
with free accounts will be prepared to purchase paid accounts. In Lingro, out of
240,000 users visiting it in the first year, 2,133 created free accounts, confirming
the first estimate; as Lingro does not offer premium paid accounts, we cannot
verify the second estimate.

It is clear the traditional approach of requiring customers to purchase a prod-
uct before using it does not suffice in the Web 2.0 space. A common solution is to
support a free product by displaying on-line advertisements. Another approach
is to suggest other products of interest to the site’s users and collect referral fees.

5 Conclusion

In this work we provided an overview of select issues affecting eLearning projects
in the Web 2.0 era. We described past and current approaches, and used the Lin-
gro language learning platform to illustrate examples of current industry trends
and practices. We also analyzed various methodologies, both those affecting busi-
ness operations and developing software code as well as acquiring and creating
educational content.
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Lingro, like many other Web 2.0 applications, has been designed as a platform
taking advantage of recent technological and social advances. Implemented as
Web application, the Lingro system is able to provide a useful service to thou-
sands of users with negligible distribution costs; the use of a high-level program-
ming language enables developers to quickly add requested features for all users.
By using open content dictionary data combined with user contributions, Lingro
avoids the often prohibitive costs of generating or licensing educational content.
The service provided by Lingro focuses on giving users the ability to follow an
individual learning path; community-based aspects are currently developed to
allow collaborative learning.

The approaches taken in the development of Lingro, while indicative of larger
Web 2.0 trends, are, in some areas, a significant departure from traditional
methodologies. Through pinpointing the differences between older approaches
and current trends we hope to contribute to the understanding of many issues
affecting next-generation learning platforms, and allow for the inclusion of Web
2.0 concepts in existing eLearning applications.
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1   Workshop 

The 1st Workshop on Enterprise Systems in Higher Education (ESHE09) in conjunc-
tion with the 12th International Conference on Business Information Systems (BIS 
2009) in Poznan, Poland is dealing with Enterprise Systems in form of Business In-
formation Systems which are, as part of any business environment, becoming an inte-
grated part of educational environments.  Because of their potential of illustration, 
visualization and simulation of business and decision-making processes to students, 
the systems have potential for future pedagogic innovation within higher education. 
The main goal of this workshop is to bring researchers and practitioners together to 
explore the issues and challenges related to Enterprise Systems in Education and to 
show the actual activities in this area. 

2   Introduction of the Papers  

Magnusson, J.; Oskarsson, B.; Gidlund, A.; Wetterberg, A.: Process methodology  
in ERP-related education: A case from Swedish higher education 
On the basis of a under-developed use of Enterprise Systems in the curriculum of a 
swedish university, the authors are presenting a case, which explores the potential use 
of a flow from business opportunities to general ledger as a means for achieving both 
ERP and business knowledge enhancement among the students. The approach – as a 
joint initiative between academia and industry – was applied and tested in Sweden 
during the fall of 2008. 

 

Brehm, N.; Haak, L.; Peters, D.: Using FERP Systems to introduce Web  
Service-based ERP Systems in Higher Education 
Introduced by the fact that Enterprise Systems like Enterprise Resource Planning 
systems are an important application area in higher education, the authors are facing 
today’s problems occurring from difficulties in teaching. The contribution reports 
about using a Federated ERP system as an example for a Web Service-based ERP 
system to introduce aspects of Service Oriented Architectures in higher education. 

 
Ask, U.; Magnusson, J.; Enquist, H.; Juell-Skielse, G.: Applied Business Intelligence 
in the making: An interuniversity case from Swedish higher education 
The paper is about a joint initiative between academia and industry, which gives stu-
dents the possibility to access real data during the curriculum from a medium-sized 
manufacturing company via full accounts. The students are given the task to identify 
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potential problems with these accounts by using a specially designed BI solution. The 
purpose of this case is to present the outline and outset for the competition, together 
with some initial reflections on the setup-phase.  

 
Hans, D.; Marx Gómez, J.; Peters, D.; Solsbach, A.: Case Study-Design for 
Higher Education - A Demonstration in the Data Warehouse Environment 
The research presented in the paper focused on case study-design by analyzing exist-
ing methods and the developing of criteria’s in order to give an insight how case stud-
ies can be designed to support didactics and education science aspects. The analysis 
of the scientific work in this field shows a gap between actual available case studies 
and approaches to increase the learning success in the field of education science. As 
exemplary the paper presents a case study in the data warehouse environment. 

 
Schilbach, H.; Schönbrunn, K.; Strahringer, S.: Off-the-Shelf Applications in 
Higher Education: A Survey on Systems deployed in Germany 
The goal of the contribution is to explore, if there is a steady growth for off-the-shelf 
applications in higher education as well as it already appears in many industries. The 
paper shows a survey among institutions of higher education in Germany. As a result 
there are a few dominant products that already automate the highly administrative 
process areas, but there are still a few process areas with a low degree of automation. 
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Abstract. There has long been a debate regarding the inclusion of IT into the 
curriculum for business students. With IT being a natural part of their coming 
working environment, the under-developed use of for instance Enterprise Re-
source Planning (ERP) solutions has suffered much critique. At the same time 
the process oriented approach has saturated the business environment. With 
ERP systems designed using a process oriented approach, this case explores the 
potential use of a flow from business opportunity to general ledger as a means 
for achieving both ERP and business knowledge enhancement among the stu-
dents. As a joint initiative between academia and industry, a first attempt at us-
ing this approach was applied and tested in Sweden during the fall of 2008. The 
purpose of this case is to present the outline of the initiative, along with an 
evaluation and key lessons-learned.  

Keywords: ERP education, Role-based, Process oriented, business education. 

1   Introduction 

In the spring of 2005, the industrial advisory council for the School of Business, Eco-
nomics and Law at the University of Gothenburg in Sweden expressed a need for 
making IT an integrated part of the business education. With the purpose of decreas-
ing the time-to-productivity for new-hires, the Centre for Business Solutions (CBS) 
was established as one of the schools six strategic initiatives.  

Since 2005, more than 3000 students with practical ERP experience have left the 
school for promising careers within the industry. The work within CBS has focused 
on integrating the use of ERP and Business Intelligence (BI) solutions as a natural 
element in all courses at the school, as a pedagogical tool for closing the gap between 
academia and industry.  

From the start, the focus of the work has been on simulating and visualizing busi-
ness processes where the students can apply their attained theoretical knowledge. 
Hence, the process oriented approach has been of paramount importance for the suc-
cess of the centre.  
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In October, 2008, a dialogue was initiatied between one of the members of CBS 
Industry Advisory Council and a co-worker at the centre. The outset was to create a 
series of sessions for the course “Applied Enterprise Systems” where master-students 
would follow a key business process from start to finish.  

Early on the process from business opportunity to general ledger was identified as 
a starting point for increasing the students awareness of what business is and what the 
links to the ERP system are. After establishing support from an ERP vendor (Jeeves) 
and a consulting firm (SYSteam) for the practical aspects of running the sessions, an 
implementation and evaluation was conducted in December 2008.    

2   Outline 

After initial discussions, a general outline of the course element was agreed upon. 
This involved an introduction to process orientation and the links to ERP systems 
followed by an introduction to the assignment and outline of the sessions.  

After this, the students got a crash-course in the ERP system with a clear focus on 
the business process at hand.  The platform for this was a Microsoft Sharepoint solu-
tion where the consulting firm had built a complete process map with links to all the 
necessary user instructions for each process. At the same time, the students had 
unlimited access to a full installation of the ERP system with 30 user accounts (one 
per group). The students were organized into groups of four, and the assignments 
given focused on taking a business opportunity all the way through the process to 
general ledger (see below). 
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Fig. 1. The process in focus and its related functions and roles 
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This process was chosen as a means for illustrating the different business functions 
and roles involved in taking generating value for a company. As can be seen in the 
figure above, this involved the functions of Sales&Market, In-house sales, Purchas-
ing, Warehouse and Finance and the roles of Marketing Assistant, In-house sales 
person, Buyer, Warehouse personnel and Accounting Assistant.   

Apart from access to the ERP system, the students were also give access to a 
Sharepoint portal that had been developed by the consultancy firm and that was now 
part of the offer from the ERP systems vendor. This portal was organized as an inter-
active process map where the students could go from main process all the way down 
to the specific tasks that were involved in each sub-process. The students could also, 
from the process map, access user guides and tutorials specifically designed for the 
ERP system in focus.  

The students were given a week (in parallel with the rest of the course) for comple-
tion of the flow from Business Opportunity to General Ledger, with one session in an 
“open-house” setting where three consultants were present for an afternoon in a com-
puter-lab for those groups that needed extra assistance in completing the assignment.  

After completion of the entire flow, a new session was held where the students 
were introduced to the difficulties in handing transactions between different functions 
and roles. Each of the groups were assigned a role such as Marketing Assistant, 
Warehouse personnel et cetera,  and given a new log-in to the ERP system. This time, 
the system was scaled down and customized for the particular role, and the students 
were given an assignment in getting to know the role and which processes and func-
tionality that was of relevance. Like in the first round, the students were given one 
session in an “open-house” setting with three consultants.  

After completing the second assignment, the students were brought together into 
two large groups. Each of the larger groups was comprised of two groups per role, 
hence ten of the original groups (40 students).  

Each of the larger groups were then placed in a separate room together with con-
sultants and lecturers from the academy to enact a live Business Opportunity to Gen-
eral Ledger case. The consultants called representatives for the first role (Marketing 
assistant) to the floor, and gave the group a report of a meeting with a potential cus-
tomer at a trade-fair.  

While going through the input of all necessary data into the system (projected on a 
beamer for the rest of the participants in the large group), the group was asked to 
describe what they were doing and what functionality they were using. They were 
also asked to reflect on the implications of their handling of the system, with conse-
quences of their choices constantly being questioned by the consultants and academ-
ics on site.  

After completion of the process handled by the role of Marketing assistant, the next 
role in the complete process was invited on stage to go through the same procedure.  

To summarize, the overall outline of the course element was: 
 

1. Opening day  
− Introduction to process oriented business and Enterprise Systems(2h) 
− Introduction to process oriented Enterprise Systems (2h) 
− Introduction to system and exercise (1+3h) 
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2. Tutoring (3h) 
3. Specialization  

− Introduction to Roles and exercise (1+3h) 
4. Tutoring (3h) 
5. Live case and roleplay  

− Introduction and complete inter-group process (4h) 
 

All in all, the time spent in class was 22 hours, distributed over a two week time-
period.  

3   Evaluation 

Apart from the in-class, qualitative evaluation that was conducted in relation to the 
three main sessions (1, 3 and 5 in the summary above), two quantitative evaluations 
were conducted after the first and last sessions. This evaluation was based on four 
criteria, namely relevance, quality, complexity and experience which were evaluated 
on a five grade Likert scale. In the two questionnaires, the response rate was (41%) 
and (38%).  

On a general level, the students were positive towards the course element, mainly 
given the high level of perceived relevance of the exercise. The quantitative post-
course evaluation gave the following scores (out of 5): Relevance (4,4), Quality (3,0), 
Complexity (2,2), Experience (3,3).   

Concerning a question given to the students regarding if this exercise was a neces-
sary part of an education within business administration, 100% of the students an-
swered that this was the case in their on-line post-exercise evaluation.  

The process and methodology applied within this course has since this application 
been diffused and adopted by other Swedish schools such as Umeå University (using 
Microsoft Nav) and the Royal Institute of Technology (using Microsoft Ax).  

4    Lessons Learned 

Given the short time-span from conception of the idea to the factual implementation, 
the course element was regarded as highly successful. The student’s perception of this 
as being a highly relevant and necessary part of a business education is one of the 
indicators that were regarded as most promising for the continued development and 
inclusion of this in future courses.  

Apart from establishing a proof-of-concept for the idea of process oriented ERP 
education, this first try also resulted in a number of lessons-learned that could help 
enhance the quality in this type of education. Many of these lessons-learned are con-
sidered general for most ERP related education.  

Among the lessons learned, the following were seen as most useful for future de-
velopment of the course element: 

 

− Secure a 100% service level when it comes to access to the ERP system. 
Given that the overall IT environment at the school was under re-design during the 
course, there were a lot of problems related to conflicts between different profiles, 
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security protocols and VPN-connections that were less than reliable. This was the 
main critique offered and something that for one part of the student body also resulted 
in them not seeing what the exercises really were intended for. The students had lim-
ited understanding of what was currently going on in the technical environment, and 
for some this resulted in them taking a back-seat approach to the course element.  

 

− Package the overall methodology and assignments so that the students are given all 
the documentation before starting the course element. 

With the short time-span between conception and implementation, the course element 
was in some aspects rather improvisational from the course leader’s side. This re-
sulted in a blurring of objectives and a difficulty in communicating the overall goals 
and pedagogic targets. This could be further improved by developing full documenta-
tion for the exercises, and an overall description of objectives that should be commu-
nicated to the students at the start of the course.   

 

− Make the course element part of the regular examination for the course and make 
sure that the students have ample time for completing the exercises. 

In the course, there was a strenuous work-load for the students. With the focus being 
on application of theory into the role of consultant, the course differs from what the 
students are used to from previously in their academic education. The late inclusion of 
the course element into the course resulted in the course administration not being able 
to assign any credits to the course element. This in turn resulted in a cope-out from 
several of the students that were highly motivated to gain a high grade for the course. 
Since their performance in the course element did not impact their overall grade for 
the course, they felt that they could not prioritize the exercises. This could be further 
improved by replacing one of the other cases in the course and thereby making it part 
of the grading.      

 

− Prepare a number of preliminary, theoretically related questions for the students as 
they enter Phase II of the course element. 

In the second phase of the course element, the students were asked to act within a 
particular role and reflect on the process that this role was involved in and the func-
tionality needed. They were also asked, in the final session, to reflect on the theoreti-
cal aspects of what they were doing, such as for instance discussing the relationship 
between how the role of Byer impacted stock-turnover et cetera. This linking of the 
different key performance indicators to the choices made by different roles could be 
made more interesting if the students prepared for a discussion. Given the limited 
information that the students received before the last session, this discussion was 
somewhat limited, even though it was moderated by consultants and academics.  

 

− Involve consultants with both ERP systems knowledge as well as business knowl-
edge in the course element. 

The consultants and vendor assigned a lot of time and resources to the course element, 
and this is something that was perceived as highly positive by the students. The mes-
sage sent from the consultants was that this was a good investment, given that they 
would later meet the students both as potential employees and as future buyers of 
their products and services. This gave the students the perception that what they were 
currently studying was highly relevant and improved their employability. The  
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consultants match between systems and business knowledge was also highly valuable, 
since they could highlight certain aspects that were out of reach for the academic 
lecturers involved.  

 

− Keep the focus on processes and roles. 
The use of specific roles assigned to different functions in the company in question 
was perceived as highly valuable. With a substantial data-set available form a real-life 
company, the richness of the data was sufficient for making the task of rummaging 
around in the particular role interesting to the students. This was seen as a key ingre-
dient in making the students increase their knowledge regarding what constitutes a 
business and its inner workings.  

5    Contact and Further Information 

University of Gothenburg: www.gu.se  
School of Business, Economics and Law: www.handels.gu.se   
Centre for Business Solutions: www.handels.gu.se/cfa  
Jeeves: www.jeeves.se  
SYSteam: www.systeam.se  
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Abstract. Enterprise Systems like Enterprise Resource Planning (ERP) systems 
are an important application area in higher education and getting more and 
more complex. Therefore problems occur from different perspectives and in-
crease the difficulties in teaching. Existing software products cannot be used to 
teach specific technical aspects, like e.g. Web Services because it is still re-
search in progress. This contribution reports about using a Federated ERP 
(FERP) system as an example for a Web Service-based ERP system to intro-
duce aspects of Service Oriented Architectures (SOA) in higher education.  

Keywords: ERP Systems, Federated ERP Systems, FERP, Web Services, SOA. 

1   Introduction 

Enterprise Systems in form of Business Information Systems (BIS) are getting more 
and more important for educational environments. The technology aspects are highly 
complex in many areas and the resulting problems are depending on different per-
spectives in computer science and business economics. This interference and com-
plexity make the teaching and learning in this field quite difficult. For this reason 
systems practically approved are needed to give the students the chance to get their 
own practical experience. Enterprise Systems have the capability for future pedagogic 
innovation within higher education. Their potential results from the possibilities in 
illustration, visualization and simulation of business and decision-making processes to 
students. The main goal of using enterprise system as e.g. Enterprise Resource Plan-
ning (ERP) systems in higher education is to prepare them for real work life and to 
give them practical experience in the application of these technologies. Another ob-
jective is focused by software developing companies like SAP® or Microsoft®, e.g 
the students should get in touch with their special products as early as possible, so that 
they already know these products if they need to work with it later or are in the posi-
tion to decide about investments. Our interests belong to the area of Business Infor-
mation Systems, to the variety of ERP technologies and how they could be used to 
teach our university students. Hereby the focus lays besides the actual standard soft-
ware on new concepts resulting from up to date research, e.g. Federated ERP (FERP) 
systems. This contribution will show the benefit from using the FERP system to in-
troduce Web Service-based ERP systems in higher education with the help of an ex-
ercise used within the lecture ERP Technologies. 
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2   Technical Background 

Before introducing the concept of FERP systems and how they can be used for teach-
ing in higher education it is necessary to outline the main technical concepts behind: 
ERP systems and Web Services. 

2.1   ERP Systems 

ERP systems can be defined as standard software systems that integrate operational 
application systems of different enterprise sectors. These sectors can be for example 
customer service, finance or sales, which act as different components within one ERP 
system (see Fig. 1). The main goal of ERP systems is to integrate the data, functions 
and processes of all components of an enterprise. Because of the high complexity of 
ERP systems the following problems occur [1]: 

− The price-performance ratio is dependent to the potential benefit an ERP system is 
able to generate 

− in the majority of cases, not all installed components/functions are needed 
− a high-end computer hardware is required 
− expensive customizing is necessary 

Due to these problems normally only huge enterprises can apply such complex 
ERP system to provide business logic of all its sectors. However, small- and medium 
sized enterprises (SME) deploy several different smaller business application systems 
in parallel [2]. This parallel operation often causes problems which jointly arise from 
insufficient system integration. Moreover the potential of each business application 
system is not exploited [3]. 

 

Fig. 1. Architecture of a conventional ERP system [1] 
 



222 N. Brehm, L. Haak, and D. Peters 

2.2   Web Services 

Web Services are software systems which support interoperable interactions between 
machines over a network. Its interfaces are described in the Web Service Description 
Language (WSDL) to allow systems the interaction with the Web Service [4]. Ac-
cording to the paradigm of SOA, Web Services enable the development of distributed 
applications by offering single services which can be interconnected and reused. Fur-
thermore, the integration of existing software is possible. Due to the allocation via a 
network and the access by open standards, another advantage of Web Services is the 
operating system and programming language independency [5].   

3   FERP Systems 

To face the problems which come along with setting up and operate a conventional 
ERP system, there is a need of a system in which SME can fulfill its requirements. 
One possible solution is the usage of FERP systems. A FERP system allows a vari-
able assignment of business application functions to software providers. The overall 
functionality is provided by an ensemble of standardized subsystems that all together 
appear as a single ERP system to the user. Different business components can be 
developed by different vendors [1]. 

In the approach the application logic of ERP systems is encapsulated in a multi-
plicity of Web Services, which allows the separation of local and remote functions 
whereby no local resources are wasted for unnecessary components. Furthermore, in 
FERP, single components are executable on small computers which subsides the 
installation and maintenance costs by decreasing the degree of local system complex-
ity [6]. According to the usage of Web Services and following the multi-layer para-
digm of modern information systems by aiming at the separation of the application 
logic from the presentation layer and the database layer, the vision of this approach is 
to allow the application of business logic components in a distributed manner.  

As shown in Figure 2, the FERP reference architecture consists of several subsys-
tems which are interconnected. The different subsystems which are specific for the 
Web Service functionality are described in the following section, for more details of 
the whole concept please see [1]. 
− FERP Workflow System (FWfS) 

The FWfS represents the central component within the FERP reference architec-
ture and coordinates all business processes inside the FERP system. The main task 
of the FWfS is to organize process definitions and to control business processes. 
The business processes are described in an appropriate XML-based workflow lan-
guage and can be implemented via a FERP workflow editor [1].  

− FERP Web Service Consumer System (FWCS) 
The FWCS is the subsystem which provides methods to call Web Services in order 
to execute the business logic via the business processes. All possible types of 
FERP Web Services are specified by the FERP WS standard which describes the 
Web Service operations as well as the input and output parameters [1]. 
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Fig. 2. Reference architecture of an FERP system with relation to necessary standards [1]  

− FERP Web Service Provider System (FWPS) 
As another subsystem of the FERP reference architecture, the FWPS implements 
the functionality of Web Services according to the FERP WS standard. It offers the 
possibility to publish Web Services and handles incoming Web Services requests. 

− FERP WS Directory (FWD) 
The FWD saves the Web Service descriptions in a format of a so called Web  
Service Secure Marketing Language (WSSML) and includes a link to the technical 
description of the Web Service (WSDL-File) as well as marketing-specific descrip-
tions for helping users to make a decision about using the Web Service or not,  
e.g. price. 

4   FERP Systems in Higher Education 

FERP is a theoretical approach which shows how problems of conventional ERP 
systems could be solved by using new technologies like Web Services. Furthermore 
there is the prototype FERP X ONE as open source software available as basis for a 
Web Service-based ERP System. Thus, we used it in our lectures to teach the students 
in aspects of these new technologies, e.g. ERP Technologies and Electronic Business.  

The objective of the lecture ERP Technologies is to teach the main theoretical and 
technical aspects in this application area, e.g. the implementation of Web Services. 
Therefore we invented exercises which deepen and clarify the problems step by step 
to increase the understanding and the interaction with these technologies. After the  
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Fig. 3. Scenario of a Web Service exercise 

introduction of the theoretical aspects of SOA and a detailed overview about the 
FERP Architecture, we give the students a practical exercise to learn more about the 
implementation. One scenario given in these exercises is shown in Figure 3. 

The main task of the students in this exercise was to develop a Web Service for re-
quest and display the time of delivery of products. Therefore each student was already 
an owner of a web shop (implemented with PHP before) and partly prepared Java 
components were given as basis. The goal was to extend the functionality of the both 
systems in that way, that it allows a communication between the supplier (left side) 
and the web shop (middle) using the Simple Object Access Protocol (SOAP). All 
Web Services are managed by one central server and each student has to develop his 
program logic locally first and transfer it later to this server. In the next step they to 
extend the operation from getDeliveryTime to the parameter distance and weight to 
show as a result how the proposed delivery time is depending on the distance of the 
shop from the customer and from the weight of the product.  

At the end of the exercise the students were able to implement a Web Service 
communicating with a web shop and an ERP system (FERP) via Web Service and to 
change different parameters. They used the Eclipse Platform1, Tomcat Web Server2, 
JAVA and PHP and learned why WSDL is needed. 

5   Summary 

FERP represents an approach for a Web Service-based ERP system which does not 
exist in practice, but where actual research in computer science and economics is 

                                                           
1 www.eclipse.org 
2 www.tomcat.apache.org 
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directed to. Due to this fact, FERP offers a very good chance to let students partici-
pate in ongoing research activities by teaching them in concepts beyond the state of 
the art. Our contribution shows only one small example how this approach could be 
used for explanation and training in the area of Web Services-based systems. The 
main advantage of this approach is that students can work with an environment which 
considers newest technologies and is already approved. Thus, it is possible to teach 
them about the whole architecture as well as only in some specific parts like the im-
plementing a Web Service as it is shown in our case.  

The application area of this Enterprise System and its potential is much wider, e.g. 
in the area of Electronic Business etc. Actually we are working in an extension to 
include Semantic Web Services. The FERP prototype is open source software and 
consequently offers the potential for future scenarios in other lectures. Therefore the 
inclusion of FERP in higher education could be seen as collaborative work which is 
done in the future by more then only one university. In future work we are interested 
to build up a network of universities and research institutes to share our experience, 
software and cases. Within this, it is possible to extend and improve the technical 
environment as well as to benefit from each other in teaching actual cases. 
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Abstract. There has long been a debate regarding the inclusion of IT into the 
curriculum for business students. With IT being a natural part of their coming 
working environment, the under-developed use of for instance Enterprise Re-
source Planning (ERP) and Business Intelligence (BI) solutions has suffered 
much critique. As a response to this, the Centre for Business Solutions and the 
Scandinavian Academic Network for Teaching Enterprise Systems (SANTE) 
have created a joint initiative together with the industry. Through making the 
full accounts from a medium-sized manufacturing company available to the 
students through a specially designed BI solution, the students are given the 
task to identify potential problems with the accounts. The assignment is in-
tended to be run in the form of a competition, where the students from different 
Swedish universities compete in analyzing the company in a given time-frame.   
The purpose of this case is to present the outline and outset for the competition, 
together with some initial reflections on the setup-phase. 

Keywords: BI, Business intelligence, education, game, competition. 

1   Introduction 

In the spring of 2005, the industrial advisory council for the School of Business, Eco-
nomics and Law at the University of Gothenburg in Sweden expressed a need for 
making IT an integrated part of the business education. With the purpose of decreas-
ing the time-to-productivity for new-hires, the Centre for Business Solutions (CBS) 
was established as one of the schools six strategic initiatives.  

Since 2005, more than 3000 students with practical ERP experience have left the 
school for promising careers within the industry. The work within CBS has focused 
on integrating the use of ERP and Business Intelligence (BI) solutions as a natural 
element in all courses at the school as a pedagogical tool for closing the gap between 
academia and industry.   

CBS has since its formation built a pedagogic platform that consists of a selection 
of ERP and BI solutions that are made available to the students and faculty. Apart 
from access to the systems via Browser, terminal server and Virtual PC (VPC), the 
platform also contains documentation and educational material from the different 
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vendors (Agresso, Microsoft, Jeeves, SAP and Hogia) as well as various material 
developed by the academy itself. This platform was awarded the Microsoft Customer 
Excellence Award EMEA in 2007.    

SANTE (Scandinavian Academic Network for Teaching Enterprise systems) was 
formed in 2001 with the intent on introducing and including enterprise systems (ERP, 
BI etcetera) into the curriculum of higher education.  The network consists of repre-
sentatives from all universities in Sweden. 

In 2006, SANTE requested that the infrastructure and platform developed by CBS be 
made available to the other universities in SANTE. In 2007, a model for inter-university 
collaboration surrounding the platform was presented and the first university, Umeå 
University was signed. Since then, a total of nine universities have joined the collabora-
tion, sharing material, costs and labor to keep the infrastructure up-and-running.  

In the fall of 2008, the first discussions regarding a practical business intelligence 
session were initiated. These discussions focused on the necessity for students of 
business to be given the possibility to work hands-on with real-life companies. With 
the technical possibilities inherent in the inclusion of enterprise systems into the cur-
riculum, the idea to have a competition between different student groups where they 
competed in finding irregularities and potential problems for a company was formed.  

After this, discussions took place between one of the consulting firms that support 
CBS (SYSteam) and representatives from the academy. The topic for the discussion 
was whether or not it would be possible to gain access to a real-life case, where the 
students would be able to work with a real, yet anonymous, company’s complete set 
of transactions. 

The consulting firm had previously developed a data-set where they had taken all 
the transactions from a medium-sized manufacturing company and made these 
anonymous. They had also created a script that could change the dates for these trans-
actions, so that the transactions would always remain current.  

This data-set was made available to the academics for further analysis and the con-
sulting firm agreed to be a partner in the design of the competition. This involved 
engaging consultants from the firm that were well adept with the company in ques-
tion, so that a long-list of potential problems could be developed.      

2   Outline 

The competition would involve students with an interest in business and firm analysis 
at all universities in Sweden.  The students would be introduced to the data-set 
through a, for this particular case developed, BI solution with a set of OLAP cubes 
and KPIs already defined and ready for use. Access to this solution would be browser-
based to make the threshold for getting started as low as possible.  

As a second step, representatives from other universities with a potential interest in 
the competition were contacted. This was done through the SANTE, where universi-
ties such as Lund, Umeå and the Royal Institute of Technology were invited into the 
design of the assignment.  

The Royal Institute of Technology (KTH) has been one of the fore-runners in ERP 
related education in Sweden, with a bachelor-program up and running from the turn 
of the new millennium. Through early discussions with KTH, the previous experience 
from conducting scorecard related cases was found to be a key ingredient in the  
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design of the competition and the assignment that was to be given to the students. The 
highly mathematical/analytical approach part of the KTH culture was also seen as a 
valuable ingredient in creating an assignment that could cater to students from both 
business and engineering.    

The intention was to conduct the competition in the beginning of the summer of 
2009. Through introducing the concept to the media and the universities within 
SANTE, the marketing aspects of the competition were assessed as being feasible 
with a limited budget.  

The competition would consist of one assignment that would last for a total of three 
weeks. No limit for the total amount of participating students was set, and a price in the 
form of a monetary sum was set up through CBSs Industry Advisory Board. 

The assignment was to identify and describe issues and consequences in Company 
Xs current operations. No limitation as to focus from the students was set, with the 
intent of making the competition interesting to students within all aspects of business. 
This implies that no matter if the students major in finance, HR, management, manage-
ment accounting or logistics, they would be able to find interesting issues in operations.  

Discussions were also held with several BI vendors whose products could be used 
as a means for accessing the data-set. The idea was to design an interface in a BI 
solution that could form the starting point for the students in their analysis.  

The consulting firm designed a set of OLAP-cubes and KPIs that could form the 
starting point for a thorough analysis of the company in question. In parallel with this, 
they also constructed an introductory e-learning lecture that the students could use to 
get started with the BI solution. This included links to further assistance when it came 
to the basic functionality of the solution, as well as pointers in regards to how the 
students could go about to initiate their analysis.  

Discussions were also held regarding how to assess the final reports from the stu-
dents. Through previous discussions regarding which potential problems and issues 
that were present in the data-set, a long-list had been developed and these issues had 
also been graded in regards to complexity and importance/impact for operations. 
Finally, a dual means of assessment was agreed upon.  

This dual approach consisted of one quantitative assessment where the reports were 
compared to the long-list, and one qualitative assessment where representatives from 
both industry and academia were invited to participate in a judging panel. This panel 
would form the final body responsible for establishing a winner out of the participants.  

3   Timeline 

As the figure above shows, the span of the entire project stretches from November 
2008 till September 2009. During this period of time, the following actions have 
been/will be taken to ensure the successful completion of the competition. With this 
being a live project in the making, much of the project is yet to be finalized.  

 

− Conception: The basic idea was developed in dialogue between the industry and 
academia.  

− Formation: A formation of an initial team was initiated and the team, in turn began 
to assess the amount of resources necessary for the competition as well as establish 
senior buy-in from their respective organizations.   
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ID Task Name Start Finish Duration

nov 2008 dec 2008 jan 2009 feb 2009

1 1,4w2008-11-
13

2008-11-
05Conception

2 8,8w2009-01-
14

2008-11-
14Formation

3 ,6w2009-01-
19

2009-01-
15Formulation

4 4,4w2009-02-
27

2009-01-
29Design

5 13,2w2009-06-
01

2009-03-
02Marketing

6 3w2009-06-
19

2009-06-
01Implementation

7 1,8w2009-07-
01

2009-06-
19Assessment

8 2,4w2009-09-
01

2009-08-
17Evaluation

mar 2009 apr 2009 maj 2009 jun 2009 jul 2009 aug 2009

 

Fig. 1. Timeline of the project 

− Formulation: The intent and objectives of the competition were discussed and 
elaborated upon in order to arrive at a conclusion in respect to what value could be 
derived from the project from the involved stakeholders. This included both aca-
demia, students, media and the industry. The main value and benefits that were 
identified for the industry was marketing- and branding-related gains, as well as a 
means for effectively scanning the Swedish student body for employable students. 
From the academic and student perspective, increased employability, exposure and 
pedagogical innovation were identified as the main wins.  

− Design: The design phase involved working with both the technology and the  
analytical aspects of the task. On the technology side, an appropriate technological 
infrastructure ensuring easy access and a low, educational threshold was needed. 
With CBS having a well developed and strong infrastructure, a choice was made to 
use this as a starting point in the design of the technology. Secondly, an appropriate 
BI solution was needed as a front-end to the data-set made available by the consul-
tancy firm. The choice stood between prior collaborators with CBS such as Micro-
soft (Performance Point Server) and SAP(Business Objects), and new, potential 
collaborators such as Targit, Qlickview and Microstrategy.  

− Marketing: Early on preliminary contacts with the media was established regarding 
the possible implementation of a game-like construction in the summer of 2009. At 
the same time, marketing also focused on getting the news out to the faculty at 
other universities in Sweden. This was done through SANTE and SANTE  
Academy, the two platforms for academic collaboration regarding ERP existing in 
Sweden. After securing the interest from a set of large universities regarded as 
fore-runners in ERP inclusion and technology enabled higher education, individu-
als from these Universities were also involved  as participants in the final design of 
the competition.  

− Implementation: The implementation phase will consist of signing up the  
students/groups that will participate in the competition. At the same time, a Share-
point site for making all communication between the participants and the competi-
tion administrators transparent so that there will be no asymmetries in the amount 
of information that the students receive. During early discussions the idea about re-
leasing information regarding the case throughout the entire competition was lifted. 
This may be one form of working with the administration of the competition that 
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could propel the depth of analysis that the students reach to new levels and avoid 
the risk of losing groups that have a hard time with their analyses. With the compe-
tition running over a three-week period, we expect that the students will get into 
the deeper levels of analysis in week two and three, after first getting acquainted 
with the data and the interface. There was also a discussion regarding how the stu-
dents should report their findings. One idea was for the students to be assessed on 
the basis of the scorecard/dashboard that they have developed throughout the com-
petition. At the time being, no consensus has been reached as to if the reporting 
should be in report or dashboard format.       

− Assessment: As previously noted, the assessment of the final reports will be made 
through a dual approach focusing on both quantitative as well as qualitative aspects 
of the findings from the students. The results of this assessment will then be com-
municated to the students and a final session will be held where all participants are 
invited, where the consultants go through the case pointing out all the key findings 
that the students found, as well as other aspects that might have not surfaced.   

− Evaluation: The competition will be evaluated by the students as well as the ad-
ministration team. The results will be communicated to all stakeholders, with a 
recommendation as to whether or not the competition should be run again and the 
potential design changes that would need to be implemented.  

4   Contact and Further Information 

University of Gothenburg: www.gu.se  
School of Business, Economics and Law: www.handels.gu.se   
Centre for Business Solutions: www.handels.gu.se/cfa 
Jeeves: www.jeeves.se  
SYSteam: www.systeam.se  
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Abstract. In the field of economics the work on case studies is a major part in 
practical tertiary education since the turn of the century. The need for integrated 
information and communication systems among different enterprise sectors has 
developed over time. Accordingly, higher education has to reflect this devel-
opment. The research presented in this paper focused on case study-design by 
analyzing existing methods and the developing of criteria’s. That gives an  
insight how case studies can be designed to support didactics and education  
science aspects. The analysis of the scientific work in this field shows a gap  
between actual available case studies and approaches to increase the learning 
success in the field of education science. The results of the research will help to 
design case studies under the consideration of didactics and education science 
aspects, as exemplary case study the paper presents a case study in the data 
warehouse environment. 

Keywords: Case Study, Higher Education, Data Warehouse, Didactics. 

1   Introduction 

Since the mid of the nineties the need of integrated information and communication 
systems among different enterprise sectors has developed over time. The systems had 
to organize the rapid growing mounds of data and manage them as much suitable as 
possible at the same time. Besides covering their normal functionality, like supporting 
business processes of an enterprise in a technical way, information systems became a 
tool in assisting experts and the leading management for making their decisions con-
cerning the business context. Therefore the data warehouse technology came into 
operation. Using these analytical information systems, crucial data can be extracted 
from different data sources in order to enable a powerful reporting based on a huge 
amount of analytical-relevant data.  

In the field of economics the work on case studies is a major part in practical terti-
ary education since the turn of the century. The American Harvard-Business-School 
can be seen as the initiator concerning the use of case studies in the environment of 
higher education. The work on case studies was introduced in 1908 in conjunction 
with law courses. Because of the casuistics of the lawyers, the lecturers left the tradi-
tional lecture methods and went over to a more practical way of learning. They  



232 D. Hans et al. 

focused on the discussion of practical cases taken from the real economic life and 
arranged their lectures thus more authentic, practical and application-oriented. The 
didactic of case studies was born and over the years there grew a huge collection of 
different case studies in the university, which contains more than 1000 written and 
tested case studies today. Later on, the didactic of case studies was furthermore ap-
plied to train interdisciplinary competencies especially in Europe. In 1954 E. Kosiol 
introduced the work with case studies at the Freie Universität Berlin to increase the 
practical work within the higher education. Basically there are existing four different 
types of case studies, which vary in the way the case is presented, how the informa-
tion of the case is prepared, how a possible solution can be found and how the case 
can be solved finally: The Case Study Method, the Case Problem Method, the Case 
Incident Method and the Stated Problem Method [1]. The main idea of case studies 
are the intention to present complex situations including their problems within the 
business environment and to determine the learners to a mostly independent work on 
that specific case. Therefore it is important, that the learners develop their own solu-
tions in a strategic way and make a reasonable decision. To sum up, case studies offer 
the possibility for an activity-oriented education with the focus on self-directed learn-
ing [2, 3]. Have case studies the ability to introduce current complex situations in the 
business environment considering the state of the art of information system? 

2   Assessment Criteria and Related Work 

Presenting a complete catalog of criteria for evaluating case studies would go beyond 
the scope of this paper. Among others the following assessment criteria could be 
possibly included in a catalog of criteria: 

 

− Learning target: Is it possible to reach the learning targets, which were formulated 
in the teaching note? 

− Target audience: Does the case study as a whole fit to the target audience? Is the 
case study receiver-oriented? 

− Expenditure of time: Can the case study be executed in the given period of time? 
− Formulation: Are language, word choice and expression appropriate to the given 

content and the target audience? 
− Motivation: Does the scenario of the case study motivate the audience? Where are 

the motivating or discouraging aspects? 
− Illustration: To what extend is the content of the case study uptaken via visual, 

acoustic and haptic senses? 
− Achievement of results: Is there an achievement of the results in order to obtain the 

knowledge, which was created during the work with the case study? 
 

In comprehension with the case study "Ist-Daten-Analyse" by Marx Gómez et al. [4] 
the mentioned assessment criteria illustration will be exemplary clarified in detail. 

In opposition to a real case, the scenario in a case study can be presented or illus-
trated in the form of screenshots or graphics as shown in Fig. 1. Because of the high 
authenticity this is the ideal display format. By using labels and numberings inside the 
graphics it is possible to visualize the chronological order of the steps the learner has 
to pass through. Using texts besides these graphics is very helpful as well, because the  
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Fig. 1. SAP® BEx Query Designer - Creating query (data warehouse case study) 

describing character results in a better understanding. The learner has to be guided 
through the case study by a consistent structure in these descriptions. For example 
there has to be some highlighted text for the important instructions like for the values 
that have to be entered or instructions that need to be executed. Relevant names of 
fields inside the graphics can be highlighted, too. This is also for a better understand-
ing and a higher degree of clarity.   

3   Conception of Case Studies 

The background for the created concept in this work was given in the book "Grundla-
gen der Fallstudiendidaktik" by Perlitz and Vassen [5]. The concept of these authors 
was extended in this work, while not relevant aspects were not taken in consideration 
anymore. The four-divided conception of case study design is shown in Fig. 2. The 
initial point of the case study design is the motivation and information search that 
results in the end of the concept in the creation of a teaching note. 

3.1   Motivation/Information Search  

There can be two different reasons for the need of creating a case study. On the one 
hand the author can have a special teaching or learning target in mind which underlies  
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Teaching Note

Brief Information

Description of 
the Case Study  

Fig. 2. Conception of case study design 

a specific subject. On the other hand the motivation can arise from an article inside a 
newspaper, from publications of enterprises or from something similar than that.  

For the first reason the information search is a prerequisite for creating a case 
study. Therefore it is necessary to find an appropriate enterprise scenario. Basic in-
formation about products, the market situation, the environment and international 
interdependencies concerning the enterprise have to be taken into consideration. 
Business magazines, annual reports, statistics and so forth have to be gathered. Con-
sequently it is necessary to find an enterprise which can be taken into collaboration 
which allows it, to collect all these information and supports the author of the case 
study in doing his work.  

For the second reason the author has to check first, if the present situation corre-
sponds with his teaching or learning target. For the case that the described situation fits 
into his idea, he needs to find an enterprise as information source as described above. 
After the first contact and the agreement on the target, the way of proceeding and the 
basic parameters like data privacy or responsible contact persons, the gathering of in-
formation inside the enterprise can begin. The acquisition of additional information 
material like memos or letters which looks not relevant in the context at all, should be 
taking into consideration too, because they make the case study more realistic [5]. 

3.2   Didactical/Methodical Considerations  

After completion of the information search phase the author has to decide on a learn-
ing target which wants to be addressed by his case study and for which target audi-
ence the case study has to be designed. In general, the target audience results from the 
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location of the case study as well as the occupational activity of the author. During the 
consideration of the learning target(s) it is necessary to decide whether the focus is on 
creating knowledge, the learning of special methods, techniques and processes for 
solving problems or on the impact on behavior and activity. Moreover the style of 
learning has to be determined: Shall the case study be used within a lecture or an 
exercise, which can be executed in the form of individual-, pair- or team work [5]? 
The problem or task has to arouse interest in the reader; he has to be motivated to find 
a possible solution and to spend time in working on the case study. This can be 
achieved by an authentic correspondence to reality. The case study has to be geared to 
the interest of the students or learners and although challenging for motivating the 
processor to deal with the problem, the conflict or the decision-making process [6]. 
Besides these aspects, it has to be avoided that the learner is going to be overstrained 
by a complex learning environment or multiple contexts. It is necessary that the ac-
quired knowledge and the learned abilities can be transferred on different contexts 
and not only to stay on a single view. Therefore it can be useful to advise the learners 
to project the acquired knowledge on other problem situations. Not only the learning 
in multiple contexts but also the reflection of the teaching content from different per-
spectives, assists the flexible usage of knowledge [7]. 

3.3   Formulation of the Case Study 

The work on the case study should arouse interest in the reader to deal with the under-
lying problem. To fulfill this condition, the learner has to be motivated to deal with 
the given case study and to work it through. Therefore it is necessary to design and 
formulate the case study in a way an incentive can be offered. For this reason it is 
helpful to introduce the enterprise at the beginning of the case study in a brief summa-
rization. The historical development, market- and environment situation, acting peo-
ple and the main problem of the case study should be introduced at this point [5]. 

It is essential to consider the prior learning of the learners, their previous knowl-
edge about theoretical and practical experience and their psychical development. For 
the acquirement of new knowledge and abilities the learners need to have the possibil-
ity to understand the learning content, to integrate their previous knowledge and to 
build up the connection between different learning areas [7]. Therefore the case study 
has to be understandable and it should be geared to the knowledge, skills and abilities 
of the students. Depending on the initial situation of the learners, the learn process has 
to be designed differently. If there is a heterogeneous learning group the configuration 
of the case study has to be sophisticated. Processing the case study should take place 
in the given time frame wherefore the complexity has to be adjusted accordingly.  

The text flow should be organized schematically and well structured; in order to 
prevent the reader from scrolling backwards oftentimes, what would result in a dis-
couragement or a lack of concentration. In the best case, processing the case study is 
in a chronological order. The heading of the case study should be chosen in a way, 
that there are no hints given to the area of expertise or the handled problem, because 
this decreases the efficiency of the work by foreclosing. This applies especially to 
case studies, which put the focus on developing the knowledge of the learners 
whereby the case studies are extremely well structured [5]. 
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In addition to the language medium, a well designed case study is characterized by 
clearness and good illustration. Thus, the case study has to be prepared straightfor-
ward and interesting. It is recommended to use graphics, cartoons, photos, diagrams, 
symbols or the like. If there is an extensive amount of material, it should be placed in 
the appendix, but it always has to be balanced, if the usage of the additional material 
in this kind of detail is necessary for reaching the learning target. If there is too much 
information, the learner will get clobbered which results in a d discouragement. An-
other increase of attractiveness can be reached via the usage of film and TV. Small 
sequences of realistic recorded cases including interviews of involved people for 
example, can improve the motivation of the learners in a remarkable way. The Inter-
net as an information and communication platform can be useful during the work on 
case studies as well. Through this usage of new communication technologies and 
media advancement in media literacy can be expected in parallel [1]. By designing the 
learning area, which is a major part of the learning process, it is necessary, to animate 
the learners to execute the learning processes as self-directed as possible. To which 
degree the learner is going to acquire knowledge in a self-directed way, depends on 
different environment factors like the learning aid, the learning room and the learning 
environment as a whole. The arrangement of learning methods and -techniques and 
the learning material and media are measurements for the quality of the learning proc-
esses [6, 7]. Depending on the learning target the last chapter should contain a brief 
summary and a repetition of the decision-making situation. This is refused very often 
in the literature, if it is not an explicit condition of the learning target [5, 8]. But how-
ever, a summarization can be useful just for recapitulation. 

3.4   Creating a Teaching Note 

One problem of case studies is that they are often not allocated to the public. For this 
reason a case study method is often not used in lectures. Therefore it is necessary to 
publicize high quality, already tested and approved case studies. But only publicizing 
the case studies is not enough, if they are not documented in an appropriate way. 
Thus, the teaching note provides brief information for other teaching staff. It provides 
information about the content, the structure and the functionality. This allows the 
teacher to gain a short insight into the case study. By using the teaching note the 
teacher can recognize, if the usage of the case study within his lectures is reasonable 
or not. According to Perlitz and Vassen the structure of a teaching note can be divided 
into the following sections [5]:   

 

1. Brief information 
− Special field 
− Target group and styles of learning 
− Scope of the case study (total and textual) 
− Duration 
2. Description of the case study 
− Dimension, branch and area of expertise of the enterprise 
− Story, content of the case study 
− Raising problems 
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3. Details for the work 
− Details for the analysis of the case study 
− Possible solutions and strategies 
− References 

 

The special field can be the overall labeling of the university domain, the internal or 
corporate seminar. An accurate definition of the target group consists of e.g. term of 
the students or professional qualification as educational requirement. The scope of the 
case study should include the number of pages, graphics, tables and the amount and 
kind of appendix e.g. forms and financial statements. The duration should clarify the 
time demand of every phase in the concept as reading, analyzing and executing and 
should be recorded in the duration. The seminar participants should be able to do the 
phases without a pressure of time which could downsize the ability to focus on the 
case study. The description of the case study should include information about context 
and exemplary enterprise (e.g. branch or scale).  

References to the methodically approach, educational objective and teaching tar-
gets have to be included in details for the analysis. The teaching note as one main 
aspect in the presented approach should mention the references of the developed case 
study to support the classification and preparation of the case study [5]. 

4   Data Warehouse Case Study 

This chapter contains the concept for a teaching unit in which the case study is integrated. 
This concept is divided into the following sections: Considerations about the target learn-
ing group, didactical considerations and construction of the teaching lessons in detail 
(technical analysis, learning targets, methodical and didactical considerations, lesson 
timetable). Topic of the teaching unit is the introduction of the SAP® BW software. 

The target group of the case study is defined to address students in the field of 
computer sciences, business informatics, economics and business studies. Further-
more, learners of vocational schools, which want to deal with the SAP software in the 
context of their education are although address by the case study. 

In the course of the case study the learners should receive an insight to the work 
with the SAP BW. The core of the case study work is the data modeling, the data 
collection and the reporting in SAP BW. Every part should be handled in three hours. 

The teaching unit is separated into six lessons à 90 minutes each. The superior 
learning targets are illustrated in the following Table 1. 

Table 1. Teaching unit content and the planned time-frame 

Teaching Unit Content Planned Time-Frame 
The learners are modeling the data. Creating InfoArea, 
InfoObject-Catalog, InfoObject and InfoCubes. 

First and second 
teaching lesson 

The learners are modeling the Application 
Components, InfoSources and DataSources and are 
extracting Master and Transaction Data through Flat 
Files.   

Third and forth 
teaching lesson 

The learners are creating a Query and a Report by 
using the Query Designer. 

Fifth and sixth  
teaching lesson 
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For the first and the second teaching lesson the didactical and methodical consid-
erations could look like the following: 

The first lesson should provide an introduction into the new topic. According to 
Gagné, during the organization an appropriate learning structure has to be considered. 
While planning the learning sequences it is necessary to take care of the hierarchical 
setup of concept formation, knowledge acquisition and problem solution. At the be-
ginning the relevant terms have to be learned. After that, it is necessary to clarify 
whether and how these terms are in relationship to each other. Not till then it is possi-
ble to use these rules in order to find a solution. The introduction to the teaching les-
son starts with a brainstorming, where the knowledge of the learners related to topic 
Data Warehousing is collected at the blackboard. During this proceeding the teacher 
gets an idea, on which level of knowledge the learners are moving. The brainstorming 
is guided by the teacher. In the context of a group puzzle the learning group is divided 
into smaller groups (master groups) which consist of four up to six members. Every 
master group gets the same learning material, which can be definitions or descriptions 
to the topic of data modeling in SAP BW like an abstract from a book for example. 
Afterwards the learning material is shared equally within the master group. After this 
every member of the group is working on his material (InfoCube, InfoObject (Charac-
teristics, Key Figures, etc.), InfoArea and InfoProvider). During this work every 
member is allowed to consider other information resources (e.g. Internet), besides the 
already available material which was shared in the group. After this individual work 
phase all the members of the master groups which were working on the same topic are 
getting together in a so called expert group, in order to deepen their acquired knowl-
edge. They are discussing their gathered work, answering questions to each other and 
are creating a presentation about their topic. Thus, the single learners are becoming 
experts in their field. After this expert round the expert are returning to their master 
groups. The expert knowledge, which was elaborated before, is shared with the whole 
master group by using the former created presentation. In this way, every member of 
the master group is informed about every special topic very well. This group puzzle is 
a type of group work, which assists in the acquisition of the knowledge base. The idea 
of this learning method is to communicate knowledge by explaining the learning 
matter [9]. The teacher plays a passive role in this kind of learning method. He/she is 
only assisting when difficulties in understanding occur.  

For internalization the basic knowledge, characteristics and functionality of the 
software, it is necessary, that the learners are working self-contained and action-
oriented. Therefore, after the group puzzle a working phase at the PC takes place. The 
learners are working at the first part of the case study, which was created by the 
teacher. In addition to the increase of decision-making and responsibility, the activity 
of the learners is strengthened. The work on the case study is done in individual or 
partner work. While encouraging the social competence and the ability to work in a 
team, a possible existing shortage of space can be avoided. By contrast, an individual 
work is more effective, because in opposition to watch a partner, the required knowl-
edge to solve the tasks is more brought forward. The work on a case study enables a 
guided learning by discovering. There is only a learning help available, which avoids 
frustration. Furthermore the case study offers possibilities to differentiate, because the 
learners can configure the learning speed by themselves. The teacher stays passive 
during the working phase and only assists, if problems occur. Apart from the teacher,  
[[ 
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Table 2.  Course plan of the first teaching lesson 

Time Phase Teaching content Style of learn-
ing 

Media 

5 min. Introduction Welcome Classroom 
teaching  
(frontal) 

 

10 min. Introduction Brainstorming Classroom 
teaching  
(discussion) 

Blackboard 

15 min. Knowledge 
Development 

Dividing the learners 
into master groups, 
knowledge  
acquisition 

Individual 
work 

Working 
material, PC 

15 min. Deepening Discussion with 
other experts, 
Preparing the pres-
entation 

Expert group Working 
material, PC 

15 min. Presentation Knowledge  
presentation in 
master groups 

Group work PC, Beamer 

90 min. Practice Case study work at 
the PC 

Individual or 
partner work 

PC 

 
learners, which show a strong performance in the course, can although assist their 
colleagues when problems occur. In this case, it is necessary to look after, that these 
learners are only advising and not solving the problems on their own. Especially in 
large learning group this method is recommended.  

At the beginning of the second teaching unit, the learners have the time to continue 
their work on the case study. Learners, who already completed the part of data model-
ing, can go on with the work on the second part of the case study, the data collection 
in SAP BW. For the conclusion of the first part the knowledge should be reflected and 
discussed in classroom. Special issues can be picked out as a theme for the discussion 
in the whole class, single learners can present special activities without using the case 
study as guidance and the learners can ask questions which were not answered until 
now. At the same time, in this phase, the learning material is reflected once again. 
Shortfalls can be discovered by selective questions and a knowledge examination is 
possible in that way as well. Moreover the teacher can impact the motivation of the 
learners by giving commendation and criticisms. 

5   Conclusion and Future Work 

The use of teaching methods as the case study method can increase the learning suc-
cess. A passive learning method as presentations supports very well the initial learn-
ing and aim-oriented learning however the case study method as a representative of 
active learning supports the motivation and the learning efficiency and should be 
considered as part in the lesson planning.  
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With the aid of the conception of case study design as one result of the paper the 
developed data warehouse case study shows how to create a case study and a lesson 
plan in the topic of data warehouse environment. The theoretical evaluation of the 
conception of case-study and data warehouse case study show that the parallel usage 
of theory and praxis (as tools like the SAP® Business Information Warehouse) in-
creasing the learning success by using the procured knowledge in the same seminar. 
The data warehouse case study presents an approach how a case study should be 
structured to be able to introduce current complex situations in the business environ-
ment considering the actual state of the art. The reference list can be seen as an exam-
ple that a gap between current available cases studies and approaches how to create 
case studies exist. Available references of the last decade cover the didactical and 
methodical considerations of the process to create case studies but the requirements of 
the current business environment are not considered for this process and case studies 
in the data warehouse environment are not available. 

Next steps in the practical evaluation and following scientific papers should be an 
evaluation by using the created case study and criteria’s in a seminar. The feedback 
from seminar participants could be used for following objectives: 

− To measure the learning success of the seminar participants (one-time only passive 
learning methods and one time a lesson plan with a mix of active and passive 
learning methods) 

− To measure the required time to create a comparison of required and planned time 
for each phase (e.g. individual work, group work, lesson discussions or execution 
of the case study) 

− To measure the scope of information (insufficient or too much information) 
− To measure the complexity of the case study 

The performed research can only be seen as first step to increase the learning methods 
and learning success of using case studies for higher education. Further research is 
required, with a detailed conception and example which has been evaluated from 
theoretical and practical view in detail. 
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Abstract. Off-the-shelf applications have seen a steady growth in many indus-
tries. The goal of the paper is to explore whether this also applies to higher edu-
cation as a domain where institutions are facing new challenges and thus might 
be on the verge of modernizing their application landscape. The results of a 
survey conducted among institutions of higher education in Germany show that 
there are a few dominant products that already automate the highly administra-
tive process areas. However, there still are a few process areas with a low  
degree of automation. Surprisingly, users of home-grown systems do not neces-
sarily plan to move onto "better" solutions even though at least two modern in-
tegrated products show promising interest among German institutions of higher 
education.  

Keywords: off-the-shelf application, campus management system, enterprise 
resource planning system, higher education, student lifecycle, survey. 

1   Introduction 

Off-the-Shelf applications have seen a steady growth over the years. Enterprise  
resource planning (ERP) systems as a predominant category within off-the-shelf ap-
plications were initially deployed by large manufacturing firms. Today, market satu-
ration in capital-intensive manufacturing industries is high and dissemination in other 
industries, such as service industries is quite remarkable. Penetration into non-typical 
domains has started in industries where automation was traditionally high but based 
on home-grown legacy applications rather than off-the-shelf systems. Banking is an 
example of an industry where willingness to replace custom-built legacy applications 
with ERP systems has seen a steady growth in recent years. [1] Lately, vendors addi-
tionally started targeting non-typical domains with low degrees of automation such as 
the higher education (HE) sector. 

In service industries such as banking or higher education traditional ERP systems 
primarily comprise industry-independent back-office functionalities whilst leaving 
core-business processes untapped. In contrast to manufacturing or retail the scope of 
ERP functionality in service industries is smaller and rather focuses on non-specific 
processes, such as accounting or human resources (HR). Thus, industry-specific core 
functionality is either provided by specific add-ons to ERP systems or independent 
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industry-specific applications such as core banking solutions or campus management 
systems. However, these industry-specific off-the-shelf systems with a focus on core 
business processes may also reach for typical ERP functionality by comprising sup-
port for generic administrative processes (e.g. accounting, HR) as well. Thus, the 
differentiation between these different types of off-the-shelf systems is increasingly 
blurred. In a domain such as higher education we additionally observe the phenome-
non that apart from transactional systems there is a need of collaborative functionality 
to support learning processes or alumni relations. These types of systems usually are 
portal or groupware-based and non-transactional thus requiring totally different un-
derlying platforms. The heterogeneity of applications deployed in higher education 
thus seems to be high and is probably causing a rather fragmented application land-
scape and integration problems. Therefore, the goal of our research is to give a first 
overview on the current situation in German institutions of higher education. Our 
research questions can be stated as:  

1. What is the degree of application-support (automation) in core-business processes 
in German institutions of higher education? 

2. What are the predominant off-the-shelf applications deployed to support core-
business processes in German institutions of higher education? 

The rest of our paper is structured as follows. In section two we provide a short over-
view on the core business process areas we differentiate in higher education. As we 
intend to analyze higher education institutions (HEI) in Germany only we give a short 
overview (section three) on the background and products of three important vendors of 
off-the-shelf applications targeting HEI in Germany. Eventually, section four describes 
the methodology and results of a survey we conducted in the second half of 2008.  

2   Core Business Process Areas in Higher Education 

In order to further analyse application support we have broadly categorized core busi-
ness process areas in higher education. The business process areas we differentiate are:  

− Learning, i.e. processes to support students' learning 
− Teaching, i.e. processes to support the delivery of teaching with sub-processes such as 

− class scheduling 
− room allocation  
− course evaluation 

− Student Lifecycle, i.e. processes centering around students' records and lifecycle 
with sub-processes such as  
− admissions & enrollment  
− student records  
− examinations 
− alumni relations 

Our categorization is rather coarse-grained and might not be totally complete. How-
ever, for the purpose of our study we were in need of a rather simple and straightfor-
ward categorization which is aligned along typical application areas rather than a 
value chain approach as suggested in [2]. 
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3   Major Vendors and Products 

In order to give a first overview on products deployed in German HEI we want to 
mention three vendors one might assume to play a major role.  

The Hochschul-Informations-System (HIS) GmbH was founded in 1969 by the 
Volkswagen Foundation as a non-profit organisation and was taken over in 1975 with 
the Federal and state governments as shareholders. HIS has been offering IT-support 
to higher education administrations for over thirty years. This know-how regarding 
decision-making, work and organisational structures in German higher education is 
unique to HIS and is used to continually update and develop their software, which is 
widespread in German HEI. [3] HIS' offerings comprise a portfolio of self-contained 
modules that run independently and offer interfaces for data exchange and in the case 
of some modules for web-based access. Recently, HIS added a new product, HISi-
nOne, to their offerings which is "a web-based integrated software system that covers 
all business processes of universities of different sizes and forms of organization" [4]. 

A new player in the market, the Datenlotsen Informationssysteme GmbH, founded in 
1993 in Hamburg started developing an integrated campus management solution, Cam-
pusNet in 1999. The solution aims to be comprehensive and is continuously being en-
hanced. [5] First adopters of CampusNet were smaller (private) universities but the 
company has managed to win new customers among the bigger public schools also. 

SAP, as one of the major ERP vendors offers an industry solution for higher educa-
tion and research [6]. Being a German vendor with a very high market share in tradi-
tional ERP industries SAP's solution certainly needs to be taken into account when 
looking at the German market. Although SAP's ERP system is used in some of the 
universities' administrations covering the typical industry-independent back-office 
functionality such as accounting, HR and eProcurement [7] its industry-specific coun-
terpart supporting HEI's core processes has not gained foothold in German universi-
ties yet. This might be due to the fact that SAP's industry solution was originally de-
veloped with the help of universities in the US and the UK [8] [9].  

4   Systems Deployed in German Institutions of Higher Education 

4.1   Survey Design 

As off-the-shelf applications in higher education can be considered an emerging field, 
we opted for a descriptive exploratory research approach in order to gain a first un-
derstanding of system dissemination and heterogeneity within this specific domain. In 
selecting appropriate research objects, we confined our study by focusing on German 
institutions only. As mentioned in the previous section two major German vendors do 
not offer their products on a broad international basis. We therefore consider the 
German market to be somehow different from other countries and therefore wanted to 
specifically explore it before starting international comparisons.  

We used a questionnaire as our research instrument. Prior to finalizing the ques-
tionnaire we conducted telephone interviews with university staff comparable to those 
we intended to address in order to pre-test parts of the questionnaire and further refine 
other sections.  
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Based on a complete list of higher education institutions in Germany (as of No-
vember 2007, see [10]) we excluded 10 institutions from our list for which size in 
student numbers was not available. For the remaining 345 institutions we checked 
websites to identify the right person to address which were positions like head of IT 
or staff explicitly responsible for campus management systems. As we were not  
successful in the case of 25 institutions we finally addressed 320 institutions via a 
personalized email sent to the person identified including a link to the  
online-questionnaire.  

Data collection took place in September-October 2008. By the end of October 126 
questionnaires had been returned. Hence, we were able to achieve a 39,4% response rate. 

4.2   Sample Characteristics 

Institutions participating in our survey have student numbers ranging from 31 to 
45.363 with an average of 7.760 students. Table 1 shows the institutions' distribution 
along types and ownership structures. The numbers imply that our sample might be 
biased with public institutions and universities being slightly over-represented. As 
public universities are the most common type of higher education institutions in Ger-
many we feel that this bias does not strongly threaten the sample's validity. 

Table 1.  Selected sample characteristics 

Categorization of institutions  Number of 
institutions 

Number of participating 
institutions 

By type   
   Universities of applied sciences  172 (49,9%)  54   (42,9%) 
   Universities  116  (33,6%)  49  (38,9%) 
   Universities of music and arts   57  (16,5%)   23  (18,3%) 
By ownership   
   Public  233  (67,5%)  105  (83,3%) 
   Private  70  (20,3%)  14  (11,1%) 
   Church  42  (12,2%)  7  (5,6%) 
    345 overall    126 participating  

4.3   Selected Survey Results 

When comparing the three process areas, learning, teaching, and student lifecycle, 
85,2% of participating HEIs find application support for the student lifecycle very 
important compared to 47,5% in teaching and 38,5% in learning (see Fig. 1). Al-
though learning seems to be the area where application support is not deemed as im-
portant as it is in the other areas it still is at the same level with at least teaching when 
combining "very important" and "important". Although HEIs might consider teaching 
a field where application support is not mandatory they have understood that support-
ing their students' learning processes on an excellent level must not be neglected. 

This assumption is also supported when comparing application support's importance 
with actual support. Fig. 2 shows the portion of HEIs that already deploy applications in 
the mentioned process areas. 67,5% of participating HEIs already have systems in place 
to support learning processes which is a higher portion than the sub-process  
 



246 H. Schilbach, K. Schönbrunn, and S. Strahringer 

 

Fig. 1. Importance of application support in three core process areas 

 

Fig. 2. Current state of application support in core business process areas (ratio of HEIs deploy-
ing applications to support process areas at sub-process level) 
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areas of teaching (class scheduling 54%, room allocation 63,5%, course evaluation 
53,2%) which again underlines that learning support might not be mandatory but is 
considered important.  

Within the sub-process areas of teaching 63,5% of HEIs use applications to sup-
port room allocation compared to lower numbers in class scheduling and course 
evaluation. In the case of course evaluation this might be due to the fact that courses 
are not yet systematically evaluated in every German HEI and even if they are this 
might be organized in a highly decentralized manner with smaller units such as chairs 
or departments being responsible for their evaluation on a voluntary basis using paper 
based-solutions without any application-support. The higher numbers of schools de-
ploying applications in support of room allocation in contrast to class scheduling 
might be due to the fact that rooms are centrally allocated in many German HEIs, in 
many cases with one central unit being responsible for this task whereas class sched-
uling is usually coordinated at the school/faculty or department level. Another reason 
might be that automated scheduling with optimization features is a very sophisticated 
task schools do not ask for as long as they somehow cope with manual planning proc-
esses that yield satisfying results. A typical German public university was used to 
offering many optional courses without students registering for courses beforehand so 
that little scheduling with respect to avoiding overlaps was done. As registration for 
courses is the exception rather then the rule class scheduling does not deal with mass 
data. However, while moving into modularized programs with less flexible offerings 
German universities will certainly need to move on to more sophisticated class sched-
uling processes even if course registration will not become the rule. 

In the process area student lifecycle not surprisingly many HEIs (95,2%) manage 
student records and related functionality such as re-registration via database applica-
tions. In order to avoid media breaks and considering the large numbers of students 
applying most schools try to automate as much as possible in the early stages of the 
student lifecycle with 79,4% of HEIs using applications during admissions & enroll-
ment. And again these processes are usually dealt with in a centralized manner 
throughout the whole institution thus making automation worthwhile even for smaller 
institutions. That 84,9% of participating HEIs deploy applications in exam administra-
tion can probably be attributed to the fact that these tasks are highly standardized even 
if exam administration is done at the school/faculty level and thus is not fully central-
ized throughout the whole institution. Another reason might be that exam planning, 
registration and grading must be highly formalized, and error free and thus should 
avoid risks of error-prone manual processes. Additionally, exam administration re-
quires preparation of documents such as transcripts on the basis of individual students 
and also needs to report grades to students individually and confidentially. These re-
quirements can hardly be met in an efficient manner without application support.   

Not surprisingly alumni relations is the sub-process area with the lowest number of 
HEIs (50%) deploying applications. This is certainly due to the fact that German HEIs 
have only recently started to professionalize alumni relations. Typical for German 
HEIs are clubs/societies organized by alumni themselves without formal integration 
into the institution. Most of these clubs are organized around faculties or degrees and 
do not unite the overall institution's alumni. All these aspects might be reasons why 
still many HEIs do not deploy applications themselves to support alumni relations. 
But with more and more schools moving on to a formalized institutional level alumni 
management this will certainly change in a few years.  
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In order to be able to analyze vendor/product penetration into the different areas we 
also asked HEIs for the specific applications they are currently deploying (see Table 2). 

Table 2.  HEIs using home-grown vs. off-the-shelf applications  
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Home-grown
applications 

13,5% 10,3% 15,1% 19,8% 3,2% 5,6% 4,0% 37,3% 

Off-the-Shelf 
applications: 

54,0% 43,7% 48,5% 33,4% 76,2% 89,7% 81,0% 14,7% 

HIS (Modules) 23,0% 16,7% 18,3% 0,8% 64,3% 74,6% 65,1% 0,8% 
CampusNet 5,6% 4,8% 4,8% 4,0% 3,2% 4,8% 4,8% 1,6% 
SAP 0,0% 0,0% 0,0% 0,0% 0,8% 0,0% 0,0% 0,0% 
HISinOne 0,0% 0,8% 0,8% 0,0% 0,0% 0,0% 0,0% 0,0% 
Other 25,4% 21,4% 24,6% 28,6% 7,9% 10,3% 11,1% 10,3% 

 

 
Table 2 shows the dominance of off-the-shelf applications, especially the HIS 

module-based solution in the highly administrative process areas such admissions & 
enrollment, exam administration and student records where mass data needs to be 
processed efficiently. The integrated solution HISinOne is too young to be  
widespread and SAP has not yet gained foothold in the German market. The only 
integrated solution that has started gaining ground is CampusNet. Although its pene-
tration is still low it is remarkable that it is deployed in every process area by at least a 
few HEIs implying that CampusNet is a very comprehensive system that covers all 
mentioned areas. 

Off-the-Shelf systems' penetration is very low in alumni relations where most HEIs 
use home-grown applications. One HEI uses a HIS module for alumni management 
that HIS stopped developing in 2005 in order to include the functionality into their 
new product HISinOne [11]. It is also noteworthy that although CampusNet seems to 
be a comprehensive system its functionality might not be that convincing in the field 
alumni relations.  

The second area where off-the-shelf systems' penetration is quite low is course 
evaluation. Apart from CampusNet almost none of the explicitly mentioned products 
is deployed. However, 28,6% of HEIs use other products which in the case of course 
evaluation is a group of products dominated by one system, a product called EvaSys1 
from Electric Paper, a vendor specialized on automated document solutions. Although 
the system can be used for online-questionnaires its success is probably mainly due to 
the bulk-processing of paper questionnaires.  
                                                           
1 http://www.electricpaper.biz/products-en/evasys-en.html 
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Another process area where the "other" category should be looked at in more detail 
is learning. In this area six HEIs use a system called Moodle2, four ILIAS3 and an-
other four Stud.IP4 with all solutions being open source systems.  

In the process area class scheduling seven HEIs use a system called S Plus from 
UK-based Scienta5. The system also supports room allocation and was explicitly 
designed to enable European universities to meet Bologna-induced challenges. Espe-
cially its automated timetabling seems to be highly sophisticated and might be the 
reason for the products' success in Germany despite its not being low-priced. 

In the process area room allocation three HEIs use a system called UnivIS6 which 
encompasses some of the other process areas as well. However, HEIs seem to deploy 
it mainly in this field.  

Due to several reasons such as new products being put on the market and new 
bologna-induced requirements challenging universities we assumed many German 
HEIs might be on the verge of modernizing their systems. Hence, we also asked 
HEIs whether they planned to change their current system. Fig. 3 illustrates HEIs' 
plans in the process areas learning and teaching, whereas fig. 4 focuses on the stu-
dent lifecycle.  

In most process areas the users of HIS modules seem to be waiting for HISinOne 
and planning to adopt this new product generation from their current vendor. This is 
especially the case in the highly administrative sub-processes of the student lifecycle.  

The analysis also shows that none of the HEIs using CampusNet has plans to adopt 
another system. This might be attributed to HEIs satisfaction with the system but is 
probably mainly due to the fact that it is a fairly new product.  

HEIs using no systems at all until now show quite some reluctance in adopting a 
system in the near future. Although in a few areas these HEIs seem to be waiting for 
HISinOne as well there are still others with a low tendency to move onto automated 
processes. Also home-grown application users do not show as much inclination to 
change their system into an off-the-shelf solution as one might have expected.  

Surprisingly, SAP as one of the major ERP vendors worldwide with an ex-
tremely high market penetration in other industries especially in Germany does not 
seem to be able to position its higher education solution among German HEIs. Al-
though SAP's ERP system does have quite some relevance when looking at HEIs 
supporting processes such as accounting and HR its industry solution seems not to 
be able to catch up with its generic back-office counterpart in the near future. Also 
surprisingly, very well known systems that are quite successful in other countries 
such as Blackboard do not manage to penetrate the German market. With open 
source products being quite common in the field of learning pricing might be con-
sidered a major inhibitor.  

The questionnaire also included a few free text fields asking participants for com-
ments they wanted to add. The statements underline the results presented so far. The 

                                                           
2 http://www.moodle.de/ 
3 http://www.ilias.de/ 
4 http://www.studip.de/ 
5 http://www.scientia.com/uk/ 
6 http://www.univis.de/ 
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Bologna-induced reorganization of study programs is in most cases the main reason 
for the introduction or modernization of systems. Problems with current systems insti-
tutions mentioned are e.g. insufficient data quality, missing support by lecturers and 
difficult configuration and tailoring of systems. Participating HEIs also criticize miss-
ing experts or staff being able to align technology with organizational needs, a lack of 
faculty-wide solutions caused by inflexible systems and too little open source initia-
tives. Most of the participating HEIs pin their hopes on HISinOne – expecting easy 
configuration, simply handling and holistic coverage. 

 

Fig. 3. HEIs' plans to change applications in process areas learning and teaching 
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Fig. 4. HEIs' plans to change applications in process area student lifecycle 

5   Conclusion 

Our study showed that off-the-shelf application support in German HEIs is quite wide-
spread in the highly standardized core-process areas along the student lifecycle (ex-
cluding alumni relations). This area is dominated by a module-based solution from 
HIS. Surprisingly, with three promising candidates on the market integrated solutions 
are still rather an exception than the rule. HEIs adopting HIS modules seem to be wait-
ing for their vendor's new product HISinOne. A few other institutions have adopted 
CampusNet with some more planning to do so. Although HEIs ask for open source 
solutions the only field where these play a major role is the process area learning.  
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The obvious need for high-quality low-cost solutions somehow shapes the German 
market with little opportunities for vendors with higher priced products. Such vendors 
only seem to have chances with specific functionalities where a highly sophisticated 
product may be seen as a unique selling proposition with advantages that cannot be 
met by integrated solutions. We observed this phenomenon in the process areas class 
scheduling and course evaluation.  

Overall we felt that the trend to modernize application landscapes is not at the level 
we had expected beforehand. The only field where we observed a strong trend to-
wards higher degrees of automation is alumni management with many institutions 
having no system at all. With German HEIs recognizing how important student rela-
tionship management [12] is – especially when moving from a one- (diploma) to a 
two-cycle system (bachelor/master) and with concepts such as lifelong learning at 
hand – this follows our expectations. However, alumni reations will not necessarily 
become a domain of off-the-shelf applications with many HEIs using home-grown 
systems already and others planning to do so.  

What needs to be further analyzed in the bigger German public universities is the 
autonomy that will be granted to faculties and departments with respect to application 
support. Although many German HEIs are used to being highly decentralized with 
high degrees of autonomy granted to faculties and schools in these decisions this may 
also be one of the major factors inhibiting integrated solutions and seamless univer-
sity wide processes. Centralization even across universities such shared service cen-
ters may be an option to better benefit from economies of scale and may help unleash 
synergies.7 Although this might not be appropriate in all process areas there certainly 
are a few where this model could save resources urgently needed in other areas.  
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1   Introduction 

It is our greatest pleasure to present to the Readers the post-proceeding publication of 
the papers presented during the second edition of Legal Information Technology 
Workshop in Poznań on 28th April 2009. 

This time the Workshop took place in conjunction with the 12th International con-
ference on Business Information Systems. It was a one-day event spitted into two 
thematically different sessions. 

At this 2nd edition, out of 8 papers allowed to the review process, 5 of them have 
been accepted. It is however important to say that this moderately high level of accep-
tance rate (62.5%) was resulted by the equally high review notes which were inde-
pendently granted by at least 3 reviewers from the Programme Committee1 only.  

Another vital issue is that – in accordance with the factual workshop formula – the 
publications printed on the following pages are not only the simple copy of originally 
submitted texts, but they are the result of the reflection of discussions and substantive 
comments made by workshop participants during the Workshop itself and accompa-
nying events. Therefore they represent enriched and hopefully broadened or improved 
versions of those papers. 

The field of Legal Information Technology is becoming more and more prosperous 
after a period of limited interest from the research audience. Now it is becoming to 
play a central role in the search of innovation form the side of legal and knowledge 
scientists, legal practitioners and e-government solution developers. 

In addition to this trend another phenomenon becomes visible. The weight of Legal 
Informatics as a discipline begins to move towards some smaller but better-defined 
groups of problems. This movement effects in possibility of setting apart portions of 
knowledge or sub-disciplines. 

The paper of Stede and Kuhn is focused on legal office automation and processing 
of selected legal documents. This task is also important for the next step legal infor-
mation retrieval systems, which on the other hand is the topic of the text authored by 
Bianchi et al. The results obtained by them are telling yet eventually the authors admit 
that ideally, solutions for such type of systems ought to use ontologies. Latter knowl-
edge models are the main issue of the article by Stolarski and El Kharbili. The authors 
show that other usage possibilities for legal ontologies will probably soon emerge. 
But regardless of new ways of employment of ontological knowledge, those more 
                                                           
1 In some cases of largely diversified notes we were taking advice of another additional  

reviewer. 
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typical like support for expert systems as knowledge storage solution are also vital. 
This is mainly stressed by the text of Zurek and Kruk. In their short paper they present 
their approach towards tax law support for agricultural purposes. But on top of the 
system itself some extraordinary reasoning techniques are exemplified. Another per-
spective on Legal Information Technologies shows us Nawrot. This time she presents 
the legal office practitioner’ attitude towards social-Web connected casus. In fact the 
number of incidents and breaches of Law in the Internet is growing rapidly. Thus this 
issue will generate a number of challenges in the near future. 

To the special attention of the Reader we would like to recommend the invited pa-
per of prof. John Zeleznikow. As a internationally renown legal IT and AI specialist 
he give us a fresh and inspiring perspective on the Legal Technologies’ research in 
general, asking about the matters of justice and fairness (the fundaments of any mod-
ern legal system) in the computer legal aid systems. 

Above all we would also like to share our deepest thanks to all the participants and 
authors whose work and attendance enabled us to coin this Workshop into a very 
successful event. Special warmest thoughts we direct to the Programme Committee 
members. Without their wise judgments we would not be able to select interesting and 
discussion-triggering works. We strongly believe that the next-year Legal Information 
Technology Workshop which will take place in Berlin will produce even more impact 
in the community. 

Thinking about the future we encourage you to take a closer view at the content 
provided this year. 
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Support Systems 
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Abstract. Over the past twenty five years there has been a movement towards 
resolving legal disputes through mediation and negotiation rather than litiga-
tion.  Perceived benefits of this move towards Alternative Dispute Resolution 
include disputants having more control of the dispute and potential solutions, 
reduced costs and speedier decision making. If Alternative Dispute Resolution 
becomes the norm for resolving legal disputes, then we must ensure that the ne-
gotiation support systems that we develop utilize legally fair paradigms. But 
how can we develop measures, or at the very least principles, for the develop-
ment of legally just? Through an examination of bargaining in the shadow of 
the law and principled negotiation we suggest principles which when applied, 
will encourage fairness and justice in the development of negotiation support 
systems.  Such principles include transparency, bargaining in the shadow of the 
law and the need for discovery. We also illustrate the pitfalls of using such 
principles. 

Keywords: Negotiation Support Systems, Justice, Bargaining in the Shadow of 
the Law, BATNAs. 

1   Introduction 

The development of ‘fair’ and ‘just’ negotiation support systems and Online Dispute 
Resolution environments should lead to an increasing confidence in the use of e-
commerce. But there are no accepted norms on how to measure what is ‘fair’ and 
‘just’ negotiation support?  

Our interest in justice and negotiation arose because of our research into plea bar-
gaining [14]. In both Australian and United States criminal law jurisdictions, a defen-
dant can appeal a decision if they believe the judicial process was flawed. However, 
when negotiating about pleas, a participant cannot challenge the decision.  The reason 
for this situation is that unlike in a trial, the defendant has pleaded guilty and thus 
admitted that he committed the crime. This situation becomes problematic in the ad-
mittedly few cases where a person accepts a plea bargain even though they did not 
commit the crime. The defendant may plead guilty because he was offered a heavily 
reduced sentence (e.g. no jail time) and he felt the probability that he would be found 
guilty1 is reasonably high. 
                                                           
1 Often because of poor legal support. 
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Thus, it is very difficult to undo an ‘unfair plea negotiation’. But it is also essential 
that it be possible to reverse unfair decisions. 

Alexander [1] has argued that in Australian Family Law, women tend to be more 
reluctant than men to continue conflict and are more likely to wave their legal rights 
in a mediation session. McEwen et al [15] believe family mediators focus upon  
procedural fairness rather than outcome fairness. Phegan [19] argues that differences 
in power between men and women lead to negotiated results that favour men.  Field 
[8] argues that as victims of domestic violence increasingly find themselves in the 
mediation context, specific strategies are needed to protect their interests and ensure 
their safety. 

As a further example of bargaining imbalances, Alexander argues that because 
women tend to be more reluctant than men to continue conflict, if their major goal is 
to be the primary care giver for their children, they may reach a negotiated settlement, 
which whilst acceptable to them is patently unjust. The wife may for example, give 
the husband the bulk of the property, in return for her being granted the primary care 
of the children. Whilst such an arrangement may meet the goals of both parents, it 
might not meet the paramount interests of the children, who could be deprived of 
subsequent financial resources.  

Bargaining imbalances can thus produce unfair results unless mediators overcome 
them.  But should mediators try to redress imbalances? And how can we determine 
what are fair results?  

It is vital that we develop ‘fair’ and ‘just’ negotiation support systems. Indeed, one 
of the barriers to the uptake of Online Dispute Resolution relates to users' concerns 
about the fairness and consistency of outcomes achieved by any Online Dispute Reso-
lution approach. Pierani [20], in discussing Online Dispute Resolution in Italy, argues 
that as with Alternate Dispute Resolution models, Online Dispute Resolution systems 
need to be impartial, transparent, effective and fair. 

Re notions of fairness, take for example a marriage in Australia where the couple 
have been married for fifteen years and have three children, one of whom has special 
needs. Suppose the husband works full-time, whilst the wife is not employed outside 
the house and is a full-time carer for the husband and children.  Suppose they own a 
house valued at $400,000 with a mortgage of $250,000. Further, the husband earns 
$45,000 per annum. 

Given that that this is both a low income and low asset marriage (the common pool 
is let us say $180,000) the wife might be expected to receive 70% of the common 
pool. Were she to retain the house she would need to pay the husband $45,000. The 
husband would need to pay Child Support which is mandated by the relevant law. 

In many circumstances, the fact that the husband has a low income and is paying 
substantial child support, may mean that he cannot afford to pay rent. He might thus 
be forced to return to living with his parents. Australian men’s groups have vigor-
ously protested at what they perceive as injustices. 

Are such results fair or just? The answer depends on how we measure fairness. If 
we measure fairness by meeting the interests or needs of both parents equally, then 
the answer is clearly no. In Australia, our notion of justice focuses upon meeting the 
paramount interests of the children. In Australia, this principle of the paramount  
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interests of the children outweighs other principles of justice, including the interests 
of parents and other concerned parties. Hence the solution suggested above, is emi-
nently fair according to Australian Law.  

Australian Family Law is one domain where interest-based notions of mediation 
can conflict with notions of justice. In such domains, the use of negotiation support 
systems that attempt to equally satisfy both parties is limited. 

One lesson learned from the evaluation of family law disputes is that suggested 
compromises might conflict with law and justice. This problem can arise where a 
fully automated Online Dispute Resolution environment is used in which resolution is 
based on consensus. Nevertheless, we believe that an Online Dispute Resolution envi-
ronment may still play a positive role in the family-law setting.  

One safeguard for use of Online Dispute Resolution in fields such as family law 
may be required certification of the result by a legal professional. A comparable field 
is discrimination law where conciliation is used to ensure the principles of the legisla-
tion are not compromised by the interests of the parties. 

2   Bargaining in the Shadow of the Law and Principled 
Negotiation 

2.1   Bargaining in the Shadow of the Law 

Traditional Negotiation Support Systems have focused upon providing users with 
decision support on how they might best achieve their goals [22]. Traditionally, nego-
tiation support systems were not designed to model legal disputes. They focus upon 
business transactions, where the parties can walk away from failed negotiations with-
out conducting further discussions. 

In legal domains, the failure to resolve a dispute, often leads to litigation.  A fun-
damental issue arises, in construction negotiation support systems in legal domains: 
namely is the system being developed solely concerned with supporting mediation or 
do we also need to consider issues of justice? How can we balance the importance of 
issues of justice with the need to support mediation? When issues of justice are not 
reflected in the outcome of the mediation process, bargaining theory has its limita-
tions. Bargaining imbalances can thus produce unfair results unless mediators over-
come them.   

This is especially true when negotiating about charges and pleas in the domain of 
criminal sentencing. In this domain, the two parties often have very different re-
sources, a well supported prosecution versus an impoverished defence. Further, the 
consequences of an unfair negotiation can be dire – the incarceration of an innocent 
defendant, cannot easily be reversed. 

Plea bargaining brings administrative efficiency, certainty and reduced costs.  
So how can we ensure that the benefits of plea bargaining are maintained whilst 

fairly allocating punishment? The issue of fairness in negotiation is important in all 
domains of law, but no more so in sentencing where the adversaries are not two indi-
viduals, but an individual and the state. 

Priest and Klein [21] claim that the potential transaction costs of litigation provide 
an incentive for nearly all legal suits to settle.  



 The Need to Incorporate Justice into Negotiation Support Systems 259 

Galanter [10] claims: 
 

In the federal courts, the percentage of civil cases reaching trial has fallen from 
11% in 1962 to 1.8% in 2002. In spite of a five-fold increase in case terminations, the 
absolute number of civil trials were 20% lower in 2002 than it was 40 years earlier.   

In writing about the Vanishing American Trial, Galanter argues that whilst litiga-
tion in the United States is increasing, the number of trials decided by US judges has 
declined drastically. Two of the reasons for this phenomenon are because average 
trials are getting longer and more complex and litigants are using alternative forms of 
Dispute Resolution.  

Most negotiations in law are often conducted in the shadow of the Law i.e. bar-
gaining in legal domains mimics the probable outcome of litigation. Mnookin and 
Kornhauser [17] introduced the bargaining in the shadow of the trial concept. By 
examining the case of divorce law, they contended that the legal rights of each party 
could be understood as bargaining chips that can affect settlement outcomes.  

Cooter et al [6] discuss Bargaining in the Shadow of the Law for civil cases.  This 
model now dominates the literature on civil settlements.  

2.2   Principled Negotiation 

Walton and Mckersie [29] propose that negotiation processes can be classified as 
distributive or integrative.  In distributive approaches, the problems are seen as “zero 
sum” and resources are imagined as fixed: divide the pie. In integrative approaches, 
problems are seen as having more potential solutions than are immediately obvious 
and the goal is to expand the pie before dividing it. Parties attempt to accommodate as 
many interests of each of the parties as possible, leading to the so-called win-win or 
all gain approach.   

Most negotiation outside the legal domain law focuses upon interest-based negotia-
tion. Expanding on the notion of integrative or interest-based negotiation, Fisher and 
Ury [9] at the Harvard Project on Negotiation developed the notion of principled 
negotiation.  Principled negotiation promotes deciding issues on their merits rather 
than through a haggling process focused on what each side says it will and will not 
do. Amongst the features of principled negotiation are: separating the people from the 
problem; focusing upon interests rather than positions; insisting upon objective  
criteria and knowing your BATNA (Best Alternative To a Negotiated Agreement). 

Knowing one’s BATNA is important because it influences negotiation power. Par-
ties who are aware of their alternatives will be more confident about trying to negoti-
ate a solution that better serves their interests. is unwilling to reconsider the offer, 
walking out is a very sensible option. BATNAs not only serve a purpose in evaluating 
offers in the dispute, they can also play a role in determining whether or not to accept 
a certain dispute resolution method. Mnookin [16] claimed that having an accurate 
BATNA is part of the armory one should use to evaluate whether or not to agree to 
enter a negotiation. Comparing the possible (range of) outcomes with alternative 
options encourages parties to accept methods that are in the interests of disputants and 
enables them to identify those that are not. It is likely that most parties, to some  
extent, test the values of their BATNAs when assessing whether or not to opt for a 
certain dispute resolution method. 
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3   Incorporating BATNAs and Bargaining in the Shadow of the 
Law to Support Fair Negotiation in Australian Family Law 

In their development of a three step model for Online Dispute Resolution, [13] evalu-
ated the order in which online disputes are best resolved. They suggested the follow-
ing sequencing:  

1. The negotiation support tool should provide feedback on the likely outcome(s) of 
the dispute if the negotiation were to fail – i.e. the BATNA. 

2. The tool should attempt to resolve any existing conflicts using dialogue techniques. 
3. For those issues not resolved in 2, the tool should employ compensation/trade-off 

strategies in order to facilitate resolution of the dispute. 
4. Finally, if the result from 3 is not acceptable to the parties, the tool should allow 

the parties to return to 2 and repeat the process recursively until either the dispute 
is resolved or a stalemate occurs. 

If a stalemate occurs, arbitration, conciliation, conferencing or litigation can be 
used to reach a resolution on a reduced set of factors. This action can narrow the 
number of issues in dispute, reducing the costs involved and the time taken to resolve 
the dispute. 

Lodder and Zeleznikow’s model, in suggesting providing advice about BATNAs, 
facilitating dialogue and suggesting trade-offs, focuses upon E-Commerce applica-
tions.  They claimed that their research assumes that disputants focus upon interests.  
But as we shall discuss in chapter five, the notions of Bargaining in the Shadow of the 
Law and BATNAs have important implications for developing just negotiation sup-
port systems. 

3.1   Enhancing Interest Based Negotiation: The Family Winner and Asset 
Divider Systems 

Bellucci and Zeleznikow [3] supported interest based negotiation in their Family 
Winner system. They observed that an important way in which family mediators en-
courage disputants to resolve their conflicts is through the use of compromise and 
trade-offs. Once the trade-offs have been identified, other decision-making mecha-
nisms must be employed to resolve the dispute. They noted that: 

• The more issues and sub-issues in dispute, the easier it is to form trade-offs and 
hence reach a negotiated agreement, and 

• They choose as the first issue to resolve the one on which the disputants are fur-
thest apart – one party wants it greatly, the other considerably less so. 

Family_Winner asks the disputants to list the items in dispute and to attach impor-
tance values to indicate how significant it is that the disputants be awarded each of the 
items. The system uses this information to form trade-off rules. The trade-off rules are 
then used to allocate issues according to a ‘logrolling’ strategy 

Family_Winner accepts as input a list of issues and importance ratings that repre-
sent a concise evaluation of a disputant’s preferences. In forming these ratings, the 
system assumes that the disputants have conducted a comparison of the issues. As 
noted by [26], bargainers are constantly asked if they prefer one set of outcomes to 
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another. Thus Sycara suggests considering two issues at a time, assuming all others 
are fixed. Family_Winner uses a similar strategy in which pair-wise comparisons are 
used to form trade-off strategies between two issues. 

The trade-offs pertaining to a disputant are graphically displayed through a series 
of trade-off maps [31]. Their incorporation into the system enables disputants to visu-
ally understand trade-off opportunities relevant to their side of the dispute. A trade-off 
is formed after the system conducts a comparison between the ratings of two issues. 
The value of a trade-off relationship is determined by analyzing the differences be-
tween the parties, as suggested by [18]. 

When evaluating the performance of the Family_Winner system, family law solici-
tors at Victoria Legal Aid had one major concern – that Family_Winner in focusing 
upon mediation had ignored issues of justice; which is equated in the Australian fam-
ily law jurisdiction with what is in the best interests of the child. They claimed that 
Bellucci and Zeleznikow had focussed upon the interests of the parents rather than the 
needs of the children. If the parents’ negotiation is based upon what they perceive as 
the best interests of the child, then indeed family law negotiation is interest based. 
However if one accepts the arguments that women tend to be more reluctant than men 
to continue conflict and are more likely to wave their legal rights in a mediation ses-
sion, then some safeguards need to be incorporated into the negotiation process, to 
ensure that the interests of the children are paramount. 

The evaluators noted that the wife may for example; give the husband the bulk of 
the property, in return for her being granted the primary care of the children.  Whilst 
such an arrangement may meet the goals of both parents, it does not meet the para-
mount interests of the children, who will be deprived of subsequent financial re-
sources.  

Family Law is one domain where interest-based notions of mediation can conflict 
with notions of justice as defined in the Act2. In such domains, the use of negotiation 
support systems that attempt to equally satisfy both parties is limited unless we also 
incorporate notions of justice.  

The Queensland Branch of Relationships Australia wants to use a modified version 
of Family_Winner to provide decision support for their clients.  The application do-
main is concerns agreements about the distribution of marital property.  Instead of 
Family_Winner attempting to meet both parents’ interests to basically the same de-
gree, mediators at Relationships Australia determine what percentage of the common 
pool property the wife should receive (for example 60%).  A major issue of concern 
to Relationships Australia is how to equate the percentage of property with the inter-
ests of the couple.  It is not necessary that there be a direct connection between the 
financial value of an item and the points-value that each party in the dispute attaches 
to the item.  Indeed, a major issue in dispute may involve determining the value of the 
item.  For example following a divorce, the husband may agree that the wife should 
be awarded the marital home.  In this case it would be in his interests to overvalue the 
house (say he suggests it is worth $1,200,000) whilst it is in the wife’s interests to 
undervalue the house (say she suggests it is worth $800,000).   

                                                           
2 Commonwealth Family Law Act (1975).  See www.austlii.edu.au/au/legis/cth/num_act/ 

fla1975114/s1.html Last accessed August 18 2008. 
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Unlike the Family_Winner system, the AssetDivider system allows users to input 
negative values.  This development is necessary because family mediation clients 
often have debts (such as credit card debts and mortgages) which are as much items in 
the negotiation as assets. 

Further, to ensure that AssetDivider proposes an acceptable solution, it might be 
necessary to include as a universal issue in all disputes, a cash variable payment item.  
For example, where the wife has identified that her highest preference is to retain the 
family home, an outcome might provide for her to keep the matrimonial home and the 
mortgage3.  In order to reach an acceptable settlement, the wife might need to make a 
cash payment to the husband.  Hence the requirement that a variable appear in the 
output is stipulated. 

A further limitation of the AssetDivider system (arising from its similarity to the 
AdjustedWinner algorithm) is the need for users to enter numerical values.  Whilst 
disputants can probably linearly order the significance to them of all items in dispute, 
it is unrealistic to expect them to give a numerical value to each item.  But it is not 
unreasonable for the users to assign a linguistic variable to each item.  A seven point 
Likert scale which can then be converted into points is suggested:  

The development of AssetDivider allows the concept of interest-based negotiation 
as developed in Family_Winner to be integrated with notions of justice.  The advice 
about principles of justice can be provided by decision support systems that advise 
about BATNAs or human mediators. But how can we develop fair BATNAs? 

3.2   Developing BATNAs: The Split Up System 

In the Split-Up project, Stranieri et al [25] wished to model how Australian Family 
Court judges exercise discretion in distributing marital property following divorce. 
The Split-Up system Section 79(1) of the Family Law Act (1975) empowers judges of 
the Family Court to make orders altering the property interests of parties to the mar-
riage but does not lay down procedural guidelines for judicial decision makers. In 
practice, judges of the Family Court follow a five-step process in order to arrive at a 
property order:   

1. Determine which assets will be paramount in property considerations.  This is 
referred to as common pool property distribution. 

2. Determine a percentage of the property to be awarded to each party. 

The Split-Up system implements steps 1 and 2 above, namely the common pool 
determination and the prediction of a percentage split.  According to domain experts, 
the common pool determination task (Step 1) does not greatly involve the exercise of 
discretion, in stark contrast to the percentage split task (Step 2) as directed graphs 
from domain experts. 

To collect data for the Split-Up system, Stranieri, Zeleznikow, Gawler and Lewis  
read family court judgements.  Values for relevant factors were extracted from each 
case.  Ninety-four variables were identified as relevant for a determination in consul-
tation with experts. The way the factors combine was not elicited from experts as 
rules or complex formulas. Rather, values on the ninety-four variables were to be 

                                                           
3 A negative item. 
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extracted from cases previously decided, so that a neural network could learn to 
mimic the way in which judges had combined variables.  

Whilst the Split—Up system was not originally designed to support legal negotia-
tion, but it can be directly used to proffer advice in determining your BATNA. Sup-
pose the disputants' goals are entered into the Split—Up system to determine the asset 
distributions for both W & H. Split—Up first shows both W and H what they would 
be expected to be awarded by a court if their relative claims were accepted. The liti-
gants are able to have dialogues with the Split—Up system about hypothetical situa-
tions which would support their negotiation. 

Bellucci and Zeleznikow [2] give an example of a divorcing couple who had been 
married twenty-years and had three children.  The husband worked eighty hours per 
week whilst the wife did not engage in employment outside the home. They entered 
three scenarios into the Split—Up system. The system provided the following an-
swers as to the percentages of the distributable assets received by each partner. 

Resolution H’s % W’s % 
Given one accepts W’s beliefs 35 65 

Given one accepts H’s beliefs 58 42 

Given one accepts H’s beliefs but gives W  
custody of children 

40 60 

Clearly, custody of the children is very significant in determining the husband’s 
property distribution. If he were unlikely to win custody of the children, the husband 
would be well advised to accept 40% of the common pool (otherwise he would also 
risk paying large legal fees and having ongoing conflict). 

Hence, while Split-Up is a decision support system rather than a negotiation sup-
port system, it does provide disputants with their respective BATNAs and hence pro-
vides an important starting point for negotiations. 

4   Principles for Developing Fair Negotiation Support Systems 

Having examined interest based and principled negotiation and bargaining in the 
shadow of the law as well as family mediation and bargaining about charges and 
pleas, we now wish to develop a framework for developing just negotiation support 
systems. 

4.1   Fairness Principle 1 – Developing Transparency 

As we have seen from a discussion of negotiating about pleas and charges, it is essen-
tial to be able to understand and if necessary replicate the process in which decisions 
are made.  In this way unfair negotiated decisions can be examined, and if necessary, 
be altered.  The same statement holds in family mediation. 

There is wide spread support for the development of transparent processes in dis-
pute resolution.  For example, at the commencement of all mediation conferences, 
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Relationships Australia (Queensland) clearly indicate to the disputants, how the proc-
ess will be managed.  They follow the model discussed in Sourdin (2005): 

Opening, Parties’ Statements, Reflection and Summary, Agenda setting, Explora-
tion of Topics, Private Sessions, Joint negotiation sessions and Agreement/Closure 

Whilst this model of mediation is regularly used in primary family dispute resolu-
tion and most commercial mediation, it is not used in negotiations about charges and 
pleas. The model involves a formal turn-taking exercise, which is inappropriate in less 
formal settings of negotiation such as plea bargaining. Some of the criticism of plea 
bargaining is that it does not, in general, follow a formal transparent model. However, 
even in plea bargaining, changes are occurring. 

To improve the dilemma of plea bargaining, Wright and Miller [30] introduce the 
notion of prosecutorial screening.  The prosecutorial system they envisage has four 
interrelated features: early assessment, reasoned selection, barriers to bargains and 
enforcement. Bibas [4] argues that a great gulf divides insiders and outsiders in the 
criminal justice system, whether in litigation or negotiating about charges and pleas.  
He claims that by making decision-making more transparent, the criminal justice 
system can help minimize injustices. 

Even when the negotiation process is transparent, it can still be flawed if there is a 
failure to disclose vital information. Such knowledge might greatly alter the outcome 
of a negotiation.   Take for example the case of a husband who declares his assets to 
his ex-wife and offers her eighty per cent of what he claims is the common pool.  But 
suppose that he has hidden from his ex-wife, ninety per cent of his assets.  Thus, in 
reality, he has only offered her eight per cent of the common pool.  

Discovery, the coming to light of what was previously hidden, is a common pre-
trial occurrence.  As Cooter and Rubinfield [7] and Shavell [24] point out, in litiga-
tion, the courts may require that a litigant disclose certain information to the other 
side; that is, one litigant may enjoy the legal right of discovery of information held by 
the other side. Interestingly enough, Shavell claims that the right of discovery signifi-
cantly increases the likelihood of settlement, because it reduces differences in parties’ 
information. This benefit is often lost in a negotiation. 

The failure to conduct adequate discovery can be a major flaw in negotiation.  But 
how can we conduct sufficient discovery without losing many of the benefits that 
derive from negotiation?  

4.2   Fairness Principle 2 – Bargaining in the Shadow of the Law and the Use of 
BATNAs 

As discussed previously, most negotiations in law are conducted in the shadow of the 
law i.e. bargaining in legal domains mimics the probable outcome of litigation. These 
probable outcomes of litigation provide beacons or norms for the commencement of 
any negotiations (in effect BATNAs). Bargaining in the Shadow of the Law thus 
provides us with standards for adhering to legally just and fair norms. 

By providing disputants with advice about BATNAs and Bargaining in the Shadow 
of the Law and incorporating such advice in negotiation support systems, we can help 
support fairness in such systems. 
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For example, in the AssetDivider system, interest based negotiation is constrained 
by incorporating the paramount interests of the child4. By using Bargaining in the 
Shadow of the Law, we can use evaluative mediation (as in Family Mediator) to  
ensure that the mediation is fair. 

The Split_Up system models how Australian Family Court judges make decisions 
about the distribution of Australian marital property following divorce. By providing 
BATNAs it provides suitable advice for commencing fair negotiations. 

There is however a certain danger in promoting transparency and Bargaining in the 
Shadow of the Law for negotiation support. 
− Disputants might be reluctant to be frank. 
− Mediators might be seen to be biased. 
− The difficulty and dangers of incorporating discovery into negotiation support 

systems – discovering appropriate information is complex, costly and time  
consuming.  As previously noted, Katsh and Rifkin [12] state that compared to liti-
gation, Alternative Dispute Resolution includes advantages of lower cost; greater 
speed and a less adversarial process. By insisting upon certain basic levels of  
discovery, we might lose these benefits. 

− The inability to realise the repercussions of a negotiation – often disputants 
focus upon resolving the dispute at hand.  They fail to realise that the resolution 
they advocate may have larger scale repercussions. 
Thus, our proposed principles for developing fair negotiation support systems also 

have some drawbacks. 

5   Conclusion 

We have seen that one of the major concerns from disputants using alternative dispute 
resolution is about the fairness of the process and of the outcomes when confronted 
with a superordinate ideal of fairness (such as the paramount ideal in Australian Fam-
ily law being the best interest of the children). Without negotiation procedures being 
seen as fair and just, there will always remain legitimate criticisms of the process. But 
how can we measure the fairness of alternative dispute resolution procedures?    

Whilst meeting disputants’ interests is a vital part of the negotiation process, it is 
also incorporate principles of justice into negation support systems. 

Through an examination of the relevant literature in a variety of domains – includ-
ing international conflicts, family law and sentencing and plea bargaining – and an in 
depth discussion of negotiation support tools in Australian Family Law, we have 
developed a set of important factors that should be incorporated into ‘fair’ negotiation 
support processes and tools.  These factors include: Transparency; Bargaining in the 
Shadow of the Law and BATNAs; and Limited Discovery. 

Incorporating these factors, does however have some drawbacks for the develop-
ment of negotiation support systems. 

                                                           
4 In this case, Relationships Australia (Queensland) input into the system what percentage of 

the Common Pool both the husband and the wife will receive. 
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Abstract. The aim of this paper is to develop a Reference Normative Ontology. 
This generic ontology is being developed in order to allow modeling policy-
based regulations. Such modeling is for creating models of norms and rules and 
can be used by a larger framework for compliance checking. The modeling of 
regulations using this ontology can be showcased for semantic business process 
management. Our study is based on 3 domain case-specific ontologies describ-
ing norms and behavioral standards within Web portals. The analysis of those 
concrete, small ontologies allows building an abstract, generic ontology which 
is destined to cover core aspects most of other specific regulation examples. 
This ontology is designed to grow by integrating additional case-specific nor-
mative documents and serve as the core component of a generic regulation 
modeling ontology. 

Keywords: legal ontology, business policies, legal constraints, semantic web. 

1   Introduction 

Regulations are necessary to express which behavior in which context is to be ex-
pected from an entity by another entity. These regulations can be of various types, 
food regulations such as the FDA1, financial regulations (such as BASEL II or SOx), 
or contracts between several organizations and individuals conducting business. 
Regulations are also in the wide majority of cases only available as natural language 
text, hard to understand for non domain or law experts, and containing potential con-
tradictions and lacks of precision. Understanding these regulations for enforcement, 
auditing, implementation or training purposes requires some level of formality in 
representing regulations. 

The goal of this work is to present a pragmatic, bottom-up approach for creating a 
generic policy-based and semantic regulatory framework for modeling regulations. 
Such a framework can thus be used in further research by other semantic frameworks 
for modeling regulatory aspects. Initial results have been integrated with a policy 
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1 Food and Drugs Administration. 
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ontology developed in the SUPER project2 on SBPM, which allows us to claim that 
the semantic regulatory framework introduced here can allow modeling regulations 
for semantic business processes. In the following, we first explain our approach more 
in detail in Section 2. Section 3 follows by presenting the case regulations on the basis 
of which our regulatory framework has been designed. Section 4 then gives a short 
overview on the state of the art of research on regulation modeling and Section 5 
finally introduces the current state of work in developing our generic regulation on-
tology. This paper then proceeds in Section 6 to a discussion with an overview of 
related work and Section 7 contains our concluding remarks. 

2   The State of Research in the Legal Domain 

In the field of legal knowledge management and representation the problem of repre-
senting legal knowledge in the form of variety of knowledge bases or ontologies has 
been vastly recognized [3]. As a consequence a number of generally elaborated meth-
ods of ontology engineering have been tested to produce legal ontologies. Some of 
those methods were also the subject to create specific solutions for legal domain em-
bedded tasks of building semantic knowledge repositories. 

Legal ontologies are created to fulfill numerous aims [4] as well as support differ-
ent functions. Those aims and functions delimit the outline and structure of the ontol-
ogy as well as define content and expressivity. Thus, methods used to construct the 
knowledge models are to reflect the needs and intentions of constructors. 

Legal knowledge models are rather specific ones even in the world of semantic 
knowledge modeling. The main reason for that is that legal ontologies must very 
properly reflect the very meaning of legal terms. Legal terms on the other hand are 
exceptionally sensitive to even subtle changes in the way they are used or defined. 
Therefore very subtle nuances and differences have to be handled in the process of 
ontology engineering as their expression has major influence on usefulness of the 
generated models. Going further, legal knowledge should be considered as a domain 
requiring high expertise – the knowledge sources, i.e. texts – constitute highly-
specialized corpuses which constitute an obstacle in ease of processing and as a result 
make the engineering process costly. 

Probably the first influential resume of works in the field of ontology creation with 
legal knowledge is the work of Visser and Bench-Capon [5]. This paper sums up the 
results of works done by – among others - Valente (1995), McCarty (1989), Visser 
(1995), Kralingen (1995, Visser, Kralingen, et al. 1997). This article of 1999 apart 
from presenting the results enumerated works goes even further in formulating a large 
number of accurate remarks and guidelines in proper constructing of legal knowledge 
models. For instance Visser and Bench-Capon citing their earlier works give the list 
of minimal features of any adequate ontology: 

1. Epistemological adequacy (understood as epistemological clarity,  intuitiveness, 
relevance, completeness and discriminative power),  

2. Operationality (encoding bias, coherence, computationability), 
3. Reusability (task-and-method reusability, domain reusability). 

                                                           
2 http://www.ip-super.org 
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Those criteria are built on the earlier deliberations of Gruber (Gruber, 1995). The 
authors of the cited work also elaborate on different types of legal ontologies refer-
encing them to general views on types in ontology engineering in general. 

Another text, which is very relevant for our purposes is [6]. Although the paper is 
less focused on knowledge models methods it is on contrary mainly connected with 
the idea of building frameworks on the basis of legal ontologies. Those framworks are 
designed to make comparison and harmonization of legislation components. The text 
also raises the problem of differences between legal systems and diversified ways of 
expressing norms and regulations. This problem is also present in our findings and 
should be taken into consideration in later stages of this work. 

The cited paper turns the attention of the reader to a number of interesting factors. Like, 
for instance, the enlistment of frames of regulations comparison and harmonization: 

• Policy comparisons, 
• Forecasting and reconstructions, 
• Migrations. 

The authors also pay much attention to the problem of legal concepts similarity. 
The similarity of ontological elements is widely explored in the works connected to 
the field of ontology matching (see for instance [7]). It is however issue that is much 
more difficult to handle within the legal applications as the similarity measures in this 
case should take into account the whole system of norms which the elements is con-
nected with. Finally the authors give a formal introduction to representing systems of 
norms through ontologies. 

The article of Bourcier et al. [8] shed a light on specific techniques and methodol-
ogy of building legal ontologies. The authors begin with the statement, that the design 
of such ontologies raises knowledge management but also jurisprudence issues. They 
then start to present the effects of work of two groups of 25 researchers which aim 
was to produce two types of legal ontologies. 

The group used and shared different resources in the course of the engineering. The 
text stresses also the fact of taking into account the various points of view on law, 
which is essential when doing this type of conceptual work. They consider a 3-
dimensional space for situating this modeling problem. The dimensions should reflect 
three types of settings: 

• Legal point of view, 
• Action point of view, 
• Logical point of view. 

The authors of this text suggest also bearing in mind another 3-dimensional space 
when building legal ontologies. In the other case the axes are connected with the on-
tology goals perspective. This means that knowledge experts should take into account 
the factors of: Lexicographic vs. computational modeling, Coping with various levels 
of details by presenting upper-level concepts opposed to descriptive ontology, More 
or less decision-making approach. 

There is also one more important differentiation in the cited paper. It is the distin-
guishing between legal operational engineering and legal cognitive engineering. 
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The work of [9] deals with the issue of accurate representation of provisions in the 
perspective of sophistication and complexity of legal regulations. The authors turn the 
attention to two excluding – in their opinion – options of modeling legal knowledge: 

• To create sophisticated models capable of representing rules of arbitrary legal 
complexity, 

• To focus on a subset of individual legal rules which are more amenable to simpli-
fied computational representation from a legal theoretical perspective. 

Surden, together with his co-authors claims that certain norms coming from given 
legal systems or branches of regulation tends to be more challenging to represent and 
apply in computable contexts than others [10]. They suggest that is possible to iden-
tify discrete legal rules which are likely to be, from a legal theoretical standpoint, 
amenable to simpler computational representation. The text is also important on ac-
count of introducing the idea of representational complexity – a measure offering 
information on the degree to which legal theoretical issues are likely to complicate the 
task of computationally modeling a given legal rule. They also extend this idea be 
presenting the factors that influence this measure by applying framework which re-
flects the stages of rule life-cycle model. 

Another paper [11] aims to merge three fields, proposing to use artificial intelli-
gence (AI) techniques to support verification of consistency and completeness within 
processes in the legal domain, namely the document flow within prosecution and 
court institutions. The authors propose to build a legal ontology. This ontology should 
describe the type of information in the documents and then be stored in the meta-data 
of those documents. Then fuzzy-matching techniques are suggested for use in order to 
enforce internal consistency. The authors also stress the presented approach as highly 
value-adding. As we will see in the next sections, our work leads us to similar conclu-
sion and conforms the need for, among other aspects, such ontology of legal informa-
tion and legal processes. 

3   Approach to Building a Generic Legal Ontologies 

Below in the Fig.1 . we present the outline for the method we decided to use in order 
to attain our goal, namely to prepare material and develop the generic ontology of 
norms. 

Our study is mainly based on very close and strict observation and lessons learned 
from previous works with the similar character. We analyzed carefully all the pre-
sented methods and related works in the field of legal ontologies building and mainte-
nance as well as selected works connected to specific applications of such knowledge 
models which approached to the employment of our model as planned. The authors 
have also a moderate experience in building this type of models related from earlier 
works and research activities, as for example [12]. 

The proposed method is made up of 7 steps. We assume that the input for our work 
is to prepare a set of selected cases. The cases are analyzed independently and mind 
maps are created upon them. The cases which seem to be mostly diversified are then 
taken to produce their formalized versions. In our case the formalism used was  
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Fig. 1. Method for Building a Generic Ontology of Norms 

WSML3. As a result we developed 3 ontologies which are better described in next 
section. In the process of matching elements selection and final agreement of concepts 
the output is obtained in the form of generic ontology. This preliminary version of the 
resulting ontology is presented in Section 5. 

4   Examples and the Individual Ontologies 

During our study we created 3 individual ontologies. All three ontologies are domain 
specific knowledge models, developed in order to reflect the policy of selected Web 
portals. Such policies are mainly declared in a semi-formal document referred to as 
“terms of use” and “privacy policy”. 

4.1   Amazon.com Shipping and Delivery Case 

Amazon.com is a renowned Fortune 500 company based in Seattle started in 1995. 
The company is the global leader in e-commerce. The dotcom’s growth is driven by 
technological innovations. The company operates worldwide with nearly $15 billion 
in annual sales in 2007, is one of the iconic companies of the Internet era. 

Because of the global character of the enterprise the rules and regulations con-
nected to Shipping & Delivery sphere are of greatest importance to the business. 
Those rules have to be as simple as possible in order not to distract customers yet they 

                                                           
3 Web service modeling language. www.wsmo.org. The ontology language used by the WSMF 

(Web Service Modeling Framework) for semantic web services (SWS). This language is also 
used as an ontology language by the SUPER platform for SBPM. 
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also need to be comprehensive and extensive enough to resolve most of common 
problems on the other hand. 

All the related rules are given on Amazon web site4 and were treated as a main 
knowledge source in the phase of modeling the ontology for the case5. Fig. 2  
represents the graphical view of the ontology. We have defined two classes depicting 
policy Subjects: Clients and Amazon itself. The Provision concept is the central one 
as it integrates most of others by its attributes of types Action, Subject, Condition and 
Modality. The Modality concept is derived from the union of AlethicPolicy and De-
onticPolicy (introducing the modal operators like obligations, allowances, forbid-
dances, etc.). 

The Condition is a general concept which subsets may be used in formulation of 
conditional Provisions. The one example of a Condition is the ProductRestriction 
concept which may be useful in modeling the provision3_WhereDoWeShip as Ama-
zon policy is to ship products anywhere but some types of products cannot be shipped 
to selected InternationalDestinations. 

4.2   MyBlogLog Guidelines Case 

MyBlogLog was started in 2004. Since then the portal which renders services of in-
ternal web site traffic and content categories popularity has become a part of Yahoo. 
The site offers the description in the form of “Yahoo! Terms of Service” and “Do’s 
vs. Dont’s”. 

 

Fig. 2. Amazon case ontology 
 

                                                           
4 http://www.amazon.com/gp/help/customer/display.html?ie=UTF8&nodeId=468520 
5 The ontology is available at: http://www.semiramida.info/ontologies/policies/Amazon.wsml 
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While the business of running this kind of services is immersed in the social  
aspects of the web and managing the communities gathered round the portal is of 
greatest importance, the right and easy-to-understand specifications of norms and 
rules obliged to particular users is the issue of particular attention of owners. As the 
services of MyBlogLog are widely recognized we assume that the kind of defined 
norm could be regarded as reference material6. 

In the process of formalizing the rules we availed ourselves of FAQs guidelines 
comments and terms of service. 

In the ontology we defined among others such concepts as: 

concept MustDo subConceptOf dpo#Obligation 

concept CanDo subConceptOf dpo#Permission 

concept CannotDo subConceptOf dpo#Prohibition 

concept Action 

     takesFurtherAction ofType Action 

The first three are connected to deontic logic per se. Yet, they are defined on the 
basis of concepts taken from another – upper level – ontology. The Action concept 
describes any possible deed made by any policy subject. 

Any Action may be a MonitoredAction meaning that this is a well specified act de-
scribed within a given domain characteristic for an Organization. An Action may also 
be succeeded by further action which is to be taken, so for instance, a User may be 
warned at first and then banned from the community if necessary. 

relation User_Can_Do_Action( impliesType User,  impliesType UserAction) 

relation User_Cannot_Do_Action( impliesType User,  impliesType UserAction) 

relation User_Can_Upload_Photo( impliesType User,  impliesType Action) subRelationOf 
User_Can_Do_Action 

relationInstance Mauri_Can_Send_Message User_Can_Do_Action (Mauri, SendMessage) 

relationInstance Piotr_Can_Join_Community User_Can_Do_Action(Piotr, JoinSurfers) 

The relation excerpts reveal definitions of three relations responsible for descrip-
tions of expected or forbidden operations done by users. Those relations are then 
instantiated. 

Finally we also define a number of axioms: 

axiom DontTagMemberWithURL definedBy 

!- ?x memberOf User and ?y memberOf TagUser and ?y[hasTagFormat ofType URLTag] and 
?y[hasTaggingEntity hasValue ?x]. 

The DontTagMemberWithURL axiom states that this is illegal to put an URL as a 
tag when tagging users as this is recognized as an inappropriate behavior and is sanc-
tioned with tags removal or further actions as well. 

                                                           
6 The ontology is available at: http://www.semiramida.info/ontologies/policies/ 

MyBlogLog.wsml 
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4.3   TechTarget Case 

TechTarget is an enterprise that specializes in publishing integrated media that enable 
IT marketers to reach targeted communities of IT professionals and executives in all 
phases of the technology decision-making and purchase process. The business won 
many awards for its innovation and leadership in introducing new technologies for the 
industry. The important information is that the company host services for more than 
1100 prosperous customers with such names as Microsoft, SAP, HP, etc. 

The fact of possessing the portfolio of this kind of clients, which are large and 
leading companies in their markets is crucial for the strict observing their privacy 
policy with setting the most rigorous rules and standards in this field7. 

In the Fig. 3 the TechTarget case ontology is shown. The creation of this ontology 
was the most challenging form the presented three cases as the policy corpus is compli-
cated in nature and contains a lot of technical jargon. This led us to the conclusion that 
modeling these specific policies involves the modeling of domain information, which 
may be of relevance only to the interpretation of the modeled regulation and the proc-
esses making use of or depending on it. We separated all these informational aspects 
from the concepts relevant for regulation enforcement in a spate ontology module. 

A lot of the policy volume is dedicated to information, information typology and 
related sites or services. This feature of the policy is reflected in the construction of 
our ontology. 

 

Fig. 3. TechTarget case ontology 
 

                                                           
7 The ontology is available at: http://www.semiramida.info/ontologies/policies/ 

TechTarget.wsml 
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5   A Proposal of a Generic Normative Ontology of Policies for 
Description of Business Processes Compliance 

Fig. 1 represents a simplified preliminary version of the outcome of the procedure of 
ontology generation as given in Section 3. We assume that the version is preliminary 
as we would like to extend our studies taking into account a number of related aspects 
as indicated in the Section 6 as well a greater number of varied regulation cases. 

The result generic ontology of policy norms is characterized with the list of  
features as presented below: 

• It only covers User Agreements between corporations providing services and hu-
man or legal users. In the current state of work, these are: privacy policies and 
terms of use. 

• It uses a bottom-up approach, using several iterations for building up a generic core 
ontology for representing legal knowledge. Where each iteration consists of the 
processing of a given regulation case according to the approach explained in Fig. 1. 
This approach makes no assumption about the size or complexity of each modeled 
regulation case. 

• It is policy and rule centered, which means that the concepts of policy and rule 
have been introduced in the ontology although not (always) explicitly mentioned in 
the modeled regulations. The reason for this is that a background motivation for 
this work is the integrated modeling of legal aspects of information systems and 
business processes. Another fact is that an assumption made by this work (based on 
previous work in [1, 2]) is that policies and business rules can be used for model-
ing, checking and enforcing actionable and logical aspects of regulations.  

• Shows the necessity for a policy and rule infrastructure ontology for implementa-
tion of regulation. The concept of policy for modeling decision-making and of rule 
for action taking fits well with the structure of the modeled cases, as is shown by 
Fig. 4. 

Fig. 4 basically places the concept of agreement at the center of modeled regula-
tions. An agreement is made between several subjects. Three types of subjects have 
been mentioned by regulations: client, user, thirds party, this of course additionally to 
the policy owner who defines the regulation. A separate role and organizational on-
tology such as are built in the context of the SUPER project can be used for further 
refinement of this aspect [13].  

A policy is one kind of an agreement implementation and has a modality which can 
be deontic (prohibition, permission, obligation). A policy also specifies a condition 
which is itself modeled using determiners (Time, place, context, etc…). determiners 
are very vaguely defined in the regulation cases we processed and we estimate that 
relying on a common upper-level ontology for concepts such as time and place would 
be very helpful in making the modeling of regulations more generic and enhance 
interoperability among the latter. A policy is enacted upon an object, which can be 
any kind of resource, product or information. A policy has usually a further descrip-
tion destined to define more or less precisely how the decision made by the policy can  
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Fig. 4. Reference Generic Regulation Ontology (draft view) 

be automated or computed. However, this is not always the case. An example of such 
rules is given by the MyBlogLog guidelines ontology in Section 4.2. 

The coverage of user agreement means that it is hardly possible to model other 
types of policies which regulate for instance relations between collaborators or third 
corporate parties. 

6   Discussion, Related and Future Work 

There are scarcely works in the legal informatics8 connected directly to the topic of 
validation frameworks confronting information systems on the one hand and legal 
regulations on the other. Regardless of this gap we present here few achievements 
which should be recognized as relevant for future research. 

We recognize that the challenge that has most common to do with the compliance 
control is the normative conflicts resolutions, i.e. approaches adopted in order to re-
solve conflicts between norms and rules. In [14] authors discuss normative conflicts, 
their explication and typology, and relate them to the conceptualization of legal 
knowledge and methods for representing it. Another interesting approach is the dif-
ferentiation between normative knowledge (legal norms) and world knowledge (ab-
stract description of the world). 

Another interesting approach is presented in [15], where the author makes a general-
ized notion of consistency of norms. Furthermore the contribution is based on a formal 
model using Rule Logic presented in the text. [16] shows a complete method of legal 
reasoning with norms derived in the common law environments. The presented  
approach is useful when facing competing arguments. Those arguments can be  

                                                           
8 In BPM discipline this problem is much better addressed. For extended descriptions of related 

works see [1]. 
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harmonized by contextualization with the comprehensive logic theories. The mentioned 
work can be very productive and influential in further developing of our approach 

7   Conclusion 

This work discussed and motivated the necessity of providing a generic framework 
for modeling regulations. We also proposed a bottom-up approach for creating such a 
framework, and presented the initial ontology resulting from the modeling of three 
use case regulations in the domain of privacy and term of contract agreements. The 
goal here is to provide automation by relying on technologies from research on 
SBPM, in particular the results of the SUPER project on semantic policy modeling. 
Using this semantic regulation framework, users in communities such as SBPM but 
also responsible websites can check the validity as well as enforce regulations on the 
ecosystems governed by the latter. 

References 

1. El-Kharbili, M., Pulvermüller, E.: A Semantic Framework for Compliance Management in 
Business Process Management (2009) 

2. Kharbili, M.E., Stein, S., Markovic, I., Pulvermüller, E.: Towards Policy-Powered Seman-
tic Enterprise Compliance Management – Discussion Paper. In: CEUR Workshop Pro-
ceedings, pp. 16–21 (2008) 

3. Despres, S., Szulman, S.: Construction of a Legal Ontology from a European Community 
Legislative Text, pp. 79–88. IOS Press, Amsterdam (2004) 

4. Gangemi, A.: Design patterns for legal ontology construction,  
  http://ftp.informatik.rwth-aachen.de/Publications/ 
 CEUR-WS/Vol-321/paper4.pdf 

5. Visser, P.R.S., Bench-Capon, T.J.M.: Ontologies in the Design of Legal Knowledge Sys-
tems (1999), https://eprints.kfupm.edu.sa/55792/1/55792.pdf 

6. Boer, A., van Engers, T., Winkels, R.: Using ontologies for comparing and harmonizing 
legislation, pp. 60–69. ACM, New York (2003) 

7. Nagy, M., Vargas-Vera, M., Stolarski, P., Motta, E.: DSSim results for OAEI 2008. In: 
Proceedings of the 3rd International Workshop on Ontology Matching (OM 2008), 
Karlsruhe, Germany, October 26. CEUR WS, vol. 431 (2008) 

8. Bourcier, D., de Rosnay, M.D., Legrand, J.: Methodological perspectives for legal ontolo-
gies building: an interdisciplinary experience, pp. 240–241. ACM, New York (2005) 

9. Surden, H., Genesereth, M., Logu, B.: Research abstracts 2: Representational complexity 
in law, pp. 193–194. ACM, New York (2007) 

10. Kowalski, R., Sergot, M.: Computer Representation of the Law. In: Proceedings of IJCAI 
1985, pp. 1269–1270 (1985) 

11. Warnier, M., Brazier, F., Apistola, M., Oskamp, A.: Towards automatic identification of 
completeness and consistency in digital dossiers, pp. 177–181. ACM, New York (2007) 

12. Tomaszewski, T., Stolarski, P.: Legal Framework for eCommerce Tax Analysis. In: Cama-
rinha-Matos, L.M., Picard, W. (eds.) Pervasive Collaborative Networks, IFIP TC 5 WG 
5.5 Ninth Working Conference on Virtual Enterprises, Poznan, Poland. Springer, Heidel-
berg (2008) 



 Building-Up a Reference Generic Regulation Ontology: A Bottom-Up Approach 279 

13. Filipowska, A., Kaczmarek, M., Starzecka, M., Stolarski, P., Walczak, A.: Semantic En-
terprise Description for the Needs of Business Process Automation SemBPM. In: 
COMPSAC 2008, pp. 987–992 (2008) 

14. Elhag, A.A.O., Breuker, J.A., Brouwer, B.W.: On the Formal Analysis of Normative Con-
flicts. In: van den Herik, H., et al. (eds.) JURIX 1999: The Twelfth Annual Conference, 
GNI, pp. 35–46 (1999) 

15. Hage, J.: Rule consistency. In: van den Herik, H., et al. (eds.) JURIX 1999: The Twelfth 
Annual Conference, GNI (1999) 

16. Bench-Capon, T., Giovann, S.: Using values and theories to resolve disagreement in law. 
In: JURIX 2000: The 13th Annual Conference, GNI (2000) 

 



W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 280–291, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Legal Aspects of Functioning of the Social Network Sites 

Sylwia Nawrot 

Member of Polish Bar Association in Poznań, ul. Marii Konopnickiej 15, 60 – 771 Poznań 
syl.nawrot@gmail.com 

Abstract. The goal of this paper is to present the legal aspects of functioning of 
the social network sites. The analysis will be accomplished on the basis of pre-
cepts of Polish and European Union law. Firstly, the main legal issues of func-
tioning of the social network sites will be pointed out. Secondly, the special  
attention to the protection of the personal data issue in functioning of the social 
network sites will be paid. The theoretical reflections are enriched with case 
studies from the legal practice of the social network sites. 

1   Introduction 

The advent and the widespread usage of the Internet, and in particular the Web, have 
affected almost all of the domains of human existence. The global network has 
brought a new dimension to the notion of the information society and has determined 
its development. From a sociological point of view, the Internet / the Web has 
changed and has defined new standards of communication, interpersonal relations and 
working of the human societies as a whole. 

Nowadays, one of the main forms of the activity in the Web are the social net-
work sites (SNSs). The concept of communication has changed and the SNSs have 
become a useful tool in this new context of global communication. The SNS can 
be understood as a web-based service which users construct their own public or 
semi-public profiles where their personal data and other information related to 
them are released. The SNSs usually provide a variety of tools (like i.e. instant 
massages, electronic mailing, photo/video-sharing, blogging etc.) to facilitate its 
users to interact with each other, to exchange information and to collaborate. The 
SNSs can be targeted on around a specific social group (i.e. school class, profes-
sionals of a certain kind, etc.) or on the exchange of a particular information (i.e. 
certain interests like music, photography, etc.) [1].  Although these networks vary 
widely in terms of subject matter, the basic concept remain the same: to provide a 
channel through which its users can communicate. At the moment, the examples of 
the most popular SNSs in Europe and in United States are Facebook, MySpace or 
LinkedIn, and in Poland, Nasza klasa, Grono.net or Fotka.pl. 

The importance of the SNSs is best illustrated with the numbers. The last statistics 
from March, 2008 show that the SNSs are used by 272 million people worldwide 
which constitute 58% of all users of the Internet and which constitute 21% growth in 
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comparison with the state from February, 20071. Facebook informs about 175 mil-
lions of the active users on its site, MySpace about 75 millions, LinkedIn about 35 
millions and Nasza klasa about 11 millions2. 

The SNSs are increasingly attracting the attention of the academic and the industry 
researchers. The phenomenon of the SNSs is in particular the important object of 
interest to the sociologists in the context of its influence on the shape and on the way 
of working of the contemporary society. The sociologists, in their research on the 
SNSs, bring up in particular the issues concerning the identity of the users of the 
SNSs, their privacy or their social capital. 

However, the SNSs are not only the object of research for the sociologists. The 
characteristic way of functioning of the SNSs is an interesting field of research for 
law sciences as well. 

2   Principal Legal Aspects of Functioning of SNSs 

From a legal point of view, there are in particular the following important aspects of 
functioning of the SNSs: protection of the personality rights, protection of the intel-
lectual property rights and protection of the personal data. 

2.1   Protection of Personality Rights 

Definition and legal regulation 
According to the standpoint presented in the legal doctrine and in the judicial deci-
sions, the catalog of the personality rights does not have a closed character. The dif-
ferent lists of the personality rights it is possible to find in the different legal acts are 
not exhaustive or completed [2]. From the point of view of functioning of the SNSs, 
the most important personality rights are: honor and dignity3, bodily inviolability 
and sexual integrity, name or pseudonym, image and correspondence secret. 

In the Polish law system the protection of the personality rights is regulated in par-
ticular in the basic act in the Polish legal acts hierarchy – the Constitution of the Re-
public of Poland dated on April 6, 1997. The Polish Constitution refers to the inherent 
and inalienable dignity of the person as the principal rule of the human and citizen 
constitutional rights system. This dignity constitute a source of freedoms and rights of 
persons and citizens and is inviolable. Moreover, the Constitution directly provides 
the right to legal protection of the private and family life, of the honor and of the good 
reputation, the right to make decisions about the personal life and the freedom and 
privacy of communication as well (articles 30, 47 and 49) [6]. 

Among other Polish regulations on the protection of the personality rights the most 
important are the norms of the Polish Civil Code according to which personality 
rights such as the health, freedom, honor and dignity, freedom of conscience, name or 

                                                           
1 Power to the people social media, Wave 3, Universal McCann, March 2008, http:// 

www.universalmccann.com/.  
2 Facebook: http://www.facebook.com, MySpace: http://www.myspace.com, LinkedIn: http:// 

www.linkedin.com, Nasza klasa: http://nasza-klasa.pl.  
3 Polish Supreme Court sentence dated on October 8, 1987, number II CR 269/87, published in 

OSN 1989/4/66. 
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pseudonym, image, correspondence secret, inviolability of the house, science, artistic 
or inventive creation, are protected according to the civil law (...)4. 

Independently of the above indicated regulations, the separate legal basis for the 
image and correspondence secret protection contains the Polish Law on Intellectual 
Property and the Related Rights Act, dated on February 4, 19945. According to this 
act, the distribution of the image or of the correspondence generally needs the au-
thorization of the person they belong to. 

The protection of the personality rights rules are provided also in the acts of inter-
national law which have been ratified by Poland and are applied together with the 
internal law. These are the following acts: 

− the Universal Declaration of Human Rights adopted by the United Nations General 
Assembly, dated on December 10, 19486, 

− the International Covenant on Civil and Political Rights adopted by the United 
Nations General Assembly, dates on December 16, 19667, 

− the Convention for the Protection of Human Rights and Fundamental Freedoms, 
adopted under the auspices of the Council of Europe in 1950 in Rome8. 

The similar regulation contains the Charter of Fundamental Rights of the European 
Union as well9. The document was supposed to enter into force upon the signature of 
all member countries by January 1, 2009. Due to the lack of ratification of the Treaty 
of Lisbon (and the Charter as one of its parts) by all the member countries of the EU, 
the Charter does not have the legal force at the moment. Nevertheless this is of little 
legal consequence, as the law systems of all UE countries are generally similar to 
each other in respect of the protection of the personality rights. Firstly, because most 
of the member countries is part of the international acts as above stated. Secondly, the 
similar regulations are consequence of the law tradition and European heritage in 
general common to every member country. 

The analysis of the above listed legal acts indicate that the terminology used by the 
legislators as well as the form of  formulating the norms are different in different acts. 
Regardless of that, all of these acts have one common denominator: in all of these acts 
it is guaranteed to every person the exclusive right to decide about the fact and 
the form of use of the personality rights belonging to this person. The rule is that 
no third person should use in any way the personality rights belonging to the 
other person [3].  There are two principal exceptions to this rule: 

 
                                                           
4 Art. 23 Polish Civil Code dated on April 23, 1964, Dz. U. 64/16/93 dated on May 18, 1964 

with amendments. 
5 Polish Law on Intellectual Property Rights and the Related Rights Act dated on February 4, 

1994, Dz. U. 06/90/631 with amendments: „Art. 81.1. The distribution of the image needs the 
authorization of the person presented.” and “Art. 82. If the person  the correspondence is 
addressed to, has not expressed other will, the distribution of the correspondence, in twenty 
years counting from the death of that person, needs the authorization of his/her spouse, and 
in case of lack of the spouse, the authorization of his/her children, parents or siblings. 

6 Art. 12 UN Universal Declaration of Human Rights. 
7 Art. 17 UN International Covenant on Civil and Political Rights. 
8 Art. 8 Convention for the Protection of Human Rights and Fundamental Freedoms. 
9 Art. 7 Charter of Fundamental Rights of the European Union. 
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− the consent of the person the personality rights belong to, 
− the special law regulations i.e. the norm according to which it is allowed to publish 

the name and the image of the persons convicted to certain kind of crimes. 
It is important to underline that the consent of the person the personality rights belong 
to should be clear and detailed, it means it should indicate what personality right and 
what kind of use it refers to. 

In case of infringement of the personality rights, the injured party can sue the other 
party and claim as follows: the desistance of the illegal actions, the clearance of the 
consequences of the illegal actions, making the statement in the proper form and con-
tent (so called public apology, in most cases in the newspaper or other public and 
popular means of communication), the compensation, the indemnity or the transfer of 
the money to the charity10. Moreover, according to the international law the injured 
party may file the complaint to the European Court of Justice with the possibility of 
demanding the compensation11. On the other hand the guarantee to the protection of 
the personality rights are the penal norms – the Polish Penal Code sanctions the 
crimes as libel or insult12 which can be prosecuted by public prosecutor. 
 
SNSs Practice 
The SNSs, due to the kind and the quantity of the sensitive personal data distributed 
on these sites give a particular possibility to its users to take actions that may be quali-
fied as infringement of the personality rights. The important fact in this context is that 
there is no real verification of the veracity of the data used and published on the SNSs 
by its users as well as there are usually no moderation systems of the data, the infor-
mation or the context released on the SNSs by its users. It is important to underline 
also that the key circumstance in such cases will be the widespread of the SNSs. The 
SNSs function as the society but in the virtual Web world. The data, the information 
or the photo released on the SNSs have to be generally considered as announced pub-
licly. There are different situations of the infringement of the personality rights in the 
practice of the SNSs. The most common examples are the following: 

 

Case 1: 
The person A using the SNSs tools (like i.e. instant massages, electronic mailing, blog-
ging etc.) places false, offensive or insulting commentaries related to the person B or 
comments photos or other information found on the profile of the person B already 
placed there, such us: “B is a stupid, fat pig” or “B is thief, he has being stealing for years 
from the company he works for by carrying out products during the night shift”, etc. 

 

Case 2: 
The person A places in his / her own profile on SNS a data, an information and in par-
ticular a photo without the permission of the person B who these data, information or 
photo are related to (even if they are true). This may occur by placing the photos present-
ing exclusively the person B and by placing the group photos where the person B appears 
between other people as well. This may occur in particular by placing the photos showing 
especially embarrassing or shameful situations for the person B or the situations in which 

                                                           
10 Art. 24 Polish Civil Code. 
11 Art. 19 Convention for the Protection of Human Rights and Fundamental Freedoms. 
12 Art. 212 and following of the Polish Penal Code dated on June 6, 1997, Dz. U. 97/88/553 

dated on September 2, 1997 with amendments.  
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due to the kind of professional or personal life the person B leads at the moment he or she 
wouldn’t like to be seen in (i.e. during a party, in sexual situations, etc.). 
 

Case 3: 
The person A constructs a profile using data such as the name, surname or image of 
the person B without his / her permission and places a false information about the 
person B on this profile posing as the person B. 

Such the actions like above presented in the cases 1-3 not always but in certain 
situations can be qualified as the infringements of honor and dignity of the person B, 
his / her name or pseudonym or his / her image. 

There is usually a procedure provided in the rules or regulations of every SNS to 
be used in the situations like the above stated. According to these procedures, gener-
ally as a result of the claim of the injured person and once investigated the case, the 
SNSs block or remove the illegal content or the profiles constructed illegally. Some-
times there is also a possibility to block or to remove the profile of the user acting 
illegally13. Independently o that there is also a possibility of starting the penal investi-
gation or the civil proceedings as presented above. 

2.2   Protection of the Intellectual Property Rights 

Definition and Legal Regulation 
The protection of the intellectual property rights and the related rights is stipulated in 
the international law acts as follows: 

− World Intellectual Property Organization Copyright Treaty signed in Geneva on 
December 20, 199614, 

− World Intellectual Property Organization Copyright Related Rights Treaty signed 
in Geneva on December 20, 199615. 

                                                           
13 Facebook: www.facebook.com , Nasza klasa: www.nasza-klasa.pl. 
14 World Intellectual Property Organization Copyright Treaty signed in Geneva on 20th of 

December, 1996, Dz. U. 05/3/12 dated on January 7, 2005. „Art. 6 Authors of literary and 
artistic works shall enjoy the exclusive right of authorizing the making available to the pub-
lic of the original and copies of their works through sale or other transfer of ownership”, 
„Art. 7 Authors (…)shall enjoy the exclusive right of authorizing commercial rental to the 
public of the originals or copies of their works” and „Art. 8 (...) authors of literary and ar-
tistic works shall enjoy the exclusive right of authorizing any communication to the public of 
their works, by wire or wireless means, including the making available to the public of their 
works in such a way that members of the public may access these works from a place and at 
a time individually chosen by them.” 

15 World Intellectual Property Organization Copyright Related Rights Treaty signed in Geneva 
on 20th of December, 1996, Dz. U. 04/41/375 dated on January 7, 2005: “Art. 5. Independ-
ently of a performer's economic rights, and even after the transfer of those rights, the per-
former shall, as regards his live aural performances or performances fixed in phonograms, 
have the right to claim to be identified as the performer of his performances, except where 
omission is dictated by the manner of the use of the performance, and to object to any distor-
tion, mutilation or other modification of his performances that would be prejudicial to his 
reputation.” and „Art. 6. Performers shall enjoy the exclusive right of authorizing, as re-
gards their performances: (i) the broadcasting and communication to the public of their un-
fixed performances except where the performance is already a broadcast performance; and  
(ii) the fixation of their unfixed performances.” 
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The similar protection of the intellectual property rights and the related rights pro-
vide also the law of the European Union – Directive no 2001/29/WE of the European 
Parliament and the Council dated on May 22, 2001 on the harmonization of certain 
aspects of copyright and related rights in the information society16. 

The principal Polish regulation in this field is the Law on Intellectual Property 
Rights and the Related Rights dated on February 4, 199417. 

According to the above indicated legal acts, the intellectual property rights are 
the rights of the author to the work he created [13]. 

According to the law, the work is every manifestation of the creative activity of 
a person having elements of originality, regardless of the form, the way of express-
ing, the purpose or the value of the work. The works are in particular: photos, musical 
pieces, films, computer programs, literal pieces, etc. The work is also the artistic in-
terpretation of the other work (so called related rights to the intellectual property 
rights). 

There are two principal kinds of the intellectual property rights which are pro-
tected by law: 
− personal rights: in particular the right to mark the work by the name or pseudonym 

of the author,  the right to inviolability of the content and the form of the work and 
its reliable using, the right of deciding on the first making public the work to the 
audience and the right of supervision of the way of using the work; 

− material rights: the rights to use and to dispose of the work (i.e. rent, sell, etc.)18. 
In other words, it is in general exclusively up to the author if he or she wants to 
make public the work, and if so when and how he or she wants to do it. More-
over, in the case of making public the work, it is to the author of the work who gener-
ally all the remuneration related to such actions belongs. 

In case of infringement of the intellectual property rights, the injured party may sue 
the other party and claim as follows: the desistance of the illegal actions, the giving 
back the financial profits earned due to the illegal actions, the clearance of the conse-
quences of the illegal actions, making the statement in the proper form and content 
(public apology), the compensation, the indemnity or the transfer of the money to the 
charity. Independently of the above stated, the legislator has regulated the penal re-
sponsibility as well, with the pecuniary penalty, penalty of restricted liberty or custo-
dial sentence [12]. 

 

SNSs Practice 
The protection of the intellectual property rights is a very important problem of func-
tioning of the whole Web, not only the SNSs. Nevertheless there are a few aspects of 
the SNSs that intensify more general debate about the intellectual property rights. 
These are in particular: lowered barriers to publication on SNSs and the co-existence 
within the same environment of amateur, semiprofessional and professional users [1]. 
There are usually no verification or moderation systems both of the users of the SNSs 
                                                           
16 Directive no 2001/29/WE of the European Parliament and the Council dated on May 22, 

2001 on the harmonization of certain aspects of copyright and related rights in the informa-
tion society, Dz. U. UE L dated on June 22, 2001. 

17 Polish Law on Intellectual Property Rights and the Related Rights dated on February 4, 1994. 
18

  According to the Polish Law on Intellectual Property Rights and the Related Rights Act dated 
on February 4, 1994. 
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and of the contents released on SNSs by these users. This is why the environment to 
infringement the rules of the intellectual property rights is very favorable in the SNSs. 
There are different situations of the infringement of the intellectual property rights or 
related rights in the practice of the SNSs. The examples may be the following: 

 

Case 4: 
The person A publishes on his / her own profile a work which intellectual property 
rights do not belong to him / her but to the person B while marking or not at the same 
time this work using the person B name or pseudonym. 

 

Case 5: 
The person A publishes on his / her own profile a work which intellectual property 
rights do not belong to him / her but to the person B and earn money on making avail-
able this work to the third persons. 

All such the actions like above presented in the cases 4-5 not always but in certain 
situations can be qualified as an infringement of the intellectual property rights or the 
related rights. 

There is usually a procedure provided in the rules and regulations of every SNSs to 
be used in the situations like the above stated. According to these procedures gener-
ally as a result of the claim of the injured person and once investigated the case, the 
SNSs block or remove the illegal content. Sometimes there is also a possibility to 
block or to remove the profile of the user acting illegally19. Independently on that 
there is also a criminal responsibility for such actions or the possibility to start the 
civil proceedings as stated above. 

On the other hand, there is another aspect of the intellectual property rights to the 
works published by a user in the SNSs (i.e. photos, texts, commentaries, music and all 
other information shared by its users). The entities running the SNSs are vitally inter-
ested in acquire intellectual property rights to such works in the widest way possible. 
On one hand, they need it to fully administer the SNSs, advertise it, publish informa-
tion of the site, etc. On the other hand, they could possibly take financial advantage of 
all of this works and information by making it public, selling, renting, etc. 

 

Case 6: 
Facebook has recently changed its terms of service. The old and new terms of service 
both stated that users give Facebook a license to use content "on or in connection with 
the Facebook service or the promotion thereof.” The new agreement, however, elimi-
nated language saying the license would "automatically expire" if users deleted ac-
counts or removed information. There rose the question if Facebook could exploit the 
site information to profit. Due to the reaction of its users Facebook has changed again 
its terms of service to the older version20. 

There are always reservations in the terms of use of the SNSs which regulates the 
issue of intellectual property rights to the contents published on the SNSs by its users.  
 
                                                           
19 Facebook: www.facebook.com , Nasza klasa: www.nasza-klasa.pl. 
20 Illinois State University, Daily Vidette: 
     http://media.www.dailyvidette.com/media/storage/paper420/news/2009/02/18/Editorials/ 
     Facebook.Terms.Change.Sparks.Debate-3634686.shtml  
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From the legal point of view such provisions of terms of use of SNSs may be contro-
versial as well especially having into consideration the legally required form and 
content of such clauses and its validity which is related to it. 

3   Protection of the Personal Data 

Definition and Legal Regulation 
The regulation on the personal data arises as the continuation and the development of 
the regulation on the personality rights. In many legal systems the personal data is 
considered as one of the personality rights or a special form of right to privacy [2]. 
That is why the fundamental regulations on the personality rights such as the Univer-
sal Declaration of Human Rights adopted by the United Nations General Assembly, 
dated on December 10, 194821 or the Convention for the Protection of Human Rights 
and Fundamental Freedoms, adopted under the auspices of the Council of Europe in 
1950 in Rome22 will be applied to the personal data as well. Moreover, the rules for 
protection of the personal data are provided in the following international and UE 
legal acts: 

 

− Resolution 45(95): Guidelines for the regulation of computerized personal data 
files adopted by the United Nations General Assembly, dated on December 14, 
1990, 

− Recommendation of the Council of Organization for Economic Cooperation and 
Development (OECD) concerning guidelines governing the protection of privacy 
and transborder flows of personal data, dated on September 23, 1980, 

− Convention of the Council of Europe for the Protection of Individuals with regard 
to Automatic Processing of Personal Data, dated on January 28, 1981 [7], 

− Directive 95/46/EC of the European Parliament and of the Council on the protec-
tion of individuals with regard to the processing of personal data and on the free 
movement of such data dated on October 24, 1995, 

− Directive 2002/58/EC of the European Parliament and of the Council concerning 
the processing of personal data and the protection of privacy in the electronic 
communications sector (Directive on privacy and electronic communications), 
dated on July 12, 2002 [8]. 
 

The principal Polish regulation on the protection of the personal data consists on 
the following regulations: 

 
 

− Art. 51 of the Constitution of the Republic of Poland [6], 
− The Personal Data Protection Act dated on August 29, 1997. 

 

Besides there are also other legal acts concerning the protection of the personal data 
heading towards specific sector like telecommunications, electronic commerce, etc. 

Having into considerations all of the above indicated regulations, the personal data 
may be defined as any information relating to an identified or identifiable natural 
person, when an identifiable person is one who can be identified, directly or  

                                                           
21 Art. 12 UN Universal Declaration of Human Rights. 
22 Art. 8 Convention for the Protection of Human Rights and Fundamental Freedoms. 
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indirectly, in particular by reference to an identification number or to one or more factors 
specific to his physical, physiological, mental, economic, cultural or social identity23. 

From the legal point of view, the definition of the personal data creates some con-
troversies. Generally it is accepted that not only a few pieces of information together 
but also just one may constitute the personal data on the condition that is sufficient to 
identify a person. The Polish law indicates additionally that the information is not 
sufficient to identify a person if too many costs, time or actions would be needed to 
identify such a person24. More recently, the Data Protection Working Party as an 
independent advisory body set up under Art. 29 of Directive 95/46/EC, released de-
tails guidelines how to interpret the definition of the personal data25. Under these 
guidelines, any information (subjective or objective) where the content, purpose or 
result can be used to determine the identity of a natural person (by anybody other than 
the person concerned) should be considered as personal data [9]. 

Therefore as personal data may be considered the following data types: user/group 
identity if associated to a natural person’s name, device identity that is assigned to a 
natural person via a contract (i.e. SIM), communication information (i.e. IP address, 
session details), cryptological belongings (i.e. keys generated by server), billing data 
(i.e. credit card details) [4]. It is worth to underline that the address IP is generally 
considered a personal data according to European and Polish legal regulations26 (with 
exception of the address IP of the public computer i.e. in the internet cafes). Also the 
address e-mail may be in many cases considered a personal data having into consid-
eration that in most cases its construction is based on the name and surname of  the 
user. The personal data will be also by all means: name, surname, telephone number 
and address, especially if combined together27. 

The protection of the personal data means the obligations of the entities process-
ing the personal data on the one hand, and the guarantees for the persons whose 
data are processed on the other hand [10]. 

The obligations of the entities processing the personal data consists on: collecting 
and processing the personal data only in specific and legal goal and only for a period 
of time necessary to achieve this goal when the personal data should be deleted or 
anonymized, protecting the personal data against the illegal access and use of third 
persons, securing the secret of the processed personal data [5]. 

The principal guarantee for the persons whose data are processed is the fact that 
excluding the situations literally stipulated in law, the personal data may be collected 
and processed only with the clear consent of the person the personal data concern. 
The other guarantees include in particular: the right to the access to the personal data 
and the information on it and its form of processing, the right to the modification of 

                                                           
23 Art. 2 a) of the Directive 95/46/EC of the European Parliament and the Council on the pro-

tection of individuals with regard to the processing of personal data and on the free move-
ment of such data. Art.  6 of the Polish Law on Intellectual Property Rights and the Related 
Rights dated on February 4, 1994, Dz. U. 06/90/631 with amendments. 

24 Art 6 of the Personal Data Protection Act dated on August 29, 1997 with amendments. 
25 Art.29 Data Protection Working Party. 
26 Opinion 4/2007 of the Data Protection Working Party created by European Parliament and the 

European Commission. Similarly: Polish General Inspector on Protection of Personal Data. 
27

 Sentence of the European Court of Justice, C-101/2001 dated on November 6, 2003 
(Lindqvist), § 24. 
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the personal data, the right to the withdrawal of the authorization to process the per-
sonal data and the right to the opposition against the processing the personal data [5]. 

In case of infringement of the protection of personal data rights, the injured party 
can claim his or her rights before administration authority especially created to protect 
the personal data rights – General Inspector on Protection of Personal Data demand-
ing ceasing the illegal operations or applying the operations necessary to process the 
personal data legally. The injured party may also fight for his or her rights on the base 
of personality rights if applicable [11]. 

 

SNSs Practice 
The regulations on the protection of the personal data have an especially important 
role in the case of the SNSs. Firstly, because the personal data provided by the major-
ity of the users of SNSs is real. The aim and the idea of existing of the SNSs which is 
equal to find and to communicate with other people, makes it necessary to provide the 
real personal data. Secondly, because of the coverage of the SNSs which administer at 
moment with the personal data of millions of people (in this level the SNSs can 
probably be compared only with the entities providing telecommunication services). 

The issues concerning the functioning of the SNSs are numerous and very different: 
starting from the technical problems to assure the proper protection of the personal data 
and ending with the problems of providing the users with the possibility of realization of 
all of the rights they are guaranteed by law. The latest issues concerning the protection 
of the personal data in practice of SNSs include the indexation of the personal data of 
the SNSs users and the time of anonymization of the processed personal data. 

 

Case 7: 
Person A has a profile on one of the SNSs where he / she release the personal data, 
including information and photos. The profile of the person A (like the other profiles of 
the users of this SNS) is free to be indexed by the search engines like Google or Yahoo. 
As a result anyone using the search engines like Google or Yahoo will receive the in-
formation of the person A, including its personal data, other information or photos. 

From a legal point of view, such operations may be in some situations question-
able. The European and Polish administration organ assumed recently that such op-
erations are generally legal on the condition that the authorization of processing the 
personal data of the person whose personal data will be indexed include clearly such 
operations of indexing28. It is worth to say that the SNSs situated in United States 
have been allowing indexing by search engines for a few years now29. 

 

Case 8: 
Person A create a profile on one of the SNSs using false personal data and uses the 
created profile to spread the pedophile photos on the SNS. Then the person A re-
moves the profile and all of the data and photos it contains claiming the deleting or 
anonymization of his or her personal data. The question is if the entity running the 
SNS should satisfy such request regardless of anything and immediately or should 
retain the personal data of the person A for the needs of i.e. prosecution of the crime 
or claims of the injured persons. 
                                                           
28 Opinion 1/2008 of the Data Protection Working Party created by European Parliament and 

the European Commission. 
29

 SearchViews: http://www.searchviews.com/index.php/archives/2007/09/facebook-opens-to-
search-indexing.php.  
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From a legal point of view, on the one hand there is an obligation of the entity run-
ning the SNSs to delete the personal data on the claim of the person whose this data 
belong to. On the other hand, there is a risk of losing the personal data of a person 
who has committed a crime with probably no other possibilities to localize this per-
son. There is no legal regulation in relation to this issue by now. Nevertheless, a simi-
lar act has been adopted in relation to the sector of telecommunications where it is 
generally allowed to retain the personal data in particular in such cases for a period of 
not less than 6 months and not more than 2 years30. There are voices to regulate these 
issues in regard to the SNSs and the whole Web. 

4   Conclusions 

As described above, there are a few serious legal aspects that are important in the 
functioning of the SNSs. From a legal point of view, the new phenomenon of the 
SNSs has become a new mean which has changed the way of understanding the issues 
of protection of the personality rights, protection of the intellectual rights and protec-
tion of the personal data. 

Independently the above stated, it is necessary to underline that the SNSs, similarly 
to the whole Web, have become the mean used to commit the so called common 
crimes. Due to the amount and kind of information introduced in the SNSs by its 
users, the SNSs are especially important and dangerous mean used by the criminalists 
in i.e. such a crimes as the crimes against sexual integrity, including pedophilia and 
the crimes against material goods. 

 

Case 9: 
The person A using the profile created on the SNSs release the photos containing the 
pornographic contents or pedophile contents. 

Such actions are qualified as the common crimes and are prosecuted. There have 
been many examples of such crimes registered by the SNSs, like Facebook31 which 
informs about hundreds of profiles deleted due to this problem32 or Nasza klasa33. 

There is one more thing to make clear in respect to the analyzed issues related to 
the protection of the personality rights, the protection of the intellectual rights and the 
protection of the personal data on SNSs. The entities running SNSs as the electronic 
service providers as far as they do not moderate the contents released by its users on 
the site, they are generally not responsible for the eventual infringements of the third 
persons rights34. The entities running the SNSs are exclusively responsible for the 
fulfilling the obligations on protecting the personal data of its users. 

                                                           
30 Directive 2006/24/EC of the European Parliament and of the Council on the retention of data 

generated or processed in connection with the provision of publicly available electronic com-
munications services or of public communications networks and amending Directive 
2002/58/EC dated on March 15, 2006. 

31 Time U.S.: http://www.time.com/time/nation/article/0,8599,1877276,00.html.  
32 Facebook: http://www.facebook.com.  
33 Nasza klasa: http://nasza-klasa.pl.  
34 Art. 12 o the Polish Providing Electronic Services Act dated on September 9, 2002: “The per-

son who transmits the data is not responsible for the transmitted contents if: 1) this person is 
not the initiator of the transmission, 2) this person does not choose the recipient of the trans-
mission and 3) this person does not delete or moderate the contents he or she transmits.” 
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Abstract. This paper reports the experiment conducted for the development and
assessment of a new software tool allowing the automatic discovery of correla-
tions in large legislative frameworks.

The system, named NavigaNorme, has been mainly designed to support ex-
perts of the Legal domain involved in the simplification of the Italian normative
framework for all levels of the Public Administration. In fact, the most relevant
functionality in NavigaNorme is the identification, given a paragraph in a selected
norm, of those paragraphs (in the same norm and in other norms) that should be
considered in trying to reduce the number of norms being in force or in drafting
a new law.

NavigaNorme relies on a search engine that combines classical Information
retrieval techniques with some ad-hoc strategies introduced to increase the preci-
sion of the retrieval by exploiting implicit information extracted from the logical
structure of Legal and normative texts.

The effectiveness of NavigaNorme has been mainly measured in terms of pre-
cision, through an assessment procedure that involved experts of the Legal do-
main.

Keywords: Normative texts analysis, Information retrieval, Evaluation of search
engines.

1 Introduction

Currently, activities related to law and legal issues involve a huge group of profession-
als, and amount to a multi-billion overall value. People involved in such activities have
to deal with a challenging amount of text, information and knowledge, contained in
thousands of documents. Especially in continental Civil Law countries the system of
the laws is particularly complex: the Italian system of laws, in particular, is composed
by more than one hundred thousand different norms.

Thousands of civil servants and legal professionals need every day to access and
analyse the existing norms, also in order to propose updates and changes. For all them,
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dealing with information and knowledge is an essential part of their daily work. They
are “knowledge workers” and vulnerable to suffering from information overload. Legal
professionals and civil servants need to reduce the significant amount of their time spent
to finding, reading, analysing and synthesizing information in order to take decisions,
and prepare advice and trials.

Currently, in Italy there is a particular interest in the simplification and rationalization
(e.g. merging and updating) of this huge amounts of norms. Information technology is
expected to be essential in supporting professionals in the legal domain to afford both
the challenge of large simplification and the daily management of a corpus of norms.

CNIPA is the Italian National Center for Informatics in Public Administration, de-
voted, among others, to supporting the Italian Administration in using ICT in an effec-
tive way. As a consequence, the introduction of ICT tools which provide support for the
access and possible reorganization a collections of norms is of immediate interest for
CNIPA itself.

In this paper, we describe a software to support legal professionals in exploring a
complex corpus of norms through the automatic detection of relations between different
paragraphs of norms and the navigation of “paths” among them.

The developed tool is named NavigaNorme. In this paper we present the main tech-
nical characteristics of the tool and, in a detailed way, the results of the experimentation
of the system on a selection of 120 norms dealing with a specific sub-domain. The ex-
perimentation relies both on a statistical evaluation of the quality of the results and on
the subjective evaluation given by the users in terms of effectiveness and precision.

The paper is organized as follows: Section 2 presents some related work. Section 3
contains an brief description of the documents collection used during the experimen-
tation; Section 4 describes the main functionalities of NavigaNorme and focuses on
the original aspect of this application. Section 5 presents some implementation details.
Section 6 reports the results of the experimentation activity aimed to assess the ef-
fectiveness of NavigaNorme application. Finally, and Section 7 draws conclusion and
describe some future activities.

2 Related Work

NavigaNorme has been mainly designed for experts of the Legal domain involved in the
simplification of normative frameworks. Nowadays experts are supported by searching
systems forged when users used to query databases by means of Boolean logic. For
this reason search platforms for the Legal domain mainly offer just Boolean search
functionalities. It means that, given a set of keywords related by Boolean logic operators
(e.g. AND, OR, NOT), these systems return exactly all laws satisfying the specified
Boolean expression.

In Italy, Leggi d’Italia [13] is the most large database of Italian laws: it offers more
than 68.000 laws; DeJure [14] offers the widest collection about national, regional,
and community legislation, including international instruments ratified, and practice.
Norme In Rete (NiR) [2] is a public project jointly sponsored by CNIPA and the Italian
Ministry of Justice: NiR is a search engine allowing the access to information published
on Web sites of the Italian public administrations. All these systems mainly offer search
strategies based on the Boolean model [10].
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To the best of our knowledge also all most relevant on-line legal search services
for lawyers and legal professionals in the United States (e.g. WestLaw [15], Lexis-
Nexis [16], Quicklaw [17]) offer search strategies based on the Boolean model.

With respect to the above mentioned search services, NavigaNorme allows experts of
the Legal domain to identify correlations between paragraphs of normative texts. This
is a very innovative functionality not yet provided by existing search services.

An interesting and widely studied approach to the problem of searching and ex-
tracting the information needed by the used from a wide set of documents is the one
based on semantic search engines, where resources (documents, section, etc.) are se-
mantically annotated with respect to a given domain-dependant suitably rich data model
(an ontology): this is expected to provide higher precision and recall to search
operations.

Since the development of semantic search engines in the Legal domain is based on
the definition of ontologies modelling such domain, many research papers presents on-
tology models [18]. Anyway, once an ontology has been chosen, all documents of the
collection have to be semantically annotated: this is a very time consuming operation,
requiring a significant human support. Furthermore, to the best of our knowledge there
are not semantic search engines really used in the Legal domain.

On the contrast NavigaNorme is built on a statistical search engine. As a consequence
the system is highly scalable, since adding a large number of laws and normative texts
to the current collection requires a negligible effort. We believe that the efficacy of
NavigaNorme proves that nowadays systems based on statistical search engines can fill
up the temporal gap until semantic search engines will be adopted.

3 Corpus Description

In our work we focus our interest on a document collection consisting of 120 Italian
normative texts, simply norms in the following, regulating the ICT domain. These doc-
uments are structured in XML format in accordance with the specifications issued from
CNIPA as a deliverable of the Nome in Rete project [1,2]. Each document also contains
a large number of meta-data and tagged information, such as kind of rule, history of
modifications, etc. More precisely, we consider only those tags describing the structure
of the document and tags identifying references across norms. For the sake of simplicity
we limit our attention only to the information most likely useful to increase the quality
of the retrieval: below, we provide a simple fragment of an XML (simplified) document,
as used during our test.

<?xml version="1.0" encoding="ISO-8859-15">
<document>
<fileinfo>
<hashcode>211</hashcode>
<intestazione xmlns="http://www.normeinrete.it/nir/2.2/">
<tipoDoc>LEGGE </tipoDoc>
<dataDoc norm="19900807">7 agosto 1990</dataDoc>, n.
<numDoc>241</numDoc>
<titoloDoc>Nuove norme in materia di procedimento
amministrativo e di diritto di accesso ai documenti
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amministrativi.
</titoloDoc>
</intestazione>
</fileinfo>
<doc>
<docid>211-212</docid>
<comma xmlns="http://www.normeinrete.it/nir/2.2/" id="art1-com1">
<num>1.</num>
<corpo> L’attivita’ amministrativa persegue i fini determinati
dalla legge ed e’ retta da criteri di economicita’, di efficacia,
di pubblicia’ e di trasparenza secondo le modalita’ previste
dalla presente legge e dalle altre disposizioni che disciplinano
singoli procedimenti, nonche’ dai principi dell’ordinamento
comunitario.
</corpo>
</comma>
</doc>
...
</document>

Each norm is hierarchically structured in sections, paragraphs, and optionally in
sub-paragraphs.

Since a paragraph can reference another norm or a part of it, we can classify refer-
ences as follows:

1. paragraph to sub-paragraph reference;
2. paragraph to paragraph reference;
3. paragraph to section reference;
4. paragraph to normative text reference;

Every reference can point to an element belonging to the same norm (in-norm-
reference) or to a different one (cross-norm-reference). References can also point to
elements belonging to norms in the collection or to norms outside of it. This last clas-
sification can also be considered as a metric to evaluate the completeness of the corpus
itself.

Given the above mentioned definitions, our collection contains 8368 paragraphs and
4608 references (roughly 60% of them pointing to norms outside the collection).

Table 1 and Table 2 report the results of the analysis conducted on in-norm and
cross-norm references, respectively.

Table 1. In-norm-reference analysis

Reference type
Paragraph to sub-paragraph 69 6%
Paragraph to paragraph 668 60%
Paragraph to section 383 34%
Total 1120
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Table 2. Cross-norm-reference analysis

Cross-Reference
paragraph-sub-paragraph 140 4%
paragraph-paragraph 889 25%
paragraph-section 1083 31%
paragraph-law 1376 39%
Total 3488

It is worth to underline that these data are derived starting from information ex-
tracted by parsing the XML documents. During the analysis of the corpus, we no-
ticed some imprecisions at the annotation level: more precisely, some (logical) ref-
erences occurring in the text of the norm are not explicitly declared through some
XML reference. As a consequence, these data represent a lower-bound for the actual
references.

4 Functionality

NavigaNorme is a platform allowing specialists of the Legal domain to identify corre-
lations between paragraphs of normative texts. More precisely, starting from an input
paragraph selected by the user, NavigaNorme returns a list of related paragraphs sorted
by score: the greater the score value the stronger the expected correlation between cor-
responding related paragraph and the one provided as input.

Given an input paragraph, NavigaNorme can assign scores to related paragraphs on
the basis of the following strategies:

– text similarity - the score of a paragraph is evaluated on the basis of the text simi-
larity between its content and the content of the input paragraph;

– in-references - the score of a paragraph is evaluated on the basis of the presence, in
the input paragraph, of references to it;

– out-references - the score of a paragraph is evaluated on the basis of the presence,
within its content, of references to the input paragraph.

These strategies can be easily set by users on the basis of their information needs.
In fact users can enable, disable, or tune a strategy just setting an associated weight.
Strategies can also be used in combination.

By default only the text similarity strategy is turned-on. In this case the final score is
assigned by the search engine used by NavigaNorme (see Section 5 for more details).

The weight of the other two strategies affects the final score according to the follow-
ing rules:

– if a related paragraph contains a reference to the input paragraph, its final score
is computed adding the in-reference weight (specified by the user) to the score
automatically assigned by the underlying search engine on the basis of the text
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similarity. Notice that negative values of in-reference weight penalize affected para-
graphs in the final ranking.

– if the input paragraph contains a reference to a related paragraph, the final score
of the latter is computed adding the out-reference weight (specified by the user) to
the score automatically assigned by the underlying search engine on the basis of
the text similarity. Again negative values of out-reference weight penalize affected
paragraphs in the final ranking.

The NavigaNorme prototype is mainly characterized by two original working
principles.

– The degree of statistical similarity among paragraphs is computed by mean of the
DPH [3] retrieval model. Such a model, belonging to the family of probabilistic
models for information retrieval based on measuring the divergence from random-
ness [4], is parameter free. This implies that the model has good performance inde-
pendently of the collection properties, e.g. average length of documents. On other
hands, parameter dependent retrieval models can also have better performances,
but they need a proper tuning of their parameters, whcih can result in a difficult
task. With respect to our work, the choice of DPH as retrieval model is particularly
favourable because, in absence of a benchmark, it is not possible to deal with the
tuning issue. Furthermore we expect that, when a benchmark shall be available, all
results presented in this paper could be boosted adopting (and properly tuning) a
parameter dependent retrieval model.

– Another original working principle of NavigaNorme regards its exploitation of
the information provided by references across paragraphs in order to improve the
retrieval effectiveness. Strategies like this one are widely used in the Informa-
tion retrieval community: PageRank [5] and HITS [6] are probably the most well-
known algorithms of this family, widely applied in the framework of web search.
Nevertheless, at the best of our knowledge, nobody has yet tried to apply this kind
of strategies to a normative corpus.
Because of this, starting from the taxonomy of references defined in Section 3, we
define the paragraphs network (a direct graph) as follows:
1. Each node of the network represents a single paragraph.
2. If a paragraph X contains a reference to a paragraphY , then there exists a direct

arc from the node representing X to the one representing Y . Graphically:

X Y

3. if a paragraph X contains a reference to a section Z composed by n paragraphs,
Y1, ...,Yn, then there exist n direct arcs from the node representing X to the
nodes representing Y1, ...,Yn. Graphically:
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X

Y

Y

1

n

Section Z

4. Duplicated references are not considered.
The network of paragraphs built applying the above mentioned rules contains 8368
nodes, 3526 arcs and 5658 (71%) disconnected nodes.

5 Implementation Details

NavigaNorme is built on the Terrier framework [7]. Terrier is an open-source search
engine readily deployable on large-scale collections of documents. Furthermore, Ter-
rier implements state-of-the-art indexing and retrieval functionalities and provides a
platform for the rapid development of large-scale retrieval applications.

From the Information retrieval point of view, all paragraphs are indexed as different
document-unit. Furthermore, since NavigaNorme has to retrieve correlations between
paragraphs, the full text of the input paragraph is submitted to the Terrier as input query
on the system in order to retrieve a list of related paragraphs.

During the indexing processing we use the Snowball stemmer [8] for the Italian
language and we do not apply any stop-words list. As already mentioned, given an
input paragraph, the final score assigned by the default strategy of NavigaNorme to
each correlated paragraph is equal to the score returned by Terrier.

The in-reference and out-reference strategies are developed as post-processing oper-
ations; more precisely, the score, originally computed by Terrier, is modified according
to the weights assigned by the user to that strategies.

NavigaNorme is developed in Java and is released as a 3-tiers Web application. The
presentation layer is implemented using dynamic web pages (JSP), whereas the persis-
tence layer is encapsulated by the Terrier API. The network of references is stored in a
graph data structure managed by means of the Java Universal Network/Graph Frame-
work (JUNG) library [9].

6 Experiments

The main goals of our experimentation were:

1. to establish a range for weights of in-reference and out-reference strategies;
2. to evaluate of the effectiveness of NavigaNorme.

In order to establish a range for weights of in-reference and out-reference strategies,
we have run a first session of tests, with the aim to verify how these strategies affect
the default answer set. More precisely, we defined a procedure to measure differences
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in the answer set deriving from a change of the weight associated to the strategy under
testing. Both in-reference and out-reference strategies cause variations in the answer set
with weights less than 100. Because of this, we establish that their weights should be
real values in the interval [0...100], where 0 represents the turniing-off of the strategy .

Regarding the evaluation of the effectiveness of NavigaNorme, we noticed that the
concept of efficacy should be expressed in terms of how helpful for the legal professional
is the set of relations computed by our system. Such an evaluation is usually based on
a test reference collection and on an evaluation measure. The test reference collection
consists of a corpus of documents, a set of information requests, and a set of relevant
documents (provided by specialists) for each information request. The evaluation mea-
sure quantifies (for each information request) the similarity between the answer set and
the set of relevant documents provided by the specialists. This provides an estimation
of the quality of the strategy implemented by the system under evaluation [10].

Therefore, given the collection introduced in Section 3, in order to measure the ef-
fectiveness of NavigaNorme we need:

– a statistically significant number of paragraphs to test NavigaNorme. In fact, since
the system effectiveness is known to vary widely across paragraphs, the greater the
number of paragraphs used in the experiment the more confident we can be in our
conclusions [11]. Since the evaluation process is also a time consuming activity,
we selected 20 paragraphs to evaluate the system effectiveness. The list of selected
paragraphs is reported in Appendix (Table 5).

– a team of specialists of the Legal domain. For this reason we involved in the assess-
ment process three master degree students, each one having a degree in law, and
the head of the Office for Legislative Studies of CNIPA.

NavigaNorme has been evaluated on the basis of two different configurations:
– Configuration 1:

• Out-references Strategy: 0.0
• In-references Strategy: 1.0

– Configuration 2:
• Out-references Strategy: 100.0
• In-references Strategy: 50.0

The first configuration, with all strategies turned off, represents our baseline. It is
necessary to measure the gain, in terms of effectiveness, obtained adopting the second
configuration in which both in and out-references strategies are turned on.

For each paragraph in Table 5 assessors evaluated the first 40 results of the answer
set computed by NavigaNorme.

Regarding the evaluation measurement, precision and recall are the two most basic
and frequent measures for effectiveness of systems such as NavigaNorme [12].

In this paper we define precision (P) as the ratio between the number of correlations
retrieved by the system that are judged valid by the majority of the assessors (relevant
correlations), and the total number of correlations retrieved by NavigaNorme (retrieved
correlations), that is

P =
|{relevantC}∩{retrievedC}|

|{retrievedC}|
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P can be computed considering different levels of depth. More precisely, P@K denotes
the precision computed considering the K most highly scored correlations retrieved .

During the assessment we did not consider the second metric mentioned above, i.e.
recall. In fact the recall measure differs from precision by considering, at the denomi-
nator, the total number of correlations in the collection instead of the total number of
correlations retrieved. Consequently, the recall values can be computed only by having
the exact number of correlations in the collection (or, more realistically, an estimation
of it) for each paragraph in Table 5. Obviously, these numbers are unknown and we
have no elements to estimate them.

Table 3 reports the average precision values evaluated for Configuration 1 and 2 at
different levels of depth (i.e. K = 5, K = 10, K = 20, K = 40).

Table 3. Average precision values for baseline (i.e. Configuration n.1) and Configuration n.2.
The third column highlights the percentage of improvement obtained using Configuration 2 with
respect to the baseline.

Precision Baseline Conf.2 Improvement

P@5 0.89 0.91 +20%
P@10 0.77 0.81 +17%
P@20 0.66 0.68 +6%
P@40 0.55 0.56 +2%

Table 4. Precision values for configuration 2

ID P@5 P@10 P@20 P@30 P@40

01 1 0.90 0.85 0.83 0.78
02 1 1 0.85 0.70 0.55
03 1 0.70 0.55 0.37 0.35
04 0.40 0.30 0.20 0.20 0.18
05 0.80 0.50 0.30 0.20 0.15
06 1 0.70 0.35 0.27 0.20
07 1 0.80 0.65 0.47 0.40
08 1 1 0.75 0.73 0.65
09 0.80 0.60 0.45 0.37 0.33
10 1 0.90 0.75 0.70 0.65
11 1 0.90 0.80 0.78 0.75
12 1 0.93 0.90 0.90 0.81
13 0.60 0.60 0.45 0.37 0.30
14 1 0.60 0.40 0.30 0.25
15 1 1 0.85 0.83 0.83
16 0.80 0.80 0.63 0.60 0.58
17 1 1 1 0.90 0.80
18 1 0.90 0.90 0.88 0.87
19 1 1 1 0.93 0.90
20 1 1 1 0.90 0.80
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Table4 provides the precision values of the answer set computed using confi-
guration 2.

It is worth to notice that, with respect to configuration 1, 439 out of the 800 para-
graphs retrieved have been judged relevant.

The assessment procedure shows that:

1. An information retrieval approach can be useful to discover relationships among
paragraphs. In fact the retrieval performance obtained by the baseline have been
considered outstanding by specialists of the Legal domain;

2. Strategies exploiting in and out-references across paragraphs can improve the ef-
fectiveness of the statistical retrieval.

7 Conclusions

The subjective evaluation of the system, conducted with four domain experts, reveals that
NavigaNorme has a precision of more than 55% when computed on the first 40 relations
detected for each topic, and of more than 90% when derived for the first 5 relations. This
performance has been judged as “very satisfying” by all the experts involved in the re-
search. The ad hoc strategy implemented by the tool has been demonstrated to improve the
performance with respect to the baseline. This is particularly encouraging, especially in
consideration of the fact thatweareconsideringrelationsamongspecificparagraphsof the
norms, and not between whole norms. This has been considered by the experts as a “killer”
feature, since it allows to immediately find the specific sections of interest in a law.

The implementation of the system has been reasonably quick (whilst the subjective
evaluation required a significant human effort). The key points for the success of the
project can be summarised as follows:

– the adoption of information retrieval techniques, which significantly reduce the ef-
forts with respect to other widely applied approaches like the semantic one;

– the availability of fine grained structured XML documents reduced development
time and made it easier to implement a strategy based on paragraph to paragraph
relations;

– the participation of domain experts to the project greatly contributed to design the
features of the tool with the purpose of meeting the real expectations of final users.

Let us remind that NavigaNorme is a sort of modular framework that allows the ex-
perimentation and the evaluation of new search strategies with as less effort as possible.
Currently, we are implementing both an ad hoc strategy based on the knowledge of rel-
evant dictionaries of terms, and a more sophisticated strategy based on the semantic
annotation of the relations between paragraphs.

NavigaNorme was also developed to assist the jurist during the drafting phase of a
new law. In fact it is possible to submit the new law to the system to foresee the possible
relations with other laws.
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APPENDIX

Table 5. List of paragraphs used to measure the effectiveness of NavigaNorme. These para-
graphs have been selected from two legislative measures of particular interest for CNIPA (i.e
L.n. 241/1990 and d.lgs.n.82 7/3/2005).

ID Legislative measures reference
01 L.n. 241/1990, art. 3-bis, comma 1
02 L.n. 241/1990, art. 4, comma 1
03 L.n. 241/1990, art. 5, comma 1
04 L.n. 241/1990, art. 7, comma 1
05 L.n. 241/1990, art. 8, comma 3
06 L.n. 241/1990, art. 9, comma 1
07 L.n. 241/1990, art. 10, comma 1
08 L.n. 241/1990, art. 14, comma 5
09 L.n. 241/1990, art. 21-bis, comma 1
10 L.n. 241/1990, art. 25, comma 1
11 d.lgs.n.82 7/3/2005, art. 2, comma 1
12 d.lgs.n.82 7/3/2005, art. 7, comma 1
13 d.lgs.n.82 7/3/2005, art. 12, comma 1-bis
14 d.lgs.n.82 7/3/2005, art. 13, comma 1
15 d.lgs.n.82 7/3/2005, art. 15, comma 2
16 d.lgs.n.82 7/3/2005, art. 41, comma 3
17 d.lgs.n.82 7/3/2005, art. 42, comma 1
18 d.lgs.n.82 7/3/2005, art. 52, comma 1
19 d.lgs.n.82 7/3/2005, art. 54, comma 1
20 d.lgs.n.82 7/3/2005, art. 65, comma 1
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Abstract. The authors of this study attempted to develop an advisory tool func-
tioning in the scope of the Agricultural Tax Act. The focus of the authors in this 
study was on presenting the outcome of the efforts connected with building the 
ontology which would allow for representing individual cases, and dealing with 
cases not expressly regulated by law. This study will also outline the structure 
and concept of the system in question. 

Keywords: Legal Expert System. 

1   Introduction 

Legal interpretation is extremely difficult to automate. Years of hard work aimed to 
create efficient systems supporting legal interpretation have hardly brought this do-
main out of research laboratories into the common legal practice. The reasons why 
this proves so difficult are varied, including a great deal of commonsense coming at 
play, lack of precision and ambiguity of legal provisions, necessity to take the context 
of a given situation and the aim of the legislator into account, choice of the line of 
interpretation, and the like.  

The authors of this study attempted to develop an advisory tool functioning in the 
scope of the Agricultural Tax Act [11]. The choice of this Act was inspired by its 
specificity. The authors’ primary emphasis was on the legal act being as deterministic 
as possible, as it would allow for considerably restricting the interpretation leeway 
which in the case of other legal acts is very wide. Another reason behind this choice 
stemmed from the fact that fiscal law calls for grammatical interpretation. Legal acts 
of this kind significantly facilitate the development of advisory systems, reducing, 
though not fully eliminating, the impact of interpretation difficulties.     

The authors seek to create a tool which would provide the agricultural tax payers 
and officers with comprehensive advice in the scope of their rights and obligations. 
The Agricultural Tax Act governs such issues as tax calculation, tax rates, classifica-
tion of taxpayers and farm land under various taxation classes, tax breaks and reliefs, 
payment conditions, land class changes, and the like. As the system is entirely based 
on the Polish statutory law, the Agricultural Tax Act, along with other statutory provi-
sions of a more detailed nature serves as the only source of knowledge. So far, there 
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has been no need to refer to any other legal acts although general legal expertise has 
often proven imperative to properly construe individual provisions.    

Agriculture in Poland is not only one of these sectors of economy where the num-
ber of employees is still relatively high, but it is also very fragmented (with plenty of 
relatively small agricultural farms). Therefore, the number of agricultural tax payers is 
huge. As intended by the authors, the advisory tool, providing legal information on 
the rights and obligations of the agricultural tax payers, will come in handy not only 
for the taxpayers but also for the officers dealing with agricultural matters. It can 
facilitate and speed up the law interpreting process, cutting down the number of 
frauds. The focus of the authors in this study was on presenting the outcome of the 
efforts connected with building the ontology which would allow for representing 
individual cases, and dealing with cases not expressly regulated by law. This study 
will also outline the structure and concept of the system in question. 

2   Drawbacks of Classic Expert System 

At the outset of their studies, the authors focused on the possibilities offered by a 
classic expert system. Despite all the drawbacks discussed in detail by several authors 
([3],[4] and others), such systems seemed tailored to expressing the provisions of 
statutory law (which was also pointed out by some authors [7]). Unfortunately, when 
put into practice, the classic expert system reveals a range of drawbacks, hindering, if 
not blocking, its practical application.  

In the first place, it should be noted that the knowledge base is constructed for a 
certain purpose, i.e. the applicability of a specific group of rules, corresponding to a 
group of legal provisions, is limited to a set of inferences defined in advance. Hence, 
the provision flexibility is entirely lost, and so is the possibility of it being applied to 
interpret various cases and to solve various problems. 

Cases representation poses another challenge to the classic expert system. In “real” 
legal practice, the analysed cases often differ, both in terms of cardinal matters and in 
minor nuances. A professional lawyer is able to fully comprehend and correctly inter-
pret a given case, taking into consideration its specificity. In contrast, the classic ex-
pert system, where both interpretation and its outcomes are strictly defined in ad-
vance, makes it virtually impossible to reflect such specificity.  

The inability to interpret cases not expressly regulated by law constitutes another 
disadvantage of the classic expert system. To compare, lawyers have a wide array of 
measures at hand to deal with such cases. Considering the expert system features 
discussed and the specificity of the legal act, the authors decided to develop a system 
which would comprise the quality of the classic system, leaving aside at least part of 
its drawbacks. 

3   System Structure 

Rules are the major carrier of legal expertise in the system developed by the authors. 
However, unlike in the classic expert systems, they are “incorporated” into certain 
elements of ontology, which allows for a case to be described. The ontology thus 
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forms an interpretation “background”. Particular instances of the ontology elements, 
i.e. input and output elements (conditions and conclusions) of the rules, make it pos-
sible to describe specific cases, and to introduce certain semantic aspect into the static 
knowledge (describing the reality). Apart from the classic legal rules, regulating 
changes to the legal status (e.g. deontic features), the system also contains more gen-
eral rules which govern cases not expressly defined in the letter of law.   

To implement the system, the JAVA language and the JBOOS Rules engine were 
used, and the ontology was implemented as the structure of interfaces and classes. 
The real-life situations were expressed as instances of individual classes. Part of the 
procedural knowledge (e.g. the mechanisms used for calculating conversion hectares) 
was defined in the class-specific methods. Finally, legal rules, including the rules 
governing cases not expressly defined in law, were expressed as the JBOSS Rules 
engine. The choice of such implementation tools was inspired by the full compatibil-
ity of the JBOSS Rules engine with the JAVA language, as well as by the flexibility 
offered by these tools in representing this specific kind of knowledge. 

4   Ontology 

Any problem encountered by lawyers is highly specific, and this specificity must be 
properly accounted for to become interpretable in the context of the existing legal 
regulations. Several authors have made attempts to create more or less complex on-
tologies to represent legal acts [1],[2],[8],[12]. In consequence, the authors suggest 
the use of ontology for expressing the legal aspect of cases analysed. Further details 
concerning ontology can be found in [13]. It was implemented within the system as a 
structure comprising interfaces and classes, where an instant case is expressed 
through individual class instances. For example, if Mr. X is the owner of land in vil-
lage Y, the description comprises the following class instances:  
 

• Location (“place”) 
• Land (“land”), class have attribute: Location. Value of the attribute:”place” 
• Village (“village Y”) class have collection of attributes: Location. Value of the one  

of them:”place” 
• Natural Person (“Mr. X”) 
• Ownership (“owns”). Attribute Owner, value:”Mr. X”, attribute property: “land” 
 

Naturally, each class consists of several attributes, some of which allow for making 
connections between individual instances. For example, “Location”  is one of the 
attributes of the Land class instance, and the Location class instance serves as its 
value.  

5   Interpretation of Cases Not Expressly Regulated 

The legal theory and practice has given rise to a wide array of methods to deal with 
cases not expressly regulated by law, some of which were used by the authors. Im-
plementation of one of the basic deontic rules, stating that any actions obligatory are 
also permitted, received top priority. In general, deontic logic is connected with the 
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rules of instrumental obligation, and prohibition, and permission. Of these three, the 
rule of instrumental permission was the only one to be considered relatively unques-
tionable, and thus was implemented. The authors further considered the possibility to 
apply the a'contrario interpretation method. The subject of deontic logic is widely 
discussed i.a. in [6],[9], instrumental reasoning and a’contrario is mentioned in [5][6].   

5.1   Principle of Instrumental Permission 

The principles of instrumental obligation, prohibition, and permission are among 
clearly defined legal mechanisms employed to deal with legal cases which are not 
expressly regulated in the law. As required by the theory of law, all these principles 
should be reasonably applied, especially within the penal and tax laws where obliga-
tions must be defined expressis verbis. 

Of the three principles, the principle of instrumental permission is the least ques-
tionable, and it is the one to receive our primary attention. 
The principle of instrumental permission assumes that the law abiding entity bound 
by norm X permitting a certain situation, may consider norm Y as binding, provided 
that it permits a certain act which constitutes a causal necessity for X [6]. 

Let us assume that there is a certain norm which permits X, and that there is an ac-
tion which constitutes a causal necessity to satisfy this norm. The law does not ex-
pressly state whether this action, serving as the causal necessity to satisfy norm X, is 
permitted. However, by applying the principle of instrumental permission, we may 
reinterpret the norm as a new norm Y which permits this action as the causal necessity 
to satisfy X. Since we have no detailed information on this action, as well as on the 
conditions it should meet, it is difficult to infer what kind of action it might actually 
be. This would require, first of all, a good knowledge of norm X, and its connections 
to other norms, as well as the common-sense understanding of the cause-and-effect 
connections between individual actions and actual situations. Such knowledge and 
reasoning still remain a challenge in terms of their implementation in a computer 
system. Therefore, for the sake of this study, the scope of the principle under analysis 
will be slightly narrowed down.  

Some of the permission norms take the form of a rule. This form allows us to as-
sume that such conditions may be treated as necessary, in terms of causality, to en-
force the permission. In light of the above, we may define the principle permitting a 
certain action A, on condition that there is an permission rule which hinges upon the 
occurrence of action A. This will narrow down the principle of instrumental permis-
sion but, at the same time, serve as a relatively simple means for extending the scope 
of functioning of the legal expert system, opening way for interpretation of some of 
the cases not expressly regulated. 

5.2   Example 

Since we apply an existential quantifier in relation to the rule defined above (rule of 
instrumental permission), this rule is clearly based on the second order logic, which 
slightly hinders its implementation. Example of rule of instrumental permission ex-
pressed in JBOSS Rules style is presented below (this rule permits first condition  in 
“two-condition” rules):  
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rule "rule of instrumental permission-condition1" 
 when           
 cnd1 : Action(forbidden == true);  
 cnd2 : Action();    
 rule: RulePermitting(condition1.class == 
cnd1.class && condition2.class == cnd1.class &&  
condition1.performer == condition2.performer);  
 then        
 cnd1.setPermitted();    
 update(cnd1);     
 end 

5.3   A'contrario Interpretation  

A’contrario interpretation assumes that if a certain norm prohibits action X, then 
action Y, being contrary to action X, is permitted [6]. The very specification of the 
area for comparison (in what sense action X is contradictory to Y) does not pose a 
huge problem, and such comparison is usually unambiguous. However, in some ex-
ceptional situations certain difficulties of various types may pop up – for instance, 
more than one action is contradictory to X. Implementation of a’contrario interpreta-
tion calls for the reference being made to the contradictory actions, while describing 
the actions within the ontology, in order to ensure that the system will be able to 
properly match which actions contradict with each other. This also permits the possi-
bility not to define the contradictions for any dubious cases. 

6   Conclusions 

The authors of this study have attempted to develop an advisory tool functioning in 
the scope of the Agricultural Tax Act. The principal goal of this is to provide auto-
matic legal advice. Implementation of certain mechanisms which allow for advising 
on cases not expressly regulated in law is what makes this project exceptional. The 
system comprises two levels of representation of legal knowledge: the level of ontol-
ogy and the level of rules. The ontology developed by the authors to allow for repre-
senting specific cases serves as the basic representation level, making it possible to 
describe the strictly legal concepts, as well as the commonsense-based concepts. 

Elements of ontology serve as the conditions and conclusions of the rules which 
form the dynamic part of legal knowledge stored in the system. Apart from the rules 
which directly reflect the provisions of the legal act, the system also comprises a 
range of rules of a more general nature. The latter mirror the principles of legal  
interpretation, including the basic rules of deontic logic, and the rule of instrumental 
permission. 

The elements implemented so far include the ontology and part of the deontic legal 
principles. The system is well capable of providing correct answers to the cases which 
clearly fall within the scope of the knowledge already implemented, as well as to 
certain questions not expressly defined in the provisions.  

Future works will focus on implementing further provisions and on developing the 
module supporting interpretation of cases not expressly regulated in law. The authors 
envision introducing a distinction between various rules, based i.a. on the results of 
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studies [7][8], and are also going to focus on the more formal representation of legal 
knowledge (on base of [5],[9]). This distinction would aim to expand and to crystalise 
the possibilities related to interpreting some of the cases not expressly regulated by 
law.    
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Abstract. A central step in the automatic processing of court decisions
is the identification of the various content zones, i.e., breaking up the
document into functionally independent areas. We assembled a corpus
of German court decisions and argue that this genre belongs to the class
of semi-structured text documents. Currently, we are implementing zone
identification by means of a set of recognition rules, following up on our
earlier experiences with a different genre (film reviews).

Keywords: court decisions, content zones, document parsing.

1 Introduction

Court decisions are legal documents with a high potential for later retrieval:
Many interested parties can benefit from consulting, for instance, older decisions
on cases similar to the ones they are involved in. It is, however, difficult to
find relevant decisions merely by means of a full-text search, since “similar”
cases are rarely characterized by the usage of “identical” words. Accordingly,
smart retrieval methods could greatly enhance the accessibility of decisions. One
prerequisite, which we are addressing in this paper, is the task of breaking up the
court decision into its content zones: Identify all relevant portions of information
such as the names of plaintiff, defendant, and the court; the date and official
number of the decision; the description of facts of the case; the decision and its
justification, legal principles and definitions applied, etc. Once this breakup of
the overall document is known, it becomes possible to index the decisions with
this structured information.

In Section 2, we first provide a characterisation of German court decisions
and briefly review earlier work on automatically processing decisions; then we
describe the corpus we constructed for our research. Section 3 argues that these
court decisions are instances of semi-structured text documents, and describes
our ongoing work on automatically identifying the content zones (which builds
on our earlier research involving the same method but a different genre: film
reviews). Finally, Section 4 summarizes the paper and describes our plans for
future work with the decision corpus.
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2 German Court Decisions

Since decisions are regularly published on the websites of German courts, it is
not difficult to get an overall impression of the structure and regularities in the
genre. Restricting ourselves to private law, in our initial informal survey we no-
ticed that the texts have very similar overall structure yet differ in certain details,
in particular in the order of information given in the caption, and in wordings
used to mark specific portions. The regular presence of these “portions”, how-
ever, lead us to postulate their role as content zones: pieces of information that
are constitutive for the genre, show up at the same (or a small number of differ-
ent) places in the texts, and can be identified either on the grounds of certain
keywords or other formal characteristics, or based on their relative position to
other content zones. We will show our proposal for an inventory of zones in the
next section.

2.1 Earlier Work on Automatic Processing

Early work on identifying portions of legal cases (for purposes of summarization
and retrieval) includes the SALOMON project [5]. The authors employed a ‘text
grammar’ to identify the structure of criminal cases in Dutch on the basis of
text cues. The parser yielded good results in terms of precision and recall but
performed only a partial analysis, i.e., portions of the document were skipped
over. In contrast, our goal is to realize a complete analysis of the documents
with a hierarchical scheme of content zones.

A more recent related study is that of [3], which deals with summarising
judgements rendered by the UK House of Lords. The goals were to grant access to
judgements to non-experts, and to enable further information retrieval methods.
The authors assembled a corpus of 188 Judgements taken from the Website of
the UK House of Lords, and manually annotated the rhetorical role of each
sentence as well as its relevance. The annotation scheme was based on the work
on summarizing scientific articles by [6], and the roles used were the following:

– FACT – A recounting of related events or circumstances.
– PROCEEDINGS – A description of legal proceedings.
– BACKGROUND – A direct quotation or citation of source or law material.
– FRAMING – Part of the law lord’s argumentation.
– DISPOSAL – Either credits or discredits a claim or previous ruling.
– TEXTUAL – A sentence relating to the structure of the document.
– OTHER – A sentence that does not fit into any of the above categories.

Following the annotation, several machine learning techniques such als NB, SVM
and ME were applied to automate rhetorical and relevance classification of the
texts. Using state-of-the-art cue phrase information, encouraging results were
achieved with SVM and ME, and the authors concluded that the two steps can
provide the basis for subsequent summarization algorithms.

For German legal texts, the only relevant work we are aware of is that of
[7]. Here, the idea is to extract legal defintions, which play a central role in
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German jurisprudence and thus are particularly important for retrieval. The
authors used a rule-based approach, working with a corpus of some 6000 ver-
dicts of German enviromental law provided by the Juris database1. The ver-
dicts were first processed by a dependency parser to construct abstract semantic
representations of the sentences. These were used to transform the definition’s
dependency patterns into a set of 33 extraction rules. Different evaluation tech-
niques were used, and the best precision values achieved were slightly above
70%.

2.2 Corpus Creation

When building up our own corpus, we focused on private law but made sure that
many legal domains were covered. Also, we took care to include decisions from
courts at various levels in the hierarchy and from different regions in Germany.
Since courts develop their own habits of structuring and presenting decisions,
breadth in the corpus is important so that generalizations as to the presence
and rcognizability of content zones can be drawn. We thus collected 40 decisions
from 12 different courts, not aiming to achive any “completeness” in legal do-
mains but making sure that no single domain would show up considerably more
often than the others. The length of the documents varies between four and 13
pages. Since the great majority of decisions are published in PDF format (with
only a few in HTML), we decided to build our extraction rules on plain text.
Therefore, the corpus was converted to plain text files with no explicit structural
markup.

3 Analyzing Semi-structured Text Documents

Depending on their genre, text documents display different degrees of regularity
in terms of both content and structure. For example, the majority of weather
reports, cooking recipes, or scientific papers have a highly canonical structure:
There is a small set of content zones that collectively characterize the genre, and
these appear in a typical linear order, with only little variation. Semi-structured
text documents are somewhat less regular, and we define them by the following
characteristics:

– Texts consist of genre-specific content zones.
– Content zones correspond to layout units (or zones in the logical document

structure): A single paragraph does not contain more than one zone. (But a
zone may be longer than a paragraph.)

– Most zones are obligatory; some are optional.
– The ordering of the zones in texts of the respective genre is not entirely fixed

but not arbitrary, either. There are certain regularities: Some zones occur at
fixed positions; some occur in the neighbourhood of other zones.

– Some of the content zones can be identified by surface patterns, such as
specific keywords or a small number of variants thereof.

1 www.juris.de

www.juris.de
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We are interested in defining the tag sets for content zones, and in proce-
dures for identifying them automatically. For the latter purpose, we use a
software environment allowing a highly modular approach to document
processing.

3.1 The MOTS Workbench

Our implementation is embedded in the MOTS workbench, an environment for
text document processing developed at Potsdam University over the past five
years. At the heart of MOTS is a highly generic XML standoff format for lin-
guistic data (‘PAULA’, see [2]), and we have developed a series of converters
that map the output of existing analysis tools to and from PAULA. Thus, new
modules can be integrated by providing the PAULA converters for in-/output
and adding it to the processing pipeline. At present, MOTS contains modules
(developed by ourselves or by external parties) for part-of-speech tagging, syn-
tactic parsing, coreference analysis, statistical term weighting, document zoning,
and others; target languages are German and English. The first application de-
veloped with MOTS was a text summarizer [8].

Most modules in MOTS are genre-independent, but some provide extra func-
tionality for specific text genres only. One of these is a zone identifier for movie re-
views, which assigns labels such as director, title, describe-story,
comment-story etc. (26 in total) to paragraphs of German film reviews. It
is a combination of statistical classifation and matching of manually-written
rules; we describe it below for the genre of court decisions. As reported in [1],
the average recognition rate was 70% precision and 63% recall, with precision
being generally higher for the most frequent zones.

3.2 Content Zones in Court Decisions

From the corpus study (and largely in consent with the German code of civil
procedure), we identified five segments that can be further divided into more fine-
grained content zones. The five segments always appear in the same order; within
the segments there are tendencies for linear order (but no strict sequence). Zones
given in square brackets are optional, those with an asterisk can occur multiple
times.

– Caption: Court name, Case identifier, Date, Plaintiff, Defendant, Formulae
such as “Im Namen des Volkes”, “Für Recht erkannt”

– Operative provisions, Summary of judgement: [Consequences for plaintiff],
[Consequences for defendant]

– Case description: General description, Plaintiff’s view, Plaintiff’s proposi-
tion, Defendant’s view, Defendant’s proposition

– Justification: Introductory statement, (Subsumption: sequence of conclusion,
definition, and its application)*, (Secondary judgement)*

– Signatures
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3.3 Zone Analysis Procedure

Recall that we defined zone breaks to co-occur with paragraph (or line) breaks.
Thus the problem of zone identification is to assign a label to each paragraph
(or line). For the court decisions, we have the additional constraints of the four
larger areas, which in the first step can be identified on the basis of layout and
keywords. The remaining problem thus is to make decisions for zones-within-
areas: mandatory zones have to be assigned, ordering constraints have to be
respected, and ordering preferences should be taken into account.

The implementation is currently under way. As with our film review work
(see above), we use a two-step procedure: First assign labels to zones that can
be identified reliably; then complete the assignment on the basis of ordering
information and the mandatory/optional zone constraints.

For the first phase, we rely on formal features such as length of paragraph
(or line), the presence of keywords, and the like. We use LAPIS [4] for writing
recognition rules that can contain regular expressions but also offer convenient
(and readable) ways of specifying relationships between portions of text. LAPIS
is an interactive, web-based tagging system, which makes rule writing and de-
bugging quite easy; in the end, we extract the rules from the system and use the
matching mechanism as a Java module that can be called from MOTS. At the
end of the first phase, some zones in each of the four regions have already been
reliably identified.

In step 2, the yet unassigned paragraphs are being labelled on the basis of
ordering constraints and obligatoriness: A zone that according to our “document
grammar” has to be present in a certain range of the document can sometimes
be assigned only based on these constraints; otherwise, we employ probabilistic
information to make the decisions: bigrams give probabilities of zone neighbour-
hood, and a zone already reliably identified in phase 1 can serve as anchor to
make decisions on its neighbours based on the bigram probabilities.

4 Summary and Outlook

We have described our ongoing work on identifying content zones in German
court decisions. In comparison to our earlier work with film reviews, we expect
better precision and recall, as the court decisions display a more regular structure
than the reviews, and many zones can be reliably identified by fairly straight-
forward rules. Still, the overall recognition process remains a combination of
evaluating strict and soft constraints. The inventory of zones we are using has
been derived from a corpus study involving 40 decisions from 12 different courts
(private law only).

Following the zone identification, our next step is to look in more detail into
the argument structure of the decision’s justification. Building on our earlier work
on analyzing the argumentation in newspaper commentaries [9], we develop a
level of representation for the argument, and then want to exploit the possibilities
of at least partially reconstructing the argument. In comparison to newspaper
commentary, the argumentation in justifications is much more transparent, and
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individual steps are usually clearly signalled by suitable connectives; on the other
hand, the arguments can at times be much more complex than those found in
newspaper commentary.
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In recent years, the Web has moved from a simple one-way communication chan-
nel, extending traditional media, to a complex ”peer-to-peer” communication
space with a blurred author/audience distinction and new ways to create, share,
and use knowledge in a social way. This change of paradigm is currently pro-
foundly transforming most areas of our life: our interactions with other peo-
ple, our relationships, ways of gathering information, ways of developing social
norms, opinions, attitudes and even legal aspects, as well as ways of working and
doing business. The change also raises a strong need for theoretical, empirical
and applied studies related to how people may interact on the Web, how they
actually do so, and what new possibilities and challenges are emerging in the
social, business and technology dimensions.

Following the two previous events, the call for papers of the 3rd Workshop on
Social Aspects of the Web (SAW 2009)1 covered a wide area of topics related to
development and usage of social services in the contemporary World Wide Web,
including topics related to people on the social Web (individuals, communities,
their collaboration and business activities, as well as connection between on-line
and off-line activities), data and content on the social Web (their creation, order-
ing, dynamics and portability), social software and services (their development,
adoption, commercial applications, business models and classification schemes)
and social Web mining (mining user-generated content, social graph and activity
patterns).

The Program Commitee of the Workshop included 16 researchers from ten
countries, specialising in different aspects of on-line social and collaborative tools,
social impact of Web developments and socially-driven evolution of Web data,
content and on-line services.

Out of nine submissions to SAW 2009 Workshop, three were accepted and
presented at the Workshop, held on the second day of BIS 2009 Conference
(Tuesday, April 28, 2009). The authors of accepted papers came from four insti-
tutions located in four countries. The papers cover significantly different aspects
of social Web and approach them from very different positions, underlining in-
terdisciplinary character of the SAW Workshop.

The first paper, authored by Peter Schnitzler, Marius Feldmann, Maximilian
Walther and Alexander Schill, presents a systematic approach to social net-
working platforms evaluation. The authors propose a quantitative framework
allowing for classification and comparison of social networking platforms with
1 http://bis.kie.ae.poznan.pl/12th_bis/wscfp.php?ws=saw2009

W. Abramowicz and D. Flejter (Eds.): BIS 2009 Workshop, LNBIP 37, pp. 316–317, 2009.
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respect to different aspects of their functionality and offered API. Consecutively,
they apply this framework to five social networking platforms, mostly dedicated
for enterprise solutions.

The second paper, authored by Mikhail Simonov and Gary Bridgeman, demon-
strates how social Web and mobile technologies may be jointly used to limit
energy consumption by travellers. The authors approach the topic of energy
consumption minimisation from the perspective of social networks and tempo-
ral reasoning. In their research they analyse ad-hoc social networks of people
that may be dynamically organised through social aggregation, based on their
co-presence in specific location, at a given moment of time.

The last paper, authored by Matthieu Tixier and Myriam Lewkowicz, pro-
vides an example of how Internet-based tools can help solve real-life societal
problems. The paper defines functional requirements for a social on-line plat-
form for communities of family caregivers, based on an in-depth study social
support practices and of these caregivers social capital. As a result, the authors
demonstrate how traditional social support services, being subject to a number
of limitations, can be supplemented by social Web tools.

We would like to thank all authors of submitted papers as well as Program
Committee members for making SAW 2009 a success, and to invite you to take
part in next edition of SAW Workshop that will be held in May 2010 in Berlin,
in conjunction with the 13th International Conference on Business Information
Systems (BIS 2010).
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Abstract. It is evident that Web-based Social Network platforms have gained 
major attention for communication particularly within companies. Nevertheless 
there exist no real guidelines for selecting an appropriate platform that fits the 
company’s needs yet. In this paper a general guideline for this purpose is devel-
oped. A global matrix for evaluating Social Networks is presented. The matrix 
results in a formula which allows a comprehensive but customized rating for 
Social Networks. The paper is structured as follows: (1) Categorization of So-
cial Networks; (2) Typical functionalities offered by Social Network platforms; 
(3) APIs for Social Networks; (4) Criteria for evaluating Social Network 
Frameworks and White Label Social Networks; (5) Proof of concept for the de-
veloped evaluation matrix.   

Keywords: Social Networks, matrix of evaluation, white label networks, Social 
Network frameworks, Guideline. 

1   Introduction 

Web-based Social Networks are one of the most important phenomena of the so 
called “Web 2.0”. Their success story can be measured by the heavy increase of par-
ticipants in Social Network platforms and by the number of available platforms itself.  

Due to an increase of Social Networks importance, companies and Non-
Governmental Organizations (NGOs) have started to take interest in them. They focus 
not only on the usage of these platforms as a means for marketing or public relations, 
but also on how they can be used as a tool for internal communication. Therefore, 
they are particularly intended to enable a more efficient usage of knowledge within 
the company. This can be achieved by evolving the intranet into a Social Network and 
developing the company’s internal communication within the established platform. 
The central problem that arises is how to choose an appropriate Social Network plat-
form. In the following section a general guideline will be developed aimed at facilitat-
ing an appropriate decision for such a Social Network platform. 

There has not been in-depth discussion on how to evaluate Social Networks. As a 
result, not much related work for this topic is available. Some publications deal with 
Social Networks in general; however, the topic “Evaluation Social Network Frame-
works” has not been covered so far in a publication. Only two larger web-publications 
by Owyang [7], and Hendrickson [8] are relevant in this area.  



 Guideline for Evaluating Social Networks 319 

A broad overview of social computing is offered by Parameswaran [1]. She fo-
cuses on the different tools in the field of Social Networking that are available and 
how they change workflows. A basic classification of Social Networks is offered by 
Richter and Koch [2]. While the description of the different tools is detailed, no scale 
for evaluation is given. Trust and privacy, which are closely related to the functions of 
a Social Network are considered by Dwyer und Hiltz [3]. Golbeck's [4] studies focus 
on the number of users and how they are connected to each other. In a recently pub-
lished article Reisberger et al. [5] develop a rough classification scheme for Social 
Networks and identify three distinctive dimensions: Communication, profiling and 
connections. This approach, which has been used up to now, only offers a basic clas-
sification. Even if it provides an insightful overview, it is not sufficiently detailed for 
the purpose of evaluating frameworks within a certain use case. Moreover, the classi-
fication does not offer any guideline regarding performing the actual process of 
benchmarking. The approach for evaluating Social Networks presented in this paper 
offers a comprehensive method which can easily be customized according to specific 
needs.  

The first step that has to be taken when thinking about operating a Social Network 
is a categorization that helps to identify useful networks. Such a categorization is 
presented in section two.  

In a next step the functionalities that should be offered must be defined. In the case 
of Social Networks this topic deserves special attention since the subject is very broad 
and the understanding of which functions are necessary for a Social Network can vary 
to a great extent. Section three presents the most essential functionalities of Social 
Networks based on large analysis of existing Social Networks. Criteria for evaluating 
these functionalities are given and a scale for benchmarking is proposed. An impor-
tant attribute of the Web 2.0 is the existence of an Application Programming Interface 
(API). Frequently only a combination of different services provides major benefits to 
the customer; this is also the case with Social Networks. Not only are the possibilities 
of connecting the network to external services in the focus of interest, but also in 
particular the connection to further Social Networks. Thus, chapter four puts its em-
phasis on the APIs of Social Networks. In a first step different kinds of APIs are pre-
sented and in the second part important criteria for the evaluation of APIs are derived. 

 All the previous steps are merged into a matrix of evaluation. This matrix is ex-
plained in chapter five. Finally, a proof of concept is presented. It applies the matrix 
of evaluation to a real world scenario. Five Frameworks have been chosen to demon-
strate how the evaluation guideline can be used. The last chapter summarizes the most 
important results of this paper and identifies future work. 

2   Categories of Web-Based Social Network Platforms 

First of all the term Social Network has to be defined. Based on the definition of Boyd 
and Ellison [7] it is defined as the following: “Social Networks are software systems 
that allow the creation of user profiles, the connection between users and the access to 
shared resources.” 

Based on this definition, different categories of Social Networks are defined. This 
is a necessary prerequisite for designing a meaningful evaluation matrix for Social 
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Network frameworks. Most familiar to the broad public are networks which offer a 
variety of services to the users (All-in-One Networks). The second type is formed by 
networks which only offer a single service such as tagging bookmarks (Tool Net-
works). Although they do not receive the same public attention as All-in-One solu-
tions, such as Facebook or MySpace, they nonetheless do have large numbers of users 
and are highly relevant since they can be connected to other Social Network services 
via an API. The third category is formed by Social Networks such as Ning (Create 
your own Social Network), which offer the possibility to create own Social Networks 
more or less by only choosing a set of options within a web frontend. The Tool Net-
works can additionally be subdivided into blogging, photo, movie, music, 
travel/accommodation, bookmarking and meeting tools.  

The second aspect is more focused on the user. Firstly, it has to be considered if the 
network is dedicated to a certain subject. These are networks which, for example, 
focus on bringing people together while travelling, eg. couchsurfing.org and hospitali-
tyclub.org. The second criterion is whether only certain people are admitted as regis-
tered users. For example (by now) Facebook addresses the general public while 
studiVZ.net is meant for students only.  

By using these two dimensions of aspects with their criteria it is possible to gain a 
first overview of the spectrum of Social Networks that is available. 

3   Functionalities of Social Networks 

In a next step the focus has to be directed towards a detailed examination of the func-
tionalities offered by the networks. The gathering of the functionalities within this 
case study took place by collecting information from over thirty networks1. As key 
components of the Networks, functionalities covering the following aspects were 
identified: Accounting, Application/APIs, Blogs, Privacy, Photos, Guestbook, 
Groups, Messages, Calendar, Profile, Search, Tagging and Videos. The functionality 
to connect to other people was not investigated as a separate category since it is a key 
function and is covered by the discussion of the other categories. For each category 
particular attention is paid to the possibility of importing and exporting data – in case 
it is an appropriate function. 

3. 1   Functionalities and Their Criteria 

For every of the listed functionalities central concerns have been identified and for-
mulated as questions in order to enable a simpler characterization of the functionality: 

•  Accounting 
o Is a registration necessary? 
o Which information needs to be provided when signing up? 
o Is an OpenID login available? 

                                                           
1 Asian Avenue, Bebo, Black Planet, Care2, Consumating, Couchsurfing, Cyworld, Dodgeball, 

Dogster & Catster, Facebook, Flickr, Fotolog, Friendster, Hi5, Hospitalityclub, Hyves, 
Last.FM, LinkedIn, LiveJournal, lokalisten, meinvz.net, MiGente, Mixi, MyChurch, 
MySpace, Ning, Orkut, Piczo, schuelervz.net, SecondLife, SixDegrees, studiVZ.net, tribe, 
Twitter, Windows Live Spaces, Xing, Yahoo! Mash, Yahoo!360, YouTube. 
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•  Applications and APIs (will be considered in detail later in this paper) 
o Which data can be imported and exported? 
o Can developer write customized applications?  

•  Blogs 
o How similar is the Social Network to a regular blog system?  
o Are key functions for blogging like trackbacks and RSS feeds  

available? 
•  Privacy 

o How detailed can the user define the privacy regarding groups of 
persons? 

o For which data is this possible?  
o Important to consider is that the provider always has access to all 

data  
•  Photos 

o Is an upload and download of photos possible? 
o Can persons on pictures be tagged?  

•  Guestbook 
o Can entries be commented?  
o Can the user include multimedia content?  

•  Groups 
o What kinds of groups are available?  
o Are there open and closed groups available?  
o Are there special groups like “event centered” groups for lectures? 
o Are there pre-defined groups which were created by the system  

provider? 
•  Messages 

o How sophisticated is the messaging system? 
o Can multimedia message be sent and is contact to external persons 

possible?  
•  Calendar 

o Can the user create events? 
o Which functions are connected to events? 
o Can events be exported into other programs?  

•  Profile 
o Can the profile be customized and if yes, to what extent? 
o Are there feeds available which show user activity? 

•  Search 
o What kinds of searches are available?  
o Which content can be searched for and is it possible to limit the 

search to certain categories? 
o Are there intelligent searches such as “Persons you might know.” Or 

“Persons that have the same interest and know somebody you 
know.” available?  

•  Tagging 
o Which information can be tagged by the user? 
o How can the user access tags?  
o Are there tools like automatic tag completion available?  
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•  Videos 
o Can movies be uploaded or integrated into the platform?  
o Can they be downloaded as well?  

3.2   Conclusion for Evaluation Functionalities of Social Networks 

The presented criteria for functionalities can be used to evaluate the suitability of a 
Social Network for the specific environment in which the operator is going to use the 
Social Network. As shown above, a number of functionalities exists that has to be 
taken into account. Each of these functionalities has again a couple of further options 
that can be considered. While the criteria can only be briefly described in this paper, a 
detailed listing is available in [6]. The criteria analysis provided here is used to create 
the global evaluation matrix.   

4   APIs in Social Networks 

There are two main fields of application for APIs in Social Networks. The first one is 
the possibility of applications that can be created by external developers and then be 
used by the customers. The second type of APIs enables data exchange. This includes 
user data such as birthdays and address information as well as data about contacts. 
Especially in an intranet environment APIs play an important role due to the wide 
variety of applications the customer wants to integrate into the platform.  

Applications that may be accessed cover a wide range of variants. Some of them 
are just simple games while others offer useful additions such as calendar extensions 
for external synchronization. When evaluating this type of API, a number of impor-
tant facts have to be considered. The structure and the available wrapper languages 
are the first aspects that have to be evaluated. Wrapper languages2 are important since 
they enable the developer to use his or her preferred coding language and provided 
customize functions. Even for Representational State Transfer (REST) APIs wrapper 
languages are useful because they bring the logic provided by the Social Network to 
the programming language. The second component of many APIs is a special set of 
tags which can be used to adopt the look and feel of the host Social Network, to trig-
ger certain behavior, such as special rights or as a replacement for variables. OpenSo-
cial is clearly a key player in this area with an API that was designed to work on dif-
ferent systems. Regarding the elaborateness of features, the Facebook API can be 
considered the most advanced one. 

The second important function is the access to user data. Often it is used within the 
application API, however, this point becomes increasingly important as a standalone 
feature as well. While the existing APIs only allow the usage of user data within the 
networks, a new type of API is designed for using the data outside. Facebook with 
Facebook Connect and Google with Friend Connect are receiving a lot of attention in 
this field. An already functioning API is offered by "Windows Live "and "Yahoo! 

                                                           
2 Wrapper languages provide a custom interface for certain programming languages to access 

for example a REST API from a Social Network.  
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Address Book API". Their features are quite handy; however, they are not available in 
the huge Social Networks. The key functionality for this kind of API is the possibility 
to use own contacts and data on other websites. This works without exporting data but 
rather by having a real time access - so no manual updating is necessary. While the 
technical development in this area is starting to leave the beta status, questions of 
privacy still have to be discussed.  

After pointing out the two fundamental possibilities to implement an API, a couple 
of criteria for evaluation are given which can be divided into two levels. The first 
level contains all the points regarding the distribution of the API and the second one 
includes technical aspects.  

From a technical point of view, the structure of the API is important since it deter-
mines what can be done with the API. Especially if the developer wants to embed the 
applications into the network, a REST-based API is not helpful but rather tags for the 
correct look and feel are useful. Furthermore, it is important how the user data can be 
accessed. The following central questions may be asked: Can data only be read or also 
be written? Can all types of data be written or only certain fields? Is the access to the 
API limited concerning transactions? 

In addition, the distribution of an API should not be underestimated. There are 
some network operators which only support their own API; whereas others also do 
support commands from other APIs. The trend is certainly to support the important 
APIs from Facebook and Google so that developers can reuse their existing code.  

Besides the official APIs provided by the Social Network there are open standards 
which intend to work independently of the platform. OpenID, FOAF (Friend of a 
Friend), hCard (HTML vCard) and XFN (XHTML Friends Network) can be consid-
ered the most important ones. OpenID enables the user to use one login for several 
platforms if it is supported by the Social Network. FOAF and hCard are formats for 
data exchange. While hCard is more like a digital business card, FOAF offers the 
possibility to export contact data about the user himself, but also about his contacts. 
Using these data, connecting graphs can be created when analyzing several FOAF 
files. XFN adds semantic information to links and identifies ties between different 
sites.  

Although the basic functionalities seem more important at first sight when taking a 
look at Social Networks, the importance of the API should not be underestimated. The 
API is the only way to extend the functionality of a network as well as to enable the 
operator to develop customize functions. 

5   Matrix of Evaluation 

In a next step the described criteria will be applied to the selected frameworks.  Each 
sub-criterion is ranked on a scale from 0-5. 0 indicates that the function does not exist 
at all and a value of 3 defines a feature that is properly implemented without any 
special additions. 5 points are assigned when significant extras are offered in addition 
to the basic functions. This could be for example the possibility to access an API with 
several different technologies. Afterwards the sub criteria are summed up and an 
overview of all main categories is created. In the last step the formula is applied. 
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5.1   Sum 

For a first impression on how suitable a network is, the sum of all evaluated points 
has been taken. This is particularly useful if a framework with a high number of func-
tions is necessary.  

5.2   Coefficient of Variation (cov) 

When building the sum, the variation of quality that certain criteria have is not re-
flected. For this purpose the coefficient of variation is very useful. In addition to the 
sum it indicates if all the functions reach an equal level of quality. A low coefficient 
of variation means that the quality of all functionality is approximately the same. If a 
high value is reached, it is likely that some functions are implemented very well while 
others are poorly implemented.  

5.3   Loading 

Problems arise when a systems is desired in which certain functionalities are of spe-
cial importance. In this case it is necessary to integrate the loading. The sum of each 
group of sub criteria can be matched with a loading, thus allowing the inclusion of 
individual wishes from customers.  

5.4   Formula for Evaluation 

Finally, a formula enabling a quick comparison of different frameworks and Social 
Networks on the basis of the previously presented criteria can be formulated. In addi-
tion to the already introduced tools (Coefficient of Variation, Loading and Sum), a 
new one is added. This is the difference between the value of one criteria and the 
average of the benchmark of all other criteria. This makes the result more distinct 
because it gratifies functions that are better implemented than others. The sum of one 
subgroup can be multiplied with a loading so that user specific interests are included. 
The next step is to sum up all the criteria groups to one number. This sum is divided 
by the coefficient of variation. This has the impact that well developed products with 
an equal quality for all functions score better. If this is not a primary concern for the 
evaluation this last step might be skipped.  

 

                            

AllCatergories∑ ((
SubCriteriaOfOneCriteria∑

∅ThisCriteriaFromAllSystems
) • loading))

CoefficientOfVariation                                 
(1)

 
 

The result of the calculation gives a quick but solid impression regarding the qual-
ity of the evaluated Social Network platform or framework.  

6   Evaluation Example 

So far the theoretical possibilities for evaluating a Social Network or a Social Net-
work framework have been presented. To prove that these criteria and tools are  
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suitable, a field test has been applied (more details are described in [6]). The process 
that was chosen consists of six steps. In the first step an intensive search for suitable 
frameworks has been realized. Over 40 frameworks3 were found which enable the 
operation of a Social Network in general. In the second step these frameworks were 
classified by the following categories: 

 
(1)  Using an API from an existing network;  
(2)  Having the customization done by a service provider which offers SaaS 

products;  
(3)  Installing the software on an own machine and having full access to it for 

customization purpose.  
 
The goal of the third step has been to reduce the number of frameworks and select 

the ones that are evaluated in detail. The following important selection features have 
been identified: 

The most important point is the amount of customization possible regarding design 
and functions. Furthermore, one has to distinguish between the customization that can 
only be done by the provider and the ones that can be done by the customer or a freely 
chosen service provider. The next important decision is, if an All-in-One Social  
Network is required. Regarding changes to the functionality, the API as well as its 
documentation becomes very important. Other factors, especially important when 
considering the existence of a product in the future, are the market position of the 
company as well as which customers are using the framework already. For the evalua-
tion example presented in this paper, the following five points were used to select the 
final five frameworks:  

 

(1) The possibility to have an installation on your own account; 
(2) Should be an “All-in-One”-Solution since they offer the highest 

amount of functionalities and are more suitable for large evaluations;  
(3) The possibility to change the design and add custom code using an 

API;  
(4) A solid and complete documentation;  
(5) The Frameworks should already have a certain relevance proven by 

existing customers or the importance of the company brand.  

Due to these criteria the following five networks have been selected:  
 

(1) Peopleaggregator (Broadband Mechanics);  
(2) Clearspace Community (Jive Software);  

                                                           
3 Acquia, Affinity Circles, Alfresco, AlstraSoft, Awareness, Blogtronix, BoonEx, Clonesumat-

ing, Community Engine, Converdge, Crowd Factory, Dzoic Handshake, ektron, Elgg, 
Golightly, GroupSwim, Igloosoftware, Inquira, Insoshi Portal, introNetworks, iScripts So-
cialWare, KickApss, Kwiqq, Leverage Software, LiquidPlanner, Lithium Technologies, Live-
World, LovdByLess, MyWorklight, mzinga, Neighborhood America, nNGenera, Omnifuse, 
OneSite, OpenLink Data Spaces (ODS), PHPizabi, PixPulse, Pringo Networks, Prospero 
Technologies, SelectMinds, Sharepoint, Small World Labs, Social Platform, SocialEngine, 
SocialText, Sparte Social Network, Spigit, SuiteTwo, TheSchoolHall, Trampolinesystems, 
VMIX Media, Web Crossing, Web Scribble Solutions, Webligo. 
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(3) Community Server (Telligent);  
(4) Lotus Connections (IBM);  
(5) Ning4 (Ning).  
 

Step four is the evaluation itself. Each category is split up into subsets of functions 
as shown in table 1 for applications and APIs. 

Table 1. Applications and APIs 

 People Ag-
gregator 

Clearspace 
Community 

Community 
Server 

Lotus 
Connections 

API 
(Import) 

3 RSS 
Widgets 
FOAF 
XFN 

5 RSS Wid-
gets 
Blogimport
Emailimport

2 Share 
Membership

0  

API 
(Export) 

3 RSS feed 5 RSS export 
for all con-
tent 
vcf cards of 
persons 

4 RSS for 
activities, 
blogs, bulle-
tin board 
and com-
ments 

4 RSS for 
activities, 
blogs, 
comments 
and bulle-
tin board 

Widgets / 
Apps 

3 Change 
core code 
Web  
Services 
API 

5 Widgets 
Web Ser-
vice Client 
(SOAP, 
REST, 
XML_RPC 
Core API 

3 REST API 
Theme API 
Community 
Server API 

3 Sametime 
MS Of-
fice 
Widgets 

Import of 
Addresses 
 

4 hCard 
Facebook 
AIM 
Flickr 

0 No options 0 No options 0 No op-
tions 

 
Due to the wide range of supported formats and APIs, the SaaS product Ning has 
been rated with: API (import) 4, API (export) 4, Widgets/Apps 5, Import of Ad-
dresses 4. 

In step five all the subsets are added and inserted into a table. Now the key num-
bers can be calculated. The sum and the coefficient of variation give a first overview 
of the networks’ relation between each other. In the last and final sixth step the for-
mula is used and a single value for each framework is calculated. The formula gives 
the opportunity to put weight on different criteria. This enables a specific evaluation 
for the usage in a specific scenario.  

 
 

                                                           
4 Ning has been chosen to get an insight how well SaaS products fit into the testing field and 

also how well low budget solutions can be used.  
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Table 2. Evaluation of Social Networks  

 Ø People  
Aggregator 

Clearspace 
Community 

Community
Server 

Lotus  
Connections  

Ning 

APIs 3 3 4 4 2  4 

Blog  4 3 4 5 5  5 

Privacy 3 3 3 2 1  4 

Groups 2 3 3 1 3  2 

Search 3 2 4 4 5  2 

Content 2 1 4 2 3  2 

Messages 2 2 2 4 0  2 

Calendar 1 1 0 0 1  4 

Tagging 4 3 4 3 5  3 

Collabora-
tion 

3 2 4 2 5  2 

Profile 3 2 2 2 4 5 

       

Sum 26 34 29 34  35 
Coefficient 
of variation 

0,345 0,420 0,569 0,604  0,392 

Formula 716 985 518 685 1310 

 
The evaluation shows that the functionalities that are available differ heavily. More 

business centric Social Network Frameworks offer more static functions to connect to 
other people, while Ning offers a combination of different possibilities. Another im-
portant impression is that if less functionality is offered, the single functionalities are 
better integrated into the system.  

Regarding open standards the situation is not really satisfying. Only Community 
Server offers the OpenID technique. Often, the definition of custom profile fields 
cannot be accomplished with a graphical tool. The possibility to write a blog is  
offered by all networks; however, Lotus Connections provides the most distinct  
features. Really Simple Syndication (RSS) is used for information about new blog 
entries. Privacy does not appear to be a primary concern of the frameworks. Only 
People Aggregator enables the user to determine which data should be visible to oth-
ers. The possibility to restrict the access to certain user groups can only be used by the 
user of Ning and People Aggregator. The most advanced functions for grouping peo-
ple are offered by Clearspace Community but only Lotus Connections disposes of 
event centered groups. Even a simple feature like the search reveals considerable 
differences. People Aggregator and Ning include no possibility to restrict the search 
to certain areas, whereas Clearspace Community and Lotus Connections offer intelli-
gent restrictions. Functions to import data and documents are only available on a very 
limited basis. Sending and receiving messages is a key functionality and offered by all 
networks except Lotus Connections. The implementation of tags is a good example of 
how functions can be implemented in depth. While tags in public Social Networks are 
often only used in a basic manner (e.g. studiVZ), Lotus Connections and Clearspace 
Community exhibit the wide range of possibilities of this function. Regarding the 
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API, Clearspace Community offers the greatest variety of functions. While REST and 
SOAP APIs are common, the possibility to write additional plug-ins is not very com-
mon. In summary it can be said that Clearspace Community, Ning, Community 
Server and Lotus Connections can be recommended, while People Aggregator still 
exposes too many bugs and unfinished functions.  

When comparing the final results of the formula for each network with the evalua-
tion of the single categories, it is proven that the results are very satisfactory.  

The proof of concept which was executed in [6] has shown that the matrix of 
evaluation and the formula provide a good way to compare different Social Networks. 
The results of the evaluation were confirmed by the use of Clearspace Community for 
a prototypal network implementation and in-depth analysis of its adequateness.  

7   Conclusion 

In this paper a global approach for evaluating Social Networks and frameworks for 
creating them has been provided. In comparison to past approaches this method 
does not focus on one or two certain topics such as privacy or photos. Although it 
takes the whole range of functionalities of Social Networks into account, it still 
offers possibilities to include user specific needs. The criteria for the evaluation 
were developed on the basis of a large amount of existing Social Networks. As a 
result, a formula has been developed which can be used to compare Social Net-
works and their frameworks quickly. The validity of the approach was shown by a 
proof of concept using five existing frameworks. The evaluation proved that the 
results are comparable and that user interests can be taken into account easily. In 
future, the next step will be a deployment in different use cases to gain further 
knowledge using the formula. 
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Abstract. Individual travelling is the most energy consuming day-by-day activ-
ity. Since fuel use is a type of consumer behaviour reflecting the interests to 
maximize some objective function, the human being activities seen in energy 
terms might be used to create the social aggregations or groups. Energy mini-
mization in mobility conflicts with the objective function being maximized, 
however the virtual social networking by service-oriented architectures might 
improve the ecologic latter optimising the overall resources used by the com-
munity. Authors propose a method to build real life communities of connected 
travellers with the context awareness permitting to achieve some cooperative 
behaviour among the above-said virtual community networked. 

Keywords: connected traveller, social network, user modelling, energy effi-
ciency in mobility, time reasoning. 

1   Introduction 

Human being is social by its nature and consumes energy to achieve its goals. There-
fore energy profiles reflect the human behaviour, and represent the lifestyle and social 
inhabits. Any mobility, undertaken to achieve individual goals in different geographic 
areas, can be virtualised using the machine-processable event collections, even if the 
approach adds some complexity, because of the consumable resources, achievable 
goals, needed energy, and pollution being generated being accounted. The artefacts 
created by humans and the carrying out individual travelling might have some social 
meaning, because reflecting the relationship with the community, a certain living 
standing and a social status. This social group membership might deliver benefits in 
energy terms, helping to save or share some energy or resources. The social grouping 
of those manifesting common patterns can be created using the similarity clustering 
techniques. Since energy use is a type of consumer behaviour reflecting the interests 
to maximize some goals, e.g. objective functions, the undertaking activities seen in 
energy terms might be used to create the social aggregations or groups. Humans in-
fluence the energy use through their individual or collective purchase decisions, and 
this can be used to move towards ecologic decisions in mobility. Thus energy demand 
management analyses the energy-using behaviour of consumers: individuals in 
households, travellers in mobility and other categories. Energy users are conscious 
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and act in their own interests to maximize an objective function, overlooking the 
ecologic impact to minimize. The demand management considers the budget optimi-
sation function because the energy is not free, and the ecologic motivation of the 
traveller gives rise to new aggregation of energy consumers maximizing some social 
objective function, such as the resource sharing until it contributes to the individual 
goals. The incomplete information available to guide decisions or market constraints 
will preclude the actions required that will maximise the individual or collective bene-
fits, however some of the information not available to individual travellers might exist 
in travel agencies, enabling a global service summing up the partial views, creating 
the overall picture complemented by necessary elements for better decision-making. 
The connected traveller platform will build a virtual social aggregation of travellers 
capitalizing on the full information that is needed to achieve the temporal social cohe-
sion and to minimize the consumable resources while travelling because of the re-
source sharing between users. 

2   Behaviour Modelling 

Energy domain researchers [1, 2] have produced several load shaping models through 
the adoption of the econometric, statistical, engineering and combined approaches. 
Load shaping of the different categories of users, such as industrial, tertiary, and es-
pecially of the residential ones, is a complex task [3], because it is linked to the life-
style and psychological factors of the users, notably imprecise and subjective factors, 
while the definition of the standard behaviour of the various types of customers 
through statistical correlations does not solve the problem, failing to consider the 
variability of the demand, e.g. a random factor. 

The human behaviour can be described by its objective function correlated with the 
goal’s achievements. The set of resources used in travelling includes the material 
resources, energy, time, information and knowledge. The determination to reach the 
above-mentioned goals becomes the target, while the degree of the goal achieve-
ments, reflected by the objective function, determines the personal satisfaction in 
attaining the achievements. Any system optimising an objective function has to con-
sider the functional limitations and the resource limitations. The resources are con-
sumed to achieve the said goals, the human being activities fit the model, and the 
resource limitations reflect the consumption dynamics. 

Let us define the Social Group of Connected Travellers (CT hereafter) as an aggre-
gation of the human actors presenting the future common and complementary travel-
ling patterns, with a potential to share some resources, because of the expected similar 
behaviour between travellers and the co-presence of them. The correlated travelling 
and energy profiles of the travellers, reflecting the needs and motivations of them 
contain the local energetic resources being consuming almost simultaneously. Adding 
a social objective function we optimise the material resources, the amount of energy 
and time, because the maximised information/knowledge makes possible the savings. 
The aggregation in social groups of human actors presenting the similar travelling 
patterns enable resource sharing and objective function minimization, but has no 
universal solutions, so the local optimum should be looked in real life by assessing the 
concrete situations, making i-Travel contribution relevant. 
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Let us assume two travellers – with similar decision motivations - arriving to the 
same airport almost simultaneously and travelling to the town separately because of 
the lack of information that can support cooperative behaviour. The proactive i-Travel 
agent might advise both of them about the possibility to share a vehicle saving some 
money and pollution: being similarly eco-sensible they might confirm through i-
Travel the travel together. Therefore the quantification of the saved emissions be-
comes possible through i-Travel application. The common but volatile knowledge 
shared between two individuals creates a new CT entity, a virtual or real group of 
travellers, dynamically connected through i-Travel representative device. The  
proposed dynamic CT entity shows the presence of the direct interactions among 
members and the explicit semantic descriptions labelling their aggregation, which 
contributes in social cohesion. CT, seen from the social point of view, includes a 
group of people showing similar patterns in their travelling activities, and the willing-
ness to cooperate in resource’s savings. Geometrically, CT is a small collection of 
labelled points in the 4D time-space representing the future of “being there” and “be-
ing now” happening every 30 min. and related to some physical persons. The pro-
posed social network of CT looks like the “maturation of the event space” along the 
time arrow, calculated in the hypothesis of the neutralized or absent external events, 
having the capability to change the cause-effect event chain. Travellers declaring their 
intentions to their global e-Agent populate a graph, enabling the temporal reasoning 
about their future co-presence, and this makes possible the cooperation. A number of 
travellers linked through i-Travel representative device become a social network shar-
ing resources, energy and experience. The concept creates a virtualisation of the real 
individual profiles through a new entity manifesting different energy consumption 
patterns with better ecologic characteristics. 

The CT social network keeps various relationships: we use it to emerge and to 
show explicitly the existing ones of the particular “connected” society, analysing the 
patterns and correlations in the digitised streams of expected events. We apply the 
concept of social network proposed by J. Barnes in 1954 to the travelling domain, in 
which the interactions among individual travellers consuming fuel/energy in real life 
conditions are totally absent: all travels are done individually, and the possible coop-
eration is random only, maybe because of the occasional conversation to others while 
travelling. The real time interactions are not available, so the social aggregation pro-
posed keeps them apparently invisible and almost virtual as well. The Internet of 
Things gives a right online paradigm to obtain a virtualised social network between 
CTs. The inclusion criteria in the CT network is not evident, because of the temporal 
reasoning, however it can be elicited from the behaviour data since user modelling 
gives the knowledge, which can be made available by the soft computing methods. 
The above-defined CT social network is the real world entity of temporal neighbours. 

Fuzzy Set theory [4] permits the gradual assessment of the membership of ele-
ments in a set, described with the aid of a membership function valued in the real unit 
interval [0, 1]. Fuzzy Logic [5] deals with reasoning that is approximate rather than 
precisely deduced from classical predicate logic, becoming a way of processing data 
by allowing partial set membership rather than crisp set ones, e.g. a problem-solving 
control system methodology to arrive at a definite conclusion based upon vague, am-
biguous, imprecise, noisy, or missing input information. The model is empirically 
based rather than on the technical understanding of the system. For example imprecise 
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terms like "IF (travellers are in_the_same_airport) AND (arrival_time is late_evening) 
THEN (travel_together_by_taxi)" are descriptive of what must happen. In order to 
deal with uncertainty, we represent it and reason about classifying the similar catego-
ries of the travellers. The system currently needs the rules to be formulated by an 
expert. Further reading is available in [6]. 

3   Proposition 

The i-Travel project [7] has researched on a service platform for the connected travel-
ler designing a personal travel assistant service for anyone planning and making a 
trip. The global service is adaptive and delivered through fixed or mobile terminals. A 
context-aware intelligent agent proactively manages events and/or requests, relying 
on the service offering from the e-marketplace back-end, on which a community of 
service and information providers can publish, negotiate and supply their services. 
Travel services offered according to a traveller’s expressed preferences includes jour-
ney planning, route guidance, traffic and transport real time information, parking 
services, ticket booking and payment, as well as immediate news of any problems and 
the adaptation of a traveller’s itinerary. Floating traveller data collection, or anony-
mous monitoring of individual travellers in order to deduce demand status, detect 
incidents and to monitor the status of public transport services in real time and over 
entire networks. A personalized service agent can anticipate a traveller’s needs from 
knowledge of his current context. It pushes services as needed when the traveller 
arrives at milestones, or when disruptive events occur along the itinerary. The e-
Marketplace exposes transport and travel services to be requested and consumed in 
real time, offering content and service to virtually all travellers. The adaptivity con-
tributes in a global market for travel information and services negotiating the dedi-
cated specialized local contents. The simplest travel might be the “flight” object al-
ready managed by airlines, giving the list of passengers and contact details of those 
expected to arrive in a given place simultaneously. This entity is not available because 
of the privacy constraints, and it lacks the final destination, the composition of the 
segments, and the willingness to cooperate, while the complete travel might be known 
to the travel agency as a “bouquet” of services requested at the booking time. 

Let us define the digital travel as a collection of elements (1). 

T(ti) = { [From(Place0, Time0, Mean0), To(Place0, Time0, Mean0),  
Attributes(x0, y0, z0, g0)], …} U Needs(ti) 

(1) 

The geo-referencing enables us to calculate the future occurrences, while the mean 
enable us to account the context and decide the possible aggregations. The overall 
architecture that services the i-Travel concept (Fig. 1) comprises the representative 
user device, which might be an in-pocket smart-phone with GPS localization and 
dedicated software running, plus the server side component elaborating the context, 
user needs, user-related events, the independent environmental events, and delivering 
the proactive service offerings.  
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Fig. 1. i-Travel conceptual architecture 

To perform the unification we estimate future presence points, calculating them in 
the pre-trip stage as the event chain of maturations in 4D space-time terms, e.g. all the 
expected locations and times for each traveller. For each of the future presence points 
we add the most likely actions, or the behaviours, formalized in the Traveller Domain 
Ontology as the rules. A similar example is described in [8]. A Fuzzy rule “IF (in-
Airport) AND (night-time) THEN (taxi-use)” determines an intended behaviour likely 
undertaken by travellers. The time-space of the intended presences would be available 
in advance to calculate the co-presence of the users, making possible the proactive 
cohesion action in the pre-trip or in-trip stages. The knowledge server detects the 
overlap and expected co-presence in the same location, catching the chance to offer 
them to share a taxi, grouping to reduce emissions. Two components enable global 
connected traveller services: a digital travel accounting the process, and a method to 
build the dynamic community of CT, aggregating the market at run time. 

i-Travel considers a collection of the travel plans by subscribed stakeholders. Any 
being now and being there overlap co-occurring become a challenge for the cohesion 
to be proposed after the verification of the real travelling conditions, the willingness 
to cooperate, and the absence/presence of the extraordinary events. The Mj = {Ni} a 
cluster of end user’s nodes aggregated together and logically seen as CT Unit be-
comes the dynamic social group. The research question we have tried to answer is 
how to aggregate nodes Ni - in real life populated by arbitrary elements becoming a 
physical neighbours because of the travel - logically optimising the cluster Mj in a 
way to group consumers likely to use the same resources, proposing them the sharing 
enabling the smart energy in mobility, the new market of connected traveller services.  

Typically there are many events populating the event space, requiring the similarity 
clustering algorithms to process the data in order to find the possible co-presences. 
From the energy point of view the proposed approach uses a new mathematic model 
augmenting the information available to the respective users about their co-presence 
and about the same or similar resources. The new resource consumption will be quali-
fied by aggregations Mj instead of the sum of consumptions by the single nodes Ni, 
enabling the minimization of the energy because of the shared consumptions. The 
representative – virtual - nodes Mj exemplify the CT communities living shortly, but 
manifesting the new social identity of the aggregation and the collective behaviour in 
both social and energy terms.  
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4   Conclusions 

Individuals manifesting similar travelling profiles can form temporarily a social net-
work based on the cohesion criteria expressed by Fuzzy rules qualifying the energy 
for mobility patterns, becoming a new entity interacting on the travel market. Authors 
have described the computational method building a local virtual community while 
optimising the resource sharing and energy savings, obtaining virtually a cooperative 
colony. There are two enablers: digital travel as an instrument to account for the 
travel, and a method to build the dynamic community as a cohesion tool. The most 
important issue is the clustering technique creating the dynamic but optimised aggre-
gation or community. The Fuzzy system becomes criteria for the social cohesion of 
the newly proposed community, while the aggregated profile represents the collective 
behaviour. The social aggregation proposed to physical persons is intentionally made 
virtual because of the temporal (volatile) nature of the possible transactions. However 
it might become real because of the motivation for grouping coming from the Fuzzy 
rules describing the objective function rewritten in lifestyle terms “people consistently 
flying to” instead of the event-related ones like “in BRU airport between 7 and 8 
PM”. There is no meaningful minimal or average grouping, ensuring the best local 
resource (fuel) consumption, however it appears the groups bigger than 3-4 units are 
unlikely cooperative. The further work is the implementation project of the i-Travel 
framework and its e-Marketplace. 
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Abstract. In the recent years, more and more people turned towards the Internet 
to find support, share their experience and feelings when they live difficult 
situation such as diseases. Considering this phenomenon, we are working with a 
community of caregivers of patients suffering from Alzheimer's disease. We 
aim at providing them an online platform where they can share social support. 
Such a tool offers to overcome the limits of the current face-to-face practices 
within the community. Based on a deep study of social support practices and of 
these caregivers social capital, this paper presents our design approach of inno-
vative information and communication services dedicated to social support.  

Keywords: Community of Family Caregivers, Design, Social Support, Social 
Capital, Healthcare Network, Support Group, Alzheimer’s disease. 

1   Introduction 

Social support is generally defined as an exchange of verbal and non-verbal messages 
which convey emotions or information and reduce uncertainty and stress [2]. Social 
support is often provided by relatives. However, the modern life style involves long-
distance relationships, the decreasing size of families and the loosening of social ties. 
People therefore naturally seek other sources of social support outside the family, 
such as experts (social workers, psychologists, etc.) or peers involved in support 
groups or contacted via online discussion groups. The members of these groups dis-
cuss their experience and talk about the problems with which they are having to cope. 
All these exchanges lead to setting up communities based on shared experience [10].  

Groups of this kind tend to be formed among people in distress because of prob-
lems such as serious diseases. They cater for for patients themselves or caregivers 
seeking for information, emotional support and tangible help [6]. When a seriously 
incapacitating disease is diagnosed, family caregivers often have no training for this 
difficult role. They have to understand and apply complex medical instructions, but 
lack the knowledge and skills enabling them to interact easily and efficiently with the 
patient. Few channels exist for expressing the distress they feel as family caregivers. 
This situation is all the more serious since caregivers are completely monopolized by 
their ailing relative and therefore have very little time to spare for information seek-
ing, making an evolution, with hindsight, of their view of their practices, and social 
interactions in general. 
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Our ongoing research project focuses on non professional caregivers looking after 
relatives with highly invalidating conditions such as Alzheimer’s disease. We are 
interested in the emergence of communities of caregivers, the social support practices 
within these communities and Information and Communication Technologies (ICTs) 
for assisting and supporting these practices. As new trends about health on the Inter-
net show, it seemed likely that ICTs could be used to enhance these caregivers’ social 
capital and their feeling of membership of a community.  

Social support is a complex activity which existed of course long before the inter-
net and also exists outside the internet. The people involved in social support do not 
all make use of online forums. Although online forums enable people who are famil-
iar with this kind of communication system to benefit from online discussions [13], 
we became aware that those who do not have the knowledge to use them are excluded 
from these services. It seemed likely, however, that by observing actual face-to-face 
social support practices, it would be possible to suggest some innovative ways of 
designing a system which would make it possible to reach people who would not 
normally have been users of online discussion forums.  

The originality of our approach can be summarized as follows: (1) the communities 
we are interested in are not communities of patients [10,11,13], but relatives acting as 
caregivers; (2) a survey was conducted on a real-life caregivers’ collective in order to 
define how to design an efficient tool for providing caregivers with social support. (3) 
Our design process is based on the translation of typical situations into online func-
tionalities dedicated to social support. In this way, it is hoped to develop a design 
process yielding a tool which can be readily used even by people with little experi-
ence of computer tools.  

In this article, after presenting the topic of interest (family caregivers dealing with 
Alzheimer patients), and suggesting how a ICT tool might help these people to cope 
with their distress, the results of a review of some existing systems dedicated to online 
social support are presented. Then, our proposal for designing a web-based system 
providing family caregivers with social support will be presented. Lastly the next 
steps in this work will be explored. 

2   Family Caregivers for Alzheimer’s Patients 

Serious neurodegenerative diseases such as Alzheimer’s disease (AD) greatly reduce 
the patients’ autonomy as their cognitive abilities gradually decline. The patients 
become unable to deal with their own day-to-day requirements as the symptoms 
worsen, and their relatives have to assist them increasingly with even the simplest 
operations, such as shopping, bathing, and getting dressed. 

Patients’ relatives find it hard to cope with playing the role of caregiver for which 
they have not been prepared. As shown by several surveys on French caregivers’ situa-
tion [9,17], apart from the financial cost of the disease (assistance with housework, 
adapting the home, etc.), it makes heavy demands on the supporting spouse or relative 
in terms of time and attention. Caregivers tend to be strongly committed to the support 
relationship with their ailing relative, whether they are the patient’s spouse or child. The 
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assistance they provide takes up a large part of their time and energy and leaves the 
caregivers little opportunity of escaping and taking care of themselves.  

Due to caregivers’ lack of time, providing a web-based system available at all 
times seems to be a relevant response, since it would provide them with a space where 
they can share social support with peers. In addition, receiving social support on a 
daily basis enables people to talk about their problems immediately rather than letting 
worries accumulate for a long time before they find a sympathetic hear. This aspect is 
in line with the hypothesis that the benefits of social support provided by peers are 
mainly short-term benefits [18]. The anonymous communications mediated by the 
internet with people living elsewhere might motivate people who are reluctant or 
unable to participate in face-to-face support groups [20]. Online services of this kind 
would usefully complement the services already proposed by medical healthcare 
networks, as it would improve caregivers’ access to information and help them cope 
with their distressing situation. In the following section, the healthcare network we 
are working with and our analysis of the caregivers groups it accompanies are both 
presented. 

2.1   Healthcare Network and Support Groups 

“Réseau Pôle Mémoire” (RPM) is a healthcare network which focuses on memory 
disorders such as AD. The network was launched in 2001 by a group of healthcare 
professionals in response to the many problems arising in the diagnosis and manage-
ment of AD patients in the Aube region (N-E France). The main aim of the network is 
to coordinate the work of the many professionals (neurologists, general practitioners, 
social workers, psychologists) involved in the care and support of these patients.  
Secondly, it dispenses care by performing neuropsychological screening activities 
(cognitive testing and diagnosis) and follow-up with patients and their caregivers. The 
network is also responsible for informing professionals and the public about memory 
disorders and their treatment. For this purpose, it organizes training sessions for  
professionals and family caregivers, and medical symposia for professionals and  
publishes documents targeting various audiences (such as booklets and web site docu-
ments). The RPM also runs monthly support group meetings for spouses and children 
who are caregivers in order to provide them with a space where they can talk about 
their experience and discuss their problems.  

The spouse caregivers’ support group, which has been in existence for about a 
year, mainly includes caregivers who have attended a session of RPM training at 
which health professionals explained how they contributed to the care and support of 
AD patients. 

The children caregivers’ support group has been in existence for over two years 
and closer relationships have been formed among its members, although the assis-
tance with which they provide to their parents is of various kinds and the burden they 
carry differs from one person to another.  

The existence of two separate groups corresponds to common practices [18,23]. 
The two care-giving situations and the relationship with the recipient of the care are 
very different (in terms of whether the caregivers live with the patient, their age, 
whether or not they have a job, etc.). The members of the two support groups have no 
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contact with each other, although there are no hard and fast rules about this point. 
Each group consists of about fifteen members who attend some or all of the regular 
meetings held on the first Friday of every month. The afternoon session is intended 
for spouses who are caregivers and the evening session, for children who are caregiv-
ers. The program of these support group sessions is roughly the same each time: the 
caregivers meet around a table at the RPM office, where they are served with cakes 
and drinks, which are sometimes provided by the caregivers themselves. The ensuing 
discussions are led by the network coordinator, who is a psychologist. She gives eve-
rybody an opportunity to speak in turn and dispenses accurate medical information. In 
the following section, it is proposed to use the concept of social capital to analyze 
these collectives.  

2.2   Communities of Family Caregivers 

We have used an analytical grid of social capital developed by [8] in order to give an 
overall picture of the RPM caregivers’ community. This grid is based on three dimen-
sions in line with several studies [1,14]. In this frame we adopt a definition of social 
capital grounded in the work of Pierre Bourdieu ([3] in [14]), where social capital is 
defined as the sum of the actual and potential resources embedded within, available 
through, and derived from the network of relationships possessed by an individual or 
social unit. However we draw the reader's attention to the point that more does not 
necessarily imply better. Social capital is a complex notion and its positive or nega-
tive impact on a social setting is mainly contextual [19], for example having a lot of 
information exchanges could discourage newcomers to join the network, or strong ties 
could be alienating. With this concern in mind, we use the descriptive grid mentioned 
above which can be summarized as follows: 

 

• The structural/opportunity dimension concerns the relationships existing among 
community members thanks to the structure of the social network, which provides 
an opportunity for members to share resources. 

• The cognitive/ability dimension focuses on the information and resources that 
circulate within the network. It also includes the ability of people to make use of 
the resources available to them via the network. 

• The relational/motivational dimension can be described as the strength of the ties 
formed, the conventions and norms that are shared and negotiated by the commu-
nity members, and the question of trust.  

 

From the structural point of view, the two RPM caregivers’ groups, which include 
about 30 persons in all, correspond to only a small proportion of the 600 patients 
currently catered for by the RPM. Some of the support group members occasionally 
call each other between group meetings, but most of them have no direct or indirect 
contacts apart from their monthly meeting at the RPM office. 

At the cognitive level, the caregivers have a lot to say about their experience with 
their ailing spouse or parent and about their daily care practices, and they often give 
each other advice. They express their opinions about institutional issues (nursing 
homes, insurance policies, etc.) and medical practitioners. Spouses who are caregivers 
often refer to the training they underwent at the RPM. They mention the knowledge 



340 M. Tixier and M. Lewkowicz 

and the benefits of the hindsight thus gained about their spouse’s disease. The treat-
ment available and the latest scientific knowledge about these diseases are frequently 
discussed during the meetings chaired by the RPM coordinator, who represents an 
authority on the subject. 

One of the main differences between the two groups focuses on the relational as-
pects of their social capital. Although the experiences and events they talk about are 
sometimes emotionally quite intense, the level of mutual listening was not found to be 
very high in the spouse caregivers’ group. The many digressions which tend to occur 
oblige the coordinator to intervene frequently and to manage the caregivers’ interven-
tions more than with the other group. The children caregivers’ support group seems to 
be a much more closely knit group. They discuss the crises and the upsetting episodes 
they have experienced with the other members of the group. They also talk about the 
friendly events they have enjoyed together (such as the New Year party, members’ 
birthdays, etc.) at their monthly meetings at RPM office. These caregivers show great 
attachment to the group and some of them are still attending the meetings although 
their parents or spouses are no longer alive. 

In the light of the above findings, it can be said that the RPM caregivers’ commu-
nity, which actually consists of two separate groups, is already emerging within the 
institutional structure in which these interactions were initiated. The RPM plays an 
active role: it organizes meetings and support groups, initiates discussions, and creates 
contacts between caregivers. Developing the opportunities for caregivers to commu-
nicate and to discuss their practices together via the online services proposed would 
therefore help to develop a wider and more active community, which would hopefully 
result in a “virtuous circle”. This is an evolution process as such mentioned by several 
authors, for instance on the social embeddedness of community tools [8] or the dyads 
and groups dynamics in social networks [5]. 

In the following section, a set of web sites providing information and communica-
tion services of this kind will be analyzed. These particular platforms were selected 
either because they explicitly claim to provide social support or because their focus 
(healthcare, social problems, etc.), their contents and the communication facilities 
they provide are relevant to develop social support practices. 

3   Existing Web-Based Solutions Providing Social Support 

Thirteen websites were selected for this study1. It was attempted to include equal 
numbers of research projects (Hutchworld [4], Krebsgemeinshaft [7], CHESS [11]), 
classical discussion forums (5), and web2.0 generation platforms (5) showing features 
typical of most social networking systems. Whenever possible a user account was 
created on these sites. It was thus possible to test normal users’ experience of the 
functionalities, contents and presentation of most of these sites. We started by assum-
ing that online social support services consist essentially of interactions between us-
ers. On this basis, we described the functionalities that enable users to have  

                                                           
1 The complete list of websites and the data set on which this study is based are available at the 

URL: http://www.orkidees.com/missWiki. 
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discussions via the platform. We focused in particular on the multidimensional as-
pects of these mediatised communications [24], i.e., whether they were public/private, 
synchronous or asynchronous communication systems and whether the messages 
were intended for someone in particular or not. It was then attempted to group the 
items identified into larger functional components common to several sites.  

27 functional components were identified that were common to the platforms stud-
ied. Some functionality can be part of larger functional entities that serve more spe-
cific goals. These functional components were then subdivided into “elementary” and 
“complex” components (written as follows: component_1 x component_2 x compo-
nent_i). The components that figures in italics are common to all of the studied plat-
forms. 

Table 1. “Elementary” functional components 

Functional components Description 

Assessment  A system that calculates users’ activities on the base of specific 
criteria. Contents are either rated   by users, either using a  
predetermined list of items (which are often strictly positive or 
qualitative) or users are free to add their own qualitative comments. 

Profile A personal page on which users can present themselves in a 
variably flexible frame. 

Role Members adopt a specific role (e.g., that of moderator, adminis-
trator or honorary member), which can determine their right of 
access to the platforms’ functionalities and the extent to which 
they are to visible to other users. 

Awareness Enables users to share information about their status or about 
what they are doing at the moment, or to talk about their moods 
and feelings. 

Anonymity, confidentiality Systems that enable users to control the level of visibility and the 
range of information they are willing to share on the platform. 

Friendship, relationship Users can create formal relationships with other users (generally 
in the friendship mode). 

Users’ groups, communities  Enables users to constitute groups, and generally to have access 
to a private space with dedicated functionalities managing the 
group activity. 

Internal messaging system A private, asynchronous targeted communication system, which 
is internal to the platform. 

Instant messaging A private, synchronous targeted communication system. 

Chat group A public synchronous communication system. 

Forum A public asynchronous communication system. 

Digest An event handling system which enables the system to display or 
send by mail to a user digests about her friends’ activities, the 
activities of users belonging to her groups and about the  
activities taking place on the platform. 

Search engine A search engine gives users transversal access to the contents on 
the platform. 

Bookmark system  Enables users to pick-up and follow interesting discussions, 
messages and contributions. 

Emoticon Users can express their feelings and moods via emoticons. 
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Table 2. “Complex” functional components 

Functional components Description 

Exchange of advice 
(Forum x Evaluation) 

Enables users to exchange advice, to discuss it and give their 
opinion about it.  

Questions and Answers system 
(Forum x Evaluation) 

Enables users to explicitly send a question to the community. 
Members’ answers are generally assessed.  

Stories, experience sharing 
(Forum  x Users’ groups, com-
munity x Evaluation) 

Users can share their experience and tell stories as with a blog 
system, where other users can react by adding comments and 
other forms of assessment. Common themes occurring in users’ 
contribution are highlighted with tags or other systems. 

Wall, personal guestbook 
(Profile x Forum) 

An asynchronous, public targeted communication system. 

Hugs, gestures, gifts 
(Profile x Internal mail system) 

Users can exchange gifts or conventional attention marks (i.e. 
hugs, tributes) between members and add a short message.  

Goal management 
(Self-monitoring x Hugs, ges-
tures, gifts) 

Users can set goals and be given support to help them reach these 
goals via the platform (e.g., quitting smoking). They can show 
how they are getting on   as time goes by (in terms of days, 
weeks or months). The other users receive incentives from the 
platform in order to make them encourage the person to succeed. 
They can also say that they share the same goals and are  
beginning the same process. 

Self-monitoring 
(Evaluation x Profile x Aware-
ness) 

A system that enables users to regularly give details about a 
detail that concerns them (such as physiological variables, weight 
and mood). This enables them to have a picture of how their state 
is evolving and to share this information in graphic form with 
other users. 

MatchMaking 
(Profile x Search engines) 

A system that proposes to match user with other users with 
similar interests, goals or experiences. These systems either 
perform at the user’s request or passively on the base of their 
profile.  

Signature 
(Role x Profil) 

Enables users to add their signature to their contributions, often 
with a slogan or an invitation to contact them. 

Group Awareness 
(Use s’ groups, community x 
Awareness) 

A system that informs users about each other’s presence online: a 
list of connected members, a list of the participants in a  
discussion, etc. 

Notifying contents to administra-
tors 
(Internal mail system x Role) 

Enables users to warn administrators about contents, usually 
because of their litigious nature. 

 
These groups of functionalities which are common to several platforms show the 
existence of a general trend among complex functional components: several function-
alities tend to be combined in order to provide more specific situations than those 
available in classical discussion forums. Some platforms allow users not only to ex-
change messages, for example, but also to ask or answer questions, to give or receive 
advice and to share experience. 

The innovations observed on these platforms, which mostly result from research 
projects or the web 2.0 generation, are not based in our opinion on novel technical 
solutions. 3D or video contents were quite rarely encountered on the platforms we 
studied. Emblematic technologies such as AJAX have essentially improved the fluid-
ity of requests transfer and the updating of contents. At the end there were the similar 
text fields and other checkboxes already used at the start of the internet which support 
the core of these platforms. Our findings show that the systems studied tend to rely on 
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combinations of elements (e.g., an asynchronous communication system combined 
with assessment functionalities), in line with a model for innovation which resembles 
to Schumpeter’s description ([22] in [14]), in order to create functionalities which 
encourage the users to refer to normal face-to-face communication situations. 

The designers of these websites have taken concrete everyday situations as their 
starting point and translated them into innovative functionalities. For example, they 
have translated experience sharing situations by combining an asynchronous commu-
nication tool with a function enabling users to comment on the stories they read via a 
system of assessment. We have emphasized this idea of translation, which often un-
derlies the so-called “designer’s insights”, in order to describe some of the principles 
on which this process is based. The problem therefore consists in identifying the most 
relevant situations occurring in everyday practice and defining the signs (i.e. the 
words) which enable users to recognize the situation in question.  

4   Design Process 

A critical issue involved in developing online communication and cooperation tools is 
that they should make it possible to perform activities such as social support activities 
that are already being carried out offline without the mediation or even the existence 
of computers or the internet.  

When attending support groups and meeting caregivers, we detected some recur-
rences in the everyday practices observed: the way the people performed round-table 
where they are asked to speak in turn, the way the coordinator began the sessions, and 
the way the caregivers introduced themselves, talked about their problems and asked 
questions. The recurrent features of these situations seemed to be particularly relevant 
to designing social support platforms. It seemed to be worth attempting to translate 
these features and these situations when designing a tool dedicated to social support. 
The aim was therefore to encourage the users to perform these typical situations 
online, since they are familiar to them. 

The results of our review of existing social support platforms illustrate this idea. 
One example of an online function encouraging the users to perform, through the 
system, real communication situations which they are familiar to is the questions-and-
answers (Q&A) function: question-and-answer games are implicitly based on com-
mon experience. Q&A functionalities are typical for many social support websites 
and interest many other application domains [15]. By using them instead of more 
classical internet systems such as forums, users will be given a more intuitive grasp of 
the communication situation proposed. They will be able to use the general scheme of 
the situation, the script [21] they are familiar with, to guide their interactions with the 
system and with other users. 

When online communication situations resemble those occurring offline, users are 
able to intuitively organize their interactions. Some features of the situation naturally 
differ in the case of computer-mediated communications and users have to renegotiate 
part of the process, especially when the tool includes new possibilities that do not 
exist in real-life situations, but the interaction management load will still be lighter for 
them in the end. 
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The problem is how to design functionalities on the lines of the scripts underlying 
the corresponding real-life situations. It was therefore proposed to translate these 
typical situations and the scripts intuitively recognized by users in designing our plat-
form. To do this, it was necessary to specify this process of translation. 

The first step in the process of translation involves identifying the words, signs and 
symbols used in real-life situations in order to use them online by displaying them on 
the users' screen through the system's interface. This will help users to recognize the 
situation of communication proposed through the system. This is in keeping with the 
use of the notion of convention in Human Computer Interface (HCI) design as pre-
sented by Norman [16]. In line with him we think signs and symbols on screens relate 
to conventions, shared between users and designers for example. Conventions serve 
as incentives to promote interactions between users. In this case, the conventions 
helped us to select suitable semiotic cues with which to design functionalities stimu-
lating users to perform typical situations of communication through the platform.    

Among the typical situations observed, that arising when the members of support 
groups are introducing themselves provides a good example of how conventions are 
used. Caregivers generally present themselves to newcomers at support group meet-
ings. The first semiotic cues relating to conventions were naturally the words and 
expressions used by the participants to refer to the situation: “Ils se presentent”. We 
also detected several semiotic cues in the way caregivers describe their own situation 
using specific signs, words and locutions. They do not speak in terms of AD patients 
or the ailing person they are caring for, but about their husband or wife, mother or 
father whose disease (i.e. Alzheimer’s disease) was diagnosed X months/years ago. 
They mention whether their relative was living in a nursing home, giving the name of 
the institution. They also describe the care with which they provide their ailing  
relative. 

This raises the question about the conventions of introducing oneself at the support 
group. In order to design profile pages which correspond to the reference situation, it is 
necessary that the text-fields it is proposed to display should match the stages in the scripts 
followed by caregivers in real-life situations. But it is also essential to use the same signs, 
words and expressions as caregivers use in real life, in order to guide the users to perform 
the situation where they are presenting themselves to the community.  

Users will therefore be prompted by “Introduce yourself”, to state for instance “my 
husband is suffering from Alzheimer’s disease that was diagnosed 18 months ago” 
(information in italic could be chosen by the user among several possibilities on the 
system).  

We then have to address a second level of translation that concerns the ability of 
the system to promote a set of interactions that roughly correspond to those in which 
the users engage in real life.  

Another typical situation we observed at support groups was the “round-table” 
where caregiver's are invited to speak in turn to give their opinion on a specific topic 
or recounting their experience. All the caregivers who attend support groups have a 
rough idea of the script describing the conventional course of this relatively formal 
situation.   

The coordinator initiates round-table discussions by proposing a question or a topic 
on which participants are invited to express themselves (i.e. nursing homes). She 
refers more or less directly to the communication situation “Could each of you tell us 
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about your experience with nursing homes?”. The coordinator checks whether she has 
the group’s attention and assent. She then suggests which of the participants should 
speak first: “Mr/Mrs …, what do you think about…” or “How is your wife doing at 
the …  … nursing home?” 

The caregiver speaks about the subject. 
Other participants can react. 
The coordinator can either press the speaker to give more details, or she can re-

frame the discussion if digressions occur. The coordinator can cause a digression 
herself if she notes an interesting point in the caregiver’s discourse that she wants to 
bring to the attention of the entire group. 

Once the first caregiver has finished speaking, she can either invite the next par-
ticipant to speak by giving a sign or tell the coordinator that she has nothing more to 
say. 

The round-table discussion ends when all the participants have spoken or it is time 
to close the meeting. 

In this round-table situation, participants expect to be invited to express themselves 
on a topic on which all the other participants will also speak in turn. They also expect 
to obtain reactions and comments from other participants. The “round-table script” 
can therefore be used to define a functionality that could be implemented in an online 
social support platform as follows: users could initiate a round-table discussion by 
sending a message presenting a theme to a group of peers. Several contributions could 
be collected on the same topic and each participant could comment on peers’ contri-
butions in the same way as on a blog. The idea is naturally not to reproduce exactly 
the same script, according to the new possibilities offered by ICTs, but to promote a 
series of interactions that will meet users’ expectations about the situation. The round-
table functionalities adopted will therefore be based on an asynchronous communica-
tion device, since caregivers are not able to participate simultaneously because they 
have little time to spare. The initiator could close the round-table discussion once all 
the participants have made a contribution. 

We have discussed separately each of the principles on which the translation of 
typical situations into functionalities should be based in order to make this presenta-
tion as clear as possible. Conventions and scripts are both necessary to completely 
specify the functionalities presenting situations which are recognized by users and 
meet their expectations about how they are going to interact with peers via the online 
website. 

5   Conclusion and Future Perspectives 

In this paper, we have presented the communities we are interested in, which are 
communities of family caregivers looking after relatives with severe diseases, espe-
cially AD. After describing their burden and the role ICTs could play to help alleviate 
their distress by providing them with greater social support, some existing web-based 
systems of social support were reviewed. This analysis led to the conclusion that there 
is an interest to design online systems for social support which resemble real-life 
social support practices more closely. By attending meetings of the support groups 
run by this network, it was possible to identify situations and scripts promoting  
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interactions between members. A design framework was then suggested for translat-
ing these observations into functionalities on the internet social support platform. By 
implementing this design framework, it is hoped to design a system which will re-
semble caregivers’ actual practices as closely as possible, and therefore provide an 
easy to use and helpful tool.  

The next steps in this study will consist first in integrating the findings based on 
the interviews carried out by our sociologist colleague. We will be able to extend our 
reflexion to address questions as privacy with these findings. The combination be-
tween the observation of support groups and the findings made in these interviews 
should yield a detailed picture of existing social support practices in both face-to-face 
and online situations, as well as providing additional information about family care-
givers. Our second objective is to complete our description of the relevant scripts.  
These descriptions have been based so far on the observations carried out during face-
to-face interactions. We now plan to study online social support exchanges (in fo-
rums) in order to define a kind of communication contract to which users of social 
support forums implicitly conform. We will then again attempt to combine this com-
munication contract with the scripts on which face-to-face meetings are based in order 
to obtain a broader picture of how online interactions could provide efficient social 
support [12]. Thirdly, having completed our close analysis and definition of social 
support practices, it is now proposed to develop a web-based platform dedicated to 
family caregivers, based on the framework described above. We will present this 
platform to the family caregivers in the RPM, but it will also be available on the Web 
to caregivers outside this particular healthcare network.  

Lastly, this platform will have to be assessed, first as regards its usability, and sec-
ondly from the social capital point of view. The concept of social capital will help us 
to analyse the evolution of family caregivers’ communities using an online social 
support system. It will then be possible to assess our proposal to extend the existing 
social practices by introducing an online system. One of the issues on which it would 
be interesting to focus is that of technological tools as catalysts for communities.  
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We are very pleased to present the proceedings of the First Workshop on Service 
Discovery and Selection in SOA Ecosystems (SDS-SOA 2009). The workshop was 
held on the premises and with support of Poznan University of Economics, Poznan, 
Poland, on the 29th April 2009. The workshop was organized in conjunction with 
12th International Conference on Business Information Systems (BIS 2009). 

The main aim of the workshop was to gather researchers and practitioners to pre-
sent their original work in the topics of service interactions within service ecosystems 
with a special focus on the interactions such as dynamic service discovery and  
selection. 

Service oriented architectures enable service compositions and facilitate business 
processes reengineering. What is more, the SOA paradigm also enables a multitude of 
service providers to offer on service markets loosely coupled and interoperable ser-
vices at different quality levels. This creates a unique opportunity for businesses to 
dynamically discover and select, in a cost-effective manner, services that meet their 
business and quality needs. However, outsourcing of IT services to external vendors 
causes dependency and introduces new challenges. In particular, this applies to the 
quality of outsourced services. If a mission-critical service is sourced out to an exter-
nal vendor, provisioning of the required service and its quality is beyond immediate 
control of the service customer. Therefore, the success of the companies depends 
heavily on the ability to discover and select the best services in the given context for 
the needs of business processes. Viable choice has to take into account both func-
tional and non-functional characteristic of a service.  

Three papers from a set of excellent submissions were selected for publication by 
the Program Committee in a peer review process and reflect truly international inter-
est in Web service interactions and SOA ecosystems. We would like to thank all 
members of the Program Committee for their thoughtful and detailed reviews of the 
papers and fruitful collaboration.  

The topics of the accepted papers cover a broad spectrum of topics starting from 
SLA issues, to Web services selection methods. 

The first paper focuses on reliable description of service non-functional properties. 
Namely, André Ludwig and Marek Kowalkiewicz in their paper “Supporting Service 
Level Agreement Creation with Past Service Behavior Data” propose an interesting 
approach of utilizing data  from past service behavior to enrich and refine definitions 
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of SLAs. This work describes the method of utilizing service profiling mechanism 
deriving information on services based on monitoring data as a source of information 
for analysis and prediction of SLA attributes. The obtained service description may be 
then utilized during service discovery and selection.  

The selection of services for the needs of business processes based on service de-
scription is the main topic of the second paper. In their paper on “QoS-Aware Peer 
Services Selection Using Ant Colony Optimisation” Jun Shen and Shuai Yuan present 
a new approach to Web service selection problem. The authors propose to apply Ant 
Colony Optimization algorithm to identify the optimal configuration of services. 
Also, a study of algorithm’s efficiency is presented giving reader a  great opportunity 
for observing how hive-wise optimization can be applied in the domain of Web  
services. 

The selection algorithm operating on a service description available in service reg-
istries like e.g. UDDI was the main topic of the third paper. Colin Atkinson, Philipp 
Bostan, Gergana Deneva and Marcus Schumacher present in their paper titled “To-
wards High Integrity UDDI Systems” an extension of UDDI architecture. The paper 
explains the failure of public UDDI registries by showing three main shortcomings of 
that technology. Authors propose appropriate extensions in order to address the lack 
of automated management of UBR content, lack of QoS monitoring of registered Web 
services and over simplicity of search process within UDDI. They show enhanced 
UDDI architecture and present an implementation of it based on well known and 
publicly available tools. 
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Abstract. The basic idea of a ubiquitous service market where services can be 
published by their providers and discovered by potential users is – besides in-
creased interoperability – one of the driving forces behind the SOA vision. 
However, the failure of the famous UDDI Business Registry demonstrated that 
service-orientation per se does not solve the problems related to the operation of 
such service registries – a problem well-known from the component-based de-
velopment community. On the contrary, since services are highly volatile it is 
even more difficult to effectively manage a repository. In this paper we discuss 
the challenges associated with the operation of service brokering solutions with 
a clear focus on automation and integrity of the overall system as well as the of-
fered search capabilities. To address the identified challenges we propose an ex-
tended UDDI architecture.    

Keywords: UDDI, Service Discovery, Web Services Quality.  

1   Introduction 

Over the last few years SOA has become the dominant approach for designing and 
implementing distributed enterprise computing systems as well as business processes. 
Today, the main question facing enterprise system developers is not whether to use 
SOA but how. The success of service-oriented architectures to date stems primarily 
from its effective support for service interoperability rather than its promotion of ser-
vice discovery or reuse. Two of the three fundamental SOA standards (WSDL, 
SOAP) are essentially focused on the former aspect, while the third one (UDDI) is 
responsible for the latter.  

Despite its ubiquity, one key ingredient of the SOA vision has failed to live up to 
expectations and can be viewed as something of an “Achilles Heel” – this is the ser-
vice brokerage model which is supposed to allow service consumers to find services 
as well as service providers and to provide the basic foundation of service market-
places. As the well known SOA triangle in Figure 1 depicts, the core standard that 
supports this aspect of SOA is UDDI (Universal Description, Discovery and Integra-
tion). Although service registries are often used intensely within enterprise bounda-
ries, so far all attempts to set up publicly accessible UDDI-based service brokers have 
not been very successful. The most well known example is the so-called UDDI  
Business Registry (UBR), operated jointly by SAP, IBM and Microsoft. This public 
available registry was finally shut-down in early 2006 because it contained hardly any 
usable content [1].  
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While the design principles of the standard Web service brokerage model [2] pre-
sented in Figure 1 are basically sound, we believe that the current UDDI brokerage 
model includes three inherent weaknesses that make it difficult to set up an effective 
Web service registry solution. These issues also relate to the driving ideas behind 
SOA – the automation of service discovery, integration and execution.  
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Fig. 1. Standard Web Service Brokerage Model [2] 

The first weakness stems from the fact that all information about services in a 
UDDI registry is supposed to be provided manually. More specifically, to register a 
service with a UDDI registry, a human has to input a collection of metadata for the so 
called white, yellow and green pages of the UDDI standard.  

The second weakness relates to the maintenance and data integrity of services once 
they have been registered with the system. Again this is a function that human service 
providers are expected to perform for the full lifetime of the service. They have to 
keep information for registered services up-to-date and they have to manually remove 
registered services once they have been shut down. In 2008, Al-Masri and Mahmoud 
recognized in their investigation of current Web Services on the World Wide Web [3] 
that many of the Web service descriptions that can be found on the web point to ser-
vices that are no more active. As has also already been observed with component re-
positories by Poulin in [4], once a collection grows beyond a certain size it is no 
longer manually maintainable nor manually browsable.  

This leads directly to the third weakness – the limited search capabilities offered by  
UDDI that are restricted to browsing the registry or using the inquiry API [5] which 
supports only simple keyword-based searches on UDDI entities. As demonstrated by 
the directory-based approaches of most early web search engines, this approach was 
quickly overtaken by the “crawl and search” approach of today’s search engines.  

The net result of these weaknesses is that the overall quality of the search results 
delivered by public UDDI registries is very poor. Over time, such registries tend to be 
overwhelmed by services that offer only poor performance, are no longer maintained, 
or are even no longer available. As a result, potential service users are forced to apply 
elaborate “trial and error” strategies for testing the discovered services in a real usage 
scenario to assess if they fulfill all expected requirements. 

In this paper we introduce an extended UDDI server architecture that addresses 
these weaknesses and that significantly enhances the apparent integrity of the stored 
information. The remainder of this paper is structured as follows. In section 2 we first 
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introduce our approach for an extended UDDI architecture. In sections 3, 4 and 5 we 
then give detailed information about the enhancements and the mechanisms that ad-
dress the weaknesses that have been identified. Section 6 discusses related work and 
we provide a final conclusion and an outlook on future work in section 7. 

2   Extended UDDI Architecture 

To address the introduced weaknesses we extended the basic UDDI architecture, its 
inquiry API and its respective interfaces to provide enhanced support for automated 
registration, higher data integrity and more sophisticated search capabilities. The pri-
mary goal of the approach and its implementation which are presented in this paper is 
to remove the weaknesses while still conforming to the UDDI specification and its 
recommended programming API and to be fully transparent to users.  

Our reference implementation is based on jUDDI [6] which offers an open-source 
implementation of the UDDI specification, including a registry and respective UDDI 
APIs, and is part of the Web services project at the Apache Software Foundation. Our 
extended UDDI server architecture is not a node in the sense of common UDDI regis-
tries since it is not used to replicate its data within a UDDI ring, as the original con-
cept proposes [5]. Moreover, the presented approach is intended to be a vehicle for 
supporting public stand-alone and enterprise UDDI servers.  

 

 
 

Fig. 2. Enhanced UDDI Architecture 
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The main extensions that we propose to the UDDI architecture are presented in 
Figure 2. These mainly consist of a richer UDDI data model supporting availability 
and quality measures, additional processing components together with database-
oriented support for quality assessment and enhanced search capabilities. As also  
depicted in Figure 2, our enhanced UDDI architecture offers two interfaces for the 
registration of services. The first interface is represented by the well-known UDDI 
publisher API that allows service providers to register their services manually, using 
either programmatic solutions like UDDI4J or JAXR, or web-based tools like the 
Novell NSure UDDI Client, for example. The second interface that we additionally 
added provides automated registration of Web services. This may be realized using 
web crawlers or scripts (e.g. to iterate over an existing enterprise UDDI registry) that 
find and register multiple Web services sequentially. With the automated approach 
the only information that is available for registering a service is contained in its 
WSDL description. Thus, the registration process requires an automated mapping of 
the WSDL data structure to a UDDI-conformant data structure, which is realized by 
the WSDL2UDDI component of our architecture. After this step of pre-processing a 
service description and its respective data can be added to the service registry as be-
fore using the common UDDI publisher API. 

The most important of our extensions facilitates the automated quality assessment 
of Web services that is realized by the AvailabilityChecking component and additional 
database support. This extension is responsible for evaluating registered services at 
periodic time intervals to assess information related to availability and other quality 
measures. This mechanism requires a separate database table (WSStats) that keeps 
track of the registered services and stores the information needed to assess their qual-
ity. Each time a service is added over the publisher interface a new record is inserted 
into the respective table, while binding templates are also replicated in the UDDI da-
tabase table and are used as the primary key. The availability and quality assessment 
is based on load tests which are periodically executed on all registered services to 
determine when (or whether) services are available and to collect statistical values 
that provide a long term view of the Web service’s performance. Several of the de-
termined quality values are stored in the database and are also replicated in Lucene1 
[15] that represents another form of database using an inverted index where each ser-
vice and its properties are represented by a single document.  

To support more sophisticated search capabilities, our extended UDDI architecture 
generally offers two kinds of search queries. First, the UDDI inquiry API can be used 
in the usual way, supported by automatic filtering of services that are currently not 
available. This has been achieved by enhancing the implementation of the (jUDDI) 
inquiry API with access to the database that keeps track of availability and statistics 
information for registered services. Second, our architecture offers an interface to the 
embedded Lucene index over the Merobase Search Engine API (MeroAPI). This API 
evolved from the Merobase component search engine [7] and provides advanced 
forms of queries over Web services and other forms of components. Advanced query 
types include interface-based searches which match services to queries based on their 
syntactic form, and also test-driven searches which match services based on their se-
mantics (i.e. their behavior).  
                                                           
1 A framework for document-based indexing and text-based searches.  
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In the following three sections we will at first explain how our UDDI architecture 
enhancements help to overcome the three weaknesses that we identified in section 1 
as well as how these are realized in detail. This includes (a) automated crawling of the 
World Wide Web or a respective environment to add potential Web services to the 
service registry, (b) a higher degree of automated maintenance and continuous inspec-
tion of registered services and (c) enhanced service discovery capabilities with new 
forms of queries for higher-precision service retrieval.  

3   Automated Registration of Web Services 

As also shown in [3,8,9], today’s internet offers many public Web services that may 
be reused in service-oriented application development. To allow users to find these 
publicly available services or services within the boundaries of an enterprise, the re-
spective environment first has to be crawled in an automated way. Related details are 
described in another of our papers in [10]. Second, when services are found, they have 
to be registered with the UDDI server. In this automated discovery mode, the only 
available information about a service is contained in its WSDL description. Thus, a 
mapping to the UDDI data model is required for registration in a UDDI server envi-
ronment. Since both are specifications within the basic Web services architecture [2] 
it would be natural to assume that they are compatible and that there is an intuitive 
and straight-forward way of transforming the service descriptions of WSDL into an 
equal description for UDDI. However, this is not the case. There are a number of is-
sues that arise when correlating WSDL and UDDI that needed to be resolved by an 
OASIS technical note [11], which defines a consistent mapping between the data 
models of both specifications as shown in Figure 3.  
 

 
 

Fig. 3. WSDL to UDDI mapping [11]  
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OASIS defines some additional tModels to represent WSDL concepts in the UDDI 
structure including a WSDL Entity Type tModel, an XML Namespace tModel, a WSDL 
portType Reference Model, a SOAP Protocol tModel and finally a HTTP Protocol 
tModel. One of the main issues in this case is that to define new tModels in UDDI. 
The specification of an overviewURL within the data model is essential to point to the 
real “interface” – the WSDL description. However, if all WSDL elements are con-
tained in the same description document and the WSDL schema does not allow ID 
attributes on WSDL elements, a mechanism which references single elements within 
the WSDL specification is needed. This issue has been resolved by OASIS with a 
pointer concept, called the XPointer syntax, which is described in [11]. Using this 
syntax it is possible to present each WSDL element by a tModel (as also shown in 
Figure 3) with the requirement that each tModel has the name of the corresponding 
local WSDL element and the namespace is saved as a so called categoryBag in the 
respective tModel. These tModels also contain the overviewURL which points to the 
WSDL element in the specification document. The categoryBag itself must contain a 
keyedReference with a tModelKey of the WSDL Entity Type Category System and a 
keyValue of “portType”, “binding”, “service”, etc.. These tModels should contain 
other keyedReferences as well, for example to identify the corresponding portType 
within the tModel of the binding element, which can be viewed as a specification of 
the binding element. Each of these WSDL elements finally gets its own tModel within 
the UDDI data model using several specific parameters to cope with the individual 
requirements of the WSDL elements. For example, the binding element should con-
tain another keyedReference to a tModel of the UDDI Types Category with the value 
of “wsdlSpec” for backward compatibility purposes, or there should exist references 
to the protocol and transport information e.g. of type “soap:binding” and 
“http:binding”. The complete description of the mapping from the WSDL elements to 
the UDDI tModels is contained in [11]. 

4   Quality Assessment of Web Services 

To solve the problem of data integrity and to support higher quality retrieval of Web 
services, our enhanced UDDI architecture introduces a mechanism to obtain availabil-
ity information and statistics based on periodically repeated load tests of the regis-
tered Web services. These load tests are initiated by a timer service on a daily basis. 
To this end we use the leading Web service testing tool soapUI [12] that offers a 
framework for the testing of Web services.  

The soapUI framework offers a variety of modes for functional and load testing of 
Web services. To achieve more realistic result values for performance evaluation, we 
have chosen load tests which are performed simulating multiple client requests in 
multiple threads which are executed concurrently. The simultaneous execution of only 
a couple of requests can change the response time of a Web service significantly. This 
approximates a real-world usage scenario where the number of concurrent requests 
can vary over time. Information that is provided by the executed load tests includes 
the response time, transactions per second and the number of errors that occurred. The 
result data that is collected from the load tests is stored in our WSStats database table 
over time. In the service discovery process, this information source is then used to 
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find the most suitable Web services based on the quality measures. The response time 
is viewed as an important benchmark. But since the network performance may vary 
depending on the location of the physical machine that executes the load tests, the 
determined values should be used only comparatively within the boundaries of the 
maintained service registry using a fixed testing environment.   

Many approaches that consider the quality of Web services do not use information 
gained from testing to establish whether the service under consideration is active. In 
our approach, however, we use this information to designate the Web service as being 
“active” or not. This information is used to filter currently unavailable services from 
search results. Also, a potential service user probably won’t be interested in the long 
term availability information if the service has not been running in the recent short 
term. Therefore, another mechanism in our approach additionally monitors if a service 
has failed to respond for a given period of time. If this is the case, the service is as-
signed the value “quarantine”. There are two possible events that can change this 
state of a service. Either it can be accessed again with one of the load tests and is as-
signed the value “available” or the specified quarantine time period for the considered 
service passes by without a response and it is then assigned the value “unavailable”. 
Similar to the quarantine time period, a time period for unavailable services (which 
needs to be much longer than the quarantine time period) is specified since over a 
certain threshold the probability that a service will become available again is very low 
and the service is finally removed from the registry. 

Besides the already introduced filter mechanism, our approach introduces an 
“availability” classification schema for Web services that is determined from values 
stored in the database and values of the current load test. To determine the availability 
value of a certain Web service we compare the number of effective running days to 
the number of totally monitored days. In the same way we evaluate the reliability of a 
Web service by comparing the number of response messages to the total number of 
request messages that have been sent to the considered Web service.  

The classification concept for Web services that we apply based on the evaluation 
of the availability value consists of the three levels which we characterize as “excel-
lent”, “good”, and “basic”. These are based on a scale that can be defined and used 
arbitrarily for value assignment. For example, services are classified as excellent if 
their availability value is higher than 95%, as good if the value is between 85% and 
95% and as basic with an availability value below 85%. Using this classification, ser-
vice requestors are offered clear decision criteria to choose appropriate services de-
pending on their individual requirements. Other approaches that apply some kind of 
ranking value calculated as a compound function of many factors are often unclear to 
service requestors and users. These calculations also often contain attributes, e.g. in-
teroperability characteristics, which are not crucial for service integration at the cli-
ent’s side.  

All of the properties described in this section for characterizing the quality of a 
Web service which are collected in the process of quality assessment are stored in the 
WSStats database table and can be summarized as follows: 

• the average, minimum and maximum response time (in ms), 
• throughput (in tps), 
• availability (in %), 
• reliability (in %), 
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• active (available, quarantine, unavailable) and 
• classification (excellent, good, basic). 

5   Enhancing Search Capabilities 

As mentioned in the previous section, the main advantage of our approach and its 
availability checking mechanism is that services that are currently not available are 
not considered as potential services in the process of service discovery. Using our 
extended UDDI architecture, the service requestor can choose between the common 
UDDI inquiry API and another interface that uses the Merobase Search Engine API 
(called Merobase API in the following) to search for appropriate services in sophisti-
cated ways based on functional and non-functional properties.  

We therefore have modified the implementation of the jUDDI inquiry API to ac-
cess the quality information stored in the WSStats database tables for pre-filtering 
services that are currently not available or under quarantine. The quality information 
is also replicated in the Lucene index to support advanced queries that use the Mero-
base API to provide rapid, high-value results to a service requestor’s search query. 
Moreover, the consistency of various data stores (UDDI database, quality database 
and the Lucene index) is maintained by updating the latter every time the former two 
are changed. Using common primary keys in each of the data stores, all the distrib-
uted information that is associated with one of the registered services can be returned 
in a query result or aggregated in a result set. 

Using our Merobase API for enhanced Web service searches offers the service re-
questor multiple enhanced semantic query types in comparison to the simple UDDI 
key-word based search mechanisms. This is made possible by parsing the WSDL de-
scriptions during the registration process and storing data in the Lucene index that is 
related to signatures of the Web service’s operations. Furthermore we store other in-
formation in Lucene (e.g. service name, operation names, etc.) and additional infor-
mation that can be gathered during the crawling process (e.g. provider host, last-
updated, etc.). Service requestors can not only specify constraints on searches, e.g. 
“excellent” quality, they can also apply queries that specify the whole signature they 
expect related to their requirements. The following query is formulated in the Mero-
base Query Language (MQL) [7] to search for a calculator Web service with a certain 
interface (i.e. set of operations) and excellent quality: 

 
Calculator ( 
  add(int, int):int; 
  sub(int, int):int; 
)  
type:service 
quality:excellent 
 

In response to this query, all registered Web services that exactly conform to this 
specification are returned. In addition, an extension of our infrastructure as depicted 
in Figure 4 is able to offer test-driven searches where searches are driven by test cases 
that need to be fulfilled by semantically matching components. It therefore uses a 
user-specified test case to evaluate each service found through the regular  
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Fig. 4. Test-driven Web service searches 

interface-based search mechanism by execution of the service and finally returns only 
those services that additionally have fulfilled the specified test case semantics. 

6   Related Work 

Besides the public UDDI Business Registry, several approaches have been applied in 
the last few years to broker services over the internet, based on Web service portals 
and search engines as also summarized in [3,8,9]. However, most of these approaches 
do not provide availability (and enhanced quality) information about the registered or 
offered Web services.  

One of the more recent web sites that provides additional information gained from 
monitoring registered Web services is the service search engine seekda.com [13], in-
troduced in the year 2008. With their approach, the internet is crawled for potential 
services to populate the index. In response to key-word based search queries it shows 
search results with the services’ activity information and response time statistics. 
However, it offers a relatively weak search facility similar to the capabilities of the 
standard UDDI approach. Services which are currently not available or even no more 
available are not removed from the search space although they could have been inac-
tive for months. Even though their downtime is shown in the provided statistics in-
formation, these services could appear on top of the list of search results. 

In another work, Zhou et al. present an approach called UDDI eXtension (UX) that 
“facilitates requesters to discover services with good qualities” [14]. According to the 
concept of UX, the network is regarded as a unity of different domains (mainly or-
ganizations’ domains – a university’s domain, a company’s domain, etc.), each of 
which holds a local UDDI registry that collects the local services of the domain. The 
UX-server serves as an intermediary between host, service requestor and the local 
registry. Furthermore it routes queries to the local registry to search for related results  
and starts a federated service search over other domain’s UDDI registries if the num-
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ber of result items is too low. As feedback, the UX-server receives QoS reports from 
service requestors that contain quality information like response time, reliability, 
costs, timestamp, and report number. This information is stored in a local database 
and is used as the basis for determining quality metrics for each service with an aver-
age or a weighted function.  

Another approach for an extended UDDI architecture is presented in [16] with 
UDDIe, which supports three basic enhancements as follows. First, a “leasing” con-
cept for services that allows those to be registered for a limited period of time to solve 
some of the data integrity problems; second additional attributes in the UDDI data 
model based on QoS information; and third, an extension of the find operation sup-
porting “qualifier-based” search with numeric or logical UDDI queries. The basic 
UDDIe approach is used in the context of a grid computing framework where a QoS 
broker receives client requests enhanced with QoS attributes and contacts the UDDIe 
server. The obtained QoS data is used in a selection algorithm to return the best ser-
vices based on a weighted average value. However, the QoS broker is not part of the 
UDDIe implementation. 

Another approach that provides a conceptual model for quality factors and quality 
management factors within the Web services architecture is the Quality Model for 
Web services [17] introduced by OASIS. It defines two different kinds of quality fac-
tors divided into performance and stability factors. The former consist of response 
time and maximum throughput and the latter are represented by availability, suc-
cessability and accessibility. This model also includes different actor roles – con-
sumer, developer, provider, QoS broker, and assurer. The focus of the model is the 
QoS broker, whose role is to provide the most objective measurement and criteria for 
service qualities. The QoS broker is often viewed as a fourth actor in the middle of the 
well-known SOA-triangle presented in Figure 1.  

Another piece of work that addresses the problem of Web service quality is the 
Web Service Relevancy Function (WsRF) introduced in [18] by Al-Masri and Mah-
moud and applied in their Web Service Repository Builder architecture introduced in 
[19]. Their architecture introduces a Web Service QoS Manager that mediates be-
tween the UDDI architecture and clients. It retrieves and returns Web service infor-
mation, and verifies quality in the sense of a QoS broker. To this end, they propose to 
use a link from UDDI information stored in a tModel that points to an external re-
source that stores quality metrics.   

As illustrated in Figure 5 which shows the conceptual architecture from a 2002 
W3C specification [2], QoS is regarded as an additional layer parallel to the main 
technology stack of Web services. We believe that the essential part of useful QoS 
functionality can be maintained in the discovery layer within UDDI as indicated in 
Figure 5. The extended UDDI architecture that we have presented in this paper can be 
enhanced along the lines of the Quality Model for Web services to act as a QoS bro-
ker. This provides two benefits: the first enables UDDI to accomplish its task and 
deliver the right services to requestors; the second shields the SOA architecture from 
further complexity associated with additional actors.  
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Fig. 5. The revised Web services stack 

7   Conclusion and Outlook on Future Work 

In this paper we have introduced an extended UDDI server architecture that supports 
automated Web service registration, availability and quality assessment. Our approach 
furthermore supports enhanced search capabilities for better Web service brokerage 
solutions and our mechanism for automated registration of Web services reduces the 
effort that service providers have to perform in registering their services. The main 
drawback of this approach is that information about service providers that can be 
manually added using the UDDI publisher API or any other approach taken by web-
based portals may be missing. To overcome this problem we propose to add standard-
ized annotations to WSDL descriptions that contain the information that normally is 
entered by hand. The use of a parser in the automated registration approach would 
overcome this drawback to deliver full information about services and providers con-
forming to UDDI and our approach.  

As an extension of our availability checking and quality evaluation mechanisms, 
we are planning to extend our approach with automated periodic tests based on test 
case input that has been delivered by test-driven searches using our Web service exe-
cution engine which is part of the Merobase search engine infrastructure. We are able 
to collect and reuse any set of service parameters that has been used for testing a  
service with the Web Service execution engine. Furthermore, we are planning to im-
plement a user feedback service for confirmation and assessment of successful Web 
service tests for this purpose. Storing service parameter data for successful test cases 
related to a certain service then allows our availability checking mechanism to  
randomly choose test data sets for executing functional as well as load tests.  

Although the architecture presented in this paper is relatively simple, we believe it 
can have a major impact on the usability of service brokerage solutions in general and 
UDDI in particular. We are currently in the process of consolidating and testing our 
prototype implementation and plan to make the technology available in the near fu-
ture in association with the Merobase search engine. 
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Abstract. Web services coordinated by computational peers can be aggregated 
to create composite workflows that provide streamlined functionality for human 
users or other systems. One of the most critical challenges introduced by Peer-
to-Peer (P2P) based Web services is represented by Quality of Service (QoS)-
driven services composition. Since many available Peers provide overlapping or 
identical functionalities, though with different QoS, selections need to be 
quickly made to determine which peers are suitable to participate in an expected 
composite service. The main contribution of this paper is a heuristic approach 
which effectively and adaptively finds appropriate service peers for a service 
workflow composition, and also some uncertainties in the real ad-hoc scenarios 
are considered by a proper re-planning scheme. We propose to adopt Ant Col-
ony Optimisation (ACO) to tackle the QoS-aware Peers’ composition problem 
in both static and dynamic situations, as ACO represents a more scalable 
choice, and is suitable to handle and balance generic QoS attributes by phero-
mones. The proposed approach is able to improve the selection performances in 
various service composition structures, and also can adaptively handle unex-
pected events. We present experimental results to illustrate the efficiency and 
feasibility of the proposed method.  

Keywords: P2P, QoS, ACO, service selection, composition. 

1   Introduction 

Web services are autonomous software systems identified by URIs which can be ad-
vertised, located, and accessed through messages encoded according to XML-based 
standards (e.g., SOAP, WSDL, and UDDI [6]) and transmitted using Internet proto-
cols [18]. In decentralised network, Peer-to-Peer [19] (P2P) based service computing 
inherits the foundational service-oriented features (e.g. service protocols, service dis-
covery mechanism and QoS awareness, etc.), and therefore becomes more flexible 
and scalable, due to the capability of fully-distributed computing. Widely accepted 
and standardised Service-Oriented Architecture (SOA) makes it possible to realise 
larger scale computing paradigm like SaaS, so that P2P-based service systems, which 
depend upon peers’ cooperation and share on services resources, can bring profound 
benefits and profits for decentralised service network (e.g. mobile commerce applica-
tion and Location Based Services [14]). In fully-distributed P2P based service  
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systems, service composition is very inherent to occur as service peers are expected to 
work together, normally represented by a business process or scientific or engineering 
workflow, through cooperation/coordination to achieve desirable global goals. JXTA 
and BPEL [19] also allow peers to cooperate and automate business processes and 
reengineer their workflow structure, so as to rationally compose and make use of all 
resources in decentralised environment. In addition, P2P-based composite application 
is able to increase efficiency and reduce costs, as they are highly reusable and easily 
restructurable. The fast composition is essentially required to replan a service compo-
sition during the execution, sometimes because the actual QoS deviates from the  
estimated schedule and this may cause constraint violation, or sometimes even simply 
because some services might not be available on the fly. In this case, the re-
composition time will influence the overall service response time, thus it should be 
kept as minimum as possible. 

The scalability of decentralised service composition is a research challenge  
because the evaluation of all possible service peers can lead to a combinatorial explo-
sion of solutions. In compositions involving large group of peers, an exhaustive 
search could be very time consuming. Moreover, it is particularly important for the 
QoS aware composition process itself to be fast. Especially for the synchronised or 
interactive systems, long delays may be extremely unacceptable. For example, the 
user of a ticket booking system might not want to wait for a long time while the sys-
tem searches for candidate services offering flight tickets with the lowest booking 
fare. While peer composition is viewed as the ability to combine existing peers  
together in order to generate new functionalities or services, it usually becomes ex-
tremely hard to conduct when handling a large number of services. This is because 
that, to find the solution of such a QoS–aware composition problem is NP-hard. Al-
though previous research efforts have looked at many pragmatic ways to effectively 
deal with the composition of Web services into executable workflows (e.g. [17, 20]), a 
remaining concern is how to optimise the service composition in terms of making 
system more effective. Thus, it is necessary to have an effective approach to handle 
the composition issue quickly, and also, adaptively. 

In this paper we propose to adopt ACO (Ant Colony Optimisation) to enhance  
performance of service composition for P2P workflow and prove it is suitable to be 
used in QoS-aware service composition. The remainder of this paper is organised as 
follows. After related work is presented in Section 2, Section 3 details the proposed 
approach, i.e. the ACO based method for QoS-aware composition in P2P workflow. 
Section 4 reports and discusses the experiment results obtained in the simulations, and 
finally, Section 5 concludes the paper. 

2   Related Work 

QoS–aware service selection for composition attracts many interesting applications 
and trials of various methods and search strategies, mostly based on operation  
research (OR) or artificial intelligence (AI). In general, most of the accepted  
approaches for effective service composition are focusing on how to find the opti-
mal/close-optimal combinations with the minimum cost (e.g. time, computation re-
source constraints), and they are usually dependent upon Integer Programming or 
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Genetic Algorithms, or mixed up with some other optimisation strategies. Recently 
ACO has been widely used for the problems such as allocating jobs in robot networks 
and searching the shortest path, but has rarely been considered for service selection 
issue. Here we would firstly discuss about those typical approaches used for service 
composition, and briefly compare with our proposed ACO solution.  

The Integer programming (IP) solutions with regard to dynamically finding the 
best service combination have been proposed in some recent papers ([1], [20]). These 
works consider linearity of the constraints and the objective functions, and find the 
best combination of the concrete services. From the QoS point of view, they’re  
conducted at run time. Zeng et al. [20] essentially focus on the cost, response time, 
availability and reliability attributes, where logarithmic reductions are used for the 
multiplicative aggregation functions, and the model is claimed to be extensible with 
respect to other similarly behaving attributes. The need to deal with more general 
constraint criteria, such as service dependencies or user preferences, is strengthened in 
the work presented by Aggarwal et al. [1]. However, they do not explain how the op-
timisation problem could be solved. In this paper, we adopt the ACO instead, as any 
kind of constraint could be handled herein, and we also provide some empirical data 
to assess the performance of our method versus the (linear) integer programming so-
lution in the service composition setting, especially in terms of comparison of the 
computation time with the same number of tasks. An alternative to find a close-
optimal solution could be to use nonlinear integer programming techniques, but the 
maturity of the available tools is questionable, and the application of these methods in 
our setting requires further investigation. A survey of some nonlinear techniques is 
contained in a paper by Grossmann [9]. 

Genetic Algorithms (GA) is viewed as a distinguishing heuristic method for seek-
ing a close-optimal combination. With regard to service composition, Canfora et al. 
[2] utilised GA and focused on the situation where there may be more than one ser-
vice candidate that provides identical functionality but has different QoS, to deter-
mine which service candidates should participate in a required composite service. 
When compared to widely-used linear integer programming methods, their genetic 
algorithm deals with non-linear functions while it scales well with an increase in the 
number of tasks. Technically, ACO is also qualified to deal with that situation adap-
tively, as it uses updated information from time to time to approach to the optimal 
result. A randomised heuristic method based on the general principles of genetic 
search strategy was described by Chockalingam et al. [4] to solve the mapping prob-
lem, in which parallel tasks are assigned to a multiprocessor to minimise the execu-
tion time. Similarly to a P2P-based service system, all peers are required to cooperate 
and work together to accomplish a designed composite task, but we would consider 
using ACO to save more time. The work conducted by Cao et al. [3] is a recent devel-
opment on the application of GA to the service selection problem in the context of 
Web service composition. A service selection model defines a business process as a 
composition of many service agents. Each service agent corresponds to a set of  
multiple Web services, which are provided by different service providers to perform a 
specific task. Nevertheless, taking into account the uncertainty and self-adaptive ca-
pability, GA may be not as good as ACO to deal with dynamic situations or unex-
pected events (e.g. when agent breaks down or its quality is changed during itera-
tions). Instead, ACO can take more advantage of heuristic information and adapt itself 
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to any changing circumstance quickly and easily, and also can facilitate to formulate 
the selection problem based on the nature of a service application effectively. 

A lot of researches regarding the QoS in Web services focus on the development of 
QoS ontology languages and vocabularies, as well as the identification of various QoS 
metrics [11] and their measurements with respect to semantic Web services. For ex-
ample, papers [10] and [13] emphasised a definition of QoS aspects and metrics. In 
[10], all of the possible quality requirements were introduced and divided into several 
categories, including runtime related, transaction support related, configuration man-
agement and cost related, and security related QoS. Both of the papers shortly present 
their definitions and possible determinants. In our previous work [15, 16, 19], we fo-
cused on P2P-based service selection and the extensible description of non-functional 
properties via OWL-S and WSMO. In [19], we presented a first sketch of QoS-aware 
service selection, however, with special attention to the extraction of the ontological 
description of services and the design of the selection process with OWL-S. With 
regard to the selection process, the prototype presented in that paper has the limitation 
in terms of dealing with multi-specifications, because it only considers “Respon-
seTime” as the selection criteria, by which the selection is not quite realistic for  
effective services composition. Therefore in [15, 16], we extended the description of 
non-functional properties via modelling-driven WSMO specification, and presented 
an algorithm for Peer coordinator to automatically identify the best peers through uni-
fying qualities and properties. Nevertheless, based upon our earlier works, the main 
aim of this paper is to propose a quick and effective ACO-based approach for P2P-
based QoS-aware service composition.  

3   The Methodology 

Ant Colony Optimisation is a well-established optimisation technique based on the 
principle that real ants are able to find the shortest paths between their nest and a food 
source [8]. This mechanism works on the basis of pheromones, some kind of bio-
chemical scent, which is left behind by the ants. Other ants are attracted by these 
pheromones and always walk in the direction with the highest pheromone concentra-
tion. This natural behaviour was first adopted as an optimisation technique by Dorigo, 
Colorni, and Maniezzo [5, 7]. Their Ant System provides the foundation of the opti-
misation method presented here. This behaviour is the basis for a cooperative interac-
tion, and this manner can be applied not only to solve discrete optimisation problems 
but also to solve both static and dynamic combinational optimisation problems [12].  

In this work an artificial ant is an agent which moves from node to node on a com-
position graph. It chooses the nodes to move by using a probabilistic function of both 
trail accumulated on links, and a heuristic value, which was chosen here to be a func-
tion of the number of services within a workflow. By a probability, artificial ants pre-
fer nodes which are connected by links with relatively more pheromone trail. The 
following are the three heuristic hints from natural ant behaviours that we have trans-
lated to our artificial ant colony: 1. the preference for paths with a high pheromone 
level; 2. the higher rate of growth of the amount of pheromone on ideal paths; 3. the 
path-mediated communication among ants. 
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For the purpose of selection processes, ResponseTime, Cost, Availability and 
Reputation are utilised often as QoS factors, and they can be described as a peer’s 
non-functional properties with WSMO. Assume a composite service “l”, we define 
that RT(l), C(l), A(l) and R(l) are the respective normalised QoS factors (Respon-
seTime, Cost, Availability and Reputation) in the interval [0,1]. These normalised 
QoS attributions can be computed by applying the rules described in Table 1, which is 
based on a simple way of normalisation. The composite service “l” contains “n” 
atomic Web services, and we assume that the number of artificial ants is “m” at each 
iteration (after an iteration, ideally every ant can find a combination of possible can-
didate peers for composite service “l”). 

Table 1. Normalising QoS Attributions 

 

We define a cost function for evaluating QoS of a service composition l as follows: 
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Where: w1, w2, w3 and w4 are weights which indicate the importance of the QoS fac-
tors for service integrator (or user). Q(l) represents cost function of composite service 
l, and the objective is to minimise the cost function value of composite service “l”. 
The reason why we define the function in this way is that we need to differentiate the 
preferences of QoS properties, such as ResponseTime (is preferred as low as possible) 
and Availability (is preferred as high as possible).  

 
Fig. 1. Composition graph for services workflow 
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In Figure 1, we may assume that there are ‘m’ candidate peers {P1, .., Pm} and ‘N’ 
atomic services {Atomic Service1, …, Atomic ServiceN} in a service composition 
process. That is to say, there are ‘N’ groups of peers, and each group is {P1, .., Pm}. 
Clearly, the goal is to find right peers from each group for each atomic service. 
Hence, by applying the ACO based approach, m artificial ants are initially placed on 
Atomic Service1’s nodes (from P1 to Pm). Ideally, the more ants, the better, but that 
would consume much longer time for iteration. Hence, in a balanced way, we nor-
mally set the number of ants is the number of peers. For any step i, ants move to 
newer possible nodes (the peer group for Atomic Servicei) until it reaches the end 
node (the peer group for Atomic ServiceN). When all the ants have completed a path, 
the ant that made the path with the lowest cost function value Q would modify the 
links belonging to its path by adding an amount of pheromone trail. In each iteration, 
each ant generates a feasible composite service by choosing the nodes according to a 
probabilistic state transition rule. 

For the selection of a node, ant uses heuristic factor as well as the pheromone fac-
tor. The heuristic factor denoted by η is a heuristic desirability about an ant moving 
from a current node to another, and the pheromone factor denoted by τ is an indica-
tion of how many ants have visited the link. The probability of selecting a next node 
(from Atomic Servicei to Atomic Servicej) is given by: 
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where Pk
ij is the probability with which ant k chooses a next node to go. H is the set of 

nodes that have not been passed by any ant for Atomic Servicej, and h is a node (i.e. a 
peer in the group for Atomic Servicej) which has not been visited yet by ant k. The 
parameters α and β control the relative importance of the pheromone versus the heu-
ristic information ηij, which is the heuristic desirability of the ant on node i moves to 
node j, is given by: 
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where Nj is the number of Web services between Atomic Servicej and Atomic Ser-
vicen. Actually, for service peer composition, η can be viewed as a heuristic stimulus 
which can keep ants moving from source towards destination covering all atomic ser-
vices. 

The whole path’s pheromone update is applied at the end of each iteration by only 
one ant, which can be the iteration-best or the best-so-far, and the update formula is 
defined as follows: 
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where ρ ∈ (0, 1] is a parameter that controls the speed of evaporation of pheromone, 
and Δτ = 1/Q(L), here L is the current best path with the lowest Q value.  

To facilitate the peers’ service composition and deal with dynamical situations, the 
proposed ACO algorithm for service composition is presented as follows. Algorithm 
1 is designed to quickly find the close-optimal combination for a composite service, 
and Algorithm 2 is responsible for monitoring uncertainties and then generating re-
placement solution for the remaining part of composition in case one or more peer(s) 
becomes unavailable. In Algorithm 1, each atomic service on a peer is regarded as a 
virtual node of a potential path that might be found by ants. After each iteration, a 
possible path would be found by ants, and then the combination QoS is calculated and 
recorded, afterwards the visited nodes’ pheromones would be updated. Finally, the 
nodes with more pheromones would be more possibly consisted of an eventual path, 
i.e. a close-optimal combination would be generated. For dynamical changes and un-
certainties during execution, the Algorithm 2 is set as a supplement to reasonably 
cope with peer’s breakdown or if there are any other needs. 

 
Algorithm 1. ACO-based Approach for Service Peer Selection 

Step 1. Initialisation: 
An initial population of ant colony individuals Antk, k=1, 2,…, m (m can be the number of candidate 
nodes), is initialised in this step. N is the number of atomic Web services. Format the composite nodes list 
of each ant to provide the following steps to record the ant composition history. Set a small amount of 
pheromone on each node as initial condition for each link. Set iteration counter I=1, and initialise the 
maximum iteration number Imax. (When I reaches Imax, Stop.) 
Step 2. Starting travel: 
for ant k=1 to m do 
       Place Antk on candidate node of the first atomic service. 
end for 
Step 3. Searching for next node: 
Repeat until the composition list is full 
for k=1 to m do 
       if ant Antk is already reached the final node of composition 
              Then Break and do Antk+1. 
       else 
               Choose the candidate nodes and calculate the probability Pk given in formula (2). 
       end if 
       if the ant Antk is stuck at a dead node or reach the maximum transport action number N. 
              Then move the ant back to the start node, and clear the current composition list of Antk. 
       end if 
end for 
Step 4. Calculate the composite service’s QoS value for each ant’s journey: 
for k=1 to m do 
       Compute the Q value according to Q(l) in formula (1) based on the visited nodes 
end for 
Step 5. Update the pheromone factor: 
For each path’s nodes update the pheromone value according to formula (4) 
Find the best composition path and update the best composition history. 
Step 6. Check to stop criterion: 
if (I<Imax) 
       Then record the best composition list, and Goto Step 2. 
else 
       Return the best composite service and stop. 
end if 
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Algorithm 2. Monitoring and Replanning 
While (1) 
       if any breakdown/events happen 
              Put all incomplete atomic Web services into an arraylist L; 
              Delete the dead peers and refresh the peer group; 
              Do Algorithm 1 for replanning the left composition; 
       end if 
end while 

4   Experimental Results and Evaluation 

In this section, we evaluate performance and feasibility of the proposed ACO method. 
To verify the proposed approach, experiments are conducted based on a few different 
scenarios. Essentially, we conduct a few experiments to prove the proposed method: 
1. apply ACO in a general composite workflow, and compare ACO with optimisation 
method in static environments, in terms of computation time; 2. test the re-planning 
performance by randomly setting a few peers dead in dynamical environments.  

In simulation, we established the environment with Matlab, and all experiments 
were conducted on a PC with Intel Pentium4 3.0GHz, 2MB; 800 MHz FSB; DDR2 
1GB @ 667MHz; and MATLAB 2008a. All QoS data (i.e. ResponseTime, Cost, 
Availability and Reputation) of service peers are randomly generated in Matlab. 

4.1   Quick Composition and Comparison 

As shown in Figure 2, a general workflow, which contains structures of split and flow 
for service composition, are depicted, with 7 atomic Web services (AWSs) involved. 
As a matter of fact, for peer selection process, now we do not consider about differ-
ences between simple sequential composition pattern and other mixed patterns, as our 
emphasis is on selecting an appropriate peer for each atomic service amongst service 
peers. Therefore, in this work, the selection method we proposed can be extensible for 
service selection in all sorts of composition patterns, even though different composi-
tion patterns may impact the calculation of cost functions. 

In this experiment, we assume that there are 10 service candidate peers, and utilise 
the proposed method to select appropriate service peers which are able to conduct 
those 7 atomic Web services and provide better overall service quality. The major 
goal of this method is to identify better peers with pheromones and probabilities for 
atomic services. In the selection process, there is little difference between a purely  
 

 

Fig. 2. A general composition workflow  
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sequential workflow and the mixed one, while using ACO method to search for 
proper candidate peers. Ants will exploit their own heuristics at join or split nodes. 

Figure 3 shows the nature of ACO regarding best composition value and average 
value at each iteration for this experiment. These composition values are based on 
calculated Q values. At every iteration, the change of best value indicates that ants 
found a better path of composition than the previous iteration. As shown in left part of 
Figure 3, the best composition values were getting better and better from the begin-
ning to the 9th iteration, and afterwards there was no changes happened since ants 
could not found better solution. In the right part of Figure 3, the situation of average 
composition values changed obviously during all the 20 iterations. Here, the average 
value is the mean value of all possible compositions found by ants at each iteration, 
and the changes of average value are caused by the probabilities of ants’ choices and 
the amount of pheromones. However, the trend of the best composition value is led 
well by heuristic information, as shown in the left part of Figure 3. 

 

Fig. 3. The Q values in ACO iterations 

Table 2. Calculated Q Values of Peers for Atomic Services without ACO Approach 

 

Table 3. Selection Results with Q Values by ACO Method 
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Table 2 shows each service peer’s Q value that is calculated based on formulas in 
Table 1, without ACO approach, and each data represents the relationship (Q value) 
between a candidate peer and an atomic service rather than a composition service. The 
infinite (Inf) value of a peer means that the service peer can not fulfil the corresponding 
atomic service, and Q values of selected peers are calculated based on a set of random 
data which are representing relevant peers’ non-functional properties. Table 3 then lists 
the results from using ACO method. From the two tables, we can see that the combina-
tion results by ACO method are exactly the same selections with the best Q value for 
atomic services in Table 2. It suggests that ACO based approach can also generate the 
results without completely knowing Q values of each peer. Actually, exhaustively cal-
culating all peers’ Q values in this way (e.g. Table 2) is a simple optimisation method to 
select service peers for service composition, as it can easily find the best peers combina-
tion after knowing each peer’s Q values for atomic services. Hence, the major cost of 
computation by the optimisation method is the calculation on all possible combinations, 
and when the number of atomic services and peers increases, the time cost would 
greatly increase as well. Given the computation cost, ACO based approach does not 
need to calculate all service candidates’ Q values beforehand, since the calculation is 
only needed to conduct when a service peer is chosen with a certain probability. In other 
words, ACO approach can save much more computation time than the optimisation 
method, particularly for a large number of possible combinations. 

T he number of Atomic Services for composite service
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Fig. 4. Comparison of ACO, GA and IP 

As shown in Figure 4, ACO is the least time consumer through all the experiments. 
When the number of concrete services is small, say, less than 15, IP outperforms GA. 
For about 20 atomic services the performances of ACO and IP tend to be the same. 
Then with more atomic services, while the ACO and GA are able to keep their compu-
tation time performance almost constant, this is not the case for IP based optimisation 
method, where we see an exponential growth due to the corresponding increment of the 
number of variables needed to represent the problem. In this experiment, we assumed a 
set of workflows consisting of 5 to 40 atomic services, and the same numbers of service 
peers are involved in the selection for each atomic service. The experimental settings of 
GA were based on [2], where GA is with crossover probability of 0.7, a mutation prob-
ability of 0.01 and the number of generation is 100. The parameters of the ACO in the 
simulations were set as: α, β are 1 and 5, respectively, ρ (speed of evaporation) is 0.1, 
and 20 iterations (as few changes occur after 20 runs in the test) for each trial. 
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4.2   Effective Re-planning 

In reality, composite services are often conducted in scenarios that are changing dy-
namically and unexpectedly, due to real environments’ uncertainties. In this case, peers 
need to take actions quickly for the re-planning and/or re-adjustment if any events oc-
cur. For example, some of the selected service peers for a composite service might crash 
down during execution, and then the expected workflow would be stuck forever until a 
replacement was given. Hence, it is necessary for the ad-hoc execution of a whole work-
flow to be affiliated with a replanning scheme, i.e., the ability to adaptively find a re-
placement in order to resume the remaining incomplete tasks. Figure 5 depicts 6 scenar-
ios: two with “5 atomic Web services and 20 peers”, two with “10 atomic Web services 
and 30 peers” and two with “15 atomic Web services and 40 peers”. During the com-
posite service execution, we assume some service peers to be dead unexpectedly, e.g., 1, 
2 and 4 service peers can be suddenly out of order in each scenario. In the simulation, 
consumed time for replanning vary from case to case, the maximum replanning time is 
45 (msec.), and the minimum is 7 (msec). “F” means that there is no available peer(s) 
for the required atomic services. The amount of consumed replanning time is actually 
dependent on the dead peer’s virtual location in workflow process where a number of 
atomic services have not completed when the event occurred.  

Based on all experimental results, we conclude that the ACO-based approach leads 
to effective and adaptive QoS-aware composition with less computation time and rea-
sonable quality of solution. 
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Fig. 5. Replanning Performance of ACO in Dynamical Environments 

5   Conclusion and Future Work 

In this paper, the ACO-based approach is proposed to tackle the QoS-aware peers’ 
composition problem, in terms of determining a set of peers to be bound to atomic 
services. Those services are contained in an orchestration, and candidate peers are 
heuristically selected based on QoS aspects for the orchestration by the means of 
ACO. With our experimental results, ACO allows a P2P based e-service system  
to handle QoS attributes with non–linear aggregation functions adaptively and  
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efficiently, and it is a balanced practice to apply ACO to quickly finding the close-
optimal solution. The main contribution of this paper is a heuristic approach to effec-
tively determine and select appropriate service peers for composition, and also the 
uncertainties in the real service execution scenarios are considered with a proper re-
planning scheme.  

In the future work, we would investigate some probabilistic models, e.g. Partially 
Observable Markov Decision Process (POMDP), to cope with more complicated un-
certainties within actual service compositions and executions, and also we would im-
plement an essential P2P based service prototype and testify the approach to see how 
sound it can suit the real applications. 
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Abstract. Service Level Agreement (SLA) is the key instrument for formaliz-
ing contractual relationships between service providers and their customers. Be-
sides the contractual application, SLAs can be used by service providers to 
plan, control, and monitor their service management activities. In order to sup-
port the definition of service level objectives in SLAs, past service behavior 
should be considered. Dynamic service profiles (DSP) are integrated informa-
tion sources that encapsulate historical service execution data and aggregate it 
in a way that it can be used for predicting future service behavior. In this paper 
we describe a solution for applying DSPs to elements in SLA templates to sup-
port decision making in SLA creation and negotiation. Based on an example we 
show how DSPs, derived from past service behavior, are linked with SLA ser-
vice level objectives.  

Keywords: Service Level Agreement, Dynamic Service Profiling, Contracting, 
Service behavior. 

1   Introduction 

Service-oriented computing (SOC) has emerged as the most promising design para-
digm for next-generation distributed information systems. The vision that goes along 
with SOC is that once standards have been established and become widely adopted by 
service providers and requesters, a globally available infrastructure for hosting and 
accessing services will be created [1]. This infrastructure will allow service providers 
to offer multiple services with individually adapted service capabilities to their chang-
ing customers that can dynamically and on-demand bind these services into their own 
applications.  

However, exchanging services between service providers and requesters causes 
dependency and imponderability. If a service is sourced from an external service 
provider, the provisioning of the service is outside the influence area of the service 
requester. To prevent this, a contractual basis that defines the interface between ser-
vice requesters and providers is required. The key concept for contracting between 
service providers and their customers is service level agreement (SLA). A SLA is a 
document that formally describes a provided service and responsibilities and guaran-
tees of the involved parties. It usually consists of organizational elements (involved 
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parties, contract duration etc.), service-related elements (functional and non-
functional properties), and management-related elements (formal consequences of 
SLA non-compliance, SLA modification procedures etc.). Of these elements in par-
ticular non-functional properties are important factors to distinguish different SLA 
offerings. They refer to the quality of a service provision but also to security and 
financial aspects of a service. Quality of service usually addresses the performance 
under which a service is provided and is typically described by parameters such as 
availability, response time, and throughput. Security refers to the confidentiality and 
non-repudiation of a service by authenticating service participants, encrypting mes-
sages, and providing access control. Financial aspects of a service provision regard 
the costs that need to be paid for invoking a service.  

In order to support the definition of service level objectives of non-functional 
properties in SLAs, past service behavior should be considered. Service level objec-
tives of non-functional properties in SLAs should be defined in a way that they can 
really be provided by the service. Historical data that informs how service level objec-
tives of previous SLAs were fulfilled during prior service executions must be col-
lected and aggregated. Thus, conflicts between contracting partners that interrupt 
service provisioning and require extra resources to solve them can be reduced or 
avoided from the beginning. One way of taking historical data into account is by us-
ing Dynamic Service Profiles (DSP). Dynamic service profiles are integrated and 
preprocessed information sources that encapsulate historical service execution data 
and aggregate it in a way that it can be used for predicting future service behavior. 
They allow service requesters to gain more insight into the quality of services they 
acquire, offering more information than is usually given by service providers in ser-
vice description documents. They can therefore be helpful in assessing the risk that 
the service provider will not fulfill the SLA obligations, or they can help in agreeing 
to such SLA values that are most likely to be achieved. 

In this paper we describe a solution for supporting SLA creation and negotiation by 
connecting past service behavior aggregated in dynamic service profiles to SLA ele-
ments. The approach uses the mechanisms of the COmposite Sla MAnagement 
(COSMA) [2] approach for the connection of SLA elements with DSPs. After the 
conceptual model we show on an example how dynamic service profiles, derived 
from past service behavior, are linked with SLA service level objectives.  

The paper is organized as follows: section 2 explains how SLA elements can be 
connected with dynamic service profiles utilizing the mechanisms of the COSMA 
approach. Section 3 summarizes the concept of dynamic service profiling and pre-
sents their structural outline. Section 4 presents related work and section 5 concludes 
the paper and gives a brief outlook to next steps. 

2   Connecting SLA Elements with Dynamic Service Profiles  

For the connection of SLA elements with DSP we utilize the mechanisms of the 
COmposite Sla MAnagement (COSMA) [2] approach which provides a general solu-
tion for managing SLAs in composite services. The central idea behind the COSMA 
approach is the integration of contractual information encapsulated in SLA documents 
as well as SLA management data into one composite SLA management document  
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Fig. 1. COSMAdoc information model 

(COSMAdoc). At the top-level, COSMAdoc consists of the core sections: Header, 
ServiceComposition, SlaSetAssembly, SlaSetUsageValidation, SlaSetDataValidation, 
and AggregationFormulas (Fig. 1). Following the separation of concerns paradigm, 
contractual information in COSMAdoc is encapsulated in SLA elements of the SlaSe-
tAssembly section. Since they carry only contractual data, they can be exposed to 
involved parties without publishing COSMAdoc instance-internal management in-
formation. The COSMAdoc SLA model is based on the WS-Agreement SLA model 
[3] for bilateral agreements. It comprises of the sections Name, Context, Terms as 
defined in WS-Agreement. This means the SlaSetAssembly of COSMAdoc can be 
used to provide the SLAs to be connected with DSPs.  

For the connection of SLA elements with SLA management data, COSMA defines 
the SlaSetUsageValidation and the SlaSetDataValidation sections. They are used to 
define specific requirements and constraints on the SLA elements of the SlaSetAs-
sembly. These requirements and constraints regard either the usage or the content data 
of the involved SLA documents. For our purposes the SlaSetDataValidation section is 
relevant since DSPs contain data ranges and values rather than usage information (i.e. 
negotiability, necessity etc. of SLA elements). The SlaSetDataValidation section 
provides means to explicitly enforce, validate, and check the data values of the in-
volved SLAs by defining predicates on them, i.e. setMaxValue, setValueRange etc. 
The technique used to identify elements of the SLA is the definition of pointers, i.e. 
setMaxValue(Pointer, Value). Predicates can be defined as default or depending on a 
condition.  
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Fig. 2. Connecting SLA elements, data validation predicates and aggregation formulas 

Since COSMA primarily addresses composite SLA management it supports that 
data validation restrictions on composite SLAs can be defined depending on contents 
of atomic SLAs. Therefore, predicates on composite SLA elements can refer to ag-
gregation formulas that calculate the value from other atomic SLA elements. Thus, a 
predicate with a link to an aggregation formula connects and restricts values of SLAs, 
i.e. defined in GuaranteeTerms, with aggregation formulas defined in the Aggrega-
tionFormulas section, i.e. setMaxValue(Pointer, FormulaId). Fig. 2 shows the general 
mechanism of connecting SLA elements with predicates that take their assignment 
value from aggregation formulas stored in the AggregationFormulas section.  

For the connection of SLA elements with DSPs the same data validation restriction 
mechanisms can be applied. SLA elements of SLAs encapsulated in the SlaSetAssem-
bly sections are connected with predicates defined in the SlaSetDataValidation section. 
These predicates recommend – rather than restrict – a certain fixed value, a value range, 
a maximum value or a minimum value. Therefore, we defined an additional set of 
predicates for the SlaSetDataValidation section that recommend certain data values 
retrieved from DSPs. They are summarized in Table 1. They can be used in the same 
syntax as existing predicates defined in COSMA using pointers for referring to SLA 
elements of the SlaSetAssembly and adding DSP values to the predicate, i.e. recom-
mendValue(Pointer, Value). An example of a predicate that defines a minimal response 
time value recommendation of 500 milliseconds retrieved from DSP is shown below: 

 

<constraint action="recommendMinValue(//Sla[@SlaId=’1’] 
  /.../ServiceParameter[@Name=’ResponseTime’]/ 
  ServiceLevelObjective/Value,500)"/> 

Table 1.  Predicates that support DSP recommendations onto SLA elements 

Predicate Description 
recommendValue() assigns a pre-defined value to an element of a SLA 
recommendMaxValue() assigns a pre-defined maximum value to an  

element of a SLA 
recommendMinValue() assigns a pre-defined minimum value to an element 

of a SLA 
recommendValueRange() assigns a pre-defined range of values to an element 

of a SLA  
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Since DSPs are constantly being updated and processed (as it is explained in sec-
tion 3), recommendation predicates must refer to dynamic service profiles directly 
rather than specifying a fixed value. For this reason, we added a new section to the 
COSMAdoc information model that stores dynamically changing DSPs. 

Similar to connecting SLA elements with predicates that refer to aggregation for-
mulas, SLA elements can be connected with the newly defined predicates which in 
turn refer to updated DSP values (Fig. 3). The DynamicServiceProfiles section con-
sists of DSP elements which are structured as outlined in section 3.  

 

Fig. 3. Connecting SLA elements, data recommendation predicates, DSPs 

An example of a predicate that defines a maximum availability value recommenda-
tion whereas the dynamically changing value is retrieved from a DSP defined in the 
DynamicServiceProfiles section (i.e. ProfileId=’789’) is as follows: 
 

<constraint action="recommendMinValue(//Sla[@SlaId=’1’] 
  /.../ServiceParameter[@Name=’Availability’]/ 
  ServiceLevelObjective/Value,//DynamicServiceProfiles 
  /.../Value[@ProfileId=’789’])"/> 

3   Dynamic Service Profiles 

Dynamic service profiles are data entities similar to service descriptions, containing 
Quality of Service (QoS) information about services. Contrary to service descriptions, 
information in dynamic service profiles is computed, based on historical execution 
data. Therefore, the QoS values in dynamic service profiles can change after each 
known execution of a service. Depending on needs, the dynamic service profiles can 
be computed based on long-term historical data or just recent information. It is also 
possible that the approach be mixed, for instance putting more stress on recent execu-
tion data, but not disregarding long-term historical data. One of the most promising 
applications of dynamic service profiles is SLA management, where they can be used 
to recommend SLA values, following an assumption that historical execution data can 
be a good indicator of future performance of services and composite service.  

Creating dynamic service profiles involves discovery and computation of values of 
QoS parameters of services. This process should have minimal overhead but should 
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also be able to achieve sufficient trust by users as well as providers. When creating 
service profiling mechanisms to be connected with COSMA we followed and  
extended the aspects outlined by Liu et al. [4], i.e. fair and open QoS computation, 
preference-oriented service ranking, and using an extensible QoS model. We divide 
information about service execution into three main categories: 

1. static information: values of service properties that do not change over time, such 
as name of the service, provided by the service provider; 

2. semi-static information: values of service properties that may change over time, 
such as quality of service, price  – this information changes periodically, but not 
very often (the choice here is purely up to the domain experts); 

3. dynamic information: values of service properties that may be (and usually are) 
different for every execution of the service. It relates mainly to the network re-
lated Quality of Service. 

Another categorization groups the considered properties into two categories, 
namely: 

1. simple properties: values of service properties that can be monitored on an indi-
vidual level. Such properties may include latency time, execution cost and so on; 

2. derived properties: values where additional manipulation is needed (done by 
Service Profiling System). Such properties may include reliability, availability 
and so on. 

Service profiles, as an up-to-date description of a service, include dynamically 
changing parameters of a (composed) service as well as static and semi-static infor-
mation. A service profile includes both simple and derived properties. Both types of 
properties can be linked to SLAs and provide recommended constraints in COSMA. 

Composite service profiles are aggregations of atomic service profiles. Description 
of a composite service profile is very similar to a service profile because it treats a 
composite service like an atomic service (just as sub-processes in process manage-
ment can be treated in a similar way as atomic activities). That is why the structure of 
its profile does not differ significantly from the profile of an atomic service. However, 
the values of some parameters are computed as statistical measures on the basis of 
characteristics of atomic services included in the composed service. 

During calculation of profile of atomic or composite service, a few data sources 
are taken into account: 

1. service repository, where a service description provided by a service provider is 
stored; 

2. monitoring data, passed in the form of execution logs as well as workflow events 
from the execution engines; 

3. data from SLA documents, data coming from binding Service level agreement, 
that stores information about contracted QoS values that are later compared 
against real values coming from service execution. In consequence, when analyz-
ing historical performance, it is possible to check to what extent the agreement 
between provider and consumer is fulfilled; 

4. user feedback, data coming from end users of a service; 
5. other sources, (e.g. third parties, authentications centers etc.). 



 Supporting Service Level Agreement Creation with Past Service Behavior Data 381 

The service profiling system uses various algorithms in order to compute values of 
parameters included in the profile. Often statistical methods are used, for example 
identifying mean, maximum, or minimum value. However, a service profile is not to 
be stored in any repository, but should be dynamically computed when a need for it 
occurs as each time different needs should be taken into account. Therefore, the rec-
ommended values in COSMAdoc might be recomputed and refreshed each time the 
COSMAdoc is accessed (if needed, the values from the time when the contract was 
settled can also be stored together with the document, to keep them for reference). 

The excerpt of a service profile schema is presented below: 
 

<?xml version="1.0" encoding="UTF-8"?> 
  <xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"> 
    <xs:element name="ProfileData"> 
      <xs:complexType> 
        <xs:element name="ServiceProfile" use="required"> 
          <xs:complexType> 
            <xs:element name="BasicData" use="required"> 
              <xs:complexType> 
                <xs:sequence> 
                  <xs:element name = "WS-ID" type =   
                     "xs:string" use="required"/> 
                  <xs:element name = "WS-Price" type =                   
                     "xs:float" use="required"/> 
                  <xs:element name = "WS-MinPrice" type =   
                     "xs:float" use="required"/> 
                  <xs:element name = "WS-MaxPrice" type =   
                     "xs:float" use="required"/> 
                  <xs:element name = "WS-  
                     ExecutionDuration" type = "xs:float"   
                     use="required"/> 
                  <xs:element name = "WS- 
                  ExecutionDurationFulfilment" type =  
                  "xs:float" use="required"/> 
               <xs:element name = "WS- 
                  MinExecutionDuration" type =   
                  "xs:positiveInteger" use="required"/> 

… 
              </xs:sequence> 
            </xs:complexType> 
          </xs:element> 
          … 
        </xs:complexType> 
      </xs:element> 
    </xs:complexType> 
  </xs:element> 
</xs:schema> 
 

Users may need a particular instance of a service only once in a given point of 
time, or they may need to use the service a few times in a given time period. There-
fore, the horizon of the computation must be taken into account. In the first case, 
short-time forecast of service behavior (a short-term-behavior of the service) is impor-
tant, and in the second case more attention should be paid to the long-term-behavior 
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of the service, taking into account historical (older) data. That is why service profiling 
system calculates the weighted mean value of the parameter using historical execution 
data in the following manner: 

∑
=

=
n

i
iij EDxED

1

*
 

(1) 

Where: 

- EDj: execution duration for atomic service j 
- I: 1 … n; n – number of service instances 
- EDi: value of execution duration from execution of the i-th instance of a 

service implementation 
- xi: the weight for the i-th instance of service implementation; weights sum up 

to 1 and depend on the horizon of the prognosis and of the moment of the 
observation 

Execution duration for composite service is different. Two separate values might 
be computed: 

1. On the basis of composite service execution data – using the same procedure as 
for atomic services. 

2. On the basis of atomic services execution data of services included in e.g. the 
BPEL plan generated during service composition process. First the average val-
ues for each atomic service included in the composition are computed, then the 
plan is analyzed, the critical path is identified and the hypothetical value is com-
puted as the sum of execution duration of services being on the critical path (e.g. 
“AND” – the highest value is chosen, “OR”, “XOR” – average execution dura-
tion is taken).   

Values of other parameters may be computed as a ratio e.g. for accessibility, which 
means the probability of a successful invocation of service. For atomic services it is 
computed by dividing number of successful invocations by all attempts to invoke the 
service in a given period of time.   

n

m
A j =  (2) 

Where: 

- m: the number of all successful invocations of the service implementation in 
the given time period 

- n: the number of all attempts (successful or not) to invoke the service 
implementation in the given time period. 

Similarly to the execution duration, two separate values may be computed to esti-
mate the value of accessibility parameter for composite service: 

1. On the basis of composite service execution data - the same procedure as for 
atomic services. 

2.  On the basis of atomic services execution data of service implementations  
included in the BPEL plan generated during service composition. First the  
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accessibility values for each atomic service included in the composition are com-
puted, then the plan is analyzed, the hypothetical value is computed as the prod-
uct of atomic service accessibility value (e.g. “AND” – the product is taken, 
“OR”, “XOR” – we assume that the probability of execution of each branch is the 
same (e.g. if there are two of them – 0,5, if there are three – 0,33333 etc.) etc.).  

An entirely different algorithm is used to compute synthetic indicator value used in 
order to compare services and create their rankings. We propose a mathematical 
model of QoS computation based on multiple criteria analysis – deriving the synthetic 
indicator. The services are compared according to a few characteristics listed below. 
Each characteristic is assigned a weight, reflecting user’s preferences. However, it is 
out of scope of this article to present all the algorithms and techniques used in order to 
create service profiles.  

4   Related Work 

As far as we know, there are no proposals that deal with connecting SLA elements 
with dynamic service profiles to support creation and negotiation of SLAs. Previ-
ously, in [7] we proposed a functional architecture for an adaptive management of 
quality of service aware service compositions and presented our architectural view 
onto a system that supports various execution strategies based on dynamic selection 
and negotiation of services, contracting based on service level agreements, service 
enactment with flexible support for exception handling, monitoring of service level 
objectives, and profiling of execution data. Dynamic service profiling and SLA man-
agement was not considered in an integrated fashion in this paper. Besides that, re-
lated work comprises related work in SLA lifecycle management in service-oriented 
computing environments and related work in dynamic service profiling.  

In the area of SLA management, numerous approaches that provide extensive SLA 
language formalizations and management frameworks that can be applied to define 
contextual, functional and non-functional elements of SLAs are available. The most 
prominent examples of them are WSLA [5], WS-Agreement [3], and WSOL [6]. 
They are applicable for bilateral SLA management requirements. However, none of 
these approaches addresses how past service behavior can be considered in the defini-
tion of service level objectives in SLAs. An approach which allows the restriction of 
SLA elements by usage and data predicates – in particular to support the management 
of composite SLAs – was proposed by the COSMA approach. In our approach we 
exploit the general mechanisms of COSMA and apply them to the connection of 
DSPs to SLAs.  

There are a number of initiatives aiming at computation of values of QoS parame-
ters on the basis of data collected from different sources. Some researchers focus 
more on the sources of data, like e.g. service providers (service registries), users, 
verification centres, monitoring mechanisms [8, 9, 10], whereas others focus  more on 
the algorithms and methods used to compute the values of both atomic and composite 
services [4, 11, 12, 13, 14]. There exist a few platforms that use and operate on such 
additional information like e.g. Web services filtering system [15]. However, to our 
best knowledge, the profiling system like the one presented in this article has not been 
yet developed.  
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5   Conclusions and Outlook 

The connection of SLAs with past service behavior encapsulated in DSPs is needed, 
especially to support the creation and negotiation of SLAs and precautionary avoid 
non-SLA-conformant service behavior and its accompanying conflicts between con-
tracting parties. Thus, in this paper we described a solution for connecting DSPs and 
SLAs by utilizing the mechanisms of the COSMA approach. We listed new predicates 
that need to be defined in COSMA for the connection and outlined the concept of 
dynamic service profiles for these purposes. Having developed the general mecha-
nism to connect SLA and DSP, in future works we will develop an advanced lifecycle 
management approach for tasks such as: SLA monitoring and parallel build-
ing/maintaining of real-time DSPs, SLA renegotiations using these real-time DSPs, 
etc. Finally, the application of the presented solution on a number of services will lead 
to a widespread evaluation and assessment of the approach and will result in a broader 
range of practical experiences. 
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Ask, Urban 226
Atkinson, Colin 350

Bastina, Lidija 53
Bianchi, Marco 292
Bilbao, Sonia 171
Bostan, Philipp 350
Brehm, Nico 220
Bridgeman, Gary 330
Bürger, Tobias 139, 153

Celino, Irene 141
Cerizza, Dario 141

Della Valle, Emanuele 141
Deneva, Gergana 350
Dilijonas, Darius 53
Draoli, Mauro 292
Dubnikovas, Marius 119

El Kharbili, Marwane 268
Enquist, H̊akan 226

Feldmann, Marius 318
Filipowska, Agata 139
Fiodoroviene, Egle 79
Flejter, Dominik 15, 316

Gambosi, Giorgio 292
Gidlund, Anders 214
Girdzijauskas, Stasys 119
Grzonkowski, S�lawomir 200
Gudas, Saulius 91

Haak, Liane 212, 220
Haniewicz, Konstanty 348
Hans, Daniela 231
Heller, Ronald 183
Hornung, Thomas 39

Imtiaz, Ali 153

Janc, Artur 201
Juell-Skielse, Gustaf 226

Kaczmarek, Monika 348
Kaczmarek, Tomasz 15, 316
Kastner, Paul 201
Kowalkiewicz, Marek 15, 316, 375
Kriksciuniene, Dalia 51, 69
Kruk, Emil 304
Kuhn, Florian 310

Lewkowicz, Myriam 336
Lopata, Audrius 91
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Marx Gómez, Jorge 212, 231
Maskeliunas, Rytis 113
Mathur, Dhrupad 62
May, Wolfgang 39
Mishra, Alok 103
Mishra, Deepti 103
Mochol, Malgorzata 139
Moskaliova, Vera 119

Nagle, Tadhg 200
Nawrot, Sylwia 280
Nekvasil, Marek 190
Nixon, Lyndon JB 139

Olejnik, �Lukasz 201
Oskarsson, Bo 214

Peters, Dirk 212, 220, 231
Pfuhl, Markus 17
Popov, Igor O. 153

Ratkevicius, Kastytis 113
Rudzionis, Algimantas 113
Rudzionis, Vytautas 113

Sakalauskas, Virgilijus 51, 69
Sánchez, Valent́ın 171
Schilbach, Henry 242
Schill, Alexander 318
Schnitzler, Peter 318



388 Author Index

Schönbrunn, Karoline 242
Schumacher, Marcus 350
Shen, Jun 362
Simonov, Mikhail 330
Simperl, Elena 139, 153
Simutis, Rimvydas 53
Solsbach, Andreas 231
Starzecka, Monika 28
Stede, Manfred 310
Stilo, Giovanni 292
Stolarski, Piotr 254, 268
Strahringer, Susanne 242
Strasunskas, Darijus 159
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