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Preface 

This volume contains the proceedings of the International Conference on Advanced 
Data Mining and Applications (ADMA 2009), held in Beijing, China, during August 
17–19, 2009. We are pleased to have a very strong program. Acceptance into the 
conference proceedings was extremely competitive. From the 322 submissions from 
27 countries and regions, the Program Committee selected 34 full papers and 47 short 
papers for presentation at the conference and inclusion in the proceedings. The con-
tributed papers cover a wide range of data mining topics and a diverse spectrum of 
interesting applications. The Program Committee worked very hard to select these 
papers through a rigorous review process and extensive discussion, and finally com-
posed a diverse and exciting program for ADMA 2009. 

An important feature of the main program was the truly outstanding keynote speak-
ers program. Edward Y. Chang, Director of Research, Google China, gave a talk titled 
"Confucius and 'Its' Intelligent Disciples". Being right in the forefront of data mining 
applications to the world's largest knowledge and data base, the Web, Dr. Chang de-
scribed how Google's Knowledge Search product help to improve the scalability of 
machine learning for Web-scale applications. Charles X. Ling, a seasoned researcher 
in data mining from the University of Western Ontario, Canada, talked about his inno-
vative applications of data mining and artificial intelligence to gifted child education. 
His talk "From Machine Learning to Child Learning" generated much interest among 
data miners alike. Daniel S. Yeung, who is a Chair Professor in the School of Com-
puter Science and Engineering, South China University of Technology, in Guangzhou, 
China, talked about his research insights on sensitivity-based generalization error for 
supervised learning problems and feature selection. As the President of the IEEE 
Systems, Man and Cybernetics (SMC) Society and a Fellow of the IEEE, Professor 
Yeung shared much insight on the integration of data mining theory with practice. To 
highlight the importance of data mining practice, Longbing Cao from the University of 
Technology, Sydney Australia, talked about "Data Mining in Financial Markets", a 
timely and important topic that can only be understood well with his vast experience 
in financial data mining applications.  

ADMA 2009 continued the success of the ADMA conference series, which is one 
of the leading international forums for data mining researchers, practitioners, develop-
ers and users to exchange edge-cutting ideas, techniques, and experience. 

The Organizing Committee and the Program Committee thank all those who sub-
mitted their papers to the conference. We also thank the external reviewers, listed 
separately, who helped in the review process. 

As Conference Co-chairs and Program Committee Co-chairs, we would like to 
thank the members of the Program Committee for their hard work and for bearing with 
the primitive conference management tool. Particularly, we would like to extend our 
special thanks to Yushun Li, Na Zhai, and Bin Jiang who made significant contribu-
tions to the review process and the conference organization. Their efforts were essen-
tial to the quality of the conference. 
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We hope that all the participants of ADMA 2009 take the opportunity to exchange 
exciting research ideas and explore the beautiful city of Beijing. 
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Abstract. Confucius is a great teacher in ancient China. His theories and prin-
ciples were effectively spread throughout China by his disciples. Confucius is 
the product code name of Google Knowledge Search product, which is built at 
Google Beijing lab by my team. In this talk, I present Knowledge Search  
key disciples, which are machine learning subroutines that generates labels for 
questions, that matches existing answers to a question, that evaluates quality of 
answers, that ranks users based on their contributions, that distills high-quality 
answers for search engines to index, etc. I will also present the scalable machine 
learning services that we built to make these disciples effective and efficient.  
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Abstract. Machine Learning endeavors to make computers learn and improve 
themselves over time. It is originated from analyzing human learning, and is 
now maturing as computers can learn more effectively than human for many 
specific tasks, such as adaptive expert systems and data mining. The effective 
and fruitful research in machine learning can now be used to improve our 
thinking and learning, especially for our children. In this talk, I will discuss my 
efforts in using machine learning (and AI) for child education in Canada and 
China. In early 2009, I hosted a TV series  in a major talk 
show  in China. The impact of such work in China and around the 
world can be huge. 
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Abstract. Generalization error model provides a theoretical support for a classi-
fier's performance in terms of prediction accuracy. However, existing models 
give very loose error bounds. 

This explains why classification systems generally rely on experimental vali-
dation for their claims on prediction accuracy. In this talk we will revisit this 
problem and explore the idea of developing a new generalization error model 
based on the assumption that only prediction accuracy on unseen points in a 
neighbourhood of a training point will be considered, since it will be unreason-
able to require a classifier to accurately predict unseen points “far away” from 
training samples. The new error model makes use of the concept of sensitivity 
measure for multiplayer feedforward neural networks (Multilayer Perceptrons or 
Radial Basis Function Neural Networks). The new model will be applied to the 
feature reduction problem for RBFNN classifiers. A number of experimental re-
sults using datasets such as the UCI, the 99 KDD Cup, and text categorization, 
will be presented.  
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Longbing Cao 
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Abstract. The ongoing global financial recession has dramatically affected 
public confidence and market development. An example is the market 
manipulation schemes hidden in capital markets, which have caused losses  
in billions of dollars, dramatically damaging public confidence and contributing 
to the global financial and credit crisis. While most investors lost during market 
falls, for instance, sophisticated speculators can manipulate markets to make 
money by illegally using a variety of maneuvering techniques such as wash 
sales. With financial globalization, manipulators are becoming increasingly 
imaginative and professional, employing creative tactics such as using many 
nominee accounts at different broker-dealers. However, regulators currently  
are short on effective technology to promptly identify abnormal trading 
behavior related to complex manipulation schemes. As a result, shareholders 
are complaining that too few market manipulators were being caught. In this 
talk, I will discuss issues related to this topic, present case studies and lessons 
learned in identifying abnormal trading behavior in capital markets. I will 
discuss the use of data mining techniques in this area such as activity mining, 
combined mining, adaptive mining and domain-driven data mining.  
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Abstract. Our main goal is to introduce three clustering functions
based on the central tendency deviation principle. According to this ap-
proach, we consider to cluster two objects together providing that their
similarity is above a threshold. However, how to set this threshold ? This
paper gives some insights regarding this issue by extending some clus-
tering functions designed for categorical data to the more general case of
real continuous data. In order to approximately solve the corresponding
clustering problems, we also propose a clustering algorithm. The latter
has a linear complexity in the number of objects and doesn’t require a
pre-defined number of clusters. Then, our secondary purpose is to in-
troduce a new experimental protocol for comparing different clustering
techniques. Our approach uses four evaluation criteria and an aggrega-
tion rule for combining the latter. Finally, using fifteen data-sets and
this experimental protocol, we show the benefits of the introduced clus-
ter analysis methods.

Keywords: Cluster analysis, clustering functions, clustering algorithm,
categorical and real continuous data, experimental protocol.

1 Introduction

Clustering is one of the main tasks in data analysis and in data mining fields
and has many applications in real-world problems. Given a set of N objects
O = {o1, . . . , oN}, described by a set of P features D = {D1, . . . , DP }, the clus-
tering problem consists in finding homogeneous groups of these objects. However,
clustering is a NP-hard problem and one has to use heuristics for processing large
data-sets. Reviews of such heuristics can be found in [1,2,3]. With respect to the
usual taxonomy of clustering methods [1], the present paper aims at contribut-
ing to the family of hard partitional techniques. As it was underlined in [3,4],
one important factor in that case, is the partitioning function that a clustering
algorithm attempts to optimize. Hence, the contributions of this paper are the
following ones.
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6 J. Ah-Pine

First, we introduce three clustering functions that have the following general
formulation:

F (S, μ, X) =
N∑

i,i′=1

(Sii′ − μii′)Xii′ . (1)

where: S is a similarity matrix; μ is a matrix of central tendency measures of
similarities given for each pair of objects; and X is a relational matrix which
general term, Xii′ , equals 1 if oi and oi′ are in the same cluster; 0 otherwise. X
is similar to an adjacency matrix, yet, as it must be a partition, it has to satisfy
the following linear constraints [5,6], ∀i, i′, i′′ = 1, . . . , N :

Xii = 1 . (reflexivity)
Xii′ − Xi′i = 0 . (symmetry)
Xii′ + Xi′i′′ − Xii′′ ≤ 1 . (transitivity)

(2)

Following the relational analysis method (RA in the following) in cluster analysis
[6,7], the related clustering problems that we want to solve can be formally stated
as: maxX F (S, μ, X) with respect to the linear constraints1 given in (2).

Regarding (1), our main point of interest concerns the variable μ. By maximiz-
ing F (S, μ, X), we highly consider to group oi and oi′ together if their similarity
Sii′ is greater than μii′ . However, how to set μii′ ? On which basis should we
compute μii′ ? Several existing clustering methods are based on the same kind
of objective function [9,6]. However, most of them consider μii′ as a constant pa-
rameter which can be set by the user. On the contrary, in this paper, we define
new clustering functions for which the quantities μii′ are data-dependent and are
interpreted as central tendency measures of pairwise similarities.

Then, in order to rapidly find an approximate solution X , we also introduce
a clustering algorithm that amounts to a local search based technique. This
approach is quite similar to the leader algorithm proposed in [9] and is also
studied in the RA context in [6,2]. These techniques interesting as they don’t
require to fix the number of clusters.

The secondary purpose of this work, is to suggest a new experimental protocol
for assessing different cluster analysis methods. Indeed, in most papers covering
clustering techniques, only one or two assessment measures are used. In this
work, we propose to take into account four different evaluation criteria and a
score aggregation method in our experimental protocol. Hence, we propose to use
this approach for benchmarking the introduced clustering methods.

The rest of this paper is organized as follows. In section 2, we introduce the
central tendency deviation principle and define three new clustering functions.
Next, in section 3, we detail the associated clustering algorithm. Then, we present
our experimental protocol and the obtained results, in section 4. Finally, we give
some conclusions and future work in section 5.

1 Note that we can use integer linear programming to solve this clustering problem
[5,7] but only for very small data-sets. Indeed, as it was already mentioned, this
optimization problem is a NP-hard one [8].
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2 Maximal Association Criteria and the Central
Tendency Deviation Principle

In this section, we introduce three clustering functions for partitioning continu-
ous numerical data. Firstly, we recall the maximal association approach in the
RA framework [7]. In this context, association measures are used in their rela-
tional representations in order to design objective functions for clustering cate-
gorical data. Secondly, we extend these clustering functions to the more general
case of continuous data. In that perspective, we underline the central tendency
deviation principle.

2.1 Contingency and Relational Representations of Association
Measures

Contingency table analysis aims at measuring the association between categor-
ical variables. Let V k and V l be two categorical variables with category sets
{Dk

s ; s = 1, . . . , pk} and {Dl
t; t = 1, . . . , pl} (pk being the number of category of

V k). Their associated contingency table denoted n of size (pk × pl), is defined
as follows: nst = Number of objects in both categories Dk

s and Dl
t. Then, it ex-

ists many association criteria based on the contingency table [10,11]. We are
particularly interested in the three following ones:

• The Belson measure (denoted B) introduced in [12] which is related to the
well-known χ2 measure. The former is actually a non-weighted version of the
latter.

• The squared independence deviation measure (denoted E) which was intro-
duced in [11] and studied in [13] for measuring similarities between categor-
ical variables.

• The Jordan measure (denoted J), which is a coefficient based upon [14] but
which was formally introduced in [11].

We recall below, the contingency representation of these criteria2.

B(V k, V l) =
pk∑

s=1

pl∑
t=1

(
nst −

ns.n.t

N

)2
.

E(V k, V l) =
∑
s,t

n2
st −

∑
s n2

s.

∑
t n2

.t

N2 .

J(V k, V l) =
1
N

∑
s,t

(
nst

(
nst −

ns.n.t

N

))
.

where ns. =
∑pl

t=1 nst.
In the context of the RA approach in contingency table analysis [11,15,7], we

can equivalently express the previous criteria using relational matrices. For V k,
2 Notice that all of them are null when the variables V k and V l are statistically

independent.
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its relational matrix is denoted Ck and its general term Ck
ii′ equals 1 if oi and

oi′ are in the same category; 0 otherwise. Then, one can observe the following
identities between contingency and relational representations [16,15]:

∑
s,t

n2
st =

∑
i,i′

Ck
ii′C

l
ii′ ;

∑
s

n2
s. = Ck

.. ;
∑
s,t

nstns.n.t =
∑
i,i′

Ck
i. + Ck

.i′

2
Cl

ii′ . (3)

where
∑

i Ck
ii′ = Ck

.i′ and
∑

i,i′ Ck
ii′ = Ck

.. .
Consequently, we obtain the following relational representations of the studied

coefficients [15]:

B(Ck, Cl) =
N∑

i=1

N∑
i′=1

(
Ck

ii′ −
Ck

i. + Ck
.i′

N
+

Ck
..

N2

)
Cl

ii′ . (4)

E(Ck, Cl) =
∑
i,i′

(
Ck

ii′ −
Ck

..

N2

)
Cl

ii′ . (5)

J(Ck, Cl) =
1
N

∑
i,i′

(
Ck

ii′ −
Ck

i.

N

)
Cl

ii′ . (6)

The relational formulation of association measures is of interest for analyzing the
differences between such coefficients [17]. In our context, this formalism allows to
define clustering functions for categorical data. We recall and extend this aspect
in the following subsection.

2.2 Maximal Association Criteria and Their Extensions

Let suppose M categorical variables V k; k = 1, . . . , M and let Δ represent one
of the three studied association measures (4), (5) or (6). Then, the maximal
association problem introduced in [7], can be formally stated as follows:

max
X

1
M

M∑
k=1

Δ(Ck, X) .

where X is a relational matrix which satisfies (2).
In other words, we want to find the consensus partition X that maximizes the

mean average association with all categorical variables Ck; k = 1, . . . , M . This
amounts to a clustering model for categorical data or consensus clustering [18].
Thanks to the relational representation, we have the following property [7]:

1
M

M∑
k=1

Δ(Ck, X) =
1
M

Δ

(
M∑

k=1

Ck, X

)
=

1
M

Δ (C, X) . (7)

where C =
∑M

k=1 Ck and Cii′ is the number of agreements between oi and oi′

(the number of variables for which both objects are in the same category).
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Therefore, it appears that the mean average of the association between X
and the relational matrices Ck; k = 1, . . . , M , is equivalent to the association
between the former and an aggregated relational matrix3, C.

The summation property (7) is the basis of the extension of the studied objec-
tive functions, that we are going to introduce. Indeed, let represent categorical
data as an indicator matrix T of size (N × P ) where P =

∑M
k=1 pk. In that

representation, we consider all categories of all nominal variables. Accordingly,
we denote D = {D1, . . . , DP } the set of all categories. Then, the general term
of T , Tij , equals 1 if oi is in category Dj ; 0 otherwise. In that representation,
any object oi is a binary vector of size (P × 1) and the following observation
becomes straightforward: Cii′ =

∑P
j=1 TijTi′j = 〈oi, oi′〉, where 〈., .〉 is the eu-

clidean dot product. Given this geometrical view, we can consider the extension
of the clustering functions recalled previously to the more general case of con-
tinuous numerical features. Indeed, we simply interpret Cii′ as a dot product
between vectors oi and oi′ and we symbolically replace any occurrence of C with
a generic notation S. Henceforth, we assume that S is a Gram matrix (also
called similarity matrix) and the vectors oi; i = 1, . . . , N , are represented in a
continuous feature space T of dimension P .

2.3 The Central Tendency Deviation Principle

According to the previous subsection, the objective functions that we want to
study are the following ones4.

B (S, X) =
∑
i,i′

(
Sii′ −

(
Si.

N
+

Si′.

N
− S..

N2

))
Xii′ . (8)

E (S, X) =
∑
i,i′

(
Sii′ −

S..

N2

)
Xii′ . (9)

J (S, X) =
∑
i,i′

(
Sii′ −

1
2

(
Si.

N
+

Si′.

N

))
Xii′ . (10)

where Si. = S.i =
∑

i′ Sii′ (since S is symmetric) and S.. =
∑

i,i′ Sii′ .
Given the previous equations, we can draw out the central tendency deviation

principle. Indeed, one can observe that all objective functions are based on a
comparison between the similarity of two objects and a central tendency measure.

In the case of B defined in (8), the transformation from Sii′ to(
Sii′ − Si.

N − Si′.
N + S..

N2

)
is a geometrical one and is known as the Torgerson

transformation [19]. Let g = 1
N

∑N
i=1 oi be the mean vector. Then, we have:(

Sii′ − Si.

N − Si′.
N + S..

N2

)
= 〈oi − g, oi′ − g〉. For the Belson function, the objects

oi and oi′ could be clustered together providing that their dot product, centered
with respect to the mean vector g, is positive.
3 Also called the collective Condorcet matrix in the RA approach [5].
4 For the Jordan function, we drop the factor 1

N
.
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Regarding E given in (9), the central tendency is the mean average over all
pairwise similarities, S..

N2 . This approach is also a global one as it considers all
(pairs of) objects. In that case, oi and oi′ are more likely to be in the same
cluster if their own similarity is above the mean average of all similarities.

Unlike the previous cases, the function J introduced in (10), is based on a
local central tendency approach. For the Jordan function, oi and oi′ have more
chances to be grouped together if their similarity is greater than the arithmetic
mean of the mean average of their similarity distributions Si.

N and Si′.
N .

However, one special case to consider is when the data are already centered.
Indeed, if Sii′ = 〈oi − g, oi′ − g〉, all three clustering functions become equivalent
as Si.

N = Si′.
N = S..

N = 0. Despite this point, we propose a version of the clustering
functions that combines two kinds of central tendency approaches.

Following the previous observation and the Belson function, we first center the
data. This leads to similarities Sii′ that are either positive or negative. Next, we
focus on positive similarities only. Indeed, the latter are related to pairs of vectors
whose cosine index is positive which indicates that they are rather similar. Thus,
let S+ be the set of pairs of objects having positive similarities: S+ = {(oi, oi′) ∈
O2 : Sii′ ≥ 0}. Then, we compute the central tendency measures related to the
clustering criteria, on the basis of pairs belonging to S+. More concretely, below
are the clustering functions that we propose to define:

B+ (S, X) =
∑
i,i′

(
Sii′ −

(
S+

i.

N+
i.

+
S+

i′.

N+
i′.

− S+
..

N+
..

))
Xii′ . (11)

E+ (S, X) =
∑
i,i′

(
Sii′ −

S+
..

N+
..

)
Xii′ . (12)

J+ (S, X) =
∑
i,i′

(
Sii′ −

1
2

(
S+

i.

N+
i.

+
S+

i′.

N+
i′.

))
Xii′ . (13)

with, ∀i = 1, . . . , N : S+
i. =

∑
i′:(oi,oi′)∈S+ Sii′ ; S+

.. =
∑

i,i′:(oi,oi′)∈S+ Sii′ ; N+
i. =

#{oi′ ∈ O : (oi, oi′ ) ∈ S+} and N+
.. = #S+ (# being the cardinal).

Intuitively, this two-step approach allows to obtain more compact clusters
since pairs of objects that are finally clustered together must have very high sim-
ilarities compared to central tendency measures based upon the most relevant

Table 1. Clustering functions and their central tendency measures

Clus. func. Central tendency measures

B+(S,X) = F (S, μB+
, X) μB+

ii′ = S+
i.

N+
i.

+
S+

i′.
N+

i′.

− S+
..

N+
..

E+(S,X) = F (S, μE+
, X) μE+

ii′ = S+
..

N+
..

J+(S, X) = F (S,μJ+
, X) μJ+

ii′ = 1
2

(
S+

i.

N+
i.

+
S+

i′.
N+

i′.

)
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similarities which are the positive ones and which actually correspond to the
nearest neighbors of objects.

To sum up, we give in Table 1, the parameters μ of the respective clustering
functions. This table uses the notations provided in equation (1). Henceforth, we
are interested in the following clustering problems: maxX Δ+ (S, X) with respect
to the constraints in (2), where Δ+ is one of the three functions in Table 1.

3 A Clustering Algorithm Based on Transfer Operations

The clustering problems that we have formally presented as integer linear pro-
grams, can be optimally solved but for very small data-sets. In this paper, we
target large data-sets and our purpose is to introduce a clustering algorithm that
allows to rapidly find an approximate solution X to these clustering problems.
Regarding the notations, let U = {u1, . . . , uq} be the partition solution repre-
sented by the relational matrix X (q being the number of clusters of U). Hence,
ul; l = 1, . . . , q, represents the set of objects that are within this cluster. As we
have mentioned in section 1, the core of this heuristic is not new. Actually it can
be seen as a prototype-based leader algorithm but employing similarities instead
of euclidean distances. The basic ideas of this algorithm were already suggested
in [9,6,2] for example. After introducing the mechanism of such an algorithm,
we recall its particular weakness and propose a simple solution to overcome it.

3.1 The Basic Algorithm and Its Scalable Version

Given U , a current partition of the objects, we want to find out if the transfer
of an object oi to any other clusters of U distinct from its current cluster, can
increase the clustering function value. To this end, we introduce the following
contribution measures. In the equations below, ui symbolically represents the
current cluster of oi; ul an existing cluster but different from ui and {oi} the
singleton constituted of oi.

contui(o
i) = 2

∑
i′:oi′∈ui

(Sii′ − μii′ ) − (Sii − μii) . (14)

contul
(oi) = 2

∑
i′:oi′∈ul

(Sii′ − μii′) + (Sii − μii) ∀ul �= ui . (15)

cont{oi}(oi) = (Sii − μii) . (16)

With respect to the objective function (1), and all other things being equal, one
can observe that the quantities5 measures given in (14), (15) and (16), allow to
decide whether object oi should: stay in its current cluster; be transferred into
another cluster; or generate a new cluster.
5 Notice that S and μ are symmetric in our context. In the case of contui(o

i)
for example, the non-symmetric formulation would be:

∑
i′:oi′∈ui

(Sii′ − μii′) +∑
i′:oi′∈ui

(Si′i − μi′i) − (Sii − μii).
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Regarding (15), let contul∗ (oi) be the maximum contribution of oi to an ex-
isting cluster (distinct from its current cluster). Then, in order to maximize the
objective function (1), one can observe that the algorithm should:

• create a new cluster if cont{oi}(oi) is greater than contui(oi) and contul∗ (oi),
• transfer oi to ul∗ if contul∗ (oi) is greater than contui(oi) and cont{oi}(oi),
• do nothing in all remaining cases.

Given this basic operation, the algorithm processes all objects and continue until
a stopping criterion is full-filled. Typically, we fix a maximal number of iterations
over all objects (denoted nbitr in the following).

Since we improve the clustering function value at each operation, this algo-
rithm converges to a local optimum.

In order to have an efficient implementation of the algorithm, we need to
compute the contribution quantities (14) and (15) efficiently. In the following,
we start by discussing the computation of the central tendencies μii′ . In a second
time, we present an efficient way for computing the contribution quantities (14)
and (15) using prototypes.

According to Table 1, we need to compute the following statistics to determine
μii′ : the (N ×1) vectors of general terms S+

i. and N+
i. and/or the scalars S+

.. and
N+

.. . All these statistics will be referred as the “components of μ”. They are
computed before applying the clustering heuristic and are considered as inputs
of the algorithm. The computation cost of these statistics is O(N2×P ). However,
we only need one iteration to calculate them. Moreover, we can compute these
different vectors incrementally.

Next, if we consider the formulation of the contributions given in (14) and (15)
in terms of S, the computation cost of the algorithm is of order O(N2×P×nbitr).
When N is high, this implementation is costly. Hopefully, in our context, we can
reduce the complexity cost of these quantities. Let us recall that, we are given
the feature matrix T of size (N × P ) as input. Furthermore, let us assume that
the space dimension is much lower6 than the number of objects, P << N . Then,
since S = T ·T ′, we can use the linearity properties of the dot products in order
to quickly compute the contributions (14) and (15) by using prototypes. First,
one can observe that:∑

i′:oi′∈ul

Sii′ =
∑

i′:oi′∈ul

〈oi, oi′〉 = 〈oi, hl〉 where hl =
∑

i′:oi′∈ul

oi′ . (17)

hl is the non-weighted mean vector of size (P × 1) representing the cluster ul.
Hence, using hl; l = 1, . . . , q, as prototypes allows to reduce the computation
cost of

∑
i′:oi′∈ul

Sii′ from O(#ul ×P ) to O(P ). Second, the computation of the
aggregated central tendencies measures,

∑
i′:oi′∈ul

μii′ , can also be reduced by
keeping up to date the vector ν of size (q × 1) of general term:

νl =
∑

i′:oi′∈ul

S+
i′.

N+
i′.

. (18)

6 For high-dimensional space we can assume a pre-processing step that reduces the
dimension of the feature space.
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Table 2. Clustering functions and aggregated central tendency measures of the con-
tribution of object oi to a cluster

Clus. func. Aggregated central tendency measures

B+(S, X)
∑

i′:oi′∈ul
μB+

ii′ = #ul
S+

i.

N+
i

+ νl − #ul
S+

..
N2

E+(S, X)
∑

i′:oi′∈ul
μE+

ii′ = #ul
S+

..
N2

J+(S,X)
∑

i′:oi′∈ul
μJ+

ii′ = 1
2

(
#ul

S
+
i.

N+
i

+ νl

)

Using ν, we can reduce the computation cost of
∑

i′:oi′∈ul

S+
i′.

N+
i′.

, that is involved

in the calculation of
∑

i′:oi′∈ul
μii′ , from O(#ul) to O(1). Accordingly, we give

in Table 2, the aggregated central tendency measures of the contribution of oi

to a cluster ul, for the different clustering functions.
To sum up, if we pre-compute the components of μ and use the prototypes

hl; l = 1, . . . , q, and ν then we can reduce the computation cost of the clustering
algorithm to O(N × q × P × nbitr). In the meantime, the memory cost is kept
to O(N × P ). These results are quite satisfying as they make the computation
cost and memory cost of such an algorithm comparable to the popular k-means
method with respect to the number of objects to be clustered. We finally give in
Algorithm 1, the pseudo-code of the proposed clustering algorithm.

Algorithm 1. Transfer based heuristic
Require: nbitr = number of iterations; T = the feature matrix; μ = the central tendency compo-

nents.
Take the first object oi as the first element of the first cluster u1:
q ← 1 where q is the current number of cluster
Update h1 and ν1
for itr = 1 to nbitr do

for i = 1 to N do
if oi hasn’t been assigned a cluster yet then

Set contui
(oi) ← −∞ and compute cont{oi}(oi) using (16)

else
Compute contui

(oi) using (14), (17), Table 2 and compute cont{oi}(oi) using (16)
end if
for ul in the set of already constituted clusters do

Compute contul
(oi) using (15), (17), Table 2

end for
Find ul∗ the cluster which has the highest contribution with object oi

if cont{oi}(oi) > contul∗ (oi) and cont{oi}(oi) > contui
(oi) then

Create a new cluster ul′ whose first element is oi:
q ← q + 1
Update hl′ and νl′ and update hi and νi

else
if contul∗ (oi) > cont{oi}(oi) and contul∗ (oi) > contui

(oi) then

Transfer object oi to cluster ul∗ :
Update hl∗ and νl∗ and update hi and νi

if the cluster ui where was taken oi is empty then
q ← q − 1

end if
end if

end if
end for

end for
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3.2 Setting the Scanning Order of Objects

One important issue related to Algorithm 1 is its dependency regarding the scan-
ning order of the objects to cluster. To tackle this problem we propose to use
one of the component of the central tendency μ that we have introduced before-
hand. More precisely, we propose to scan the objects according to the increasing
order of (N+

1. , . . . , N
+
N.). For object oi, N+

i. represents the number of objects with
which it has a positive similarity (assuming centered data). Accordingly, we first
process the less positively connected objects. This approach can be seen as a
strategy for finding small and stable clusters rapidly. To some extent, it also can
be viewed as a way for eliminating noise. Indeed, if we choose the decreasing
order, the most positively connected objects will be processed first and they will
bring in their clusters noisy objects.

4 Experiments

In this section, we introduce an experimental protocol that aims to compare
different clustering techniques. This protocol takes into account four different
evaluation criteria. The latter can be seen as four different “point of views”
when ranking the clustering techniques. Therefore, we use an aggregation rule
for combining the different rankings into one global ranking. In our exper-
iments, we take the k-means algorithm as the baseline. We compare the
results provided by the latter to the ones given by the clustering heuristic
defined in Algorithm 1 and associated to the clustering functions mentioned
in Table 1. We used fifteen data-sets of the UCI Machine Learning reposi-
tory [20]. The results that we obtained show improvements over the k-means
procedure.

4.1 Experimental Protocol

We propose to use four evaluation criteria defined in the literature for assessing
the clustering algorithms’ results. Usually, only one or two assessment coefficients
are used. In this paper, we argue that the more evaluation criteria we use in an
experimental protocol, the more robust the conclusions we can draw out from
the latter.

We assume that for a given data-set, we have at our disposal, the true label
of all objects. Accordingly, we denote by V = {v1, . . . , vk} the true partition of
the data-set. In that case, vm; m = 1, . . . , k, is called a class.

Then, the evaluation criteria we propose to use are the following ones: the
entropy measure [4], the Jaccard index [21,22], the adjusted Rand Index [23]
and the Janson-Vegelius coefficient [24,15,22]. They are formally defined below
where X and C are the respective relational matrices (see subsection 2.1) of U
and V :
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Ent(U, V ) =
q∑

l=1

#ul

N

(
−1

log(k)

(
k∑

m=1

#(ul ∩ vm)
#ul

log(
#(ul ∩ vm)

#ul
)

))
.

Jac(X, C) =

∑N
i,i′=1 Cii′Xii′ − N∑N

i,i′=1 (Cii′ + Xii′ − Cii′Xii′) − N
.

AR(X, C) =
N2∑N

i,i′=1 Cii′Xii′ −
∑N

i,i′=1 Cii′
∑N

i,i′=1 Xii′

N2

2

(∑N
i,i′=1 Cii′ +

∑N
i,i′=1 Xii′

)
−
∑N

i,i′=1 Cii′
∑N

i,i′=1 Xii′
.

JV (X, C) =

∑N
i,i′=1

(
Cii′ − 1

k

) (
Xii′ − 1

q

)
√∑N

i,i′=1

(
Cii′ − 1

k

)∑N
i,i′=1

(
Xii′ − 1

q

) .

Each of these four coefficients allows to rank the different clustering functions.
Except for the entropy measure, the higher the score, the better the clustering
output U . Since we want to use several data-sets in the experiments, we have
as many rankings as pairs in (evaluation criteria × data-sets). Consequently, we
need to combine all these rankings. To this end, we propose to use Borda’s rank
aggregation rule. In that case, let assume that we need to aggregate r rankings
of c clustering techniques’ result. Then, for each ranking, Borda’s rule consists
in scoring the best result with c − 1, the second one with c − 2 and so on until
the last one which has a null score. Then, the final ranking of the clustering
techniques is obtained by summing the r different scores distributions. The best
method is the one which has the highest aggregated score.

As for each clustering method, we have to aggregate rankings with respect to
two dimensions (evaluation criteria × data-sets), we apply the previous aggrega-
tion method in a two-step framework. Given a data-set, we start by aggregating
the ranks provided by the different evaluation criteria. Thus, for each data-set,
we obtain a first aggregated ranking of the clustering techniques. Then, we ag-
gregate these consolidated rankings given by each data-set which are now seen
as criteria. This second aggregated score distribution provides us with the global
ranking that allows to compare the clustering techniques from a global viewpoint.

4.2 Experiments Settings

We report in Table 3, the description of the fifteen data-sets of the UCI Machine
Learning repository [20], that we included in our experiments. These data-sets
concern several domains with distinct numbers of objects, features and classes.
Our aim is to have a global evaluation of the introduced cluster analysis models
rather than a specific evaluation restricted to a certain kind of data-sets. For each
data-set we centered7 and standardized the feature matrix. We also normalized
each object’s vector in order to have a unit norm. The resulting feature matrix
T is the input of all clustering techniques. Concerning the clustering functions
7 Following the comments given in subsection 2.3.
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Table 3. Data-sets description

Name iris sonar glass ecoli liv- ionos wdbc synt- veh- yeast mfeat img- abalo pag- land
dis cont silh -fou seg blo sat

Nb. obj. 150 208 214 336 345 351 569 600 846 1484 2000 2310 4177 5473 6435
Nb. feat. 4 60 10 7 6 34 32 60 18 8 76 18 8 10 36
Nb. clas. 3 2 6 8 2 2 2 6 4 8 10 7 28 5 6

we have introduced in this paper, this amounts to take the Gram matrix S as
the cosine similarity matrix between centered vectors. Besides, when applying
Algorithm 1, we set nbitr = 10.

We take the k-means algorithm as the baseline since this technique is pretty
closed in spirit to our proposal (transfer operations) and since it was shown that
it provides relevant results compared to other clustering techniques [25]. In our
experiments, we set k as the number of true classes for the k-means algorithm
while keeping free this parameter for Algorithm 1. Moreover, for each data-set,
we launched 5 different runs with random seeds for the k-means method and
took the mean average of the evaluation criteria measures.

4.3 Experiments Results and Discussions

We report in Table 4, the experiments results (in %) we obtained for each triple
(evaluation measure × data-set × clustering algorithms). For each pair (evalua-
tion measure × data-sets) we put in bold the score of the best method. We also
give in the bottom lines of Table 4, the number of clusters found by the differ-
ent methods. According to Table 4, one general comment we can make is that
the evaluation measures do not necessarily agree about their rankings. Given a
data-set, it happens that one clustering method is ranked first for one evaluation
measure and last for another one. Besides, some assessment measures are quite
dependent on the number of clusters found. This is typically the case for the
entropy measure (better for larger number of clusters) and the Jaccard index
(better for smaller number of clusters). These observations justify our approach
that supports the use of several evaluation criteria in order to have many “opin-
ions”. Accordingly, if we apply the experimental protocol we have described in
subsection 4.1, we find the following global ranking: J+ 
 E+ 
 B+ ∼ k-means.
As we can see, cluster analysis based on the central tendency deviation prin-
ciple can outperform the k-means technique. Besides, the Jordan criterion J+

seems to be the most consensual clustering approach. Interestingly, it is not the
one that was most often ranked first. This indicates that the J+ objective func-
tion is quite robust compared to the other approaches and with respect to the
wide variety of data-sets we tested. However, it is worth noticing that regarding
higher dimensional data-sets such as synt-cont or mfeat-fou, the B+ function
seems to perform better. Regarding the number of clusters found, E+ gives, on
average, the highest number of clusters; next comes B+ (except for the iris and
abalone data-sets); and then J+. The number of clusters found using our propos-
als are distinct from the original number of classes. For most of the data-sets, the
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Table 4. Results according to the four evaluation criteria and number of clusters found

Ent iris sonar glass ecoli liv- ionos wdbc synt- veh- yeast mfeat img- abalo pag- land
dis cont silh -fou seg blo sat

B+ 35.7 80.5 50.4 26.7 94.1 45.1 17.4 17.0 80.0 53.1 44.6 44.1 61.8 21.5 38.6
E+ 30.6 75.5 43.4 23.0 94.7 33.6 18.1 25.8 78.8 52.1 42.5 49.8 64.5 16.0 37.4
J+ 34.1 72.3 45.1 23.6 94.6 36.6 18.8 27.3 82.8 52.4 43.8 41.4 66.0 17.9 36.5
k-m 36.6 97.9 55.4 24.3 98.0 82.1 43.8 26.8 89.4 50.3 51.0 43.2 59.3 20.1 36.8
Jac

B+ 36.7 12.4 22.7 32.1 11.8 23.8 28.5 57.4 14.4 16.2 31.6 36.0 10.7 23.2 48.7
E+ 54.3 12.2 28.1 52.8 13.2 23.9 34.5 43.0 17.1 16.2 26.1 31.2 11.5 24.9 44.1
J+ 42.0 10.8 27.8 48.6 11.4 24.7 30.7 44.5 17.0 16.2 30.1 38.4 11.6 23.5 47.3
k-m 57.1 36.4 27.7 37.6 44.0 42.9 73.6 51.8 18.3 19.4 27.6 39.2 5.5 39.9 44.5
AR

B+ 36.4 4.1 22.3 37.2 1.0 18.0 26.2 67.7 8.0 14.3 42.6 44.9 7.0 3.6 57.3
E+ 57.8 3.0 26.2 59.6 0.1 18.5 32.2 51.0 8.8 14.2 35.7 37.5 5.9 7.4 51.8
J+ 45.4 3.9 26.7 55.4 0.8 21.1 28.5 52.8 8.9 14.3 40.7 47.8 6.1 5.6 55.5
k-m 58.7 1.9 22.1 43.6 -0.6 17.0 66.8 61.2 7.9 18.0 36.8 47.6 4.9 10.7 53.0
JV

B+ 33.2 6.3 24.1 41.1 1.8 26.5 37.5 67.5 8.2 18.1 42.3 44.3 15.7 26.2 57.0
E+ 55.0 4.5 31.8 64.5 0.6 27.3 42.0 46.3 8.3 20.3 34.9 36.2 18.0 40.0 49.6
J+ 46.5 6.3 31.0 60.3 1.5 31.8 39.5 50.4 8.5 19.6 39.9 47.0 17.3 32.2 54.2
k-m 58.7 1.9 27.2 46.6 0.8 17.1 67.0 61.6 7.9 21.5 36.9 48.2 6.2 37.6 53.1

Nb. clus.

B+ 24 11 7 9 10 13 8 7 9 12 16 11 146 9 10
E+ 7 22 15 15 13 48 21 66 21 19 42 16 69 20 49
J+ 6 17 9 12 11 17 15 14 13 16 27 11 19 12 16
k-m 3 2 6 8 2 2 2 6 4 8 10 7 28 5 6

former is greater than the latter. This suggests that classes can contain several
homogeneous subclasses that is interesting to find out in a knowledge discovery
context.

5 Conclusion and Future Work

We have introduced three clustering functions for numerical data based on the
central tendency deviation concept. These partitioning criteria can be seen as
extensions of maximal association measures that were defined for clustering cat-
egorical data. We have presented an algorithm that approximately solves the
clustering problems we have proposed. Moreover, we have defined a robust ex-
perimental protocol that involves four different assessment measures and an
aggregation rule. We tested our clustering functions using fifteen data-sets and
have showed that our proposals can perform better than the k-means algorithm.

In our future work, we intend to further analyze the geometrical properties of
the clustering functions we have introduced in order to potentially apply them
in more specific contexts such as high dimensional data or clusters with different
shapes for example.
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Abstract. Multilingual corpora are becoming an essential resource for
work in multilingual natural language processing. The aim of this paper
is to investigate the effects of applying a clustering technique to parallel
multilingual texts. It is interesting to look at the differences of the cluster
mappings and the tree structures of the clusters. The effect of reducing
the set of terms considered in clustering parallel corpora is also studied.
After that, a genetic-based algorithm is applied to optimize the weights
of terms considered in clustering the texts to classify unseen examples
of documents. Specifically, the aim of this work is to introduce the tools
necessary for this task and display a set of experimental results and
issues which have become apparent.

Keywords: Parallel Clustering, Hierarchical Agglomerative Clustering,
Billingual Corpora, Natural Language Processing.

1 Introduction

Effective and efficient document clustering algorithms play an important role in
providing intuitive navigation and browsing mechanisms by categorising large
amounts of information into a small number of meaningful clusters. In particu-
lar, clustering algorithms that build illustrative and meaningful hierarchies out
of large document collections are ideal tools for their interactive visualisation
and exploration, as they provide data-views that are consistent, predictable and
contain multiple levels of granularity.

There has been a lot of research on clustering text documents [1,2,3,4]. How-
ever, there are few experiments that examine the impacts of clustering bilingual
parallel corpora, possibly due to the problem of the availability of large corpora
in translation, i.e. parallel corpora [5]. Fortunately, we have obtained a large
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collection of over 20,000 pairs of English-Bulgarian documents that form our
bilingual parallel corpus.

Compared to a clustering algorithm based on a single language, applying
clustering to the same documents in two languages can be attractive for several
reasons. Firstly, clustering in one language can be used as a source of annota-
tion to verify the clusters produced for the other language. Secondly, combining
results for the two languages may help to eliminate some language-specific bias,
e.g., related to the use of homonyms, resulting in classes of better quality. Fi-
nally, the alignment between pairs of clustered documents can be used to extract
words from each language and can further be used for other applications, such
as cross-linguistic information retrieval (CLIR) [6,7].

It is also interesting to examine the impact on clustering when we reduce
the set of terms considered in the clustering process to the set of the most
descriptive terms taken from each cluster. Using the reduced set of terms can
be attractive for several reasons. Firstly, clustering a corpus based on a set of
reduced terms can speed up the process. Secondly, with the reduced set of terms,
we can attempt to use a genetic algorithm to tune the weights of terms to users’
needs, and subsequently classify unseen examples of documents.

There are three main parts of this paper. In the first part, we describe the task
of clustering parallel corpora of English-Bulgarian texts in Section 2. The two
main areas examined in this paper are English-Bulgarian cluster mapping and
English versus Bulgarian tree structures. In the second part, we describe the task
of clustering the English texts using the reduced set of terms in Section 3 and
compare the results with the previous results of clustering English texts using the
complete set of terms. Finally, in the last part, we describe the application of a
genetic-based algorithm to optimise the weights of terms considered in clustering
the English texts in Section 4. We provides the experimental results in Section 5
and this paper is concluded in Section 6.

2 Clustering Parallel Corpora

In the first part of this work, there are two parallel corpora (News Briefs and
Features), each in two different languages, English and Bulgarian. In both cor-
pora, each English document E corresponds to a Bulgarian document B with
the same content. In Table 1, it is worth noting that the Bulgarian texts have a
higher number of terms after stemming and stopword removal.

Table 1. Statistics of Document News Briefs and Features

Category (Num Docs) Language Total Words Average Words Different Terms
News briefs English 279,758 152 8,456

(1835) Bulgarian 288,784 157 15,396
Features English 936,795 431 16,866
(2172) Bulgarian 934,955 430 30,309
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Fig. 1. Experimental set up for parallel clustering task

The process of stemming English corpora is relatively simple due to the low
inflectional variability of English. However, for morphologically richer languages,
such as Bulgarian, where the impact of stemming is potentially greater, the
process of building an accurate algorithm becomes a more challenging task. In
this experiment, the Bulgarian texts are stemmed by the BulStem algorithm
[8]. English documents are stemmed by a simple affix removal algorithm, Porter
Stemmer [9]. Figure 1 illustrates the experimental design set up for the first part
of this work. The documents in each language are clustered separately according
to their categories (News Briefs or Features) using a hierarchical agglomerative
clustering (HAC) technique. The output of each run consists of two elements:
the cluster members and the cluster tree for each set of documents. A detailed
comparison of the results for the two languages looking at each of these elements
is illustrated in the Experimental Results section.

3 Clustering Documents with a Set of Reduced Terms

In the second part of this work, after clustering the English texts, the terms
that characterise the clusters are examined and n terms from each cluster are
extracted into another set of terms used for re-clustering the English document
again. Previously, there are 10 clusters generated (k = 10), in which there will be
at most (n×k) number of terms selected, due to the fact that the same term may
appear in more than one cluster, where n is the number of terms extracted from
each cluster and k is the number of clusters formed. In this stage, the English
documents are re-clustered again based on these (n × k) selected terms and the
results are compared with the previous clustering results.
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4 A Semi-supervised Clustering Technique Based on
Reduced Terms

The last part of this work uses a corpus where documents are labelled with
their target cluster ID. Clustering is then combined with a genetic algorithm
optimising the weight of the terms so that clustering matches the annotation
provided as closely as possible. There are two possible reasons for such an ap-
proach. Firstly, one can use the clusters provided for some of the documents
in language X as a cluster membership annotation for the same documents in
language Y . The additional tuning that Genetic Algorithm provides could help
cluster the rest of the documents in language Y in a way that resembles more
closely the result expected if the translation to language X was used. Secondly,
experts such as professional reviewers often produce clusters that are different
from the ones generated in an automated way. One can hope that some of their
expertise can be captured in the way some of the term weights are modified, and
reused subsequently when new documents from the same domain are added for
clustering.

The representation of the problem in the Genetic Algorithm setting can be
described as follows. A population of X strings of length m is randomly gener-
ated, where m is the number of terms (e.g. cardinality of reduced set of terms).
These X strings represent the scale of adjustment that will be performed to the
values of inverse-document-frequency (IDF ) of the corpus and they are gener-
ated with values ranging from 1 to 3 uniformly distributed within [1, m]. Each
string represents a subset of (S1, S2, S3,..., Sm−1, Sm). When Si is 1, the IDF
value for the ith term will not be adjusted; otherwise, it will be adjusted by
multiplying the IDF value for the ith term by 2 or 3, depending on the value of
Si. In this work, the scale’s values of 0 and greater than 3 are not used, as these
values may reduce the number of terms further as it adjusts the tf -idf values for
a particular term to become 0 or too large. For example, given the tf and idf
values shown in Figures 2 and 3 and a string of chromosomes generated shown in
Figure 4, the new adjusted values for tf -idf for all terms will be tf × idf ×scale.

The computation of the fitness function has two parts: Cluster dispersion
(Eq. 1) and cluster purity (Eq. 3). In order to get clusters of better quality,
the DBI measure [10] needs to be minimised, where Sc(Qk) and Sc(Ql) denote
the within-cluster distances for clusters k and l and dce is the centroid-linkage

2…1200001Dn

…………………………

0…0000541D3

0…0140320D2

1…4301101D1

Tm…T7T6T5T4T3T2T1tf

Fig. 2. A sample of term-frequency (tf) table for n documents and m terms
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3.43…1.630.670.674.222.321.630.93idf

Tm…T7T6T5T4T3T2T1Term

Fig. 3. A sample of inverse-document-frequency (idf) table for n documents and m
terms

3…2212311scale

Tm…T7T6T5T4T3T2T1Term

Fig. 4. A string of chromosomes representing the scales of adjustment for m terms

distance that reflects the distance between the centres of two clusters. On the
other hand, in order to group the same type of objects together in a cluster, the
impurity function, as defined in Eq. 2, needs to be minimised, where n is the
number of class, Pkc is the number of points belonging to cth class in cluster k
and Nk is the total number of points in cluster k. As a result, the fitness function
(OFF) that needs to be maximised will be as defined in Eq. 4.

DBI =
1
C

C∑
k=1

maxl �=k

{
Sc (Qk) + Sc (Ql)

dce (Qk, Ql)

}
(1)

GiniCk = 1 −
n∑

c=1

(
Pkc

Nk

)2

(2)

Impurity =
∑K

k=1 TCk
· GiniCk

N
(3)

OFF =
1

DBI
+

1
Impurity

(4)

5 Experimental Results

5.1 Mapping of English-Bulgarian Cluster Membership

In the first part of this work, every cluster in English (EN) is paired with the
Bulgarian (BG) cluster with which it shares the most documents. In this case,
there will be a one-to-one mapping between the EN and BG clusters. The same
is repeated in the direction of BG to EN mapping. Two precision values for
each pair are then calculated: the precision of the English-Bulgarian mapping
(EBM), PrecisionEBM , and that of the Bulgarian-English mapping (BEM),
PrecisionBEM . The precision of the English-Bulgarian mapping, PrecisionEBM ,
is defined in Eq. 5, where C(E) is the clustered English documents and C(B) is
the clustered Bulgarian documents.

PrecisionEBM (C(E), C(B)) =
|C(E) ∩ C(B)|

|C(E)| (5)
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Similarly, the precision of the Bulgarian-English mapping, PrecisionBEM ,
can be defined in a similar manner as defined in Eq. 6. Thus, purity can be
defined as the percentage of correctly clustered documents, given in Eq. 7, where
P (C(E), C(B)) is the best precision obtained for C(E) and C(B) and CALL is
the set of clusters formed and C(E) belongs to CALL.

PrecisionBEM (C(B), C(E)) =
|C(B) ∩ C(E)|

|C(B)| (6)

purity =
∑

C(E)∈CALL

|C(E)|
|D| · P (C(E), C(B)) (7)

Figures 5 and 6 show the precisions for the EBM and BEM for the cluster
pairings obtained with k = 10 (number of clusters) for each of the two domains,
News Briefs and Features. The X axis label indicates the ID of the cluster whose
nearest match in the other language is sought, while the Y axis indicates the
precision of the best match found, based on one-to-one mapping between them.
For example, in Figure 5, EN cluster 7 is best matched with BG cluster 6 with
the EBM mapping precision equal to 58.7% and BEM precision equal to 76.1%.

A final point of interest is the extent to which the mapping EBM matches
BEM . Table 2 shows that alignment between the two sets of clusters is 100%
when k = (5, 10, 15, 20, 40) for both domains, News Briefs and Features. How-
ever, as the number of clusters increases, there are more clusters that are un-
aligned between the mappings. This is probably due to the fact that Bulgarian
documents have a greater number of distinct terms. As the Bulgarian language
has more word forms to express the same concepts as English phrases, this may
affect the computation of weights for the terms during the clustering process.

It is also possible to study the purity of the mappings. Table 3 indicates
the purity of the English-Bulgarian document mapping for various values of k.
This measure has only been based on the proportion of clusters that have been
aligned, so it is possible to have a case with high purity, but a relatively low
number of aligned pairs.

Table 2. Degree of Purity for Cluster Mapping for English-Bulgarian Documents

Category k=5 k=10 k=15 k=20 k=40
News briefs 0.82 0.63 0.67 0.65 0.59
Features 0.85 0.77 0.64 0.61 0.54

Table 3. Percentage Cluster Alignment

Category k=5 k=10 k=15 k=20 k=40
News briefs 100.0% 100.0% 85.0% 85.0% 82.5%
Features 100.0% 100.0% 90.0% 90.0% 80.0%
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10 Clusters (Features): English-Bulgarian Matching
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Fig. 5. Ten clusters, Features corpus
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Fig. 6. Ten clusters, News Briefs corpus

5.2 Comparison of HAC Tree Structure

The cluster trees obtained for each language are reduced to a predefined number
of clusters (k = 10) and then the best match is found for each of those clusters
in both directions (EBM, BEM). A Bulgarian cluster BG is only paired with an
English cluster EN if they are each other’s best match, that is, BG ⇒ BEM
⇒ EN and EN ⇒ EBM ⇒ BG.

The pair of cluster trees obtained for each corpus are compared by first align-
ing the clusters produced, and then plotting the corresponding tree for each lan-
guage. Figures 7 and 8 show that when k = 10, all clusters can be paired, and
the tree structures for both the English and Bulgarian documents are identical
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(although distances between clusters may vary). However, there are unpaired
clusters in both trees when k = 20 [11], and after the matched pairs are aligned,
it is clear that the two trees are different. It is hypothesised that this may be
a result of the higher number of stems produced by the Bulgarian stemmer,
which demotes the importance of terms that would correspond to a single stem
in English.

5.3 Clustering Based on a Set of Reduced Terms

Having seen in the previous experiment [11] that the most representative words
for each cluster are similar for each language, an interesting question is whether
clustering using only these words improves the overall accuracy of alignment
between the clusters in the two languages. The intuition behind this is that, as
the words characterising each cluster are so similar, removing most of the other
words from consideration may be more akin to filtering noise from the documents
than to losing information.

The clustering is rerun as before, but with only a subset of terms used for the
clustering. That is to say, before the TF -IDF weights for each document are cal-
culated, the documents are filtered to remove all but (n × k) of the terms from
them. These (n × k) terms are determined by first obtaining k clusters for each
language, and then extracting the top n terms which best characterise each clus-
ter, with the total number of terms equal to at most (n×k). In this experiment, we
use k = 10 as the number of clusters and also n = 10 and n = 50 for the number of
terms extracted from each cluster. Four new sets of clusters are thus created, one
for each language and number of terms considered (10× 10, 50× 10). The results
in the four cases are compared to each other, and to the sets of previously obtained
sets of clusters for which the full set of terms was used.

The results of comparing clusters in English and Bulgarian are shown in
Table 4. These clearly indicate that as the number of terms used in either lan-
guage falls, the number of aligned pairs of clusters also decreases. While term
reduction in either language decreases the matching between the clusters, the
effect is fairly minimal for English and far more pronounced for Bulgarian.

In order to seek to explain this difference between the languages, it is possible
to repeat the process of aligning and calculating purity, but using pairs of clusters
from the same language, based on datasets with different levels of term reduction.
The results of this are summarised in Table 5. This table demonstrates that, for
both languages, as the number of terms considered decreases, the clusters formed

Table 4. Number of aligned clusters and their purity (%) for reduced term clustering
(k = 10)

Bulgarian Terms
English Terms All 500 100

All 10 (74.9%) 4 (54.2%) 3 (53.0%)
500 9 (72.9%) 4 (46.0%) 3 (51.5%)
100 10 (70.3%) 4 (60.1%) 3 (75.5%)



28 R. Alfred

Table 5. Number of aligned clusters and their purity (%) for reduced term datasets
against the unreduced datset (k = 10)

Number of Terms
Languages 500 100
English 10 (80.1%) 9 (74.2%)

Bulgarian 4 (53.0%) 3 (53.0%)

deviate further and further from those for the unreduced documents. While
the deviation for English is quite low (and may indeed be related to the noise
reduction sought), for Bulgarian reducing the number of terms radically alters
the clusters formed. As with the earlier experiments, the high morphological
variability of Bulgarian compared to English may again be the cause of the
results observed.

5.4 Semi-supervised Clustering Based on Genetic Algorithm

It has been shown that when the language is English, one can reduce the number of
terms used without a great loss in performance. This could help reduce the search
space and achieve a speed up when the term weights used by a clustering algorithm
are fine-tuned by machine learning (e.g. a genetic algorithm) to obtain a tree of
clusters in one language that more closely matches the tree for the other language.

Table 6 shows the number of aligned clusters and their purity (%) for the
document clustering based on two sets of terms, namely:

1. The unreduced terms.
2. The reduced terms.

The documents are clustered based on a set of reduced terms with two dif-
ferent settings, one without terms weights adjustment (Non-GA) and one with
GA-based terms weight adjustment (GA). In table 6, the purity of the clusters
increases when the GA-based term weight adjustment is used.

Table 6. Number of aligned clusters and their purity for reduced term datasets against
the unreduced dataset without weights adjustment and with GA-based weight adjust-
ment (k = 10)

Clusters Alligned Purity
Number of Terms Non-GA GA Non-GA GA

10 10 10 80.1% 81.0%
50 9 10 74.2% 82.0%

6 Conclusion

This paper has presented the effect of applying a clustering technique to parallel
multilingual texts, which involves studies related to the differences of the cluster
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mappings and tree structure of the English and Bulgarian cluster texts. In this
paper, we have also studied the effects of reducing the set of terms used to
cluster English and Bulgarian texts. Finally, the results of the clustering task
were obtained by applying a genetic-based algorithm to optimise the weights of
terms considered to cluster the texts.

This work has presented the idea of using hierarchical agglomerative clustering
on a bilingual parallel corpus. The aim has been to illustrate this technique and
provide mathematical measures which can be utilised to quantify the similarity
between the clusters in each language. The differences in both clusters and trees
(dendrograms) have been analysed. It can be concluded that with a smaller
number of clusters, k, all the clusters from English texts can be mapped into
clusters of Bulgarian texts with a high degree of purity. In contrast, with a larger
number of clusters, fewer clusters from English texts can be mapped into the
clusters of Bulgarian texts with a lower degree of purity. In addition, the tree
structures for both the English and Bulgarian texts are quite similar when k is
reasonably small (and identical for k ≤ 10).

A common factor in all the aspects of parallel clustering studied was the im-
portance that may be attached to the higher degree of inflection in Bulgarian.
From the very beginning, the significantly lower degree of compression that re-
sulted from stemming Bulgarian was noted. This implies that there were a larger
number of Bulgarian words which expressed the same meaning, but which were
not identified as such. It is likely that this is one of the factors responsible for
decreasing the alignment between the clusters for larger values of k.

To summarise, the results of the clustering of documents in each of two
languages with quite different morphological properties are compared: English,
which has a very modest range of inflections, as opposed to Bulgarian with its
wealth of verbal, adjectival and nominal word forms. (This difference was ad-
ditionally emphasised by the fact that the Bulgarian stemmer used produced
results which were not entirely consistent in the choice between removing the
inflectional or derivational ending.) The clusters produced and the underlying
tree structures were compared.

In this work, the bilingual English-Bulgarian corpus has also been clustered
based on a set of reduced terms, and the application of a genetic algorithm to
tune the weights of terms considered in the clustering process has been shown.
As most of the top terms seemed to represent the same concepts in the two lan-
guages, the possibility of restricting the number of terms used to a much smaller
set than the original one was considered as a way of making the results more
robust with respect to differences between languages and speeding up clustering.

Reducing the number terms alone resulted in a slight decline in performance
(a drop of up to 10% in the clusters paired and 4.6% lower cluster purity) when
reducing the list of English terms, and a catastrophic decline when this is done
for Bulgarian in the cases of 100 and 500 terms studied. When the genetic-based
algorithm is applied to the reduced set of terms to tune the weights of the terms
(a maximum of 500 terms) to be considered in the clustering process, the result
actually showed an increase in the purity of the clusters, as shown in Table 6.
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Success here would also encourage other possible applications, such as training
the algorithm on a hand-clustered set of documents, and subsequently applying
it to a superset, including unseen documents, incorporating in this way expert
knowledge about the domain in the clustering algorithm.
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Abstract. Web 2.0 applications such as Delicious, Flickr or Last.fm have re-
cently become extremely popular and as a result, a large amount of semantically
rich metadata produced by users becomes available and exploitable. Tag infor-
mation can be used for many purposes (e.g. user profiling, recommendations,
clustering etc. ), though the benefit of tags for search is by far the most discussed
usage. Tag types differ largely across systems and previous studies showed that,
while some tag type categories might be useful for some particular users when
searching, they may not bring any benefit to others. The present paper proposes
an approach which utilizes rule-based as well as model-based methods, in order
to automatically identify exactly these different types of tags. We compare the
automatic tag classification produced by our algorithms against a ground truth
data set, consisting of manual tag type assignments produced by human raters.
Experimental results show that our methods can identify tag types with high ac-
curacy, thus enabling further improvement of systems making use of social tags.

Keywords: collaborative tagging, classification, tag types, social media.

1 Introduction

Collaborative tagging as a flexible means for information organization and sharing has
become highly popular in recent years. By assigning freely selectable words to book-
marked Web pages (Delicious), to music (Last.fm) or pictures (Flickr) users generate
a huge amount of semantically rich metadata. Consequently, several well known tag-
ging systems have been acquired by search engine companies to exploit this additional
information during search. Especially for multimedia resources, accurate annotations
are extremely useful, as these additional textual descriptions can be used to support
multimedia retrieval. Prior studies, which started to investigate users’ motivations for
tagging and the resulting nature of such user provided annotations, discovered that both
motivations for tagging, as well as the types of assigned tags differ quite a lot across
systems. However, not all tags are equally useful for search. For example, a user might
tag a picture on Flickr with some of the things depicted on it, like “flowers”, “sun”, “na-
ture”, or with the associated location (“London”) and time (“2008”). Since such tags are
factual in nature, i.e. they are verifiable at least by common sense, they are potentially
relevant to all other users searching for pictures e.g. from this location. However, to
provide some more context for sharing her images with friends, she may also add more
subjective, contextual tags like “awesome” or “post-graduate trip”, or she may refer to
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c© Springer-Verlag Berlin Heidelberg 2009



32 K. Bischoff et al.

herself by using the annotation “my friends”. Assuming a certain amount of interper-
sonal agreement, subjective tags may still be useful for some users. For the majority of
users, the tag “awesome” for example, may be an indicator of the quality of the picture,
but not for people disagreeing with popular opinion. Self reference tags on the other
hand are so highly personal that another person may not understand the tag at all or
associate something different with it (e.g. her own post-graduate trip to Asia). Thus,
personal tags are not applicable to other users of the system, except from the user her-
self and maybe some of her friends. Still, for estimating similarity between resources
or users search engines and recommendation algorithms exploiting user generated an-
notations but not differentiating types of tags and their interpersonal value incorporate
all (frequent) tags and thus introduce noise. Being able to distinguish between the types
of tags associated to resources would thus be highly beneficial for search engines and
recommendation algorithms to best support users in their information needs. Besides,
tag classes enable building enhanced navigation tools. While currently the user faces a
potentially infinite, unordered tag space, tag classes would allow for browsing pictures,
web sites or music by the different informational facets of the associated tags.

In this paper we tackle exactly this aspect presenting an approach to automatically
identify tag types. We rely on a tag type taxonomy introduced in [1] and analyzed with
respect to the potential of the tag classes for search. Our approach is applicable to any
tagging system and is not bound to one particular resource type.

2 Related Work

Recent scientific work has started examining tagging behaviors, tag types and automatic
tag classification, many studies focusing on one specific collaborative tagging system.

2.1 Tagging Motivations and Types of Tags

Analyses of collaborative tagging systems indicate that incentives for tagging are quite
manifold and so are the kinds of tags used. According to [2], organizational motiva-
tions for enhanced information access and sharing are predominant, though also social
motivations can be encountered, such as opinion expression, attraction of attention, self-
presentation [2,3]. Which of those incentives is most characteristic for a particular system
seems to vary, depending on tagging rights, tagging support, aggregation model, etc. –
all influencing why certain kinds of tags are used. [3] and [4] indicate that in free-for-all
tagging systems like Last.fm, opinion expression, self-presentation, activism and perfor-
mance tags become frequent, while in self-tagging systems like Flickr or Delicious users
tag almost exclusively for their own benefit of enhanced information organization.

Despite the different motivations and behaviors, stable structures do emerge in col-
laborative tagging systems [3,5,6]. The evolving patterns follow a scale-free power law
distribution, indicating convergence of the vocabulary to a set of very frequent words,
coexisting with a long tail of rarely used terms [5,6]. Studying the evolution of tagging
vocabularies in the MovieLens system, [7] use controlled experiments with varying
system features to prove how such design decisions heavily influence the convergence
process within a group, i.e. the proportions “Factual”, “Subjective” and “Personal” tags
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will have. According to these results, being able to display automatically identified
“Factual” tags only would lead to even more factual and interpersonally useful tags.
Similarly, in their paper on collaborative tag suggestions, [8] introduce a taxonomy of
five classes: Content, Context, Attribute, Subjective and Organizational tags.

[1] introduce an empirically verified tag type taxonomy comprising eight categories
(Topic, Time, Location, Type, Author/Owner, Opinions/Quality, Usage context, Self
reference) that is applicable to any tagging system, not bound to any particular resource
type. Besides establishing type distributions for Last.fm, Delicious and Flickr, the au-
thors discuss the potential of the different identified categories for supporting search. A
complementing query log analysis showed that e.g. highly personal self-reference tags
are indeed not used in querying a web search engine. Similarly, subjective usage con-
text and opinions are rarely queried for, nor judged very useful for searching public web
pages. Only for music these queries play an important role with people often searching
for “wedding songs” or “party music”. Here, interpersonal agreement seems higher due
to the restricted domain and, probably, shared culture. In the present paper we will make
use of this taxonomy and focus on automatically classifying tags accordingly.

2.2 Automatic Classification of Tags

So far, there have been only few studies trying to automatically categorize user tags.
However, they all focus solely on specific domains and make no statements about the
generalizability of their approaches to other areas apart from the original ones. Focus-
ing on the domain of pictures, [9] try to extract event and place semantics from tags
assigned to Flickr photos - making use of location (geographic coordinates) and time
metadata (timestamp: upload or capture time) associated with the pictures. The pro-
posed approach relies on burst analysis: tags referring to event names are expected to
exhibit high usage patterns over short time periods (also periodically, e.g. “Christmas”),
while tags related to locations show these patterns in the spatial dimension.

In [10], different tag categories used by users to annotate their pictures in Flickr
are analyzed automatically. Using the WordNet lexical database the authors are able to
classify 52% of their sample tags into the WordNet categories: Location (28%), Arte-
fact/Object (28%), Person/Group (28%), Action/Event (28%), Time (28%) or Other
(27%). However, tag classification is not the main focus of the paper, the authors being
rather interested in recommending tags to users for supporting them in the annotation
process. The authors of [11] map Flickr tags to anchor text in Wikipedia articles which
are themselves categorized into WordNet semantic categories. Thus the semantic class
can be inferred – improving the classifiable portion of Flickr tags by 115% (compared
to using WordNet only). Given a set of Delicious bookmarks and tags assigned by users,
[12] investigate the predictability of social tags for individual bookmarks. The proposed
classification algorithms make use of the page’s textual content, anchor text, surround-
ing hosts, as well as other tags already applied to the URL. This way, most tags seem to
be easily predictable, page text providing the superior attributes for classification.

Thus, existing approaches often focus on predicting certain tag types only and they
do so within one particular tagging system. Some techniques are restricted to the system
used, e.g. as they require additional metadata [9] or assume content to be textual [12].
In contrast to previous work, we present a general approach to tag type classification
applying our algorithms on collections containing different kinds of resources.
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3 Tag Type Taxonomy

For automatically classifying user generated tags according to their functions into types,
we chose the tag type taxonomy presented in [1]. This scheme was build upon the clas-
sification presented by [3] and adapted to be applicable for various types of resources
(music, Web pages and pictures). It is fine grained enough for distinguishing different
tag functions and the associated interpersonal value of the corresponding tag types and,
more important, it was tested for its reliability. Table 1 shows the eight classes with
corresponding example tags, found in the three systems Last.fm, Delicious and Flickr.

Table 1. Tag type taxonomy with examples of the used tagging systems (from [1])

Nr Category Delicious Last.fm Flickr
1 Topic webdesign, linux love, revolution people, flowers
2 Time daily, current 80s, baroque 2005, july
3 Location slovakia, newcastle england, african toronto, kingscross
4 Type movies,mp3 pop, acoustic portrait, 50mm
5 Author/Owner wired, alanmoore the beatles, wax trax wright
6 Opinions/Qualities annoying, funny great lyrics, yum scary, bright
7 Usage context review.later,travelling workout, study vacation, honeymoon
8 Self reference wishlist, mymemo albums i own, seen live me, 100views

Topic is probably the most obvious way to describe an arbitrary resource, as it de-
scribes what a tagged item is about. For music, topic was defined to include theme
(e.g. “love”), title and lyrics. The Topic of a picture refers to any object or person (e.g.
“clowns”) displayed, for web sites, it is associated with the title or the main subject (e.g.
“data mining”). Tags in the Time category add contextual information about hour, day,
month, year, season, or other time related modifiers. It may tell the time when a picture
was taken (e.g. “2004”), a song was recorded (e.g. “80s”), a Web page was written or
its subject event took place (e.g. “November 4”). Similarly, Location adds additional
information, telling us about the country or the city, elements of the natural landscape,
sights, nationality or place of origin. It can be the place where a concert took place
(e.g. “Woodstock”), where a picture was taken (e.g. “San Francisco”) or a location in a
Web page (e.g. “USA”). Tags can also specify the Type of a resource – i.e. what some-
thing is. In general it refers to types of files (e.g. “pdf”), media (e.g. “movie”) or Web
pages (e.g. “blog”). For music this category contains tags specifying the music genre
(e.g. “hip-hop”), as well as instrumentation (e.g. “piano”). For images it includes photo
types (e.g. “portrait”) as well as photographic techniques (e.g. “macro”). Yet another
way to organize resources is by identifying the Author/Owner of a resource. It spec-
ifies who created the resource: the singer or the band name for songs, the name of a
blogger or a photographer. It can also refer to the owner of the resource: a music label,
a news agency or a company. Other tags like “depressing”, “funny” or “sexy” contain
subjective comments on the characteristics or on the quality of a resource. Users make
use of such Opinion tags to express opinions either for social motivations or just for
simplifying personal retrieval. Usage context tags suggest what to use a resource for,
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the context in which the resource was collected or the task for which it is used. These
tags, although subjective, may still be a good basis for recommendations to other users.
They can refer for example to a piece of music suitable to “wake up”, a text “toRead”
or a URL useful for “jobsearch”. Last, the Self reference category contains highly per-
sonal tags, only meaningful and helpful for the tagger herself. Typical examples are
“my favorite song”, “home” e.g. referring to the start page of a site or “my friend” to
indicate the presence of the user’s friend on some picture.

Resources usually have more than one single tag associated with them, the tags
falling into several categories. Our methodology focuses on automatically classifying
all these tags from three different data sets into the eight functional categories.

4 Data Sets

For our experiments we used data from some well known collaborative tagging systems
covering three different types of resources: music files, general Web pages, and pictures.
For the later experiments the raw tags are used, i.e. no lemmatizing is applied.

We used an extensive subset of Last.fm pages corresponding to tags, music tracks
and user profiles fetched in May 2007. We obtained information about a total number
of 317,058 tracks and their associated attributes, including track and artist name, as
well as tags for these tracks plus their corresponding usage frequencies. Starting from
the most popular tags, we found a number of 21,177 different tags, which are used on
Last.fm for tagging tracks, artists or albums. For each tag we extracted the number of
times each tag has been used as well as the number of users who used the tag.

The Delicious data for our analysis was kindly provided by research partners. This
data was collected in July 2005 by gathering a first set of nearly 6,900 users and 700 tags
from the start page of Delicious. These were used to download more data in a recursive
manner. Additional users and resources were collected by monitoring the Delicious start
page. A list of several thousand usernames was collected and used for accessing the
first 10,000 resources each user had tagged. The resulting collection comprises 323,294
unique tags associated with 2,507,688 bookmarks.

For analyzing Flickr tags, we took advantage of data crawled by our research partners
during January 2004 and December 2005. The crawling was done by starting with some
initial tags from the most popular ones and then expanding the crawl based on these
tags. We used a small portion of the first 100,000 pictures crawled, associated with
32,378 unique tags assigned with different frequencies.

5 Automatic Tag Type Classification

For automatically classifying Last.fm, Flickr and Delicious tags, we propose two ba-
sic approaches to categorization, depending on the category that needs to be identified.
Though some tags could be assigned to more than one functional type, we will catego-
rize each tag according to its most popular type, mainly to make evaluation of automatic
classification, i.e. human assessment of a ground truth data set feasible. For this, we use
both straight forward matching rules against regular expressions and table look-ups in
predefined lists, as well as more complex model-based machine learning algorithms.



36 K. Bischoff et al.

5.1 Rule-Based Methods

Five of the eight tag type categories can be identified by using simple rules, imple-
mented as regular expressions, or table look-ups in predefined lists.

Time. Spotting time-tags is done with the help of both several date/time regular expres-
sions and by using lists of weekdays, seasons, holiday names, etc. The same predefined
lists where used for all three systems. This approach can easily capture most time tags
– since time vocabulary of the predominately English tags is rather restricted. Less triv-
ial approaches, like detecting time related tags as bursts over short time periods [9],
on the other hand, require time related metadata (e.g. upload) that is not present in all
tagging systems. In total we used 19 complex regular expressions containing also 106
predefined time-related expressions (e.g. “May”, “Thanksgiving”, “monthly”).

Location. For identifying location tags in Last.fm, Flickr and Delicious, we made use
of the extensive knowledge provided by available geographic thesauri. From GATE1,
an open source tool for Natural Language Processing, a total of 31,903 unique En-
glish, German, French and Romanian location related words were gathered. These
terms comprised various types of locations: countries (with abbreviations), cities, sites,
regions, oceans, rivers, airports, mountains, etc. For Delicious, the list needed to be
slightly adapted by manually excluding some (about 120) extremely common words
(e.g. “java”, “nice”, “church”) in order to assure better accuracy2.

Type. Since the Type category, denoting what kind of resource is tagged, is system/
resource dependent, separate lists were used for the three systems. A list of 851 music
genres gathered from AllMusic3 was used in order to identify type tags in the Last.fm
data set. This inventory of genres is highly popular and also used in ID3 tags of MP3
files. As music is only a (small) part of resources tagged in Delicious, we gathered a list
of 83 English and German general media and file format terms, e.g. document, pdf, foto,
mpg or blog, messenger. For Flickr, the type or genre list (45 items) covers besides file
formats also picture types (like portrait or panoramic), photographic techniques (like
close-up or macro) or camera-related words (like megapixel, shutter).

Author/Owner. From the information available on Last.fm, i.e. the tracks collected, a
huge catalogue of artist names resulted, against which candidate tags were matched to
identify whether a tag names the author or owner of a resource. In case of Delicious
with its wide variety of Web pages bookmarked, finding the author or owner is not
trivial. Since processing of a page’s content and possibly extraction of named entities
seems a costly procedure, we made use of an inexpensive heuristic assuming domain
owners/authors to appear in a Web page’s URL. With the help of regular expressions,
we checked whether the potential owner or the author of the resource appears inside
the corresponding URL (http://xyz.author.com). For Flickr, classifying tags
into the Author/Owner category was not possible, as pictures are mostly personal and
no user-related information was included in our data set.

1 http://gate.ac.uk/
2 Can be automated e.g. by filtering words whose most popular WordNet synset is not a location.
3 http://www.allmusic.com/

http://xyz.author.com
http://gate.ac.uk/
http://www.allmusic.com/
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Self reference. For identifying self reference tags from Last.fm, we created an initial list
of 28 keywords, containing references to the tagger herself in different languages (e.g.
“my”, “ich” or “mia”) and her preferences (e.g. “favo(u)rites”, “love it”, “listened”).
For Delicious we adapted the list slightly to include also structural elements of a Web
site (like “homepage”, “login” or “sonstiges”) that do not appear in the music tagging
portal. Finally, for Flickr the list was adapted to include some personal background
references, like “home” or “friends”.

The rule-based methods are run over all tags to be classified; the remaining, unclassi-
fied tags are then used for training the classifiers. This filtering simplifies the subsequent
task of learning to discriminate topic, opinion and usage context tags.

5.2 Model-Based Methods

Since building a reasonably comprehensive register of topics, usage contexts or opin-
ion expressions is due to practically inexhaustible lists impossible, model-based ma-
chine learning techniques are necessary for identifying these kinds of tags. To find the
Topic, Usage context and Opinion tags, different binary classifiers were trained to de-
cide, based on given tag features, whether a tag belongs to the respective tag class or
not. Here, we used classifiers available in the machine learning library Weka4.

Classification Features. For all three systems Last.fm, Delicious and Flickr, we ex-
tracted the same features to be fed into the binary classifiers: Number of users or tag
frequency respectively, Number of words, Number of characters, Part of speech, and
Semantic category membership.

Number of users is an external attribute directly associated to each tag, measuring
prevalence in the tagging community, and thus indicating a tag’s popularity, relevance
and saliency. For Flickr, we used the absolute usage frequency since our data does not
contain the necessary user-tag tuples and it can be considered to be an equally useful,
though different, indicator of popularity. Since it has been suggested that, often highly
subjective opinion tags in Last.fm– like “lesser known yet streamable artists” – exhibit
both a higher number of words and number of characters [4], we used these intrinsic
tag features as well for training our classifiers. Similarly, many of these opinion tags are
adjectives while topic tags are mostly nouns [3]. Thus, we included part of speech as
additional feature. For determining word class, we employ the lexical database Word-
Net 2.15. In form of a derived tree of hypernyms for a given word sense, WordNet also
provides valuable information about the semantics of a tag. The three top level cate-
gories extracted from here complete our tag feature set. For Last.fm with its multi-word
tags, we collected the latter two features for each word in the tag, i.e. we matched all
terms individually if the phrase as a whole did not have a WordNet entry.

Sense Disambiguation and Substitution. For exploiting tag information like part of
speech and WordNet category during machine learning, choosing the right meaning
of a tag, for example “rock”, is critical. Since statistical or rule-based part-of-speech

4 http://www.cs.waikato.ac.nz/ml/weka/
5 http://wordnet.princeton.edu/

http://www.cs.waikato.ac.nz/ml/weka/
http://wordnet.princeton.edu/
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tagging can not be applied for the one-word tags found in Delicious and Flickr, we de-
cided to make use of the rich semantic information provided implicitly through tag co-
occurrences. For the Last.fm and Delicious sample tags, we extracted all co-occurring
tags with the corresponding frequencies. To narrow down potential relations, we com-
puted second order co-occurrence. For all sample tags, we determined similarity with
all other tags by calculating pairwise the cosine similarity over vectors of their top 1000
co-occurring tags. A very high similarity should indicate that two tags are almost syn-
onymous because they are so frequently used in the same context (i.e. co-tags) – the
two tags themselves rarely appearing together directly [13]. Given an ambiguous tag,
we now search for the newly identified similar tags in the definitions, examples and
synset words in WordNet. If this does not decide for one meaning, then by default the
sense returned by WordNet as most popular is chosen. Since some tags are not found in
WordNet at all, we make further use of similar tags by taking the most similar one hav-
ing a match in WordNet as a substitute for the original tag. Due to missing coccurrence
relationships for Flickr, neither disambiguation nor substitution could be applied.

To build models from the features listed that enable finding Topic, Usage context and
Opinion tags from our sample tags, we experimented with various machine learning al-
gorithms Weka offers: Naı̈ve Bayes, Support Vector Machines, C4.5 Decision Trees,
etc. For each, we moreover used different combinations of the basic features described.
As the Weka J48 implementation of C4.5 yielded the best results, only the results ob-
tained with this classifier are presented in the following section on evaluation results.

6 Results and Discussion

6.1 Ground Truth and Evaluation

For evaluating the proposed algorithms, we built a ground truth set containing sample
tags from each system that were manually classified into one of the eight categories. To
make manual tag categorization feasible a subset of 700 tags per system was assessed.
Thus, we intellectually analyzed 2,100 tags in total. The samples per system included
the top 300 tags, 200 tags starting from 70% of probability density, and 200 tags begin-
ning from 90% – prior work suggests that different parts of the power law curve exhibit
distinct patterns [5]. Clearly, such classification schemes only represent one possible
way of categorizing things. Quite a few tags are ambiguous due to homonymy, or de-
pending on the intended usage for a particular resource they can fall into more than one
category. We based our decision on the most popular resource(s) tagged. On a subset of
225 tags we achieved a good and substantial inter-rater reliability for this scheme and
method – a Cohen’s Kappa value of κ 0.7. In general, it was often necessary to check
co-occurring tags and associated resources to clarify tag meaning (see also [1]).

For measuring the performance of our tag type classification algorithms we use clas-
sification accuracy. For the model-based methods we perform a 10-fold cross-validation
on the samples, and for the rule-based method we compute the accuracy by determin-
ing the number of true/false positives/negatives. Table 2 summarizes results for all sys-
tems and classes. It shows the best performing features, the achieved accuracy, preci-
sion and recall, and the percentage of tags (i.e. the sample of 700 tags) belonging to a
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Table 2. Best results for rule-based and model-based
methods. (Features: POS=part of speech, C=WordNet
categories, F=tag frequency, N=number of words
and characters, RegEx=regular expressions, List=list
lookup).

Class Features Accuracy P R % Man. % Auto.

D
el

ic
io

us

Topic POS,C 81.46 83.89 96.38 67.14 76.00
Time RegEx,List 100.00 100.00 100.00 0.86 0.86
Loc. List 97.71 70.37 70.37 3.86 3.86
Type List 93.71 66.67 42.86 8.00 5.14
Author RegEx 70.20 9.85 38.57 6.29 2.14
Opinion N,POS,C 93.40 0.00 0.00 5.14 0.00
Usage POS,C 89.66 0.00 0.00 7.86 0.14
Self ref. List 99.00 33.33 16.67 0.86 0.29
Unknown 11.57

F
lic

kr

Topic F,POS,C 79.39 84.62 88.82 46.07 45.92
Time RegEx,List 98.86 93.10 81.82 4.72 4.15
Loc. List 86.70 76.88 72.68 26.18 21.89
Type List 95.99 84.62 29.73 5.29 1.72
Author N/A 0.14
Opinion N,POS,C 93.21 82.86 55.77 7.44 5.87
Usage N,POS,C 85.48 39.53 32.08 7.58 4.58
Self ref. List 97.85 100.00 16.67 2.58 0.43
Unknown 15.45

L
as

t.f
m

Topic F,N 90.32 0.00 0.00 2.43 0.00
Time RegEx,List 99.14 66.67 66.67 1.29 1.29
Loc. List 97.43 87.04 81.03 8.29 7.71
Type List 77.14 91.60 60.89 51.14 33.71
Author List 88.65 58.67 43.56 8.14 3.29
Opinion F,N,POS,C 74.73 79.84 83.06 17.71 18.43
Usage POS,C 79.57 62.96 37.78 6.43 5.29
Self ref. List 98.71 92.59 78.13 4.57 3.71
Unknown 26.57 Fig. 1. Accuracy per class and system

certain category: both the real, manual value (“Man.”) and the predicted, automatic
value (“Auto.”). A graphic representation of the accuracies is given in Figure 1.

6.2 Performance of Rule-Based Methods

The regular expressions and table look-ups performed very well in predicting the five
categories Time, Location, Type, Author/Owner and Self-reference. With about 98%
accuracy, performance was especially satisfactory for the highly standardized Time tags
as well as for Self reference tags. However, accuracy is considerably lower for Type in
Last.fm. This is mainly due to the used lists not being exhaustive enough. For example,
the list of genres did not contain all potential sub-genres, newly emerging mixed styles
or simply spelling variants and abbreviations. Its quota decreased progressively with the
“difficulty” of the data set, i.e. the less frequent and more idiosyncratic the tags became.
Since such handcrafted lists are never complete, automatic extension of the initial set
should be achieved by expanding it with similar tags, e.g. based on second order co-
occurrence. Similarly, our artist database did not contain all naming variants for a band
or a singer and it had wrong entries in the artist’s rubric. Allowing for partial matching,
on the other hand, adds noise and results in predicting a much larger proportion of tags
to denote Author/Owner than in the ground truth. For Delicious similarly, the regular
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expressions-based method just found a portion of the tags of interest, while more rules
e.g. including named entity recognition would probably lead to many false positives.
Last but not least, system specific design choices influence the accuracy of regular
expressions for Delicious and Flickr. Since space characters in tags are not allowed
here, compound names are written together (like “dead.sea”, “sanfrancisco”, “seat-
tlepubliclibrary”) and some location names may range over multiple tags (e.g. “new”
and “york”).

6.3 Performance of Model-Based Methods

The C4.5 decision tree yielded extremely good results for tag classification into Topic,
Opinion and Usage tags. From the different intrinsic and extrinsic tag attributes used as
features, part of speech and the semantic category in WordNet were present for all best
performing classifiers, except for Topic in Last.fm. Here, number of users and number
of words and characters alone achieved the best results. The number of words and char-
acters obviously helped identifying Opinion tags in all three systems as well as Usage
tags in Flickr. However, as a consequence of the relatively small training set of 700
tags as well as the highly unbalanced ‘natural’ distribution of tags over the three cate-
gories, robustness needs to be improved. Although in training the classifiers the set of
positive and negative examples have been balanced, some classes had very few postive
examples to learn from. For Delicious and Flickr the rate of false negatives is very high
for the rare Opinion and Usage tags. Thus, none (for Delicious) or only part of the true
Opinion and Usage tags are found. In contrast, almost all true Topic tags are correctly
identified, but at the same time the number of predicted Topic tags overestimates the
real proportion in the ground truth for Delicious and Flickr. The opposite happens for
Last.fm. The classifiers learn well to reject non-Topic and non-Usage tags, but they also
miss more than half of the true positives. Thus, our classifiers reinforce the tendencies
to focus on one particular tag type depending on the system.

Nevertheless, the average accuracy is good, lying between 82% and 88%. As shown
in Table 2 and Figure 2, except for Opinion in Delicious and Topic in Last.fm, the
machine learning algorithms perform well in predicting tag type shares per system
correctly. For example, the Opinion classifier matches 18.43% of the tags in Last.fm,
compared to 17.71% by human rating.

Fig. 2. Tag distribution per tagging systems: (A) manual assignment, (B) automatic assignment
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6.4 Word Sense Disambiguation

Exploiting similar tags, extracted by computing second order co-occurrence, during
learning improves classification performance on average by only 2% for Last.fm, while
there is no noticeable difference for Delicious. Although using this method some mean-
ingful disambiguations can be performed and a considerable part of tags not directly
found in WordNet can be substituted, it does not have a big influence on classification
accuracy. Some positive examples for similar tags for Delicious capturing synonyms,
translations or simply singular/plural variations would be: “flats” and “Home.Rental”,
“Daily.News” and “noticias” or “technique” and “techniques”. For Last.fm, we could
find pairs like “relaxing” and “calm”, “so beautiful” or “feelgood tracks”. Though quite
some of the similar tags found seem not to be synonymous, the strategy proved success-
ful for disambiguation as (almost) synonymous and even strongly related words usually
explain the meaning of a word. For example in the case of Last.fm, tags like “rock” or
“pop” were correctly disambiguated and the musical meaning was chosen.

6.5 Overall Results

The linear average of all accuracies is 89.93%, while a more meaningful average,
weighted by the real (i.e. manual) percentages of tags for each class, is 83.32%. This
measure accounts for the different occurrence frequencies of the distinct tag types in
the ground truth data. The weighted average values per system are: Delicious- 83.93%,
Flickr- 85.07%, Last.fm- 81.08%. As initially shown in [1] for a smaller sample, tag class
distributions vary significantly across the different systems. We observe that vocabulary
and tag distribution depend on the resource domain, e.g. images and Web pages can re-
fer to any topic, whereas music tracks are more restricted in content, thus leading to a
more restraint and focused set of top tags. The most numerous category for Delicious
and Flickr is Topic, while for Last.fm Type is predominant, followed by Opinion. A por-
tion of tags could not be classified with reasonably confidence, the percentage for the
“Unknown” tag type varying between 12% and 27%. Our methods overestimate the oc-
currences of Topic tags for Delicious at the expense of Opinion tags. Similary, not all
Type and Author tags could be identified for Last.fm. Apart from this, our methods pre-
dict comparable class shares as the human raters in the overall distribution (Figure 2).

7 Conclusions and Future Work

Tag usage is rapidly increasing in community Web sites, providing potentially interest-
ing information to improve user profiling, recommendations, clustering and especially
search. It has been shown that some tag types are more useful for certain tasks than others.
This paper extended previous work by building upon a verified tag classification scheme
consisting of eight classes, which we use to automatically classify tags from three differ-
ent tagging systems, Last.fm, Delicious and Flickr. We introduced two types of methods
for achieving this goal – rule-based, relying on regular expressions and predefined lists,
as well as model-based methods, employing machine learning techniques. Experimental
results of an evaluation against a ground truth of 2,100 manually classified sample tags
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show that our methods can identify tag types with 80-90% accuracy on average, thus
enabling further improvement of systems exploiting social tags.

For future work, first, multi-label classification is planned to better reflect the some-
times ambiguous nature of tags. Allowing for the prediction of multiple types per tag
will render unnecessary a decision mechanism for choosing the right class from those
predicted by independent binary classifiers. We also like to exploit resource features like
title/description for web pages, lyrics for songs, or attributes extracted by content-based
methods to learn a tags’ type based on the concrete resource tagged. In addition, we in-
tend to extend the model-based methods to enable machine learning of some categories
now identified by rules or look-ups.
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Abstract. What makes a song to a chart hit? Many people are trying to
find the answer to this question. Previous attempts to identify hit songs
have mostly focused on the intrinsic characteristics of the songs, such
as lyrics and audio features. As social networks become more and more
popular and some specialize on certain topics, information about users’
music tastes becomes available and easy to exploit. In the present paper
we introduce a new method for predicting the potential of music tracks
for becoming hits, which instead of relying on intrinsic characteristics
of the tracks directly uses data mined from a music social network and
the relationships between tracks, artists and albums. We evaluate the
performance of our algorithms through a set of experiments and the
results indicate good accuracy in correctly identifying music hits, as well
as significant improvement over existing approaches.

Keywords: collaborative tagging, classification, hit songs, social media.

1 Introduction

The benefits of being able to predict which songs are likely to become hits is
various and is of big interest for both music industry and artists, as well as for
listeners. In their attempt to release only profitable music, producers may want
to have an indication of the potential of the music songs they will work with.
Artists can profit from the results of such techniques by identifying the most
suitable markets for their songs, music lovers’ niches and by choosing the best
channels and targets. Last but not least, normal music listeners can enjoy good
music as a benefit of accurate hit predictions on a daily basis – radio stations
can use such methods in order to improve their program by playing only songs
which are highly likely hits.

Most previous attempts to identify hit songs have focused on intrinsic char-
acteristics of songs, such as lyrics and audio features. In the prevailing view it
is all about musical quality, so the task is to reveal the audience’s preferences
about music – e.g. by finding the similarity to what they liked before. However,
it is often neglected that people are not independently deciding on what they
like, but rather they like what they think other people may also like [1]. De-
spite ‘intrinsic quality’ success seems also to depend on the already known or

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 43–54, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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assumed popularity, i.e. we find a rich get richer effect (a.k.a. preferential attach-
ment or cumulative advantage). Thus, subjective opinions of a few early-arriving
individuals account for hit potential as well.

As social networks become more and more popular and some specialize on cer-
tain topics, information about users’ music tastes becomes available and easy to
exploit. The wisdom of the crowds has become a famous notion of the collective
intelligence manifesting itself in such collaborative tagging systems. Most impor-
tant in our case, these networks set and identify trends and hot topics. In the
present paper we propose a method for predicting the success of music tracks by
exploiting social interactions and annotations, without relying on any intrinsic
characteristics of the tracks. We predict the potential of music tracks for be-
coming hits by directly using data mined from a music social network (Last.fm)
and the relationship between tracks, artists and albums. The social annotations
and interactions enable both measuring similarity (i.e. intrinsic quality) of songs
and finding those critical early-stage effects of cumulative advantage. Our ap-
proach requires only the social data corresponding to a track’s first week life in
Last.fm (i.e. the track is released only to the Last.fm audience), in order to be
able to make good predictions about its potential and future evolution1.

2 Related Work

Below we discuss the most relevant existing work, structured according to the
two main directions along which we develop our methodology for predicting
music hits.

2.1 Music Hits Prediction

Some previous work focused on automatic prediction of hit songs: in [2], the
authors explore the automatic separation of hits from non-hits by extracting
both acoustic and lyrics information from songs using standard classifiers on
these features. Experiments showed that the lyrics-based features were slightly
more useful than the acoustic features in correctly identifying hit songs. As
ground truth data the authors made use of the Oz Net Music Chart Trivia
Page2. This set is somewhat limited as it only contains top-1 hits in US, UK and
Australia and the corpus used in the experiments was quite small – 1700 songs.
In our approach we use a larger corpus and a much richer ground truth data
set – the Billboard.com charts. Besides, our algorithms do not rely on lyrics or
acoustic information but exploit social network data.

[3] focus on a complementary dimension: given the first weeks’ sales data,
the authors try to predict how long albums will stay in the charts. They also
analyze whether a new album’s position in the charts can be predicted for a
certain week in the future. One of the most prominent commercial products
1 Last.fm offers to artists the possibility to upload their own music to the portal

(http://www.last.fm/uploadmusic?accountType=artist).
2 http://www.onmc.iinet.net.au/trivia/hitlist.htm

http://www.last.fm/uploadmusic?accountType=artist
http://www.onmc.iinet.net.au/trivia/hit list.htm
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for music hit prediction HSS3 employs Spectral Deconvolution for analyzing the
underlying patterns in music songs, i.e. it isolates patterns such as harmony,
tempo, pitch, beat, and rhythm. Users of this service can upload a song, the
system then analyzes it and compares it against existing chart hits from its
database. The drawback of this system is that by using low-level features only,
it cannot correctly predict the success of completely new types of music.

[4] claim that the popularity of a track cannot be learned by exploiting state-
of-the-art machine learning (see also [1]). The authors conducted experiments
contrasting the learnability of various human annotations from different types
of feature sets (low-level audio features and 16 human annotated attributes like
genre, instruments, mood or popularity). The results show that while some sub-
jective attributes can be learned reasonably well, popularity is not predictable
beyond-random – indicating that classification features commonly used may
not be informative enough for this task. We investigate whether user generated
interaction and (meta)data can serve as the missing link.

2.2 Social Media and Collaborative Tagging

Social media data provides ground for a wide range of applications. In [5], the
authors make use of social media data for identifying high-quality content inside
the Yahoo! Answers portal. For the community question-answering domain, they
introduce a general classification framework for combining the evidence from
different sources of information. Their proposed algorithms prove the ability
to separate high-quality items from the rest with an accuracy close to that of
humans. Our algorithms have a similar goal, though applied to a different domain
– music. Though, it does not use tags, to a certain extent, the work of [6] is
similar to ours: the authors analyze the potential of blog posts to influence future
sales ranks of books on Amazon.com. The authors showed that simple predictors
based on blog mentions around a product can be effective in predicting spikes
in sales ranks.

Especially user generated tags have been extensively exploited: for building
user profiles, for improving (personalized) information retrieval, results’ cluster-
ing, classification or ontology building. Focusing on trend detection, in [7] the au-
thors propose a measure for discovering topic-specific trends within folksonomies
such as Delicious . Based on a differential adaptation of Google’s PageRank algo-
rithm, changes in popularity of tags, users, or resources within a given interval
are determined. Similarly, [8] measure the interestingness of Flickr tags by
applying a TFxIDF like score for different intervals in time.

For music, [9] found that Last.fm tags define a low-dimensional semantic
space which - especially at the track level highly organized by artist and genre
- is able to effectively capture sensible attributes as well as music similarity.
We use this valuable folksonomy information for predicting music hits. To our
best knowledge, user tags have not been used so far to infer hit potential of
songs.

3 http://www.hitsongscience.com

http://www.hitsongscience.com
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3 Data Sets

3.1 Last.fm

The method we propose for predicting music hits relies on external social infor-
mation extracted from the popular music portal, Last.fm, a UK-based Internet
radio and music community website, founded in 2002 and now owned by CBS In-
teractive. Statistics of the site claim 21 million users in more than 200 countries
are streaming their personalized radio stations provided by Last.fm.

One of the most popular features of Last.fm user profiling is the weekly gener-
ation and archiving of detailed personal music charts and statistics. Users have
several different charts available, including Top Artist, Top Tracks and Top Al-
bums. Each of these charts is based on the actual number of times people listened
to the track, album or artist. Similar global charts are also available and these
are created based on the total number of individual listeners. Another important
feature of Last.fm and crucial for our algorithms is the support for user-end tag-
ging or labeling of artists, album and tracks. Thus, Last.fm creates a site-wide
folksonomy of music. Users can browse musical content via tags or even listen
to tag radios. Tags can fall into many categories, starting from genre, mood,
artist characteristics and ending with users’ personal impressions (for a detailed
description of the existing types of Last.fm tags see [10]).

We collected 317,058 tracks and their associated attributes, such as artist and
song name, number of times the tracks have been listened to on Last.fm, the
name of the albums featuring the tracks, as well as tags that have been assigned
to the songs. Additionally, the crawl contained information about 12,193 Last.fm
users, all of them having listened to at least 50 songs and having used at least 10
tags. We started from the initial set of 12,193 crawled users and for all of them
we downloaded all their available weekly charts. For this task we made use of
the Audioscrobbler4 web services. As not all of the 12,193 users from our initial
set have been active since May 2007, we could gather charts for only 10,128 of
them. A weekly chart consists of a list of songs that the user has listened during
that particular week. The weekly charts we could gather span over 164 weeks
and our final data collection consisted of 210,350 tracks, performed by 37,585
unique artists. 193,523 unique tags are associated with the tracks, 163,483 of
these tags occurring as well along with artists.

3.2 Billboard Charts

For being able to asses the quality of our predictions, we also needed a good
ground-truth data set. The most suitable for our purposes was the data exposed
by Billboard.com. Billboard is a weekly American magazine devoted to the music
industry, which maintains several internationally recognized music charts that
track the most popular songs and albums in various categories on a weekly
basis5. The charts, based on sales numbers and radio airplays are released as
4 http://www.audioscrobbler.net
5 http://www.billboard.biz/bbbiz/index.jsp

http://www.audioscrobbler.net
http://www.billboard.biz/bbbiz/index.jsp
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.html pages and represent the top tracks of the previous week. Every chart has
associated a name, an issue date, and stores information about the success of
the songs in form of rank, artist name and album/track name. Moreover, each
chart entry has a previous week rank, as well as a highest rank field – i.e. the
highest Billboard position ever reached by that song.

There are 70 different charts available for singles and 57 different ones for
albums and a detailed list can be found at http://www.billboard.biz/bbbiz/
charts/currentalbum.jsp and http://www.billboard.biz/bbbiz/charts/
currentsingles.jsp, for albums and singles, respectively. We collect all these
Billboard charts and aggregate the information, the resulting charts thus span-
ning over a range of almost 50 years, namely between August 1958 and April
2008. In total, the aggregated Billboard single chart contained 1,563,615 entries,
68,382 of them being unique songs. With respect to albums, the aggregated
chart had 1,200,156 entries and among those, only 49,961 proved to be different
albums.

The final set of tracks and the corresponding information around these tracks
(artist, album, Billboard rank, etc.) is represented by the intersection of the
set of unique tracks gathered from the Last.fm users’ weekly charts and the set
of tracks included in the Billboard charts. This intersection resulted in 50,555
unique music songs, on which we will perform our experiments.

4 Predicting Music Hits

We make use of the social information around the tracks, which we gather from
the popular music portal Last.fm. This information is processed and transformed
into a list of features, which is fed to a classifier for training it to discover
potentially successful songs. The approach we propose relies on the following
assumptions:

– The initial popularity (i.e. the popularity among listeners after only one
week after the upload) of a track is indicative of its future success.

– Previous albums of the same artist have a direct influence on the future
success of the songs.

– The popularity of other tracks produced by the same artist and included on
the albums we consider has also an impact on the future success of a song.

– Popularity of the artist performing a track, in general, has a direct influence
on the future success of new songs.

With these hypotheses fitting perfectly to the principles of preferential
attachment/cumulative advantage, we now proceed describing the details of our
music hit prediction algorithm based on social media data.

4.1 Feature Selection

The features used for training the classifiers are chosen such that the assumptions
listed above are supported. It is thus natural to build a model where the main

http://www.billboard.biz/bbbiz/charts/currentalbum.jsp
http://www.billboard.biz/bbbiz/charts/currentalbum.jsp
http://www.billboard.biz/bbbiz/charts/currentsingles.jsp
http://www.billboard.biz/bbbiz/charts/currentsingles.jsp
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Fig. 1. Features used for training the classifiers

entities correspond to the interpreting Artist, previous popular Albums of the
same artist and Tracks included on the albums considered. Moreover, each of
these entities has associated a set of attributes, which are as well taken as input
features for our classifiers. In Figure 1 we present the complete set of features
considered.

All entities and their associated attributes related to a particular track, for
which we would like to predict whether it will be a hit or not, form a tree
having the TRACK as root. Each of the features can be reached by starting
from the root of the feature-tree and following the corresponding branches. We
now discuss in detail the main feature entities and their associated attributes
composing the feature tree.

Artist-Relevant Features. Artists as the performers of the songs we make
predictions for are likely to have an influence on their hit potential. Usually,
artist entities have associated a set of tags assigned by Last.fm users – we consider
the top 5 most used tags, Tag1..5. In case the artist does not yet have 5 tags,
we exploit as many as available. Besides, we also include the total number of
tags available for an artist, Nr. Tags, as well as its overall number of listeners,
Tot. Listeners. Ini. Growth represents the number of listeners for this artist
during the first week it appeared in Last.fm charts (Note that these are Last.fm
user charts.). The higher this number, the bigger the probability that this artist
is quite popular and his future songs will become hits with a high probability.
The Peak Listeners feature measures the maximum number of listeners in one
week over all weeks and all Last.fm user charts. With Avg. Listeners we capture
the average number of listeners over all Last.fm user charts and the value is
computed as:

Avg. Listeners =
Tot. Listeners

#weeks in Last.fm user charts
(1)
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The Peak Position represents the highest Billboard position this artist reached
so far (for new artists, this value will not be known).

An Artist is directly connected to an Album-entity, since the performer might
have produced several albums already. Thus, we also include as features the
artist’s top-5 albums, or as many as currently available.

Track-Relevant Features. In the model presented in Figure 1, containing
the features used for training the classifiers, the Track entity occurs twice. It is
important to distinguish between the two different instances: TRACK represents
the song for which we aim to automatically predict whether it will belong to the
class “HIT” or “NHIT”, which is also the root of the tree resulted from the
complete set of features. Beside this, we also consider top-5 tracks, Track1..5,
appearing on the albums we include as feature for the given TRACK.

For TRACK, the track for which we want to make the predictions, only the
Ini. Growth feature is considered (the maximum number of Last.fm listeners
after the first week this song appeared on the Last.fm portal). The artist of the
track, Artist represents an entity directly connected to TRACK and for the case
that the song has more authors (e.g. Madonna featuring Justin Timberlake) we
consider only the first artist.

For Track1..5, the tracks associated to other albums of the same artist, we
include as feature the overall number of listeners on Last.fm, Tot. Listeners, as
a strong indicator of its popularity. The tags given by the Last.fm users to a
track are as well good popularity indicators. We consider the top-5 tags, Tag1..5,
or like in the case of the artists, if there are less than 5 tags, we consider as many
as available. Peak Position, Avg. Listeners, Peak Listeners and Ini. Growth
have the same meaning as the corresponding artist-related features.

Album-Relevant Features. Similar to the case of artist-like entities, albums
also have associated a series of features: their popularity can be measured based
on the highest position reached in Billboard, the Peak Position feature. Since
for some artists the previously released albums can be quite many, we include
only the top-5 albums which reached positions in the Billboard charts. Besides,
from each album we also consider the top-5 Billboard listed tracks, Tracki1..5 .

Additional Features. In addition to the direct features discussed above, we
also extract some implicit features for the artist and track entities. We associate
ES-Entity Scores features, as a combination of the entities’ Billboard top reached
position and their HITS [11] scores – computed by applying HITS on a graph
using artists, tracks and tags as nodes. Given an artist A, a track T and a tag
TG, we create links as follows:

– From A to T , if track T is played by artist A;
– From T to TG, if track T has been tagged with tag TG;
– From A to TG, if artist A has been tagged with tag TG.

On the resulted graph we apply the HITS algorithm and compute the corre-
sponding hub and authority scores. We present below the formulas for computing
the HITS scores for artists, HSA and tracks entities, HST :
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HSA|T =

⎧⎪⎨⎪⎩
0, if hubSA|T == 0 ∧ authSA|T == 0;
authSA|T , if hubSA|T == 0 ∧ authSA|T ! = 0;
hubSA|T , if hubSA|T ! = 0 ∧ authSA|T == 0;
authSA|T · hubSA|T , otherwise.

(2)

hubSA|T and authSA|T represent the hub- and authority scores of the artist and
track (represented as subscripts A or T respectively).

The final Entity Scores (ES) will be based both on the outcome of calculating
the HITS scores and the corresponding best positioning in any Billboard charts
ever. This score will give an estimation of the popularity of certain artists and
tracks in relation to the tags used, between themselves and in the opinion of a
recognized authority in the domain, as the Billboard charts are. The formula for
computing ESA and EST , the entity scores for artists and tracks is given below:

ESA|T =

⎧⎨⎩
1

1000
· HSA|T , if PeakPosA|T is missing;

1
PeakPosA|T

· HSA|T , otherwise.
(3)

PeakPosA|T represents the best reached position by the artist or track in all
considered Billboard charts. If these entities do not occur in any of the charts
(they never got that successful as to be included in the music tops), we consider
a large number (1000) to substitute their missing Billboard rank. The inverse of
this number or of the best Billboard position is considered for the computation
of the final Entity Score (see Equation 3). The resulting ESA|T scores for artists
and tracks will be used as features for our music hits prediction algorithm. They
will be attached to the corresponding entities depicted in the feature graph from
Figure 1.

4.2 Music Hit Prediction Algorithm

The core of our music hit prediction method is a classifier trained on the Bill-
board.com ground truth and using as features social media data extracted from
Last.fm or inferred from it. We experiment with a number of different classi-
fiers (Support Vector Machines, Näıve Bayes, Bayesian Networks and Decision
Trees) and for building the classifiers we use the corresponding implementations
available in the open source machine learning library Weka6 [12]. Given the
four hypotheses mentioned above, the classifiers learn a model from a training
set of data. Once the model is learned, it can be applied to any unseen data
from Last.fm and predict whether the corresponding songs have the potential of
becoming hits or not.

The set of songs described in Section 3 is split into two partitions: one partition
for training and one for testing the classifiers. We train classifiers for several rank
ranges, such that the partitioning of the data satisfies the following: For hit class
1 − 1, we consider as hit songs only those tracks which have reached top-1 in
Billboard charts. All other songs starting with the second position in Billboard
are considered non-hits. Similarly, other hit rank ranges are considered: 1 − 3
6 http://www.cs.waikato.ac.nz/~ml/weka

http://www.cs.waikato.ac.nz/~ml/weka
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(i.e. tracks which have reached top-3 Billboard positions are regarded hits, while
the rest, starting from position 4, are non-hits), 1 − 5, 1 − 10, 1 − 20, 1 − 30,
1−40 and 1−50. The number of hit and non-hit instances is approximately the
same for all classifiers. We select as many songs as available from the rank ranges
considered as hits. For non-hits, we randomly pick about the same number of
songs from the set of music tracks with Billboard positions greater than the
right margin of the hit class or from the set of tracks not appearing at all in the
Billboard charts (i.e. “clear” non-hits). We summarize in Table 1 the resulting
number of instances for each of the hits’ rank ranges.

Each classifier is trained and tested on the total set of instances (both hits
and non-hits), corresponding to each of the hit class ranges. For the songs in
the training set, we build the set of corresponding features according to the
attributes attached to the main entities (artist, albums, tracks) as depicted in
Figure 1. The classifier is trained on the resulting set of features and a model is
learned from it. After this step, the model is applied to all songs from the test
data and a prediction is made.

5 Experiments and Results

For measuring the performance of our prediction algorithm we use the following
metrics:

– Accuracy (Acc) – Statistical measure of how well the classifier performs
overall;

– Precision (P) – Probability for items labeled as class C of indeed belonging
to C;

– Recall (R) – Probability of all items belonging to class C of being labeled C;
– F1-measure (F1) – Weighted harmonic mean of Precision and Recall;
– Area under ROC (AUC) – Probability that a randomly chosen example not

belonging to C will have a smaller estimated probability of belonging to C
than a randomly chosen example indeed belonging to C.

We experimented with several multi-class classifiers: Support Vector Ma-
chines, Näıve Bayes, Decision Trees and Bayesian Networks with 1 or 2 parents,
but given the space limitations only the best results are presented – this was
the case of Bayesian Networks with 2 parents. In Table 1 we also present the
averaged results of the 10-fold cross validation tests.

As observed from Table 1, the best results are obtained for the classifier built
for detecting top-1 music hits. For this case, we obtain a value of 0.883 for
the AUC measure, 0.788 precision and 0.858 recall for hits, while the overall
accuracy is 81.31%. In [2] the authors reported AUC values of 0.69 for the
best performing classifiers, trained to recognize top-1 hits from charts in Unites
States, UK and Australia. Having similar data sets’ sizes and song sets with no
bias on any particular music genre (though the tracks might be different), our
results for class 1−1 are comparable with the ones reported by [2]. Our approach
performs better, providing ≈ 28% improvement in terms of AUC values over the
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Table 1. Classifiers’ evaluation for predicting Hits/Non-Hits, considering different rank
intervals for the hit-classes

Hits’ Range #Hits #Non-Hits Acc[%] Hits Non-Hits
P R F1 AUC P R F1 AUC

1 – 1 2,335 2,331 81.31 0.788 0.858 0.821 0.883 0.844 0.768 0.804 0.883
1 – 3 3,607 3,594 79.73 0.768 0.852 0.808 0.875 0.833 0.742 0.785 0.875
1 – 5 4,354 4,339 79.57 0.765 0.854 0.807 0.871 0.834 0.737 0.783 0.87

1 – 10 5,553 5,515 79.24 0.771 0.835 0.801 0.857 0.818 0.75 0.783 0.856
1 – 20 7,016 6,913 75.84 0.804 0.688 0.741 0.848 0.724 0.83 0.773 0.848
1 – 30 8,035 7,897 75.87 0.808 0.684 0.741 0.85 0.722 0.835 0.774 0.85
1 – 40 8,744 8,538 75.28 0.802 0.679 0.735 0.843 0.716 0.829 0.768 0.843
1 – 50 9,024 8,807 75.19 0.803 0.676 0.734 0.84 0.714 0.83 0.768 0.84

methods described [2]. It has been argued that AUC values between 0.5 – 0.7
are an indicator of low accuracy, while AUC values between 0.7 – 0.9 indicate
good accuracy [13].

For all other classifiers, the results present as well characteristics which indi-
cate good classification accuracy. In terms of AUC values, the performance is a
bit worse than for the very restrictive case of hits taken only from top-1 Billboard
charts (class 1 − 1). The main reason for this is the fact that as we increase the
rank range for what we call hits, the tracks begin to have a more heterogeneous
set of features making it more difficult for classifiers to distinguish the correct
hits from the rest of the songs. However, as we increase the interval ranges, pre-
cision improves in the detriment of recall, the best value being achieved for hit
predictions from the interval 1 − 30.

For the scenarios we consider, precision is actually more important than recall:
a music label would be interested in promoting as far as possible only those music
tracks which definitely have the potential of becoming hits; most radio stations
try to play only music tracks which are already popular and on their way to
top positions in the music charts. The main advantage of relying on such an
approach is the fact that they can easily identify new and fresh sounds after just
one week of letting the song “in the hands” of the Last.fm users.

In addition to the experiments described above, we also tested the accuracy
of the built classifiers on a concrete scenario: we created a set of 100 songs, all
having reached position-7 in Billboard, as their best rank. The resulted set of
tracks was afterwards used for testing all classifiers (the set of 100 rank-7 songs
was removed from all training sets of all classifiers). In Figure 2 we present
the average probabilities for the 100 rank-7 tracks as assigned by the different
classifiers and indicating the likelihood of the tracks to belong to the particular
hit range class. The thick line at the 50% average probability corresponds to
random class assignment. We observe that classifiers corresponding to classes
1−1, 1−3 and 1−5 all have probabilities below the threshold, which is perfectly
correct since all tested tracks have rank position 7. Starting with the classifier
for the range 1 − 10, the average probabilities are showing the track position to
be included in the respective intervals.

Regarding the features we used for classification, we investigated which fea-
tures were especially valuable for classification.We analyzed Information Gain and
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Fig. 2. Classification probability for chart position 7 averaged over 100 songs

Chi Square values for all features and found out that entity scores for artists and
tracks (ESA|T , see Equation 3) were particularly useful, EST being the top fea-
ture. Thus, the (prior) popularity of the artist and his earlier tracks and albums –
measured as embeddedness in the Last.fm graph (artist-tracks-tags)– is the most
distinct indicator of success for new songs. We clearly find a rich-get-richer effect:
Once artists are popular chances for subsequent success are high.

6 Conclusions and Future Work

Previous attempts to identify music hits relied entirely on lyrics or audio infor-
mation for clustering or classifying song corporas. By using data from a Web
2.0 music site, our approach adds a new dimension to this kind of research. Our
algorithms exploit social annotations and interactions in Last.fm that enable
both measuring intrinsic similarity of songs and finding critical early-stage ef-
fects of cumulative advantage for tracks assumed to be popular. In order to be
able to make accurate predictions about evolution and hit-potential of songs,
it only requires those tracks to be inside the portal for one week. The large
scale experiments we performed indicate good classification accuracy for our
method and compared with previous comparable work we achieve ≈ 28% im-
provement in terms of AUC. The applications of our algorithm are manifold:
record companies, radio stations, the artists themselves and last but not least,
the users.

As future work we plan to experiment with an extended set of input features
for the classifiers, including besides social attributes also audio and lyrics infor-
mation. Since marketing is known to have a great impact on the future success
of songs, we intend to study other online information sources, such as advertise-
ments, blogs, or forums, which could as well give strong indications of a songs’
hit potential and possibly underlying mechanisms of preferential attachment.
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Abstract. It is well recognized that data cubes often produce huge outputs. Sev-
eral efforts were devoted to this problem through closed cubes, where cells pre-
serving aggregation semantics are losslessly reduced to one cell. In this paper, we
introduce the concept of closed non derivable data cube, denoted CND-Cube,
which generalizes the notion of bi-dimensional frequent closed non derivable
patterns to the multidimensional context. We propose a novel algorithm to mine
CND-Cube from multidimensional databases considering three anti-monotone
constraints, namely “to be frequent”, “to be non derivable” and “to be minimal
generator”. Experiments show that our proposal provides the smallest represen-
tation of a data cube and thus is the most efficient for saving storage space.

Keywords: Data warehouse, data cube, closed pattern, non derivable pattern,
minimal generator.

1 Introduction

Since the 90s, the Data Warehouse architecture has gained widespread acceptance as
an integrating data solution. In this architecture, data coming from multiple external
sources are extracted, filtered, merged, and stored in a central repository. The content of
a data warehouse is analyzed by Online Analytical Processing (OLAP) applications in
order to discover trends, patterns of behaviors, and anomalies as well as to find hidden
dependencies between data [1]. The outcomes of these analyses are then used to support
various business decisions.

In order to efficiently answer OLAP queries, a widely adopted solution is to com-
pute and materialize data cubes [2]. For example, given a relation “Car-Sale”, a set of
dimensions DIM = {“Model”, “Year”, “Color”}, a measure “Sales”, and an aggregation
function SUM, the CUBE operator [2] is expressed as follows:

SELECT Model, Year, Color, SUM (Sales)

FROM Car-Sale

GROUP BY CUBE Model, Year, Color.

As illustrated in Table 1, the query achieves all possible group-by operations accord-
ing to all combinations of attributes belonging to DIM. Then, we obtain the so called

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 55–66, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



56 H. Brahmi et al.

Table 1. Data cube example using the relation “Car-Sale”

Model Year Color Sales
Ford 1991 Blue 7

Chevy 1990 Red 5
Ford 1990 Blue 99
Ford 1990 Red 64

Model Year Color Sales
Chevy 1990 Red 5
Chevy 1990 All 5
Chevy All Red 5
Chevy All All 5
Ford 1990 Blue 99
Ford 1990 Red 64
Ford 1990 All 163
Ford 1991 Blue 7
Ford 1991 All 7
Ford All Blue 106
Ford All Red 64
All 1990 Blue 99
All 1990 Red 69
All 1991 Blue 7

Ford All All 170
All 1990 All 168
All 1991 All 7
All All Blue 106
All All Red 69
All All All 175

Data Cube. It is obvious that computing data cubes is a combinatory problem. In fact,
the size of a cube exponentially increases according to the number of dimensions. Fur-
thermore, the problem worsens since we deal with large data sets. For instance, Ross
and Srivastava exemplify the problem by achieving a full data cube encompassing more
than 210 million of tuples from an input relation having 1 million of tuples [3]. In
general, the problem is due to two reasons: the exponential number of dimensional
combinations to be dealt with and, the number of attributes per dimension. In addition,
data cubes are generally sparse [3], thus scarce value combinations are likely to be nu-
merous and, when computing an entire data cube, each exception must be preserved. In
such a context, two streams of approaches seems to be possible: (i) approaches favoring
the efficiency of OLAP queries despite of the storage space, and (ii) those privileging
optimal data representations instead of enhancing query performances.

In this paper, we investigate another way of tackling the problem. First, we introduce
the concept of closed non derivable cube and prove that the latter greatly reduces the
size of a data cube. Then, we propose an algorithm to efficiently compute the closed non
derivable cubes. Through extensive carried out experiments on benchmarks and real-
world datasets, we show the effectiveness of our proposal on both runtime performances
and information lossless reduction of storage space.

The remainder of the paper is organized as follows. We scrutinize, in Section 2,
the related work. Our proposal is detailed in Section 3. We define the concepts of our
representation and introduce the CLOSENDMG algorithm in Section 4. We also relate
the encouraging results of the carried out experiments in Section 5. Finally we conclude
by resuming the strengths of our contribution and sketching future research issues.
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2 Related Work

Approaches addressing the issue of data cube computation and storage attempt to re-
duce at least one of the quoted drawbacks. The BUC [4] and HCUBING [5] algorithms
enforce anti-monotone constraints and partially compute data cubes to reduce both exe-
cution time and disk storage requirements. The underlying argument is that OLAP users
are only interested in general trends. In the same way, other methods use the statisti-
cal structure of data to compute density distributions and give approximate answers to
OLAP queries [6]. These approaches are efficient since they reduce the execution time
and compress the space storage. However, they do not efficiently answer OLAP queries.

Another category of approaches, called “information lossless”, aims at finding the
best compromise between efficiency of OLAP queries and the requirements of storage
without discarding any possible – even unfrequent – queries. The key idea consists in
pre-computing and storing frequently used aggregates while preserving all data needed
to compute results of an unforeseen query. These approaches mostly rely on the ma-
terialization of views. The following three methods also fit in the information lossless
trend, and are based on data mining algorithms.

– The Quotient Cube is a summarizing structure for a data cube that preserves its
semantics [7]. It can be efficiently constructed and achieves a significant reduction
of the cube size. The key idea behind a quotient cube is to create a summary by
carefully partitioning the set of cells of a cube into equivalent classes while keeping
the cube roll-up and drill-down semantics and lattice structure. Moreover, Casali et
al. proved that the quotient cube can be computed by the application of frequent
closed itemset mining algorithms, e.g., the CLOSE algorithm [8].

– The Closed Cube represents a size-reduced representation of a data cube when
compared to the quotient cube [9]. It only consists of closed cells. A cell, say c, is
a closed cell if there is no cell, d, such that d is a specialization (descendant) of c,
and d has the same measure value as c. Casali et al. proved that the closed cube can
be computed using frequent closed itemsets mining algorithms [8].

– The Representative Slice Mining (RSM) approach is a three-phase based ap-
proach that exploits 2D frequent closed itemset mining algorithms to mine frequent
closed cubes [10]. The basic idea is: (i) to transform a 3D dataset into 2D datasets;
(ii) mine the 2D datasets using an existing 2D frequent closed itemset mining
algorithm; and (iii) prune away any frequent cubes that are not closed.

Table 2 summarizes the surveyed approaches dedicated to an information lossless
data cube reduction. Approaches fitting in the information lossless trend using data
mining algorithms attempt to reduce storage space. Due to its usability and importance,
reducing the storage space of a data cube still a thriving and a compelling issue. In this
respect, the main thrust of this paper is to propose a new information lossless concise
representation called Closed Non Derivable Cube, CND-Cube, which can be seen as
an extension of the closed non derivable patterns to the multidimensional search space.
The main idea behind our approach comes from the conclusion drawn from the Data
Mining community that focused on the lossless reduction of frequent itemsets. Even
though blamed to miss underling semantics, (closed) non derivable itemsets have been
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Table 2. Approaches of data cube reduction fitting in the information lossless trend

Approaches seeking an exact Approaches based on a compromise
and concise representation based between storage space

on data mining algorithms and OLAP queries efficiency
Approaches Algorithms Approaches Algorithms

Quotient Cube [7] CLOSE [8] CURE for Cubes [11] CURE
(Lakshmanan et al., 2002) (Morfonios et al., 2006)

Closed Cube [9] CLOSE Condensed Cube [12] BST
(Casali et al., 2003) (Wang et al., 2002)

RSM [10] CLOSE Dwarf Cube [13] STA
(Ji et al., 2006) (Sismanis et al., 2002)

shown to present the best lossless compactness rates. In this respect, we attempt to mine
the CND-Cube that permits to obtain the smallest multidimensional data representation
in order to efficiently save the storage space. To build up the CND-Cube, we introduce a
novel algorithm called CLOSENDMG (closed non derivable itemsets based on minimal
generators).

3 CND-Cube: A Novel Data Cube Approach

The CND-Cube fully and exactly captures all the information enclosed in a data cube.
Moreover, we apply a simple mechanism which significantly reduces the size of ag-
gregates that have to be stored. Our aim is to compute the smallest representation of a
data cube when compared to the pioneering approaches of the literature. In this respect,
Casali et al. [9,14] proved that there is a lattice isomorphism between the Closed Cube
and the Galois lattice (concept lattice) computed from a database relation R. Such an
isomorphism is attractive since it allows the use of data mining algorithms. It is also
proved to be efficient, to compute concise representations of a data cube. For example,
the computation of Quotient Cube, Closed Cube, and RSM representations is based on
data mining algorithms. On the other hand, the approach of Casali et al. is based on the
Birkhoff theorem [15] to bridge a concept lattice to a closed Cube lattice.

In our approach, we also use this isomorphism and the Birkhoff theorem in order
to apply our CLOSENDMG algorithm to compute the CND-Cube. More precisely,
starting from a database relation R, we look for extracting closed non derivable patterns
by computing the closures of non derivable minimal generators. Then, based on this
isomorphism, we use the Birkhoff theorem to obtain the CND-Cube. In order to do
so, we propose to use our CLOSENDMG algorithm. This latter operates in two steps:
The first step extracts patterns fulfilling three anti-monotone constraints, namely “to be
frequent”, “to be non derivable” and “to be minimal generator”. Whereas, the second
one computes closures of non derivable minimal generators.

4 Computation of the CND-Cube

We start this section by presenting the key settings that will be of use in the remainder.
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4.1 Formal Background

Closed Itemset. One condensed representation of itemsets is based on the concept of
closure [8].

Definition 1. The closure γ of an itemset X is the maximal superset of X having the
same support value as that of X .

Example 1. According to the relation “Car−Sale” shown by Table 1, the set of closed
itemsets is as follows: { (∅: 4), (‘Ford’: 3), (‘1990’: 3), (‘Blue’, ‘Ford’: 2), (‘1990’,
‘Red’: 2), (‘Ford’, ‘1990’: 2), (‘Ford’, ‘1991’, ‘Blue’: 1), (‘Chevy’, ‘1990’, ‘Red’: 1),
(‘Ford’, ‘1990’, ‘Blue’: 1), (‘Ford’, ‘1990’, ‘Red’: 1)}.

Minimal Generator. The concept of minimal generator [16] is defined as follows.

Definition 2. An itemset g ⊆ I is said to be a minimal generator of a closed itemset f
iff γ(g) = f and � ∃ g1 ⊂ g such that γ(g1) = f . For a user−defined support threshold
MinSup, the set of frequent minimal generators includes all generators that are frequent.

Example 2. According to the relation “Car-Sale” shown by Table 1, the set of minimal
generators is: {(‘Ford’: 3), (‘Chevy’: 1), (‘1991’: 1),(‘1990’: 3), (‘Blue’: 2), (‘Red’:
2), (‘Ford’, ‘1991’: 1), (‘Ford’, ‘Red’: 1), (‘1991’, ‘Red’: 1)}.

Non Derivable Itemset. The collection of non-derivable frequent itemsets, denoted
NDI , is a lossless representation of frequent itemsets based on the inclusion-exclusion
principle [17,18].

Definition 3. Let X be an itemset and Y a subset of X . If |X\Y | is odd, then the
corresponding deduction rule for an upper bound of Supp(X ) is:

Supp(X ) ≤
∑

Y ⊆I⊂X

(-1)|X\I| + 1 Supp(I)

If |X\Y | is even, the sense of the inequality is inverted and the deduction rule gives
a lower bound instead of an upper bound of the support of X . Given all subsets of
X , and their supports, we obtain a set of upper and lower bounds for X . In the case
where the smallest upper bound equals the highest lower bound, the support of X is
exactly derived. Such an itemset is called derivable. In the remainder, the lower and
upper bounds of the support of an itemset X will respectively be denoted X.l and X.u.

Example 3. According to the relation “Car-Sale” shown by Table 1, the set of non deriv-
able itemsets is: {(’1991’: 1), (‘Chevy’: 1), (‘Red’: 2), (‘Blue’: 2), (‘Ford’: 3), (‘1990’:
3), (‘1991’, ‘Blue’: 1), (‘1991’, ‘Ford’: 1), (‘Chevy’, ‘Red’: 1), (‘Chevy’, ‘1990’: 1),
(‘Ford’, ‘Blue’: 2), (‘1990’, ‘Blue’: 1), (‘Ford’, ‘Red’: 1), (‘1990’, ‘Red’: 2), (‘Ford’,
‘1990’: 2)}.

Closed Non Derivable Itemset. The set of frequent closed non-derivable itemsets,
denoted CNDI , has been introduced by Muhonen and Toivonen [19].
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Definition 4. Let NDI be the collection of frequent non-derivable itemsets. The set of
frequent closed non-derivable itemsets is as follows: CNDI = {γ(X ) | X ∈ NDI}.

Example 4. According to the relation “Car-Sale” shown by example 1, the set of closed
non derivable itemsets is { (∅: 4), (‘Ford’: 3), (‘1990’: 3), (‘Blue’, ‘Ford’: 2), (‘1990’,
‘Red’: 2), (‘Ford’, ‘1990’: 2), (‘Ford’, ‘1991’, ‘Blue’: 1), (‘Chevy’, ‘1990’, ‘Red’: 1),
(‘Ford’, ‘1990’, ‘Blue’: 1), (‘Ford’, ‘1990’, ‘Red’: 1)}.

4.2 Link between CNDI and Minimal Generators

The computation of frequent closed non derivable itemsets can be optimized if we use
minimal generators. Indeed, each closed non-derivable itemset can easily be shown to
be the closure of at least a non-derivable minimal generator. “Non-derivable minimal
generator” is both a “non-derivable” and “minimal generator” itemset. Hence, instead
of computing the whole set of frequent non derivable itemsets for which the associated
closures must be computed as did by the authors in [19], we can only use the set of
frequent non derivable minimal generators. To get out the set of frequent non-derivable
minimal generators, a modification of algorithms dedicated to frequent non-derivable
itemset mining has to be performed. Its main aim is to only retain the itemsets fulfilling
the minimal generator constraint among the set of frequent non-derivable itemsets. The
introduction of minimal generators within NDI and FIRM1 algorithms will hence op-
timize both the candidate generation and closure computation steps. Indeed, the num-
ber of frequent non-derivable minimal generators is lower than that of non derivable
itemsets.

4.3 CLOSENDMG Algorithm

In this subsection, we introduce a novel algorithm intended to compute the CND-Cube.

Non Derivable Minimal Generator. The main idea is to only retain the itemsets fulfill-
ing the minimal generator constraint among the set of frequent non-derivable itemsets.

Definition 5. Given an itemset I ⊆ I, the set of MG-NDI is defined as follows:
MG-NDI = {I ⊆ I | I.l �= I.u and I is a MG}.

We can conclude the following theorem about the cardinality of the set of MG-NDI:

Theorem 1. The cardinality of the set of non-derivable minimal generator itemsets
MG-NDI is always smaller than or equal to the cardinality of the set of non-derivable
itemsets NDI , i.e., | MG-NDI| ≤ | NDI|.
Proof. According to definition 5, the set of MG-NDI retains only the itemsets that
fulfill the minimal generator constraint among the set of frequent non-derivable item-
sets, we trivially have |MG-NDI| ≤ |NDI|.
Example 5. The set of non derivable minimal generators, generated from the relation
“Car-Sale” is: {(‘1991’: 1), (‘Chevy’: 1), (‘Red’: 2), (‘Blue’: 2), (‘Ford’: 3), (‘1990’:
3), (‘1990’, ‘Blue’: 1), (‘Ford’, ‘Red’: 1), (‘Ford’, ‘1990’: 2)}.

1 The FIRM algorithm [19] mines closed non derivable patterns.
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Table 3. List of used notations in the CLOSENDMG algorithm

MGCk : The set of non derivable minimal generator candidates of size k.
FMGk : The set of frequent non derivable minimal generators of size k.
Gen : The set of non derivable minimal generators of size k from which we generate non deriv-

able minimal generator candidates of size k+1.
PreCk+1 : Frequent non derivable minimal generator itemsets of size k+1.
MG-NDI : The set of frequent non derivable minimal generator itemsets.
MG-CNDI : The set of frequent closed non derivable minimal generator itemsets generated using the

CLOSENDMG algorithm with their respective supports.
Estimated-Supp : The estimated support is a pruning strategy introduced in the TITANIC algorithm [20]

such that, for a generator candidate itemset g having a size k, if the minimum of the
supports of the subsets of g of size (k-1) is different from the real support of g, then g is
a minimal generator.

Closed Non Derivable Minimal Generators. To compute the set of closed non-
derivable minimal generators, we introduce the following definition.

Definition 6. Given MG-NDI a set of frequent non-derivable minimal generators.
The set of frequent closed non-derivable minimal generators is MG-CNDI= {γ(X )|
X ∈ MG-NDI}.

The definition of MG-CNDI straightforwardly gives CLOSENDMG whose pseudo-
code is shown by Algorithm 1. The used notations are summarized in Table 3.

Likewise the comparison presented by Muhonen and Toivonen in [19] between the
CNDI and the NDI sets, we compare in the following theorem the cardinality of
MG-CNDI vs. that of MG-NDI .

Theorem 2. The cardinality of the set of closed non-derivable minimal generators
MG-CNDI is smaller than or equal to the cardinality of the set of non-derivable
minimal generators MG-NDI: |MG-CNDI| ≤ |MG-NDI|.

Proof. According to Definition 6, the operator γ gives exactly one closure for each
itemset. On the other hand, many itemsets can be mapped to the same closure. We thus
have |MG-CNDI| ≤ |MG-NDI|.

Example 6. According to the relation “Car-Sale” shown by example 1, the set of closed
non derivable itemsets based on minimal generators is as follows: {(∅: 4), (‘Ford’: 3),
(‘1990’: 3), (‘Blue’, ‘Ford’: 2), (‘1990’, ‘Red’: 2), (‘Ford’, ‘1990’: 2), (‘Ford’, ‘1991’,
‘Blue’: 1), (‘Chevy’, ‘1990’, ‘Red’: 1), (‘Ford’, ‘1990’, ‘Blue’: 1), (‘Ford’, ‘1990’,
‘Red’: 1)}.

In this paper, we attempt to mine CND-Cube that delivers “closed non derivable” re-
lationships among dimensions. Indeed, the first step, i.e., in the computation phase,
performs the extraction of non-derivable minimal generators (lines 2−23). The main
idea behind their extraction is to ensure an efficient computation that reduces the run-
time requirements. As a result, we obtain a data cube consisting of only non-derivable
minimal generators. In addition, the second step allows to compress the latter by find-
ing the closed non-derivable minimal generators in a data cube relation (lines 24−25).
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Algorithm 1. CLOSENDMG(D, MinSup)
Input. A dataset D and a support threshold MinSup
Output. The collection MG-CND of closed non-derivable itemsets based on minimal

generators
Begin1

k := 1; MG-NDI := ∅;2

MG-CNDI := ∅;3

MGC1= {{i}| i ∈ I};4

Foreach i ∈ MGC1 do5

i.l := 0; i.u := |D|;6

While MGCk not empty do7

Count the estimated support of each candidate in one pass over D;8

Estimated-Supp(MGCk)=Min(Supp(subsets(MGCk)));9

FMGk := {I ∈ MGCk | Supp(I ) �= Estimated-Supp(I ) and Supp(I ) ≥10

MinSup};
MG-NDI := MG-NDI ∪ FMGk; Gen := ∅;11

Foreach I ∈ FMGk do12

If (Supp(I ) �= I.l) and (Supp(I ) �= I.u) then13

Gen := Gen ∪ I14

PreCk+1 := Apriori-Gen( Gen)15

MGCk+1 := ∅;16

Foreach J ∈ PreCk+1 do17

Count the upper bound and lower bound of J;18

If l �=u then19

If Supp(J) �= Estimated-Supp(J) then J.l := l ;20

J.u := u ;21

FMGk+1 := FMGk+1 ∪ {J}22

k := k+1;23

forall I ∈ MG-NDI do24

MG-CNDI ←− MG-CNDI ∪ {γ(I )}25

return MG-CNDI26

End27

The obtained CND-Cube exactly captures all the information enclosed in a data cube.
Moreover, our representation provides a simple mechanism that significantly reduces
the size of aggregates to be stored.

5 Experimental Results

We compare our approach with the pioneering approaches falling within the informa-
tion lossless trend, namely, Quotient Cube and Closed Cube2. All experiments were
carried out on a PC equipped with a 3GHz Pentium IV and 2GB of main memory
running under Linux Fedora Core 6.

2 The closed Cube was extracted thanks to the CLOSE algorithm [8].
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Table 4. The considered datasets at a glance

Datasets Attributes Tuples
COVTYPE 54 581012
SEP85L 7871 1015367

MUSHROOM 119 8124
CHESS 75 3196

RETAIL 16470 88162
T10I4D100K 1000 100000

During the carried out experimentation, we used two dense benchmarks datasets:
CHESS, MUSHROOM, two sparse benchmarks datasets: RETAIL, T10I4-D100K3, and
two real datasets used in the data cube context: COVTYPE4, SEP85L5. Table 4 sketches
dataset characteristics used during our experiments. In the last column, the size, in KB,
of the dataset is reported.

Through these experiments, we have a twofold aim: first, we have to stress on com-
paring the computation time obtained by CLOSENDMG vs. that FIRM6 to compute
the CND-Cube. Second, put the focus on the assessment of the compactness in storage
terms of our approach vs. that proposed by the related approaches of the literature.

Performance aspect. Figure 1 plots the runtime needed to generate the CND-Cube
for the considered datasets, using the algorithms CLOSENDMG and FIRM. Clearly, in
efficiency terms, the algorithm CLOSENDMG largely outperforms the FIRM algo-
rithm especially for dense and real datasets. Indeed, the gap between both curves tends
to become wider as far as the MinSup values decreases.

Storage reduction aspect. In this respect, we denote by “full cube”, a data cube without
any compression, i.e., it is a non-reduced one, generated using the “CUBE” operator as
illustrated in Table 1 for the relation example “Car-Sale”. In the following, we have to
compare the size of the CND-Cube to be stored vs. the size of, respectively, full cube,
closed and quotient cubes. Table 5, presents the space on the disk in (KB) of need to
store these data cube representations.

The datasets require too much main memory (> 4GB) when computing the data cube
representations, i.e., CND-Cube, Quotient Cube and the Closed Cube, with a minimum
threshold equal to 1 (all the possible patterns). Thus, we were obliged to set a minimum
threshold for each dataset that make us able to extract the data cube representation. As
highlighted by Table 5, the carried out experiments show that the introduced represen-
tation CND-Cube provides an important reduction of storage space on the disk when
compared to the data cube, Quotient Cube and Closed Cube.

Considering the three concise representations (Closed Cube, Quotient Cube and
CND-Cube), we conclude that the best compression rates of a full data cube are ob-
tained for dense and real datasets, i.e., CHESS, MUSHROOM, COVTYPE and SEP85L.

3 Available at: http://fimi.cs.helsinki.fi/data/.
4 Available at: http://ftp.ics.uci.edu/pub/machine-learning-databases/covtype.
5 Available at: http://cdiac.esd.ornl.gov/cdiac/ndps/ndp026b.html.
6 Available at: http://www.cs.helsinki.fi/u/jomuhone/.
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Fig. 1. Mining time of CND-Cubes using the FIRM and CLOSENDMG algorithms

Table 5. Size of the data cubes generated (KB)

Full cube CND-Cube Closed Cube Quotient Cube
MUSHROOM 10147 1578 2972 4021

CHESS 15104 1009 2386 2500
COVETYPE 20825 1428 5410 6900

SEP85L 32912 3827 5925 7383
T10I4D100K 15398 9590 10987 12890

RETAIL 13025 10523 11913 11986

A smaller compression rates are given with sparse data, i.e., RETAIL and T10I4D100K
datasets.

The space percentage of our concise representation is smaller than the classical data
cube storage space. For COVTYPE and SEP85L datasets, our condensed representation
requires, respectively, 6.85% and 11.62% of the space needed to fully store the data
cube. Compared to the Quotient Cube and Closed Cube, our rates are smaller. For ex-
ample, the Closed Cube requires, respectively, 25.37% and 18%, of the space needed to
store a full data cube of COVTYPE and SEP85L data sets. The Quotient Cube rates ob-
tained for the two latter datasets are, respectively, 33.13% and 22.43%. We conclude that
for real datasets the compression is greater when using CND-Cube vs. both the Closed
Cube and the Quotient Cube. The compression rates obtained for both dense datasets, i.e.
MUSHROOM and CHESS, by the CND-Cube are also significant and by far greater than
those obtained respectively by the Quotient Cube and the Closed Cube. As expected, the
compression rates are nevertheless much more modest for sparse data sets, i.e. RETAIL

and T10I4D100K, i.e., 62.28% and 90.57% for respectively T10I4D100K and RE-
TAIL datasets. Interestingly enough, the obtained rates for sparse contexts outperform
those obtained by the other representations for the same datasets.
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6 Conclusion and Perspectives

In this paper, we focused on the lossless information approaches using data mining al-
gorithms to tackle the mentioned above challenges, i.e., costly execution time of the
data cube computation as well as a large storage space on the disk. Thus, we intro-
duced a closed cube called CND-Cube based on an efficient mining algorithm called
CLOSENDMG. The carried out experimental results showed the effectiveness of the
introduced approach and highlighted that the CND-Cube outperforms the pioneering
approaches in information lossless reduction. Future issues for the present work mainly
concern: (1) the consideration of the dimension hierarchies in the very same spirit as
Cure for Cubes [11], (2) the study of the extraction of “generic multidimensional”
association rules based on the CND-Cube [21].
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Abstract. Indexing structures based on space partitioning are powerless because
of the well-known “curse of dimensionality”. Linear scan of the data with ap-
proximation is more efficient in high dimensional similarity search. However, ap-
proaches so far concentrated on reducing I/O, ignored the computation cost. For
an expensive distance function such as Lp norm with fractional p, the computa-
tion cost becomes the bottleneck. We propose a new technique to address expen-
sive distance functions by “indexing the function” by pre-computing some key
values of the function once. Then, the values are used to develop the upper/lower
bounds of the distance between each data and the query vector. The technique
is extremely efficient since it avoids most of the distance function computations;
moreover, it does not spend any extra storage because no index is constructed and
stored. The efficiency is confirmed by cost analyses, as well as experiments on
synthetic and real data.

Keywords: Similarity search, high dimensional space, function index.

1 Introduction

Implementing efficient similarity search mechanisms for high dimensional data sets is
one of the important research topic in the field of data engineering, and has been well
studied in recent years[1][2][3][4][5][6]. Difficulties of this topic mainly arise from the
well-known property called “curse of dimensionality”. In high dimensional spaces, it
is observed that hypersphere covering results of a nearest neighbor query tends to have
huge radius. Because of this property, space partitioning and data partitioning tech-
niques become worse than simple sequential scan[7]. For this reason, recent research
attention is mainly paid to improve the performance of sequential scan. Such techniques
include VA-file (or vector approximation file) and its variations[5][6][8][9].

Another research topic of the similarity search is what distance metric should be
used[10][11][12][13]. For vector data sets, Lp norm (Minkowski metric) is generally
used in various applications. The parameter p refers to the degree of power, and mainly
used are p = 1 (Manhattan metric) and p = 2 (Euclid metric). In [10], it is argued that
the value of p is sensitive to meaningfulness in high dimensional spaces, and smaller
value of p is preferable. It is also mentioned that fractional values less than 1 are rather
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effective than the cases of p = 1 and p = 2. However, using fractional p makes the
distance calculation costly, and it considerably decreases performance of the similarity
search. This is because we need time consuming numerical computations for calculating
pth powers.

In this paper, we propose an efficient technique for the similarity search with Lp

norm of fractional p. The motivation comes from the observation on our first experi-
ment (Figure 7) that the computation cost of the functions affects the performance as
significant as the I/O cost. Our approach is based on the idea of “indexing the costly
distance function”. Some approximated values of pth powers which can be used to cal-
culate distance between vectors are computed in advance, and they are used to obtain
upper and lower bound in the course of similarity search procedure. The technique is
extremely efficient since we do not have to perform numerical computations for ev-
ery search. We present the efficiency of the proposed technique by both analysis and
experiments performed on synthetic and real data sets.

This paper is organized as follows. In the next section, we explain the motivation of
our approach with an example. Following this, Section 3 describes the proposed method
and its performance analysis. In Section 4, we present empirical results. Section 5
provides summary and conclusions.

2 Motivation by Example

We first explain how the bounds are assembled by Figure 1. For simplicity, suppose
that the space is two dimensions and normalized (that is, [0, 1)2) and that the distance
function is Lp with a fractional p (0 < p < 1). Because the calculation of (·)p is
expensive, our mission is to avoid such calculation as much as possible.

When interval [0, 1) is divided into 10 equal blocks by points t/10, preparing c[t] =
(t/10)p, t = 0, 1, . . . , 10 takes 9 times of calculation of p-power (c[0] = 0, c[10] = 1
are known without real calculation). These c[t]’s are enough to construct upper and
lower bounds for efficient nearest search for all vectors.

c[·] pre-computes the values of the “knots” of the grid net, for instance, Lp
p(q, p1) =

c[2] + c[2]. Each vector falls in one of the rectangles bounded by 4 corner knots, whose
nearest one and farthest one to q represent the lower bound and the upper bound of
the distance between v and q, respectively. For vector v of Figure 1 c), the bounds are
Lp(q, p1) and Lp(q, p2) because Lp(q, p1) ≤ Lp(q, v) < Lp(q, p2). We would like
to emphasize that, the grid net in the figure is drawn only for understanding. It means
neither the partition of the real space, nor the coordinate system. Hence, as in Figure 1
a) and b), it does not mean that the query point q locates in the origin.

In Figure 1 c), taking a data vector v = (v.x, v.y), suppose the task is to find
whether Lp(q, v) ≤ r holds. Before computing the exact distance Lp(q, v) =
p
√

|q.x − v.x|p + |q.y − v.y|p, in some cases we can give the answer with less compu-
tation. Denote |q.x − v.x| and |q.y − v.y| shortly by δx and δy , respectively, obviously
0 ≤ δx < 1. So there exists a tx ∈ {0, 1, . . . , 9} such that

tx

10 ≤ δx < tx+1
10 and thus c[tx] ≤ δp

x < c[tx + 1]. For the same reason, there exists
a ty such that c[ty] ≤ δp

y < c[ty + 1]. Consequently,

lb ≡ c[tx] + c[ty] ≤ Lp
p(q, v) = δp

x + δp
y < c[tx + 1] + c[ty + 1] ≡ ub
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This tells that lb and ub are a lower bound and an upper bound of the distance between
q and v, respectively. In other words, if lb > rp then we know that the real distance
will never less than rp hence the vector can be safely discarded. On the other hand, if
ub ≤ rp is satisfied then v is added to the answer set immediately. Noting that both
the upper bound and the lower bound can be simply assembled by looking up the pre-
computed array c[·], most vectors are judged without the expensive p-power calculation.
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Fig. 1. A 2-dim. example of function index. a) the data space and an arbitrary query vector. b)
“cover” the data space with a virtual grid net centered at q. and c) focus on one vector to see how
bounds are assembled.

The image of the range query and k Nearest Neighbors (k-NN) query processing is
illustrated in Figure 2. In a), v1 is included into the answer set automatically because
even its upper bound to q (Lp

p(q, p1) = c[3] + c[1]) is less than r. On the other hand,
v2 is discarded because its lower bound (Lp

p(q, p2) = c[4] + c[3]) has already exceeded
r. Unfortunately, whether v3 satisfies the range condition is unknown and the real dis-
tance must be examined. Nevertheless, more detailed partition of [0, 1) to larger c[·] can
reduce such v3 area easily. Because c[·] is not stored, the total extra cost to double the
partition is double of computation of c[·] and the in-memory array of it. VA-file, though
good for some k-NN, can never good for range query.

In b), suppose that database V consists of eight vectors v1, v2 . . . , v8 being accessed
in the order of their subscriptions and the query is to find 2-NN of q from V . The
k-NN is process in two phases. The first phase excludes those vectors which have no
possibility to be k-NN. In filtering only the bounds of the distance between each vector
and q are necessary. The second phase refines the candidate of the previous phase and
give answer of k-NN.

To process 2-NN, firstly, the lower bounds of v1, v2 (lb(v1) and lb(v2)) are obtained
by looking up c[·] as above. Meanwhile, v1, v2 are taken as the first two candidates.
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Fig. 2. Examples of a) Range query and b) 2-NN query

Their upper bounds and lower bounds are sorted in ascending order, respectively. Now
that there are k (here, 2) candidates found, ideally newly scanned approximation can be
discarded or can replace existing ones.

When v3 is encountered, its lower bound lb(v3)(≡ Lp
p(q, p1)) is compared with the

existing larger (hence v1’s) upper bound ub(v1)(≡ Lp
p(q, p4)). Because the former one

is smaller, v3 is added to the candidates because we are not sure currently which of v3 and
v1 has a smaller real distance to q. On the other hand, the next encountered v4 is discarded
because lb(v4) ≥ max{ub(v2), ub(v3)}. Therefore the real distance Lp(q, v4) between
v4 and q can never less than that of either v2 or v3. Since there are already exist at least
two other nearer vectors to q than v4, v4 will never have chance to be 2-NN of q.

Similarly, v5, v7 and v8 are discarded. On the contrary, v6 remains because its lower
bound is less than that of v5.

So, after the filtering phase, v1, v2, v3, v6 are left as candidates. Then in the refine-
ment phase, the real distance between vi and q is examined for i = 1, 2, 3, 6. This
examination finally decides that v3 and v6 are the answers to 2-NN of q.

3 Indexing the Expensive Function

In Table 1 we first give the notations that will be used throughout this paper, though
some have been used in the previous section.

Let V and q be as in Table 1, r be a real number and k be a natural number. A range
query is to find those vectors of V within distance r from q, with respect to Lp. A k-NN
query aims at finding the k nearest vectors of V of q with respect to Lp.

A range query is formally expressed by finding the answer set Vr where

Vr = {v|v ∈ V, Lp(q, v) ≤ r}

On the other hand, the answer set Vk of a k-NN query satisfies all the following con-
ditions all together. The first condition says that there are at least k vectors in the answer
set. By the second condition, Vk becomes least than k vectors if the farthest vector(s) are
removed. This happens when several vectors have exactly same distance from q.

∀v ∈ Vk∀u ∈ (V − Vk), Lp(q, v) < Lp(q, u) and
|Vk| ≥ k ∧ |Vk − arg maxv∈Vk

{Lp(q, v)}| < k
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Table 1. Notations and Basic Definitions

V,D vector database, V ⊆ [0, 1)D , D: number of dimensions
N the number of vectors in V , that is N = |V |
d subscription range over dimensions, d ∈ {1, 2, . . . , D}
vi ith data vector, vi ∈ V , sometimes be omitted by v
v.xd v’s coordinate value of dth dimension. v.xd ∈ [0, 1)
q a query vector, q ∈ [0, 1)D

δd the difference between q and v on dth dimension, |q.xd − v.xd|
Lp p-norm distance function. Lp(q, v) = p

√∑D
d=1 δp

d

lb(v), ub(v) lower & upper bounds of v, respectively: lb(v) ≤ Lp
p(q, v) < ub(v)

B parameter: the number of knots dividing [0,1)

Since the exponential is computationally expensive, it is meaningless to compute each
element δp

d of the arbitrary norm Lp by its original definition. We generalize the descrip-
tion of the processing mentioned in Section 2and develop the following efficient solution.

The Range Query Algorithm. First of all, Function get-bound is commonly used by
both range query algorithm and k-NN algorithm so we isolate it alone for readability.
The action of this function is clear and needs no explanation.

Our algorithm for processing range queries is very simple. As in Algorithm Rang-
query (Fig. 4), it scans each vector, assembling its bounds by calling Function get-
bound, then comparing them with the given range r. Naturally, instead of comparing
Lp(q, v) with r for all v of V , it is much more cheaper to compare Lp

p(q, v) with rp

because Lp
p(q, v) is assemble from c[·] straightforwardly. This is reflected by line 2 in

the algorithm. Line 5 decides those vectors surely be answer while line 7 excludes those
vectors which never have possibility to be answer. If either of the above failed, then we
have to examine the real distance in line 9.

The k-NN Query Algorithm. The algorithm for processing k-NN queries is in filtering
phase and refinement phase. The essential difference comparing with VA-file is that we
do not aim at the reduction of I/O cost but computation cost. Since our algorithm needs
not to depend on a certain index, we can also process a query flexibly by changing B
dynamically. We introduce heap structures in both phases. For readability, we assume
that the heaps are sorted in ascending order.

The filtering phase is based on the idea that ∀v1, v2 ∈ V , lb(v1) ≥ ub(v2) ⇒
Lp(q, v1) ≥ Lp(q, v2). Generally, if we have k candidates in hand and the largest upper
bound among them is ub(vk), then a new encountered vector v can be safely discarded
the moment we found lb(v) ≥ ub(vk). On the other hand, if any lower bound of the
exist candidates is large than the upper bound of this v, then we can discard that can-
didate by replacing it by v. Algorithm kNN-filtering (Fig. 5) describes this processing
formally. Before all, c[t] is obtained by B − 1 p-power calculations. Then the first k
encountered vectors along with their lower bounds sorted in ascending order are add to
candidate heap Cand. The first k upper bounds are also inserted to heap Hu(of fix size
k, and sorted). This guarantees that there at least k candidates (line 3-7). Then each later
coming vector is compared to the largest upper bound found so far (Hu[k] and line 10).
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Function get-bound(v, q, c[B])
v = (v.x1, . . . , v.xD): v ∈ V ,
q = (q.x1, . . . , q.xD): the query vector

begin
td ← �|q.xd − v.xd| × B�,

d = 1, 2, . . . , D.
lb(v) ← ∑D

d=1 c[td]
ub(v) ← ∑D

d=1 c[td + 1]
return lb, ub

end

Fig. 3. Computation of the Upper/Lower
Bounds

Algorithm Range-query
Input: V , q, B as in Table 1, and r.
Output: Answer set Vr

begin
1: c[t] ← (t/B)p for t = 1, 2, . . . , B − 1.
2: r ← rp; Vr ← ∅;
3: foreach v ∈ V
4: (lb(v), ub(v)) ← get-bound(v, q, c)
5: if ub(v) < r then
6: Vr ← Vr ∪ {v}
7: else if lb(v) > r then
8: discard v; break
9: else if Lp

p(q, v) < r then // real dist.
10: Vr ← Vr ∪ {v}
11: end if
12: end foreach
end

Fig. 4. Range Query

The vector is added to Cand only if its lower bound does not exceed Hu[k]. Adding a
vector to Cand also causes the replacement of Hu (line 12), which tightens the upper
bounds contiguously.

In the algorithms, we hid some details to make the description simple and more read-
able. In real world, the heap Hu is implemented as fix size k. Then for example in line 6,
before an insertion to Hu is really carried out, the kth value is removed unconditionally.
Overwriting the kth position without checking whether it is empty makes the execution
more efficient. Moreover, actually it is not necessary that Hu is sorted. Being a heap,
that is, the largest element is found in root, is enough for Hu.

Usually several times more vectors than |Vk| remain after the filtering phase, so it is
necessary to examine the real distance. Algorithm kNN-refinement (Fig. 6) provides a
sophisticated method to do so. For a similar reason as in the previous phase, to guaran-
tees k vectors, the first k candidates in Cand is added to answer set Vk unconditionally
(line 3-7). Noting again that Vk is sorted by Lp

p(q, vi), instead of simply examining all
the remaining vectors in Cand and updating Vk , a technique is developed to accelerate
the termination. Using the fact that real distance (= ub = ul) is the tightest bound, the
condition in line 10 terminates the algorithm any time a lower bound lb(vi) (i > k)
is found exceeds the k’th distance Lp

p(q, vk) of Vk[k]. Because Cand was sorted in
ascending order of lb (in the filtering phase), vectors (say, vj) after vi has larger lower
bounds than lb(vi), hence their real distance to q can never be under Lp(q, vk). It is clear
that such vj can be safely discarded by expressed the relationship formally as follows.

Lp
p(q, vj) > lb(vj) ≥ lb(vi) > Lp

p(q, vk)
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Algorithm kNN-filtering
Input: Vector set V and query vector q, B and k.
Output: Candidate set and bounds Cand

begin
1: create heaps Cand and Hu

2: c[t] ← (t/B)p for t = 1, 2, . . . , B − 1.
3: foreach v ∈ {v1, v2, . . . , vk}
4: (lb(v), ub(v)) ← get-bound(v, q, c)
5: insert (v, lb(v)) into Cand // lb(v) as sorting key
6: insert ub(v) into Hu // Hu is sorted
7: end foreach
8: foreach v ∈ V \{v1, v2, . . . , vk}
9: (lb(v), ub(v)) ← get-bound(v, q, c[B])
10: if lb(v) ≤ Hu[k] then
11: insert (v, lb(v)) into Cand
12: insert ub(v) into Hu

13: end if
14: end foreach
15: return Cand
end

Fig. 5. Filtering phase for k-NN Query

Algorithm kNN-refinement
Input: V , q, B, k.
Output: Answer set Vk (in heap structure).

begin
1: Cand ← Call kNN-filtering
2: Vk ← ∅
3: for i = 1, 2, . . . , k
4: (v, lb(v)) ← Cand[i]
5: compute Lp

p(q, v) //the real distance
6: insert (v, Lp

p(q, v)) into Vk

7: end for
8: for (i = k + 1; i ≤ size-of(Cand); i++)
9: (v, lb(v)) ← Cand[i]
10: if lb(v) > Lp

p(q, vk) of Vk[k] then break
11: else insert (v, Lp

p(q, v)) into Vk

12: end for
13: return Vk[i], i = 1, 2 . . . , k
end

Fig. 6. Refinement phase for k-NN Query
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3.1 Efficiency Analysis

There are various factors that influence the performance. First of all the data set. Either
for data index or for our function index, the efficiency of index-based query processing
depends on the dimensions of the data space, the number of points in the database, the
data distribution, and even on the correlation of dimensions. function index is especially
affected by the complexity of the functions.

Our algorithms reduce the computation of p-power to ignorable multiply and sum-
mation for those vectors judged by the bounds. In other words, the efficiency of the
algorithm appears in the filtering effect; the more vectors filtered out by bounds, the
more efficient it is. We analyze the filtering effect in both phases. The yardstick used
here is one computational cost of (·)p, denoted by Cp.

The filtering effect strongly correlates with the tightness of the bounds, that is (ub −
lb). By Function get-bound (Fig. 3),

ub − lb =
D∑

d=1

(c[td + 1] − c[td]) =
D∑

d=1

((
td + 1

B
)p − (

td
B

)p)

In each dimension, (ub − lb) is projected to a band of width 1/B, and vectors falls in
such bands cannot be judged at the point of time and are kept for further examination
in the next phase. Number of such vectors is in proportion to the areas of the bands.
Apparently, our purpose is to reduce such vectors to as few as possible.

Range Queries. In the best case when a vector is close to q, δd = |q.xd −v.xd| is close
to the original point and the area is 1. Imagining the 2-dimension case, the worst case
arises when the vector is far away from q and the areas will be the rim of the square,
B2 − (B − 1)2. Obviously the average estimation is (B/2)2 − ((B/2) − 1)2. The
analysis is extended easily to general D dimension where the best, average, and worst
estimations are 1, (B/2)D − ((B/2) − 1)D and BD − (B − 1)D, respectively.

When B is large enough, BD − (B − 1)D can be simplified to DB since BD −
(B − 1)D = BD − (BD + DBD−1 + D(D − 1)BD−2 + . . . ∼ DBD−1 and sim-
ilarly (B/2)D − ((B/2) − 1)D ∼ DBD−1/2D. Consequently, the best average and
worst areas in proportion to the data space [0, 1)D is 1/BD, D − 1/2DB, and D/B
Consequently.It is worth noting that the worst case happens only in the case when q is
the given as the vertexes (all q.xd’s are binary 0 or 1.). and all the data concentrate to
opposite angle of q, that is, all v.xd’s are 1 or 0. A simple example is when q is the
original point, then all N = |V | data vectors concentrate to a single point (1, 1, . . . , 1).

Based on the above discussion, the number of vectors have to be examine the real
distance is between 1 and D/B.

k-NN Queries. In the fist phase, computation of (·)p is necessary for c[·]. Therefor the
cost is B×Cp.To estimate the number of real distance computation in the second phase,
we need to estimate the candidates left after the phase (size of Hl in Algorithm kNN-
filtering (Fig. 5)). Imaging from two extreme cased, it can be known that the number
strongly depends on the distribution of the vectors: when at least k vectors falls in the
same block of q, then it is the number of all vectors in this block; when more than N −k
vectors distribute on the surface of [0, 1)D, then the number may as large as N !
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As in the experiments, for uniform distributions, this number is usually several ten
times large than k. In the second phase of Algorithm kNN-refinement (Fig. 6), with the
technique that accelerates the termination, the number of vectors need actual computa-
tion is reduced to several times of k

4 Experimental Results

To confirm the efficiency of the proposed technique, we performed an experimental
evaluation and compared it to simple sequential scan. All experimental results presented
in this section are performed on a Intel-based computer system running under Linux.
CPU is Intel(R) Xeon (TM) 2.80 GHz and the amount of main memory is 3.2GB.
Programs are implemented in the C++ language. We used two kinds of data sets for the
experiments: a synthetic data set and 4 real data sets. The synthetic one is the set of
uniformly distributed vectors. The real data set is Corel Image Features taken from UCI
KDD Archive1. As mentioned below, proposed technique is consistently effective for
all the data sets. Parameters used in the experiments and their default values are given
in Table 2.

Table 2. Parameters Used in the Experiments

symbol default value description
N 1048576 the number of vectors in data set
k 100 the number of similar vectors to be searched
D 64 dimensionality
p 0.9 the degree of power
B 2048 the number of “knots”
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1 http://kdd.ics.uci.edu/databases/CorelFeatures/CorelFeatures.data.html
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First of all, we present the cost for computing pth powers is dominant when p is
fractional. Figure 7 shows the total time elapsed to perform similarity search (includ-
ing file I/Os) and total time of the distance computations elapsed during the search. As
shown in this figure, the cost of the distance computations is significant portion while
the cost of I/Os is relatively small. In remaining experiments, we compare the proposed
technique and simple sequential scan in elapsed time to perform similarity search (ex-
cluding file I/Os).
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Figure 8 and Figure 9 show the scalability of the proposed technique on synthetic
and real data sets, respectively. As expected, the proposed method is fairly successful
in reducing computational cost. The cost is linear to the size of data sets, since our
approach is a variation of sequential scan.

In the next experiment, we evaluated performance by varying dimensionality. Results
are shown in Figure 10 and Figure 11. In both results, we can observe that the elapsed
time is linear to the dimensionality. This is because the number of computations of pth
powers is linear to the dimensionality. We can also confirm that the proposed method is
stably effective.

Figure 12 and Figure 13 is the results when we varying the value of p. We can see that
the computation of pth powers is quite costly when p is fractional. Since the proposed
method computes approximated values of pth powers in advance, and there is no need
to compute p powers during the search, the performance is much better, independing to
the value of p.

5 Conclusions

For a long time it is believed that I/O cost dominates the performance of almost any
kind of searching. Efforts are thus put on developing of data index to reduce I/O while
processing searching. We figured out in this paper that the computation cost for multi-
dimensional searches with expensive distance functions is also a dominative factor. To
reduce such computation cost, we developed an efficient filtering algorithm based on
the new technique called function indexing. We also designed range query algorithm as
well as k-NNquery algorithm based on this technique. Analyses on the filtering effect
of the algorithms show that most of the distance computation can be avoided. As a
general technique, it is also widely applicable to any kind of applications with multi-
dimensional searches. Experiments on real and synthetic data confirm the efficiency.

To extend the technique, we are planning to combine it with other indexes, such as
VA-file. We will also investigate the effect on non-uniform data and dimension-wise
distance functions.
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Abstract. Anti-germ performance test is critical in the production of
detergents. However, actual biochemical tests are often costly and time
consuming. In this paper, we present a neural network based model to
predict the performance. The model made it much faster and cost less
than doing actual biochemical tests. We also present preprocessing meth-
ods that can reduce data conflicts while keeping the monotonicity on
small data sets. This model performs well though the training data sets
are small. Its input is the actual value of key ingredients, which is not
widely used in solving biochemical problems. The results of experiments
are generated on the base of two detergent products for two types of
bacteria, and appear reasonable according to natural rules. The predic-
tion results show a high precision and fitting with the monotonicity rule
mostly. Experts in biochemical area also give good evaluations to the
proposed model.

Keywords: Anti-germ performance prediction, Artificial neural net-
works, Monotonicity rule, Pre-processing methods.

1 Introduction

Anti-germ performance test of key ingredients is one of the critical aspects in
detergent manufacturing. This work enables product researchers to adjust the
amount of key ingredients to achieve a minimum requirement or to try different
combinations of ingredients in the product solution. However, actual biochemi-
cal tests are often costly and time-consuming. Therefore, a rapid and low cost
prediction model is needed in detergent manufacturing.

Key ingredients take effects on the anti-germ performance by their biochemical
structure. Previous work on mathematical modeling mainly focuses on numeri-
cal fitting methods[1]. However, this method can only deal with simple models
such as linear, logarithmic, or exponential fitting, which cannot fully express the
natural rules.
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Artificial neural network (ANN) is one of the well known prediction models.
The feature of dealing with non-linear problems makes ANN popular in bio-
chemical simulations. Neural network is often used in predicting performances
according to some macroscopical factors (e.g. temperature, humidity, etc.)[2].
This can be intuitive but to some extent ignores certain biochemical information
of those key ingredients. To the opposite, some work is based on QSAR (Quanti-
tative structure-activity relationship)[3], which focuses on molecular structures.
This method is detailed but reduces the flexibility when ingredients are changed.

Another issue is that the performance of ANN depends on its structure and
the training data (training data sometimes affects more significantly). The ANN
itself cannot remove all the noises in the training data, thus the accuracy between
calculated and actual performance is reduced. Increasing the amount of training
data can reduce some noises’ effect. However, as biochemical tests require quite
some time and efforts, the number of experimental data is often too limited to
meet the training requirements of the model.

Our Contribution. In order to overcome the disadvantages of prediction mod-
els, we designed an ANN model with specialized data preprocessing methods.
The neural network is chosen for its non-linear and easy-to-extend feature, and
a flexible number of inputs for predicting more ingredients’ performance. As
training data is quite limited, the preprocessing methods remove some conflicts
in order to improve the prediction results. A monotonicity rule is applied in the
treatment as well, which raises the consistency between the prediction results
and the natural rules.

The paper is organized as the following: In the next section we introduce some
related work in this field. The detailed problem and algorithm is presented in
Section 3. The experimental results and evaluations are shown in Section 4. The
conclusion and future work is introduced in Section 5.

2 Related Work

Artificial neural network is often used in predicting anti-germ performances or
shelf life of products. This kind of work mainly chooses some macroscopic fea-
tures as inputs of neural network model. Shelf life prediction in the work [2]
chooses humidity, temperature, sorption properties and so on. These factors are
easy to collect, but their influence to shelf life is complicated and empirical.
Other similar works choose number of bacteria, white blood cell count and so
on to predict aminoglycoside response[4], or protein, pH, etc. to predict urinary
tract infection[6]. These works don’t consider the effect related to the amount of
the key ingredients, and the choice of factors can be empirical.

Another type of neural network applications is QSAR studies. This method
uses molecular descriptors to generate the input from chemical structure to neu-
ral network. The descriptors include atom count, molecular weight, total energy
and other molecule-level factors. QSAR is widely used in drug analysis for its
accurate analysis of compounds. Anti-germ activity prediction can also use this
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method such as [3,5]. However, this method always deals with a single or a par-
ticular family of chemical compounds. It’s not easy to use this method to predict
different type of chemical ingredients together, and is also hard to extend more
ingredients.

Mathematical models can be used to estimate the shelf life of food products[1].
This method works as a fitting method, which totally ignored the chemical effects
of key ingredients.

As a conclusion, neural network works better to predict such anti-germ per-
formances. But using the amount (exact values) of ingredients to predict the
performances is not widely used. The reason may be lack of experimental data
(as training data) or data conflicts. A method that solves this problem is intro-
duced in the following sections.

3 Design of Model

In this section, we’ll first describe the main problem, then introduce the data
preprocessing methods and the design of the corresponding network.

3.1 Problem Statement

Anti-germ performance problem is to predict the reduction of germs when the
amount of key ingredients is given. A typical method for testing the anti-germ
efficacy works as the following:

1. Determine the amount of key ingredients and prepare the solution with cer-
tain amount.

2. Put the detergent solution into a prepared medium of concerned bacteria.
3. Use some methods to simulate a washing process.
4. Extract the liquid after washing and count the number of bacteria.
5. Calculate the log reduction of bacteria number as the final result.

A traditional method[7] usually takes a long time from step 2 to step 4.
Instead, the proposed model will generate the final result in step 5 after given
the amount of ingredients in step 1.

Existing experimental data consists of the amount of each key ingredient and
the log reduction value of the concerned bacteria. For example, if the amount
of each ingredient is l1, l2, · · · , ln, respectively, and the log reduction value of
bacteria is b, this group of data can be represented as the following:

(l1, l2, · · · , ln) : b

The problem can be described in this way: If a set of data (formatted above)
is given, how can we predict the performance b for a new group of (l1, l2, · · · , ln)?

This problem seems to be a very simple mathematical fitting problem. How-
ever, the conflicts in experimental data affect a lot. The next sub-section will
introduce this problem.
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3.2 Preprocessing Methods

As errors always occur in actual experiments, the experimental data is not as
ideal as we expected. For example, the log reduction value has a range of 0 to
5 and over 5, which means the actual reduction of bacteria counts is 100 to 105

and > 105. The error of this value is ±0.5 log, which is quite big within such a
small range.

Generally, there are two types of data conflicts:

(1) Inconsistency with each other
Same amount of ingredients may result in different performances. This is com-
mon in actual experiments. It can be expressed in a formal way:

For t groups of data:

(l11, l12, · · · , l1n) : b1

(l21, l22, · · · , l2n) : b2

· · ·
(lt1, lt2, · · · , ltn) : bt

If ∀i ∈ {1, 2, · · · , t}, (li1, li2, · · · , lin)’s are equal (the corresponding amount of
ingredients equals), but some b’s are different from others, there’s a conflict in
these groups.

To solve this conflict, simply take the average value b̄ = 1
t

∑t
i=1 bi as the

performance, and replace all the t groups of data with only one group:

(l11, l12, · · · , l1n) : b̄

(2) Inconsistency with monotonicity rule
The monotonicity rule is an important prior knowledge in the prediction of anti-
germ performance. The performance follows this natural principle: The more
amount of ingredients we add, the better efficacy it shows towards the bacteria.
Considering the errors in the experiments, the performance should at least keep
flat. More formally, for t groups of data:

(l11, l12, · · · , l1n) : b1

(l21, l22, · · · , l2n) : b2

· · ·
(lt1, lt2, · · · , ltn) : bt

If l1i ≤ l2i ≤ · · · ≤ lti for all i’s, but b1 > bj(∀j ∈ {2, 3, · · · , t}), there’s a
monotonicity conflict in these groups.

For this problem, still take the average value b̄ as the performance. The only
difference is to keep all those groups – just replace bi’s with b̄.

After the above two steps, the conflicts in experimental data are reduced
largely. Thus, they can be used as the training data of the neural network model,
which will be discussed in the next subsection.
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3.3 The Neural Network Model

There are many types of artificial neural networks. In this paper, we use one of
the recurrent neural networks, Elman network. Elman network is first mentioned
in Elman’s work[8]. A typical two-layer Elman network[9] is shown in Fig. 1.

Fig. 1. A two-layer Elman network architecture[9]

Some of the network parameters are determined by experiments. The results
will be shown in the next section.

Generally speaking, neural network is good at dealing with a large amount
of training data. However, we have only 20 to 40 groups of data. The following
section will show that the network model works well as we expected.

4 Experiments and Evaluation

The experimental data comes from actual experiments made in a company which
mainly manufactures daily use chemical products. Two detergent products are
tested in the experiments. Product 1 has three key ingredients and product 2
has five. Both series of experiments are tested towards two types of bacteria.
The numbers of data for each kind of experiments are listed in Table 1.

In the preprocessing methods mentioned before, some data may be removed
if it conflicts with others. The numbers of data after the preprocessing step are
listed in Table 2. As we can see in the table, the remaining input data is quite
limited.

Table 1. The No. of experimental data

Detergent Bacteria1 Bacteria2

Product1 28 35
Product2 28 23

Table 2. The No. of preprocessed data

Detergent Bacteria1 Bacteria2

Product1 26 33
Product2 18 16
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This section contains the following: First, the structure of the network is
determined by experiments. Then the model is evaluated from the following
aspects: The necessity of data preprocessing methods, the precision of the model
and the fact that the model fits the monotonicity rule. We also consulted some
experts on biochemistry area for the efficacy of the model.

Note that the training algorithm uses random initial values for the Elman
neural network, which causes the parameters (e.g. weight values, bias values,
etc.) different each time. Therefore, the results shown in the following subsections
are not the unique ones.

4.1 The Structure of Network

According to the problem, we use a two-layer Elman network model. How-
ever, in order to avoid the overfitting problem caused by a too complicated
model, the number of hidden neurons needs to be determined by actual exper-
iments.

The training function for the network updates weight and bias values using
Levenberg-Marquardt optimization. The self-adaptive learning function is the
gradient descent with momentum weight and bias learning function. The per-
formance function measures the performance of the network according to the
mean of squared errors. The transfer function of each neuron is the traditional
Tan-Sigmoid transfer function (Hyperbolic tangent sigmoid transfer function,
i.e. tansig(n) = 2

1+exp(−2∗n) − 1). Actually, these functions are set according to
MathWorks’ Matlab (R2007b) Neural Network Toolbox’s default settings.

The experimental data is divided into three parts: training, validation and
test. The number of the data in these parts is 60%, 20% and 20% of the total
amount, respectively. The data are normalized within the range of [-1, 1]. The
number of iterations for training is 300. We set the number of hidden neurons to
5, 10 and 15, and do training for these three models. The training of each model
is repeated for 20 times. Each time the parts of data are divided randomly. As
long as the training is finished, we calculate the error of the test set. Then we
compare the average of the twenty errors. The results are listed in Table 3.

As shown in the table, we conclude that for most of the time, 10 hidden
neurons’ model works better than that of 5 or 15. Therefore, we use 10 hidden
neurons in our model.

Table 3. Average errors of models using different number of hidden neurons

Product Bacteria
No. of hidden neurons

5 10 15

1 1 0.1654 0.1296 0.2317
1 2 0.0998 0.0868 0.0638
2 1 0.0450 0.0260 0.0289
2 2 0.0885 0.0851 0.1106
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4.2 Necessity of Preprocessing Methods

In order to show that the preprocessing methods are important for removing
conflicts in training data, we test the performance of network with raw data and
preprocessed data and make a comparison.

With raw experimental data in Table 1, we make a similar operation for testing
average errors as in the previous section, i.e. training the network for 20 times
and calculate the average errors for each group. The only difference is that the
structure of network (the number of hidden neurons) is certain (10). The errors
are shown in Table 4.

Table 4. Average testing errors with raw data

Detergent Bacteria1 Bacteria2

Product1 0.2676 0.1199
Product2 0.0741 0.1112

A clearer comparison with the second column (10 hidden neurons) in Table 3
is shown in Table 5.

Table 5. Comparison of errors with raw and preprocessed data

Product Bacteria Err. of raw Err. of preprocessed

1 1 0.2676 0.1296
1 2 0.1199 0.0868
2 1 0.0741 0.0260
2 2 0.1112 0.0851

It’s quite clear to see that the preprocessing methods significantly raise the
precision of the network.

4.3 Precision of Training and Testing

In order to show the effectiveness of the preprocessing methods and the model,
we test the precision of the model. Fig. 2 shows the training results of each
product and bacteria.

In each of the four sub-figures in Fig. 2, the x-axis is the normalized perfor-
mance value from actual experimental data, while the y-axis is the normalized
predicted performance value. Therefore, a data point should fall around the line
y = x to meet the accuracy between actual data and prediction.

The data points are denoted in three symbols. “+” points are data that are
used for training, while “x” and “o” points are for validating and testing, re-
spectively. From the figure, we see there’s no significant difference between the
performances of three sets.
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Fig. 2. Training results of products and bacteria

The green line in the figure is the fitting line of data points by linear regression.
The figure also shows the coefficients and R2 statistic value of the regression. In
the texts, “b = (b0, b1)” means the equation of the line is y = b0+b1x. The fitting
results show that the slope of the line and R2 value are all nearly one, which
indicates that the prediction of data is reasonable. Notice that the precisions of
each sub-figure are not quite the same. This is because each of the experimental
data is different, and the quality of those data may affect a great deal on the
experiments.

As existing actual data is limited and is not ideal enough, we used all the
data to train new models without dividing them into training, validating and
testing sets. These new models will be used in predicting new inputs (whose
performances are unknown), or in other words, in practical applications. There-
fore, the monotonicity performance will also be validated with this “no division”
model.

4.4 Monotonicity Rule

As mentioned before, the monotonicity rule is that the more amount of ingre-
dients a solution has, the better (or at least not worse) efficacy it works against
the bacteria.
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To show the monotonicity results, we generate inputs that cover the whole in-
put space, i.e. [−1, 1]n (where [-1,1] is a normalized dimension). Then we predict
the performances for all the input data. As there are more than two dimensions
in the input (more than two key ingredients), we select two of the ingredients to
draw a surface. The variations of other ingredients are drawn separately.

The results for product 1 are shown in Fig. 3. In order to show the perfor-
mances clearly, the range of performance is limited to [-1, 1]. So points upper
than 1 or lower than -1 are set to be 1 or -1.

In each of the surfaces, the cross points of the mesh’s border are predicted
performances. The colors in the meshes also denote the value of performance,
where lower values are darker, higher values are lighter. Consider a single sur-
face in a sub-figure, We see that the performance increases as the amount of
Ingredient 1 or 2 grows.

The amount of Ingredient 3 also changes in a sub-figure. However, we didn’t
generate a dense variation of Ingredient 3 in order not to make the figure too
crowded. In each of the sub-figures, we just draw five values of Ingredient 3 (in
normalized value): -1, -0.5, 0, 0.5, 1. The values are in ascent order, and the
corresponding surfaces are from lower to upper in the figures. This shows that
the performance increases as the amount of Ingredient 3 grows.
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Fig. 3. Monotonicity results for Product 1

For Product 2, since there are five key ingredients, we tested the dimensions
separately. Fig. 4 and Fig. 5 show the results of Product 2. The sub-figures from
left to right show Ingredient 1 and 2, 2 and 3, 4 and 5 respectively. The other
fixed amounts of ingredients are all -1.

Product 2’s monotonicity results are not as good as Product 1’s. The most
important reason is that the number of inputs is five, more than that of Prod-
uct 1. Thus, the instance space is much larger than Product 1’s. To make things
worse, the actual experimental data of Product 2 is no more than Product 1’s
(see Table 1); after the preprocessing step, the effective data is much less (even
less than a half, see Table 2). Therefore, the results appear worse. Even so, we
see some ingredients fit the monotonicity rule. For example, in Bacteria 1, In-
gredient 1 and Ingredient 2’s increasing will bring the growth of performance; in
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Fig. 4. Monotonicity results for Product 2, Bacteria 1

Bacteria 2, Ingredient 1, 4, and 5’s increasing will also cause the performance to
increase. The overall trend of ingredients appears reasonable.

4.5 Experts’ Evaluation

When we finished creating the model, two scientists were invited to test the
model. They generated some input data and tested the performance using the
model. Then they evaluated the results according to their biochemical experi-
ences. The evaluation results are shown in Table 6.

In most cases, all prediction results are reasonable. Only for Product 2 Bac-
teria 2, 12 of the results are not good enough. However, these data’s amounts of
ingredients are far away from existing experimental data. They keep the mono-
tonicity, but the actual values should be higher. In general, this problem can be
solved by adding training data in certain space.

Table 6. Evaluation results (Good results/Total number)

Detergent Bacteria1 Bacteria2

Product1 89/89 89/89
Product2 62/62 50/62
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Fig. 5. Monotonicity results for Product 2, Bacteria 2

5 Conclusion

In this paper, we developed a neural network model and preprocessing methods
that help predict the anti-germ performance for detergents. This model helps a
great deal in industrial production, which reduces much of the time-consuming
and costing biochemical experiments. As the number of actual experimental data
for training is often limited, The preprocessing methods can reduce data conflicts
while keeping the monotonicity.

The model’s input is the amount of key ingredients. This kind of input makes
the model extensible and flexible for other problems.

The experiments are made upon two detergent products, each of which con-
tains two types of bacteria. As a flexible algorithm, the model (with preprocessing
methods) appears reasonable towards the data. Even though the actual data is
quite limited (about 10-30 in each group), the prediction results show a high
precision and fitting with the monotonicity rule. Therefore, the algorithm can
be widely used in practical problems.
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Abstract. Recently tagging has been a flexible and important way to share and 
categorize web resources. However, ambiguity and large quantities of tags  
restrict its value for resource sharing and navigation. Tag clustering could help 
alleviate these problems by gathering relevant tags. In this paper, we introduce 
a link-based method to measure the relevance between tags based on random 
walk on graphs. We also propose a new clustering method which could address 
several challenges in tag clustering. The experimental results based on 
del.icio.us show that our methods achieve good accuracy and acceptable  
performance on tag clustering.  

Keywords: Tag clustering, tag relevance, tags, Web2.0. 

1   Introduction 

In Web2.0 system, tags are widely used to annotate resources and share contents. 
Although tag is an import part of Web2.0 systems, there are two problems in tag ap-
plications. The first problem is that different users may use different words to tag the 
same resource.  

Table 1 lists the tagging information of a resource about Sakai system. Sakai is a 
famous open-source e-learning system based on Web2.0. If educators own this re-
source, they tend to tag it with “education”, “classes” etc, based on their background. 
On the other hand, web technicians tend to use “web2.0”, “j2ee” to express their 
views of the resource. Therefore, if educators share the resource and tag as “classes”, 
technicians search for “j2ee” will not find it. This will affect the resource sharing in 
such a tagging system. 

The second problem is that the large quantity of tags makes the exploration of the 
tag space and discovery of the resource difficult. Tags could help the traditional 
search engine because users can discover their interested resources by exploring tag 
space, but this advantage will be discounted when tags become numerous, because 
it’s hard for users to determine which tag could be useful for them facing so many  
 



92 J. Cui et al. 

Table 1. Tags of Sakai 

Resource Tags of 
Educators 

Tags of 
Technician

Sakai 
system 

education, 
classes, 

teaching, 
learning 

web2.0, 
opensource, 

freeware, 
j2ee  

 

Fig. 1. Tag Cluster 
 

Fig. 2. Tag-Resource 
Bipartite Graph 

 
tags. Although there have been great visualization technologies, such as tagclouds[2], 
it is also difficult to find resource in such tagclouds[3], because tags are not grouped 
and there is too much information when exploring the tagclouds. 

Tag clustering could alleviate these problems by grouping relevant tags. Relevant 
tags are those tags which describe the same topic or tend to annotate same resources. 
Figure 1 shows the effectiveness of tag clustering. Relevant tags such as “classes”, 
“web2.0”, “j2ee” are grouped together, which could help resource sharing because 
user can find their desired resources through not only their own tags but also a group 
of relevant tags. Tag clustering could also help users navigate the tag space because 
users needn’t face the whole set of tags. For example, users interested in “elearning” 
don’t need to focus on tags about “ontology”. 

For tag clustering, the first task is to assess the relevance of tags. Tag relevance 
could be measured from several aspects. From the content aspect, similarity of tag 
content combined with some external semantic dictionary could help find the relation-
ship between tags. However this method suffers when new words and concepts not 
contained in the dictionary are used [1]. From the annotation aspect, the number of co-
occurrence is used to measure the tag similarity [3]. Co-occurrence means two tags are 
used to describe the same resource. However, co-occurrence is not enough to measure 
tag relevance accurately because two tags may be relevant although they don’t de-
scribe the same resource. Based on this observation, in this paper, we propose a link-
based method to analyze the relevance between tags. As Figure 2 shows, tags and 
resources are viewed as nodes in a bipartite graph, and edges in the graph represent 
the annotate information from tags to resources. We not only consider the similarity 
between tags, but also the similarity between resources. For example, Tag 1 and Tag 3 
don’t annotate the same resource, but they are relevant according to our methods 
because Resource 1 (annotated by Tag 1) and Resource 2 (annotated by Tag 3) are 
related and both annotated by Tag 2. We calculate the relevance between tags in the 
bipartite graph by propagating the relevance between tags and resources with a certain 
transition probability. 

We can do clustering after getting the relevance between tags. There are some chal-
lenges to do this. First, because the number of tags is large, the clustering algorithm 
must have an acceptable time complexity when dealing with thousands of tags. Second, 
the number of clusters is unknown. Therefore, the algorithm must determine the cluster 
number automatically. Third, the result of clustering should not depend on data input 
order, since the meaning of a tag is determined, it should be grouped into a same cluster  
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no matter which input order is used. In this paper we introduce a clustering algorithm to 
address these challenges. Our algorithm finds a cluster by searching its neighborhood 
and expands it by adding the most relevant tag to it gradually. Experiments conducted 
on del.icio.us [12] demonstrate our algorithm has a good accuracy and an acceptable 
performance in tag clustering. 

The rest of this paper is organized as follows. Section 2 presents related works. In 
section 3, we introduce our method to assess the relevance of tags. Section 4 intro-
duces our clustering method. The experiment results are shown in Section 5. We  
present the conclusion in Section 6. 

2   Related Works 

The work of assessing the relevance between tags could be summarized from three 
aspects. Firstly, from the aspect of tag content, [4] evaluated the similarity of two tags 
by their contents and information from lexical or terminological resources such as 
Leo Dictionary, Wordnet, Google and Wikipedia. Secondly, from the similarity of 
resources, [7] measured tags similarity by comparing the similarity of documents 
which they annotate. The similarity of documents could be calculated through VSM 
(Vector Space Model). Thirdly, from the annotation information, [1] viewed the re-
sources as a vector-space, in which a vector can be created for every tag, and each 
element in the vector represents the frequency with which the tag was used in corre-
sponding resource. Then the cosine similarity is used to measure the tag similarity. [3] 
mentioned the concept of tag co-occurrence and  used the number of co-occurrence 
between tags to measure their similarity. For the tag-resource bipartite graph respect, 
relevance between tags is actually the relevance between nodes in the graph. SimRank 
[8] provided a definition for similarity between nodes in a link graph. The similarity 
of two nodes is the sum of first meeting possibility at different steps when two ran-
dom surfers start out from two nodes. 

For tag clustering, [1] shows there are many underlying and emergent structures in 
tagging systems, which could help for tag organization, and there are three main 
methods for data clustering. The first is partition-based method. [5] introduced 
PAM(Partition Around Mediods) a k-mediods algorithm to partition data into k clus-
ters, but the value of k must be given by user. [3] mentioned the limitation of tagging 
system and explained how tag clustering could help to cure these limitations. They 
proposed a partitioning-based clustering method, which uses spectral bisection to split 
data into two clusters recursively, and modularity function to decide whether the par-
tition is acceptable. [1] introduced a divisive method upon a graph, in which tags 
correspond to nodes and relevance values between tags are edge weights. Then they 
divide the graph into unconnected sub-graphs by removing the lowest weighted 
edges. But methods proposed in [1, 3] are not effective enough when dealing with 
large datasets. The second is hierarchy method. BIRCH [13] is a hierarchy clustering 
algorithm which merges two nearest clusters in every step, but it is also hard to de-
termine at which step the clustering should stop. The third is density method.  
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DBSCAN [6] is a density-based algorithm which generates clusters from core points to 
their density-reachable points. It has the O(n·logn) time complexity after doing some 
preprocessing work of dataset, but the clustering result may change with different data 
input orders.  

3   The Assessment of Tag Relevance 

In this section, we introduce our method to assess the relevance between tags. Our 
method is based on the Random Walk Theory, so in the first part of this section, we 
briefly introduce the Random Walk Theory and SimRank[8]— which is an algorithm 
used to assess the similarity between nodes in a directed graph which bases on Ran-
dom Walk Theory, and then we will  introduce our method. 

3.1   Random Walk on Graphs 

Random walk on graphs is a special case of Markov Chain [9]. According to the ran-
dom walk theory, given a graph G(V, E), assuming there is a random surfer standing 
on node a, he has an identical possibility to walk to each neighbor of node a, and no 
possibility to any other nodes in this graph. If this graph is weighted, the possibility 
will be adjusted according to the edge weights. Usually, researchers use the term 
“transition probability” to describe the probability when transferring between nodes, 
and “transition matrix” for the matrix form of these transition probabilities. 

There are lots of approaches and applications based on random walk on graphs. 
The most commonly mentioned work is PageRank [10], which assumes a random 
surfer makes random transitions between web pages in a Web Graph. Another well-
known algorithm is SimRank [8], which is an iteratively reinforced similarity measur-
ing method in a link graph. The similarity between node a and b is regarded as the 
first-meeting probability of two random surfers who start from these two nodes re-
spectively. If a = b, the similarity S(a, b) is defined to be 1; Otherwise, an iterative 
process is introduced, as shown in Equation (1). 
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where d is a decay constant (0<d<1) and I(a) is a set of neighbors of node a, and 
analogously for I(b). Moreover, Equation (1) can be viewed from the perspective of 
transition matrix (we use T to represent it) and an equivalent description can be given 
in Equation(2). 

MTTSdS T
kk +⋅= −1

 (2)

where TT is the transpose of T and M is a correction matrix making every element on 
diagonal of Sk to be 1. Equation (2) can be also found in [11]. 

The similarity obtained by SimRank ranges from 0 to 1. When studying SimRank 
algorithm from the viewpoint of random walk, we learn that  
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where Pi is the first-meeting probability of two random surfers by means of i steps.  
It means Sk is the summation of all first-meeting probabilities by means of random 
walk steps no more than k. This perception is very important to the assessment of tag 
relevance. 

 

 

R0 = an identity matrix; 
MTRTdRP T

RTRT +⋅== →→ )(011
; 

while Pk is above a threshold 
using Equation (6) to obtain Pk+1; 
k = k+1; 

return R = ∑Pk where k is an odd number.  

Fig. 3. A Resource-Tag example Fig. 4. The Computation of Tag Relevance 

3.2   The Assessment of Tag Relevance Based on Random Walk 

In this paper, the relevance degree between two tags a and b, R(a, b) is defined as the 
probability of co-occurrence. If a = b, we define R(a, b) = 1 reasonably. This defini-
tion well captures the intuition of tag relevance based on link analysis, which means 
the more possibly these two tags occur in the same annotation, the larger relevance 
these two tags have. Two kinds of co-occurrences are distinguished here, the direct 
co-occurrence and indirect co-occurrence. If two tags occur in the same annotation, 
we call it direct co-occurrence. For example, in Figure 3, Tag 1 and Tag 2 occur in the 
same annotation to Resource 1. For indirect co-occurrence, two tags are not occurred 
in the same annotation but in similar annotations. For example, Tag 1 and 3 do not 
occur in the same annotation, but since Resource 1, 2 and 3 are related, Tag 1 and 3 
also indirectly co-occur to some extent. We use iterative computation to assess the 
indirect co-occurrence probability. 

Based on random walk theory, the co-occurrence probability of Tag a and b can be 
equivalent to the first-meeting possibility of two random surfers starting from Tag a 
and b respectively and meeting on some resource. Note that, since we need to obtain 
the co-occurrence probability in annotation, only the first-meeting on resources needs 
to be calculated. Remember SimRank calculates the first-meeting probability on every 
node, which differs from our definition. In our measurement, it is apparent that two 
random surfers starting from tags cannot meet on resources by even steps. To be spe-
cific, the relevance of Tag a and b by (2k-1) steps can be described in the following 
equation(4). 

∑ = −− = k

i ik PR
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Compared with SimRank, our relevance measurement only calculates the  
first-meeting probability by odd steps. Since the relationship between resources and 
tags can be formalized as a bipartite graph, we use TT→R to describe the transition 
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probability from tags to resources, and analogously for TR→T. For initial stage, R(a, b) 
= 0 if a ≠ b, so relevance matrix Rk is an identity matrix when k = 0. (Readers may 
need to refer to Bipartite SimRank in [8] to understand the setting here.)  

For direct co-occurrence probability, it is described by P1 and computed by 

MTRTdPR T
RTRT +⋅== →→ )(011

 (5)

where M is a correction matrix making every element on diagonal of R1 to be 1. 
For indirect co-occurrence probability, an iterative computation is performed. 

Since we have two transition matrices to describe two different transfer directions, 
given Pk, we have 
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where M’ is a correction matrix making every element on diagonal of Pk+1 to be 0. 
Because d<1, Pk approaches 0 when k increases. So when every element of Pk is be-
low a threshold, the iterative computation will end. The major step of this algorithm 
to compute tag relevance is shown in Figure 4. 

4   Tag Clustering 

4.1   The Clustering Method 

Before describing our algorithm, we give some definitions. We use R(a, b) to denote 
the relevance value between two different tags a and b. 

Definition 1. If t is a tag and C is a cluster, R(t, C) is the relevance value between t 
and C which is defined as follows: 

⎪
⎩

⎪
⎨

⎧

∈−

∉

= ∑
∑

≠
∈

∈

at
Ca

Ca

CtnatR

CtnatR

CtR )1/(),(

/),(

),(
 

(7)

where n is the size of cluster C. The neighborhood of a tag or a cluster is an important 
concept for our algorithm. The neighborhood of a tag t is an area in which the tags are 
relevant enough to t, analogously for a cluster. From this intuition, we give following 
definitions: 

Definition 2. If t is a tag, Nbh(t, d) is a set of tags, in which any tag a satisfies a≠t and 
R(t, a)≥d where d is a relevance threshold. 

Definition 3. If C is a cluster, Nbh(C, d) is a set of tags, in which any tag t satisfies 
t∉C and R(t, C)≥d where d is a relevance threshold. 

Bases on the definition above, we give our Tag Clustering Algorithm, TagClus 
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Algorithm TagClus 
Input: a set T of tags and relevance threshold d; 
Output: a set of clusters Θ; 
Initialization: Θ=Φ, cluster=NIL, scan tags to get Nbh(t, 
d) for each tag t; 
Main Procedure: 
1. while T≠Φ do 
2.    if cluster=NIL then 
3.       (a, b)= ),(maxarg , baRTba ∈ ;  

4.       if R(a, b) ≥d then 
5.          cluster=new cluster({a, b}); remove a, b 

from T; 
6.       else 
7.          Θ=Θ∪{new clusters(T)}; break;    
8.   else 
9.      if Nbh(cluster, d)≠ NIL 
10.         t= )(maxarg ),( t,clusterRdcluseterNbht∈ ; cluster= 

cluster∪t; update Nbh(cluster, d); 
11.       else 

12.          Θ=Θ∪ cluster ; cluster =NIL; 
13. return Θ; 

Fig. 5. The Algorithm of Tag Clustering 

In algorithm TagClus, every cluster in Θ consists of a set of tags. Firstly, we need 
one scan of tags to initialize Nbh(t, d) for every tag t. We start clustering by selecting 
a pair of most relevant tags(step 3 in Figure 5) to create a cluster and initialize 
Nbh(cluster, d). For the current cluster, if Nbh(cluster, d) is not empty, search 
Nbh(cluster, d) to find a tag t which has the maximum relevance value to the cluster, 
R(t, cluster), then add t to cluster, update Nbh(cluster, d) and remove t from T. Oth-
erwise, we find a pair of tags a and b, which have the maximum relevance in the rest 
of tags. If R(a ,b) ≥d, we remove a and b from T and use a and b to create a new clus-
ter, or else it means that the relevance value between any tags in T is smaller than d, 
so we create a cluster for each tag in T and add these clusters to Θ. 

Our method depends on a parameter d. It is easy to infer that the larger value of d 
will lead a smaller number of clusters and the structure of cluster is looser because 
tags in cluster tends to be less relevant to each other. We will discuss how to deter-
mine the appropriate value of d in the next section. 

Analyzing algorithm TagClus, we can infer that the cluster results don’t depend on 
the input order of tags, because when we add a tag to cluster, we always choose the 
most relevant tag to it, and when we decide to create a new cluster, we always choose 
a pair of most relevant tags. We can also infer when a new cluster is created, no tag 
will be added to clusters created before, because we always choose tag in Nbg(cluster, 
d), and only create a new cluster when Nbg(cluster, d) becomes empty. Because of 
this, we only need to maintain the current cluster. Clusters created before will not 
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change and don’t need to store in memory, which will help to save memory and we 
can output a cluster once we start to create a new cluster. 

4.2   The Time Complexity Analysis of TagClus  

The most time consuming step of TagClus is the updating of Nbh(cluster, d) (step 10 
in Figure 5). All the relevance values between tags in T should be updated as a new 
tag added, this will cause a O(n2)(n is the number of tags) time complexity although 
we do this incrementally according to Definition 1. To solve this problem, we use 
some pruning techniques. 

When we add a tag t to the current cluster C, we don’t update the relevance values 
between all the rest tags and C. Instead we only update tags in Nbh(t, d)∪Nbh(C, d). 
Tags not in Nbh(t, d)∪Nbh(C, d) are far enough to t and C, so they have very small 
possibility to be a member of Nbh(C, d) when t is added. Figure 6 shows the situation 
when we add a new tag t to the current cluster C, where t, r, a, b, x, y, z are tags. 
When adding the most relevant tag t to C, we only update the relevance values be-
tween any tag in {a, b(in Nbh(C, d)), r(in Nbh(t, d))} and C, and don’t care x , y, z at 
this step. When we  update the Nbh(C, d), tags in Nbh(C, d) which are far to t may be 
filtered out because their relevance values to C may become smaller than d as t is 
added, and tags in Nbh(t, d) may be added to Nbh(C, d) because the insertion of t may 
increase their relevance to C. So the size of Nbh(C, d) may change all the time, and 
when Nbh(C, d) become empty, we create a new cluster.  

 

  

Fig. 6. Neighborhood Search Fig. 7. The Update Process of Nbh(C, d) 

Figure 7 shows the update process of Nbh(C, d), in which ti1…tin are tags in Nbh(C, 
d), tj1…tjm are tags in Nbh(t, d), and Cnew is the new cluster contains C and t. Tags in 
Nbh(C, d) and Nbh(t, d) are stored in the same order. We merge Nbh(C, d) and 
Nbh(t,d) to get Nbh(Cnew, d). At the process of merge, we update the R(a, Cnew) where 
a is in Nbh(t, d)∪Nbh(C, d), and filter tags which don’t satisfy R(a, Cnew) ≥d. The 
most relevant tag to the Cnew can also be selected in the merge process. 

Based on the analysis above, we define a value p as follows:  
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where size(Nbh(Ci, d)) is number of tags in Nbh(Ci, d), analogously for size(Ci) for 
cluster Ci. p is the average update times when a new tag t is added to current cluster 
C, so we can conclude that TagClus has a time complexity O(p·n).  
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5   Experimental Study 

5.1   Clustering Results 

Our experiment is conducted on del.icio.us, which is a famous bookmark tagging 
system. Users in del.icio.us can tag their own or others’ shared bookmarks freely. 
Del.icio.us has an extremely large amount of data. We obtain a subset of it. Firstly, 
we choose a group of users who used tags “java”, “j2ee” and “web”, get their recent 
shared bookmarks and filter bookmarks which were tagged less than 6 times. Then we 
get tagging information for each of these bookmarks. After that, we perform a clean-
ing step. We remove tags which only contain stop words according to the stop-words 
list taken from SMART Retrieval System[15], merge tags which stem leftover words 
by the Porter Stemmer algorithm[14], and filter tags used less than 11 times. Table 2 
shows the statistic of our dataset. 

Table 2. Dataset Statistics 

Items Before 
Cleaning 

After 
Cleaning 

Number  of 
 Resources 

1190 1190 

Number  of 
 Tags 

55931 4710 

Number  of 
Tagging 

6089449 5985089 

 

Table 3. Clustering Result 

clusters Tags in cluster 
 
size=12   

applications.information, java6, 
java-docu, shortcut:ja, progtoolbar, 
javase, ns, 1.6, j2se, 6,  jdk6, j2se6 

size=10 classification,ontologie,protégé 
knowledge_management,ontologia, 
taxonomy,ontology,stanford,protégé 

size=1 knowledge/opensouce/pojo/design  
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Fig. 8. Cluster Size Distribution 

Table 4. Clustering Size Distribution 

Item number 
Singleton clusters 2426 

Clusters size=2 97 
Clusters 2<size<=4 97 

Clusters 4<size<=16 99 
Clusters Size>16 42 

Largest cluster size 35  

 
Table 3 gives some examples of the clustering result. The first row shows a cluster 

which refers to the topic “java” and the second row is about “ontology”. The last row 
gives some examples of singleton clusters (contain only one tag) in which tags are 
separated by slash. Figure 8 shows the cluster size distribution of the result. Clusters 
were sorted according to descent order of their size. The x-axis is the cluster id of 
each cluster and the y-axis is the size of cluster. We can see the number of clusters 
increase rapidly as the size of cluster decreases. Table 4 shows the number of clusters 
in different intervals. The last row shows the largest cluster contains 35 tags. The first 
row shows singleton clusters contain about half of the total tags of our dataset. By 
analyzing tags in singleton clusters, we find that these tags tend to describe some 
general concepts. They are relevant to many tags. However, relevance values between 
these tags and other clusters are not high enough to absorb them into these clusters. 
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5.2   The Effectiveness of Tag Clustering 

In this section, we introduce two ways to evaluate the effectiveness of the clustering 
result. Silhouette coefficient [5] (denoted as SC) is a famous coefficient to evaluate 
the clustering result. [5] shows that clusters whose SC values greater than 0.5 could be 
viewed as reasonable clusters. 

From Table 5, we can see that about 40% of the clusters have SC greater than 0.5 
and about 65% of clusters have SC greater than 0.4. Therefore we can draw the conclu-
sion that about 2/3 of clusters generated by algorithm TagClus are about reasonable.  

 
Table 5. SC Distribution, d=0.5 

SC Interval Percentage 
SC>=0.5 39% 
0.45<=SC<0.5 13% 
0.40<=SC<0.45 13% 
0.35<=SC<0.4 10% 
SC<0.35 25%  
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Fig. 9. SC Distribution of TagClus and DBSCAN 

 
DBSCAN[6] is a density based clustering method which could find any shape clus-

ters. DBSCAN could run under a parameter noiserate∈[0,1] , and TagClus depends on 
a parameter d∈[0,1], so we compare the average SC value of clusters between Tag-
Clus and DBSCAN at parameter space [0.2,0.8]. The result is illustrated in Figure 9 
where the x-axis is the parameter and the y-axis is the SC value. We can see TagClus 
reaches its best effect when d is about 0.5 with the SC value is about 0.44, and 
DBSCAN performs best when noiserate is about 0.75 with SC value is about 0.24, and 
at most part of the parameter space, TagClus performs better than DBSCAN in terms of 
SC. Figure 9 also shows TagClus tend to perform best when d∈[0.45,0.55], and ex-
periment results on different size of datasets also shows the same phenomenon. There-
fore, we can use d=0.5 for our algorithm at different situations. 

We have another way to evaluate our clustering result. Tags in the same cluster 
should be more relevant than those in different clusters. If we search two tags in the 
same cluster by search engine, we expect to get more pages. We input two tags a and 
b to the search engine, use three coefficients of Equation (9) to evaluate the relevance 
of two tags. page(a) is the number of pages contain a and page(a, b) is the number of 
pages contain both a and b. We choose 100 pairs of tags intra the same cluster, in 
different clusters and randomly respectively, and use Google to get the average value 
of three coefficients for each situation. Table 6 show that tags in the same clusters 
have the highest values for all three coefficients (d=0.5). We also use this method to 
compare TagClus (d=0.5) with DBSCAN (noiserate =0.75) for tags in the same clus-
ters. Table 7 shows our method also performs better for all three coefficients. 
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Table 6. Clustering Results of TagClus Table 7. TagClus compared with DBSCAN 
 

 

Tags Avg Max Min 

Intra cluster 0.00895 0.00597 0.10784

Inter cluster 0.00449 0.00305 0.01807

Random 0.00509 0.00351 0.02787

 

Intra cluster Avg Max Min 

TagClus 0.00895 0.00597 0.10784 

DBSCAN 0.00630 0.00416 0.08321 

5.3   Time Complexity of Clustering 

Figure 10 shows the run time of TagClus at different size of datasets where the x-axis 
is data size and the y-axis is run time by millisecond. The runtime curve is higher than 
O(n·logn) but far lower than O(n2).  
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Fig. 10. Run Time Distribution Fig. 11. Distribution of p and k 

In section 4.2, we prove the time complexity of TagClus is O(p·n). Figure 11 
shows the increase of p and k (not count the singleton clusters) at different size of 
data. We can see p is always less than k, so TagClus performs better than O(n·k).  

5.4   The Membership Degree of Tags 

∑
=

=
k

i
iCtRCtCtm

1

),(/),(R),(  (10)

There are many singleton clusters in the results, where a cluster contains only one tag. 
However, the tag in a singleton cluster may be also relevant to other clusters, and tags 
in non-singleton clusters may also have this feature. The membership degree m(t, C) 
is the possibility of a tag t belong to a cluster C. We use Equation (10) to calculate 
m(t, C). For a tag, we sort the membership degree descendently and draw its curve. 
Figure 12 is for a tag in a singleton cluster where the x-axis represents the clusters and 
the y-axis represents the membership degree. We can see its membership degree is 
relatively high in some clusters, analogously for Figure 13, which shows a tag in a 
non-singleton cluster whose size is 9. To determine the number of clusters which are 
relevant enough to a tag, we use the method of proposed in [3]. We draw the first 
derivation and second derivation of the membership degree curve. Find the first peak 
of the first derivation (that is when the second derivation goes from positive to nega-
tive) from tail and check the whether peak is relatively high. If two conditions are 
both satisfied, this point is cut-off (red circles in Figure 13 and Figure 14), clusters 
before this cut-off are relevant enough to the tag. 
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Fig. 12. Membership Degree of a Tag in 
Singleton Cluster 

Fig. 13. Membership Degree of a Tag in Non-
Singleton Cluster 

6   Conclusion 

In this paper, we propose to use tag clustering to alleviate the problems in tag applica-
tion. Tag clustering could help for sharing contents, discovering resources and navi-
gating tag space at Web2.0 system as we analyzed. 

We use link-based method to measure the relevance between tags. Our method 
considers both the relevance between tags and the relevance between resources.  
We also introduce a new clustering algorithm, TagClus which could deal with  
thousand of tags efficiently, automatically determine the number of clusters and gen-
erate the result insensitive to the data input order. The experiments on del.icio.us 
show that our methods achieve a good result and an acceptable performance in tag 
clustering. 

References 

1. Simpson, E.: Clustering Tags in Enterprise and Web Folksonomies. Technical report, HP 
Labs (2008) 

2. Newzingo: Your Map to Google News, http://www.newzingo.com 
3. Grigory, B., Philipp, K., Frank, S: Automated Tag Clustering: Improving search and ex-

ploration in the tag space. WWW (2006)  
4. Celine, V.D., Martin, H., Katharina, S.: Folksontology: An integrated approach for turning 

folksomomies into ontology. SemNet, 57–70 (2007) 
5. Leonard, K., Peter, J.R.: Finding Groups in Data: an Introduction to Cluster Analysis. 

Wiley Interscience, Hoboken (1990) 
6. Martin, E., Hans-Peter, K., Jorg, S., Xiaowei, X.: A Density-Based Algorithm for Discov-

ering Clusters in Large Spatial Databases with Noise. In: SIGKDD 1996 (1996) 
7. Christopher, H.B., Nancy, M.: Improved Annotation of the Blogopshere via Autotagging 

and Hierarchical Clustering. WWW (2006) 
8. Glen, J., Jennifer, W.: SimRank: A measure of structural-context similarity. In: SIGKDD, 

pp. 538–543 (2002) 
9. Kallenberg, O.: Foundations of Modern Probability. Springer, New York (1997) 

10. Page, L., Brin, S., Motwani, R., Winograd, T.: The PageRank citation ranking: Bringing 
order to the Web. Technical report, Stanford University Database Group (1998) 

 
 



 A Neighborhood Search Method for Link-Based Tag Clustering 103 

11. Pei, L., Zhixu, L., Li, H., Jun, H., Xiaoyong, D.: Using Link-Based Content Analysis to 
Measure Document Similarity Effectively. APWeb/WAIM, 455–467 (2009) 

12. Del.icio.us, http://delicious.com 
13. Tian, Z., Raghu, R., Miron, L.: BIRCH: An Efficient Data Clustering Method for very 

Large Databases. In: SIGMOD, pp. 103–114 (1996) 
14. Porter, M.: An algorithm for suffix stripping. Program 14(3), 130–137 (1980), 

http://www.tartarus.org/~martin/PorterStemmer 
15. The stop-words list, 

http://members.unine.ch/jacques.savoy/clef/englishST.txt 



R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 104–115, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Mining the Structure and Evolution of the Airport  
Network of China over the Past Twenty Years 

Zhengbin Dong1, Wenjie Wu2,3, Xiujun Ma1,*, Kunqing Xie1, and Fengjun Jin2 

1 Key Laboratory of Machine Perception, Ministry of Education, Peking University,  
100871 Beijing 

{dongzhengbin,maxj,kunqing}@cis.pku.edu.cn 
2 Institute of Geographic Sciences and Natural Resources Research,  

Chinese Academy of Sciences,  
100101 Beijing 

{wuwj.07s,jinfj}@igsnrr.ac.cn 
3 Graduate School of the Chinese Academy of Sciences,  

100101 Beijing 

Abstract. In this paper we study the Airport Network of China (ANC), which 
represents China’s domestic civil aviation infrastructure, as a complex network. 
We mine the structure and evolution of ANC over the past twenty years by us-
ing the real aviation data in the year of 1984, 1993 and 2006. The main contri-
butions can be summarized as three-fold: firstly, we analyze ANC by using the 
complex network analysis method and find that ANC is a typical small world 
network with high clustering coefficient and small diameter; secondly, we find 
that the evolution of ANC over the past twenty years meets the densification 
law and shrinking/stabilizing diameter law; lastly, some interesting patterns of 
airports in ANC are found by the visual data mining, such as Circle Pattern, 
Province Capital Pattern and Star Pattern.  

Keywords: Airport Network of China, ANC, network structure, network evolu-
tion, network diameter, degree distribution, clustering coefficient, betweeness 
centrality. 

1   Introduction 

Transportation infrastructures are of crucial importance to the development of a coun-
try and are important indicators of its economic growth. They form the backbone  
of tourism industry, support movement of goods and people across the country, 
thereby driving the national economy [1]. Roadways, railways and airways are the 
major means of transport in China, although contribution of airways is small com-
pared to that of the other two. The civil aviation in China has been developed very 
fast since the Reform and Opening of China in 1980s. There are great changes in the 
structure of civil aviation in China. Understanding of the civil aviation system and its 
changes over the past twenty years is important for reasons of policy, administration 
and efficiency. 
                                                           
* Corresponding author. 



 Mining the Structure and Evolution of the Airport Network of China 105 

Complex Network Analysis is a novel method for mining the network data. During 
the past few years, complex network analysis has been used to study many real-life 
complex systems. Examples include the Internet, the World Wide Web, email net-
works, peer-to-peer networks, scientific co-authorship networks [2], human sexual 
network [3], mobile social network [4] and etc. These researches have shown some 
ubiquitous properties about the real-life social networks: the small-world effect, the 
power-law and heavy-tails distributions, the scale-free network, the small diameter 
and etc.  

There have been some researches that focus on the transportation systems, including 
the railways [5] and the airways [1, 6-10]. The World-wide Airport Network (WAN), 
as the global airways system, has been studied from many different aspects, such as the 
properties of topological structure, community structure, traffic dynamics and model-
ing methods. Paper [6] studies the structure properties of WAN and concludes that 
WAN is a small-world network. The same result is found in paper [7] that WAN is a 
scale-free small-world network. It is also found that in WAN the most connected cities 
are not necessarily the most central because of the multi-community structure of WAN. 
Moreover, the community of WAN has been detected and the results show that com-
munity structure cannot be explained solely based on geographical constraints and that 
geopolitical considerations have to be taken into account.  Beyond the topological 
properties, WAN has been studied [9] as a complex weighted network, where the 
weight is the traffic flow amount – strength of interactions between the cities. The 
correlations among weighted quantities and the topological structure of WAN are in-
vestigated for the first time. A model with geo-political constraints is proposed [10] to 
explain the evolution and growth of WAN. Beyond the study of the global airport 
network, there are also some researches on the regional airport network. For example, 
the paper [1] studies the Airport Network of India (ANI), which represents India’s 
domestic civil aviation infrastructure. It is found that ANI is a small-world network 
characterized by a truncated power-law degree distribution and has a signature of hier-
archy. The Airport Network of China (ANC), a network much smaller than WAN, is 
also analyzed [8] for its topology and traffic dynamics. Its topology was found to be 
having small-world network features and a two-regime power-law degree distribution. 

The Airport Network of China (ANC) is a crucial part of WAN and its detail struc-
ture and properties may have its own features. The evolution of ANC is also very 
important and useful for understanding the growth of economic in China. Moreover, 
the knowledge about the structure and evolution of ANC can be used to modify the 
current policy and improve the efficiency. So in this paper we mine the structure 
properties and the evolution of ANC by using the real-life aviation data in 1984, 1993 
and 2006. The data is from the Civil Aviation Administration of China and the dura-
tion is about twenty years. The main contributions of this paper can be summarized as 
three-fold: firstly, we find that ANC is a typical small world network with small di-
ameter and high clustering coefficient; secondly, we find that the evolution process of 
ANC over the past twenty years meets the densification law and shrinking/stabilizing 
diameter, i.e., the airlines between the cities growth much fast than the growth of the 
airport cities and the diameter of ANC shrinks year by year; lastly, we investigate 
some important city in detail and find some very interesting patterns of them in ANC, 
such as Star Pattern of Urumqi or Kunming. 
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The paper is organized as follows: in the next section, we describe the dataset and 
ANC. In section 3, we analyze the global structure and the evolution of ANC over 
past twenty years. In section 4, we analyze ANC from the city level by the visual 
mining method and investigate an anomaly in ANC. We finally summarize our work 
and discuss the future research directions in section 5. 

2   Data Modeling for Airport Network of China (ANC) 

The Airport Network of China (ANC) comprises domestic airports of China and air-
lines connecting them. There is traffic flow on each airline. In this paper we use an 
undirected binary graph to represent ANC without considering the traffic flow. Let an 
undirected binary graph be G = {(V, E) | V is a set of nodes, E is a set of edges. 
E ⊆ V×V, an edge e = (i, j) connects two nodes i and j and i, j∈V, e∈E}. In ANC, 
the nodes of the network represent the airports and the edges between the pairs of 
nodes represent the airlines between the cities. 

Table 1. The aviation data of ANC in 1984, 1993 and 2006 

Year Airport 
Number 

Airline 
Number 

Passenger Traffic (104) 

1984 60 156 391 
1993 82 422 3385 
2006 91 471 15968 

 
In this paper we choose the aviation data of 1984, 1993 and 2006 to analyze  

the structure and evolution of ANC. The data (Table 1) is from the Civil Aviation 
Administration of China. 

3   Mining the Global Structure and Evolution of ANC 

In this section we will use some important network metrics to analyze the global 
structure and evolution of ANC over the past twenty years.  

3.1   Degree Distribution 

The degree of a node v in a network, represented as d(v), is the number of connections 
or edges the node has to other nodes. Let N(v) = {u | (v, u)∈E and v, u∈V}, which is 
a set of the neighbor nodes of v in the graph G. so d(v) is the size of set N(v). The 
degree distribution p(k) of a network is then defined to be the fraction of nodes in the 
network with degree k. Thus if there are n nodes in total in a network and nk of them 
have degree k, we have p(k) = nk/n. 

The degree distribution is very important in studying both real networks, such as 
the Internet and social networks, and the theoretical networks. The simplest model of 
network is the ER random model [11] introduced by Erdos and Renyi. The degree 
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distribution of the network generated by the ER random model follows Poisson distri-
bution but it is found that many real networks follow the heavy-tail distribution such 
as power-law [2-3]: p(k)~k-r, where r is a constant whose value is typically in the 
range 2<r<3. The networks that follow power-law degree distribution are called scale-
free networks [12]. 

 

Fig. 1. The degree distribution of ANC in 1984, 1993 and 2006 and the inserted figure is the 
log-log plot. The green line is the fitting curve by the power-law function. 

The degree distribution of ANC in 1984, 1993 and 2006 is plotted in Fig. 1. We 
can conclude that the degree distribution fits the heavy-tail distribution: most nodes 
have lower degrees but few nodes, such as Beijing, Shanghai and etc, have very 
higher degrees. The city with higher degree is called “hub” in ANC, which con-
nects the node with lower degree. The inserted figure is the log-log plot of the degree 
distribution and from it we can find that the degree distribution does not follow the 
power-law like other airport networks [7, 8]. Power-law is a line on log-log plot [13] 
but the curve of ANC in log-log scale is not a line at all (see the green line in figure), 
so ANC is not a typical scale-free network. 

The average degrees of ANC in 1994, 1993 and 2006 are 4.47, 10.1 and 9.95 sepa-
rately. The growth of average degree indicates the great amount of the new airlines 
among the airports and the denser of ANC over the past twenty years. 

3.2   Shortest Path and Diameter  

A path in a network is defined as a sequence of nodes (n1 , … , nk) such that from each 
of its nodes there is an edge to the successor node. The path length is the number of 
edges in its node sequence. A shortest path between two nodes, i and j, is a minimal 
length path between them. A shortest path between two nodes is referred to as a geo-
desic. The distance between i and j, noted as d(i, j), is the length of its shortest path. 
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The diameter of the network is the length of the longest shortest path, which is impor-
tant because it quantifies how far apart the farthest two nodes in the graph are. 

In Table 2 we give the average shortest path length and the diameter of ANC in 
1984, 1993 and 2006. The length of average shortest path and diameter become 
shorter and shorter over the past twenty years, which indicates that ANC is becoming 
very dense. As a result, the efficiency of ANC is improved because there is no need to 
take several flights from one place to another by air in ANC.  

Table 2. The average shortest path length and diameter of ANC in 1984, 1993 and 2006 

Year Airport  
Number 

Average Shortest 
Path Length 

Diameter 

1984 60 2.5 5 
1993 82 2.15 4 
2006 91 2.22 4 

3.3   Clustering Coefficient 

The clustering coefficient of a vertex in a network quantifies how close the vertex and 
its neighbors are to being a clique (complete graph). This measure is first introduced 
by Duncan J. Watts and Steven Strogatz in 1998 [14] to determine whether a network 
is a small-world network. 

The clustering coefficient of node v, noted as Cv, measures the extent of the inter-
connectivity between the neighbors of node v and is the ratio of the number of edges 
between the nodes in the direct neighborhood to the number of edges that could pos-
sibly exist among them, Cv can be defined as: 
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where d(v) is the degree of node v and N(v) is the set of the neighbor nodes of v, 
which have been defined in section 3.1. 

After the clustering coefficient of a node is defined, then we give the definition of 
clustering coefficient of a network, which is the average of the clustering coefficients 
of all nodes in the graph: 
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The clustering coefficient distribution p(C) of a network, like the degree disturb-
ing, is defined to be the fraction of nodes in the network with clustering coefficient C. 
Thus if there are n nodes in total in a network and nk of them have clustering coeffi-
cient C, we have p(C) = nk/n. The average clustering coefficient of degree k, noted as 
C(k), is defined as the average value of clustering coefficient of nodes with degree k. 
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Fig. 2. There are two figures: (a) the clustering coefficient distribution of ANC in 1984, 1993 
and 2006; (b) the average clustering coefficient versus degree of ANC in 1984, 1993 and 2006 

In Fig. 2(a) the distribution of clustering coefficient of ANC in 1984, 1993 and 
2006 is plotted. We can get two conclusions that: 1) most value of clustering coeffi-
cient of node is zero (the percent of each years is more than 0.3) because of the great 
number of degree one in ANC. The clustering coefficient of node with degree one is 
zero; 2) the distribution does not fit the right-skewed law like other real-life network, 
such as scientific co-authorship networks [2] and mobile social network [4], which 
fits the left-skewed distribution. In other networks with right-skewed distribution, 
most nodes have small clustering coefficient and few nodes have large value, but in 
ANC the number of nodes which value is grater than 0.9 is relatively higher. The 
reason for this interesting result is that ANC is very dense as a whole and the airports 
connect each other very close while other networks are sparse as a whole but very 
dense in some local region. 

The average clustering coefficient versus degree of ANC in 1984, 1993 and 2006 is 
plotted in Fig. 2(b). The figure indicates that the node with lower degree have higher 
values of clustering coefficient while the node with higher degree have lower value. 
The value of C(k) decays from 1.0 to lower than 0.2. The reason for this result is that 
in ANC the high degree nodes, i.e., the hub airports, connect other low degree nodes. 
For example, Beijing, the capital of China, connects almost all other cities in China, 
so its degree is high and clustering coefficient is low. 

The network clustering coefficient of ANC in 1984, 1993 and 2006 are 0.38, 0.48 
and 0.54 separately, which also indicates like other metrics that ANC is becoming 
very dense over the past twenty years. 

The small-world network is the network with two properties: 1) a small average 
shortest path length and 2) a large clustering coefficient, which is proposed by Dun-
can J. Watts and Steven Strogatz in 1998 [14]. In ANC the diameter is very small 
compared to its size (see section 3.2) and the clustering coefficient is much larger than 
the random network, so we can conclude that ANC is a typical small-world network 
like other airport network, such as WAN [6] and ANI [1]. 
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3.4   Betweenness Centrality 

Centrality is a core concept for the analysis of social networks, and betweenness is 
one of the most prominent measures of centrality. It was introduced independently by 
Anthonisse (1971) [15] and Freeman (1977) [16], and measures the degree to which a 
vertex is in a position of brokerage by summing up the fractions of shortest paths 
between other pairs of vertices that pass through it. Betweenness is therefore classi-
fied as a measure of mediation in Borgatti and Everett (2006) [17].  

The formal definition of betweenness centrality in a network is as below [18]:  
denote by ( , )s tσ the number of shortest paths (sometimes referred as geodesics) 

from s to t and ( , | )s t vσ  be the number of shortest number from s to t passing 

through some vertex v other than s, t. If s = t, let ( , ) 1s tσ = , and if { , }v s t∈ , let 

( , | ) 0s t vσ = . Then the betweenness ( )Bc v of a vertex v can be defined to be: 
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where 
0

0
0

=  by convention. The measure is therefore usually interpreted as the degree 

to which a vertex has control over pair-wise connections between other vertices, 
based on the assumption that the importance of connections is equally divided among 
all shortest paths for each pair. 

In airport network the betweeness is a indicator of “central” of a vertex and the ver-
tex with high betweenness is very important from the angle of flight change because it 
is on the position of brokerage between other pairs of vertices.  

We use ( )Bc k to represent the average value of betweenness of the vertices with 

the same degree k. In order to compare the distribution of ( )Bc k in ANC in three 

years, we scale the value by dividing the maximum value in each year and then the 

scaled values of ( )Bc k are among 0 and 1. In Fig.3 we plot the distribution of ( )Bc k  
in 1984, 1993 and 2006. 

We find that the ( )Bc k distributions of ANC after scaling follow the exponential 
distributions and the fit curves in Fig.3 are plotted by using the exponential function 
as below: 

0
0

R xy y Ae= +  (4)

The exponential distribution of ( )Bc k means that there is a strong relation between 
degree and betweenness: the higher the degree the higher value of betweenness. In 
addition, in ANC the most-connected node (with highest degree) is the most-central 
node (with highest betweeness), which is different with the result of WAN [7]. In 
WAN, the most connected cities are not necessarily the most central. The reason for 
this interesting pattern is that WAN has multi-community structure while ANC does 
not have this structure. The node connecting different communities will have higher 
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betweeness. However in ANC, all the nodes are connected closely and form only one 
large group, which can also be proved by the abnormal left-skewed distribution of 
clustering coefficient in section 3.3. The central of the community of ANC is the 
capital of China, i.e., Beijing. As a result, it has the highest degree and betweenness. 

It is clear that there is an obvious anomalous point (see the green arrow) of ( )Bc k  

in 2006, which represents a very important pattern in ANC and we will discuss it in 
detail in section 4.  

 

Fig. 3. The ( )Bc k distribution of ANC in 1984, 1993 and 2006 and the curves are the fit results 
by using exponential function 

3.5   Evolution of ANC 

We have analyzed the global structure of ANC in section from 3.1 to 3.4. We also get 
some knowledge about the evolution of ANC over the past twenty years: the number 
of airports and the airlines are increasing year by year and the whole network of ANC 
is becoming denser. But what is the relation between the number of nodes and the 
number of edges overtime and what is the law of diameter change? 

The conventional wisdom or intuition of these two questions is that: 1) constant 
average degree, i.e., the number of edges grows linearly with the number of nodes; 2) 
slowly growing diameter, i.e., as the network grows the distances between nodes 
grow. However the real-life network does not follow these two laws, J. Leskovec 
(2005) [19] find: that 1) networks are denser over time and the number of edges 
grows faster than the number of nodes – average degree is increasing, which follow 
the power-law. This result is called densification power law; 2) the diameter actually 
exhibits a gradual decrease as the network grows, which is called shrinking/stabilizes 
diameter law. 

In ANC, the evolution law over past twenty years obviously follows the densifica-
tion power law and shrinking/stabilizes diameter law, which can be proved by the 
increase of average degree in section 3.1 and the decrease of diameter in section 3.2. 
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4   City Level Pattern Detecting of ANC 

In this section, we will analyze some important cities of ANC and find some interest-
ing patterns in node level by using the visualization of ANC. First, we will visualize 
ANC of three years and discuss some obvious patterns that can be observed. Then we 
discuss the anomalous point at section 3.4.  

4.1   Visualization of ANC 

Visualization is an important tool to analyze the properties of network when the size 
of network is relative small. In this paper we use Pajek [20] to visualize ANC, which 
is a very famous and powerful network analysis software. 

The visualization of ANC in 1984, 1993 and 2006 is plotted in Fig. 4, where the 
red nodes represent the provincial capital cities and the blue nodes represent the non-
provincial capital cities. The size of the node represents the degree of the node, which 
is scaled by the maximum value of each year. 

There are some very interesting patterns can be observed from the Fig. 4, we  
discuss three examples. 

Circle Pattern. We can see that there is no obvious community structure in ANC, 
while ANC is connected as a whole and from a circle. The centers of the circle are 
some major cities, for example, Beijing, Shanghai, Guangzhou and etc. These centers 
connect very close at the central of circle and other cities connect center cities at the 
surrounding. The more close to the center the more connections of the city. 

Province Capital Pattern. This pattern reflects the differences of some province 
capital and non-province capital cities. In the year of 1984, Chongqing is not yet a 
province capital city, but we can see from Fig. 4(a) that it is very close to the center of 
ANC and its degree is relative high. However, Tianjin and Haikou are on the fringe of 
ANC in 1984 although they are province capital cities all the time. The similar exam-
ples can be found in 1993 (Shenzhen VS Lhasa) and 2006 (Qingdao VS Lhasa), so 
what the reason for this pattern? This pattern indicates that the development of airport 
and airline has not much relation with the geopolitical. Some cities that are very im-
portant from the view of geopolitical are not very important from the view of network 
of airport and vice versa. We think that the major factor for the importance of airport 
is the economy of the city. If the economy of a city is very good, it will have the great 
demand of traffic flow by air because of the great growth of people and amount of 
exchange goods, then the city becomes an important airport in ANC. Shenzhen is a 
good example to illustrate our point. In 1984 Shenzhen is still a small village and 
there is no airport at all. In 2006, Shenzhen become a very major airport because of 
the development of economy since the Reform and Opening in 1980s. Although 
Shenzhen is very close to another major city in geography, Guangzhou, but it is noth-
ing to prevent the development of Shenzhen airport, which indicates that the economy 
factor is beyond the geography factor.  

Star Pattern. This pattern can be observed obviously in 1984 and 2006. We will 
discuss this pattern in detail in next section.  
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Fig. 4. The visualization of ANC in 1984, 1993 and 2006 

4.2   Anomaly of Betweeness Centrality 

In section 3.4 we find an anomalous point of betweenness in 2006, this anomalous 
point indicates a very important pattern in ANC that will be discussed in this section. 
We analyze the value of betweenness in 2006 and find that the anomalous point is 
Kunming. The degree of Kunming in 2006 is 33 and it is not very high compared to 
the maximum value of 54 of Beijing, but the betwwenness value is very high in 2006. 
As a result, it produces an obvious anomalous point in Fig. 3 in section 3.4. 
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What is the pattern of Kunming in 2006 with mediate degree but high between-
ness? We can see it from the Fig. 4(c) that Kunming connected many nodes with one 
degree, such as Zhaotong, Lincang, Simao, Baoshan and etc. These nodes with one 
degree connect to other nodes in ANC through Kunming and so the betweeness of 
Kunming is much higher according to the definition of betweenness. We call this 
pattern Star Pattern. There is another obvious Star Pattern in 2006, i.e., Urumqi. The 
reason for Urumqi is not an anomalous point is that the average value of betweenness 
with the same degree hides the high value of Urumqi. The Star Pattern can also  
be found in other years, for example, Xi’an and Guangzhou in 1984 (see Fig. 4(a)), 
Beijing in 1993 (see Fig. 4(b)). 

The next question is that what is the mechanism of forming the Star Pattern? We 
think there are two factors to form this pattern. One is the development of economy 
and another is the geography of some cites. Let us take Urumqi as an example. In 
1993 there is no Star Pattern for Urumqi but there is in 2006. We can observe that in 
2006, Urumqi connects some small cities, such as Kurle, Kashi and Aksu, which are 
not in 1993. That is the result of the development of economy of these small cities, 
i.e., they need to connect to other airports in ANC for the economy reason. But why 
they connect Urumqi but not Beijing or other cities? That is the result of geography. 
Urumqi is the capital of Xinjiang and the nearest major city for these small cities. So 
the Star Pattern is the result of development of economy and the limit of geography. 
The Star Pattern make the major city like Urumqi be the center of the regional area.  

5   Conclusion 

In this paper we mine the structure and evolution of Airport Network of China (ANC) 
over the past twenty years by using the complex network analysis method. We find 
that ANC is a typical small-world network with high clustering coefficient and small 
diameter although the degree distribution does not follow power-law like other airport 
networks. And the evolution of ANC follows the densification law and shrink-
ing/stabilizing diameter law. In addition, we find some very interesting patterns in 
ANC with the help of visual mining, such as the Star Pattern, Circle Pattern and etc. 

In the future we will continue to study the properties of ANC from the view of 
complex network and pay more attentions to the weight analysis of ANC. 
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Abstract. Finding functions whose accuracies change significantly between two 
classes is an interesting work. In this paper, this kind of functions is defined as 
class contrast functions. As Gene Expression Programming (GEP) can discover 
essential relations from data and express them mathematically, it is desirable  
to apply GEP to mining such class contrast functions from data. The main con-
tributions of this paper include: (1) proposing a new data mining task – class 
contrast function mining, (2) designing a GEP based method to find class con-
trast functions, (3) presenting several strategies for finding multiple class contrast 
functions in data, (4) giving an extensive performance study on both synthetic 
and real world datasets. The experimental results show that the proposed meth-
ods are effective. Several class contrast functions are discovered from the real 
world datasets. Some potential works on class contrast function mining are  
discussed based on the experimental results. 

Keywords: Gene Expression Programming, Contrast Mining, Data Mining. 

1   Introduction 

Discovering mathematic models that can precisely describe the underlying relation-
ships and be easily understood from observed data is helpful for scientists to know 
better on the unknown. Given a set containing several class samples, it is interesting to 
find some models or relationships that exist in one class while not in others. For ex-
ample, the height of an ordinary person equals to his/her arm span length. However, for 
most basketball players and swimmers, their arm span lengths are greater than their 
heights. This kind of relationships differs from the regression models which do not take 
class information into consideration.  

In this paper, we propose a new data mining task called class contrast function 
mining. The class contrast function has following characteristics: 

• Each variable in class contrast function is an attribute in the sample set. 
• A class contrast function has high accuracy in one class but not in other classes.  
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Definition 1 (Contrast Ratio). Given a dataset D that contains two class samples (c1 
and c2). Let f be a function. Suppose Err(f, c1) and Err(f, c2) are average errors of f in c1 
and c2, respectively. If Err(f, c1) ≤ Err(f, c2), then the contrast ratio of f, CR(f):  

CR(f) = Err(f, c1) / Err(f, c2) 

And Err(f, c1) is called tiny error, Err(f, c2) is called coarse error. 

Definition 2 (Class Contrast Function). Let CR(f) be the contrast ratio of f on dataset 
D. Given an user defined parameter ε, 0 < ε < 1.0. If CR(f) < ε, then f is a class contrast 
function on D.  

Example 1. Given a sample set with two classes (c1 and c2), the samples are list as 
follows. Given a function f(a1, a2, a3, a4): a1 + a2 + a3 – a4 = 0, then the average absolute 
errors of f in c1 and c2 are 0.3333 and 4.0 respectively. Let CR(f) be 0.25. Then f is a 
class contrast function of c1.  

Table 1. A sample set with two classes (c1 and c2) 

 a1 a2 a3 a4 a5 Class 
s1 2 4 4 9 5 c1 
s2 1 1 2 4 9 c1 
s3 4 3 1 8 3 c1 
s4 3 4 3 8 1 c2 
s5 4 5 2 6 8 c2 
s6 6 2 4 7 9 c2 

 
From Definition 1 and Definition 2, we can see that a good class contrast function 

should have small contrast ratio. In other words, the tiny error should be small and the 
coarse error should be large. However, small contrast ratio may not mean small tiny 
error. So, in our work we define a contrast threshold t that the tiny error of the class 
contrast function discovered must be less than it. In other words, if the tiny error of a 
discovered class contrast function is greater than contrast threshold, this function may 
be meaningless (big error in each class).  

Intuitively, the concept of class contrast function is similar to the concept of 
emerging patterns (EPs) which was proposed by Dong and Li [1]. Due to wide appli-
cations of EPs, many high performance algorithms on discovering EPs have been 
proposed [2-8]. However, class contrast function is not as the same as EP, since EPs are 
set of items whose support changes significantly between the two classes. Algorithms 
of emerging patterns discovery cannot be applied to datasets with numeric attributes 
directly, unless some discretization method is adopt. However, information may be lost 
in the process of converting numeric values to items. 

To the best of our knowledge, there is no previous work on finding function rela-
tionships whose accuracies are different between classes have been done. Generally, 
finding the class contrast functions has following challenges. 

• How to determine the form of class contrast functions to be discovered. In the 
real world applications, there is no priori knowledge on function form, vari-
ables, and parameters of the function. Even we are not sure whether there exists 
class contrast function in data or not. 
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• How to find class contrast functions from high dimensional dataset? 
• How to find all class contrast functions those exist in the given dataset? 

Traditional regression methods can be used to discover functions from dataset. 
However, such methods need user to define some hypothesis. Gene Expression Pro-
gramming (GEP) [9, 10], which is the newest development of Genetic Algorithms 
(GA) and Genetic Programming (GP), has strong calculation power due to the special 
individual structure. GEP can evolve functions with little priori knowledge. And it is 
unnecessary to define the function form in GEP. GEP can select function variables 
automatically from all given attributes. GEP has been widely used in data mining 
[11-16]. Section 2 introduces the preliminary knowledge of GEP.  

The main contributions of this work include: (1) proposing a new data mining task – 
class contrast function mining, (2) designing a GEP based method to find class contrast 
functions, (3) presenting several strategies for finding multiple class contrast functions 
in datasets, (4) giving an extensive performance study on proposed methods and dis-
cussing some potential work on class contrast functions.  

The rest of this paper is organized as follows. Section 2 introduces related works. 
Section 3 presents the main ideas used by our algorithms and the algorithms. Section 4 
reports an experimental evaluation of the algorithms. Section 5 discusses future works, 
and concluding remarks. 

2   Related Work 

2.1   Emerging Patterns 

Emerging Patterns (EPs) are contrast items between two classes of data whose support 
changes significantly between the two classes [1]. Specially, pattern which just occurs 
in some samples of one class is called jumping EP [1]. Since the first EP mining algo-
rithm was proposed in [1], several methods had been designed, including: Con-
straint-based approach [3], Tree-based approach [4, 5], projection based algorithm [6], 
ZBDD based method [7], and Equivalence Classes based method [8]. The complexity 
of finding emerging patterns is MAX SNP-hard [17].  

EPs can be found in many real world datasets. Since EPs have high discrimination 
power [17], many EP based classification methods have been proposed, such as CAEP 
[18], DeEPs [19, 20], Jumping EP based method [21]. By using EPs, the discriminating 
power of low support EPs, together with high support ones and multi-feature conditions 
are taken into consideration when building a classifier. The research results show that 
EP based classification methods often out perform state of the art classifiers, including 
C4.5 and SVM [17]. 

2.2   The Basic Concepts and Terminology Definitions of GEP 

The basic steps of using GEP to seek the optimal solution are the same as those of GA 
and GP [9]. The main players in GEP are: the chromosome and the expression tree. The 
chromosome is a linear, symbolic string of fixed length, while the expression tree 
contains the genetic information of the chromosome. A chromosome consists of one or 
more genes. Each gene is divided into a head and a tail. The head contains symbols that 
represent functions or terminals, whereas the tail contains only terminals.  
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In GEP, the length of a gene and the number of genes composed in a chromosome 
are fixed. However, each gene can code for an expression tree of different sizes and 
shapes. The valid part of GEP genes can be got by parsing the expression tree from left 
to right and from top to bottom. Since the structural organization of GEP genes is 
flexible, any modification made in the chromosome can generate a valid expression 
tree. So all programs evolved by GEP are syntactically correct. 

Based on the natural selection principle, GEP operates iteratively evolving a popu-
lation of chromosomes, encoding candidate solutions, through genetic operators, such 
as selection, crossover, and mutation, to find an optimum solution. The details of GEP 
implementation can be referred in [6]. Other than C. Ferreira’s researches [9-12], GEP 
has been widely used in data mining research fields, such as, symbolic regression [13], 
classification [14, 15], and time series analysis [16]. 

3   Class Contrast Function Mining 

3.1   Fitness Function Design in GEP 

The GEP algorithm begins with the random generation of a set of chromosomes, which 
is called the initial population. Then the fitness of each individual is evaluated ac-
cording to fitness function. The individuals are then selected according to fitness to 
reproduce with modification, leaving progeny with new characteristics. The individuals 
of this new generation are subjected to the same evolution process: expression of the 
genomes, confrontation of the selection environment, and reproduction with modifi-
cation. This procedure is repeated until a satisfactory solution is found, or a predeter-
mined number of generations is reached. Then evolution stops and the best-so-far 
solution is returned [9, 10]. 

The fitness function in GEP determines the evolution direction of candidate solu-
tions. As stated before, we prefer to find class contrast function that not only has small 
contrast ratio but also small tiny error. Given a GEP individual g, the fitness of g is 
calculated as follows. 

fitness(g) = 
⎩
⎨
⎧

≤+×−
>××

tsErrcErrsErr

tsErrtsErr

5.05.0)/1(

5.0/1
 (1)

where sErr is the tiny error, cErr is the coarse error and t is contrast threshold.  
There are two phrases of evaluating fitness of a GEP individual g,  

• The tiny error is greater than the predefined value. In this phrase, the fitness is 
evaluated by the tiny error. The fitness range is (0, 0.5]. 

• The tiny error is not greater than the predefined value. In this phrase, the fitness 
is evaluated by both tiny error and coarse error. The fitness range is [0.5, 1.0].  

Based on Equation (1), the GEP individual whose tiny error is small and contrast 
ratio is small will get high fitness value. Since individuals with higher fitness values 
will get larger opportunities to survive and evolve, using Equation (1) in GEP can 
generate desirable results. In our work, we are interested in finding functions that has 
high accuracy in one class but not in other classes. This is the main difference between 
our work and other function discovery works. Algorithm 1 describes the pseudo code of 
evaluating GEP individuals to evolve class contrast functions. 



120 L. Duan et al. 

Algorithm 1: GEP_Evaluate(Pop, D1, D2, t)  
Input: (1) A set of evolving GEP individuals: Pop; (2) A set of samples that belong to class c: 
D1; (3) A set of samples that do not belong to class c: D2; (4) A user defined threshold: t. 
Output: the individual with the highest fitness: bestIndividual. 

begin 
   1. bestFit ← 0 
   2. bestIndividual ← NULL 
   3. For each individual ind in Pop 
   4.    Err1 ← Min(getAvgErr(ind, D1), getAvgErr(ind, D2)) 
   5.    Err2 ← Max(getAvgErr(ind, D1), getAvgErr(ind, D2)) 
   6.    if Err1 > t 
   7.       Fit ← 1/Err1 * t * 0.5 
    8.    else 
   9.       Fit ← (1 – Err1/Err2) * 0.5 + 0.5 
  10.    if bestFit < Fit 
  11.       bestFit ← Fit 
  12.       bestIndividual ← ind 
  13. return bestIndividual 
end. 

Algorithm 1 states the process of the evaluation in GEP. In Step 4 and 5, Function 
getAvgErr() returns the average errors of current individual ind in dataset D1 and D2, 
respectively. From Step 6 to 9, fitness is evaluated according to Equation (1). The time 
complexity of Algorithm 1 is O(m*n), where m is the number of GEP individuals in 
population, and n is the number of samples in D1 and D2. 

There are two stop conditions for GEP evolving class contrast function: 

• A function whose contrast ratio is greater than the predefined value is found. 
• The number of generations equals to the predetermined value. 

If no class contrast function is found by GEP, we have two choices: increasing the 
predefined generation number or restarting GEP once more. If no satisfactory function 
is found after several independent GEP runs, we stop the searching and conclude there 
may be no class contrast function exists in the given dataset. 

3.2   Finding Class Contrast Function in High Dimensional Dataset 

In Subsection 3.1, we describe the basic steps of applying GEP to finding class contrast 
functions. In a naïve way, we take all attribute values of samples as GEP terminals. 
However, this naïve way may be inefficient when the dataset is high dimensional. The 
reason lies that in GEP when the number of terminals is large, the evolution efficiency 
is low. As a result, it is undesirable to apply GEP to evolving class contrast functions in 
high dimensional dataset directly.  

As a more challenging problem in this work, we investigate how to select a part of 
original attributes of dataset as GEP terminals. Naturally, the selected attributes should 
contribute to generating good class contrast functions. Intuitively, attributes whose 
values differ greatly in different classes are preferable. Since class distribution infor-
mation is available for each attribute in class contrast function mining, we adopt in-
formation gain based method to select GEP terminals from dataset. In addition, we take 
the correlation information of selected attributes into consideration. 
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The details of calculating information gain are presented in [22, 23]. For each at-
tribute in the dataset, we calculate its information gain. And we sort all attributes in 
information gain descending order. Suppose the size of GEP terminal set is k. The 
simple way is fetching attributes with top k information gains. However, some corre-
lations may exist in attributes. So, we select attributes that have high information gains 
and low correlations among them. Let v1 and v2 be two attribute vectors. The correlation 
between them, denoted as Cor(v1, v2), is calculated in following way. 

Cor(v1, v2) = v1•v2 /(||v1|| ||v2||) (2)

Suppose V is the set of selected attribute vectors. For each unselected attribute vector 
v, we calculate its correlation with each selected attribute. And take the maximum as 
the correlation between v and V. The correlation score between v and V, denoted as 
CorScore(v, V), is defined as follows. 

CorScore(v, V) = 1 – Max{Cor(v, v’) | v’∈V} (3)

In Equation (3), we take the maximal value, since want to select the attribute that has 
the minimal correlation value with selected attributes. Suppose Gain(v) is the infor-
mation gain of attribute v, we define the contrast score, denoted as ConScore(v), as 
follows. 

ConScore(v) = Gain(v) * CorScore(v, V) (4)

Given a high dimensional dataset, suppose we want to select k attributes as GEP 
terminals. First, we select the attribute with the highest information gain. Then we 
selected another k – 1 attributes based on Equation (4) one by one. 

3.3   Strategies of Searching Multiple Class Contrast Functions 

The next problem is how to discover multiple class contrast functions which may exist in 
the dataset. It is a challenging work since we have no idea about the form of the next class 
contrast function. Even we are not sure whether another class contrast function exists. 
Moreover, if we apply GEP to the dataset again, the same class contrast function which 
has been discovered may be found again. So, we should avoid this situation. We design 
three strategies for searching multiple class contrast functions in three different cases. 

• Keep the dataset unchanged, and record each discovered class contrast function. 
If the current GEP individual is a class contrast function discovered  
already, its fitness is assigned as the minimum value. 

• For each discovered class contrast function, attributes in it are removed from the 
original dataset before finding the next class contrast function. 

• For each discovered class contrast function, the attribute in the function and has 
the highest information gain is removed from the original dataset before finding 
the next class contrast function. 

The first strategy takes all attributes as GEP terminals each time, so it is suitable for 
the case that the number of dimensions of the dataset is small. The second strategy takes 
different attributes as GEP terminals each time, so it is suitable for the case that the 
number of dimensions of the dataset is large. And the third strategy is suitable for the 
case the number of dimensions of the dataset is neither large nor small. 
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4   Performance Evaluation 

To evaluate the performance of our method for mining class contrast functions from 
data, we implement all proposed algorithms and GEP algorithm in Java. The experi-
ments are performed on an Intel Pentium Dual 1.80 GHz (2 Cores) PC with 2G memory 
running Windows XP operating system. 

Table 1 lists the parameters of GEP in our experiments. Moreover, to improve the 
function discovery ability of GEP, the constant set is {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 
0.8, 0.9, 2, 4, 5, 6, 7, 8, 9} in our experiments. Please refer to [10] for the detail usages 
of these parameters. 

Table 2. Default parameters for GEP algorithm 

parameter value parameter value 
Population size 500 One-point recombination rate 0.4 
Number of generations 200 Two-point recombination rate 0.2 
Linking function addition Gene recombination rate 0.1 
Function set {+, –, *, / } IS transposition rate 0.1 
Number of genes 3 IS elements length 1, 2, 3 
Gene head size 7 RIS transposition rate 0.1 
Selection operator tournament RIS elements length 1, 2, 3 
Mutation rate 0.3 Gene transposition rate 0.1 

4.1   Experiments on Synthetic Datasets 

First, we generate some synthetic datasets that contain linear relation or non-linear 
relation to validate the effectiveness of the algorithms for mining class contrast func-
tion. For each synthetic dataset, there are 100 samples belong to c1 class, and 100 
samples belong to c2 class. All values in each synthetic dataset are generated randomly 
under an even distribution, and the value range is [-200, 200].  

Let D1 = {X1, X2, X3, X4, X5} be a synthetic dataset. Suppose all samples of c1 in D1 
satisfy linear relation f1: 2X1 + X2 – X3 = 0. That is, f1 is a class contrast function of c1 in 
D1. Let D2 = {X1, X2, X3, X4, X5} be a synthetic dataset. Suppose all samples of c1 in D2 
satisfy non-linear relation f2: X1 * X2 + X3 – X5 = 0. That is, f2 is a class contrast function 
of c1 in D2. 

         

Fig. 1. The success ratios and average generation numbers of finding f1 in D1 
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Fig. 2. The success ratios and average generation numbers of finding f2 in D2 

We apply our method to discovering f1 and f2 from D1 and D2 respectively. Three 
different contrast thresholds (5, 50 and 100) are set in the experiment. For each contrast 
threshold, we run the method 20 times independently, and record the GEP generation 
number when the predefined function is discovered. The success ratio is the percent  
of the times of finding the predefined function compared to the total running times. 
Figure 1 and 2 respectively illustrates the success ratios and average generation  
numbers of finding f1, f2 in D1 and D2 under different contrast thresholds. 

From Figure 1 and Figure 2, we can see that when the contrast threshold is 50, our 
method can find the predefined class contrast functions (f1 and f2) efficiently. The 
success ratios are 100% in both D1 and D2. The average generation number in each case 
is 4.3 and 46.2, respectively. Moreover, we can see that when the contrast threshold is 
5, the average generation number is larger compared with when the contrast threshold 
equals to 50. The reason lies that if the contrast threshold is small, the first phrase of 
fitness evaluation (tErr > t) will be tough for GEP individuals, most potential good 
individuals may be eliminated. So the evolution process is decreased. When the con-
trast threshold is 100, the success ratio is smaller compared with when the contrast 
threshold equals to 50. The reason lies that if the contrast threshold is large, the first 
phrase of fitness evaluation (tErr > t) cannot filter some bad GEP individuals out. 
Individuals which have big errors in either class but small contrast ratio may be selected 
as the best result. As a result, the success ratio is decreased. 

4.2   Experiments on Real World Datasets 

Next, we apply our method to some microarray datasets, which are downloaded from 
Kent Ridge Bio-medical Dataset (http://datam.i2r.a-star.edu.sg/datasets/krbd). The 
characteristics of microarray dataset include: high dimension, numeric attributes, etc. 
Table 2 lists the characteristics of the microarray data test in our experiments. 

Table 3. Data characteristics of 3 microarray datasets 

Dataset # samples in class 1 # samples in class 2 # attributes 
Breast Cancer 44 (non-relapse) 34 (relapse) 24481 

Central Nervous 21 (survivors) 39 (failures) 7129 
Colon Cancer 22 (normal) 40 (cancer) 2000 
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Table 4. The experimental results on Breast Cancer data subset 

 t = 0.08 t = 0.085 t = 0.09 
Success ratio 0% 80% 100% 

Avg. contrast ratio \ 0.176728 0.006567 
Best contrast ratio \ 0.094032 0.006150 

Avg. tiny error \ 0.083988 0.086885 
Best tiny error \ 0.083578 0.084548 

Avg. coarse error \ 0.475237 13.22988 
Best coarse error \ 0.888820 13.74682 

Best class contrast function \ 
x13620*(x376-0.4)-x19967

=0 
(x7813+0.3)*(0.6-0.8)-x21943*x376* 

0.7*x376-x19967=0 

As stated previously, the evolution efficiency of GEP is low when the terminal set 
size is large. For each microarray dataset, we calculate the contrast score of each at-
tribute based on the method introduced in Subsection 3.2. We fetch 10 attributes with 
highest contrast scores, and find class contrast functions from them. Specifically, for 
Breast Cancer dataset, the index set of selected attribute is {376, 7813, 8781, 13620, 
6326, 21943, 18424, 726, 7508, 19967}1. For Central Nervous dataset, the index set of 
selected attribute is {7015, 5527, 2473, 2141, 843, 3419, 3774, 4605, 2088, 10}. And 
for Colon Cancer dataset, the index set of selected attribute is {1670, 248, 1041, 1292, 
142, 1410, 1327, 1324, 1771, 896}. 

Subsection 3.3 introduces three strategies for finding multiple class contrast  
functions. In this experiment, we adopt the first strategy to find more class contrast 
functions. For each dataset, we apply our proposed method 20 times independently to 
discover class contrast functions. If a class contrast function whose fitness is greater 
than 0.5 is found, this run is marked as a success. In this case, the tiny error of  
the discovered function is greater than the contrast threshold. The success ratio is the 
percent of the number of success runs compared with the total running times. The 
number of generations is set as 500. Three different contrast thresholds (t) are set  
in experiments. We choose these values so that different success ratios can be got 
which is helpful for us to analyze the experimental results. Table 3 to Table 5 list the 
experimental results on these three data subsets. 

From Table 3, we can see that in Colon Cancer data subset it is failed to find class 
contrast function whose tiny error is less than 0.08. The reasons may include: first, 
there is no function satisfies this constraint; Second, larger generation number for GEP 
should be set; Third, more functions should be added into GEP’s function set. The 
success ratio can be increased by setting larger contrast threshold. But the tiny error of 
the best individual may be increased. It is worth to note that the difference between the 
average tiny error and the best tiny error is small. Since the fitness of each individual 
depends on its contrast ratio, some individuals are chosen due to the large coarse error. 
So, determining suitable contrast threshold is necessary and important. Similar con-
clusions can be got from Table 4 and Table 5. In Table 5, when the contrast threshold is 
180 or 190, we get the same class contrast function several times. So the average values 
equal to the values of the best one. 

                                                           
1 The index of the first attribute in the original dataset is 0. Here, we list the indexes of selected 

attributes in contrast score descending order.  
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Table 5. The experimental results on Central Nervous data subset 

 t = 85 t = 90 t = 95 
Success ratio 40% 70% 100% 

Avg. contrast ratio 0.147789 0.121467 0.106082 
Best contrast ratio 0.132213 0.095922 0.095922 

Avg. tiny error 82.62214 83.45789 88.88393 
Best tiny error 82.82429 87.26190 87.26190 

Avg. coarse error 559.0565 687.0856 837.8832 
Best coarse error 626.4439 909.7179 909.7179 

Best class contrast function 
(0.3+x3419+x5527-x4605)*0.3-

x10 = 0 
x3419-x4605-2.0*x10 = 0 

x3419-x4605-2.0* 
x10 = 0 

Table 6. The experimental results on Colon Cancer data subset 

 t = 180 t = 190 t = 200 
Success ratio 10% 25% 100% 

Avg. contrast ratio 0.282965 0.389621 0.199963 
Best contrast ratio 0.282965 0.389621 0.124137 

Avg. tiny error 177.8966 183.0485 194.3224 
Best tiny error 177.8966 183.0485 179.1640 

Avg. coarse error 628.6869 469.8115 971.7921 
Best coarse error 628.6869 469.8115 1443.278 

Best class contrast function 
x1292*(x248+0.7)/(x1292+0.4+

x1041)-x896=0 
(x142+x248)*0.2- 

x896=0 
x248/((0.3+x1771/5.0)

*0.1)-x896=0 

Furthermore, we can adopt the second or the third strategy described in Subsection 3.3 
to find other class contrast functions in these datasets. The basic process is similar to 
adopting the first strategy. 

5   Discussions and Conclusions 

Finding the difference between different classes is an important data mining task. Some 
concepts on contrast mining have been proposed. For example, Emerging Patterns are 
item sets whose support changes significantly between two classes. However, methods 
for finding EPs cannot be applied to numeric dataset directly.  

In this paper, we propose a new data mining task called class contrast function 
mining. Shortly, class contrast functions are functions whose accuracies change sig-
nificantly between two classes. Class contrast function mining is a challenging work. It 
is related to regression, contrast mining, classification, etc. Initially, we design a GEP 
based method to discover class contrast functions, and apply it to both synthetic and 
real world datasets. The experimental results show that our proposed methods are 
effective. Several class contrast functions are discovered from the real world datasets. 
We also get some conclusions by analyzing the experimental results. 

There are many works worth to be deeply analyzed in the future. For example, in our 
experiments we demonstrate that the contrast threshold is important. How to design a 
method that can adjust the contrast threshold self-adaptively is a desirable future work. 
Moreover, we will consider how to find all class contrast functions.  
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Abstract. A Self-Organizing Map (SOM) is an artificial neural
network tool that is trained using unsupervised learning to produce a
low-dimensional representation of the input space, called a map. This
map is generally the subject of a clustering analysis step which aims
to partition the referents vectors (map neurons) in compact and well-
separated groups. In this paper, we consider the problem of clustering
self-organizing map using a modified graph minimal coloring algorithm.
Unlike the traditional clustering SOM techniques, using k-means or hi-
erarchical classification, our approach has the advantage to provide a
partition of self-organizing map by simultaneously using dissimilarities
and neighborhood relations provided by SOM. Experimental results on
benchmark data sets demonstrate that the proposed clustering algorithm
is able to cluster data in a better way than classical ones and indicates
the effectiveness of SOM to offer real benefits for the original minimal
coloring clustering approach.

Keywords: Self-organizing map, clustering, minimal coloring, neighbor-
hood relations.

1 Introduction

Clustering can be considered as the most important unsupervised learning prob-
lem which deals with finding a structure in a collection of unlabeled data. To
this end, it conducts a process of organizing objects into groups whose mem-
bers are similar in some way and dissimilar to those of other groups. Existing
clustering algorithms can be generally categorized into five classes: partitioning,
hierarchical, density-based, grid-based and model-based [1].

In this paper, we focus on the problem of model-based clustering using self-
organizing map (SOM) [2]. This technique, proposed by Kohonen, is a powerful
tool in visualization and analysis of high-dimensional data which has been widely
used in in various application domains such as pattern recognition, biological
modeling, Web analysis, information retrieval, and many other domains.

SOM is considered as a set of neurons arranged in a a low-dimensional struc-
ture such that there are neighborhood relations among the neurons. After train-
ing, each neuron is attached to a feature vector of the same dimension as the

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 128–139, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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input space. Based on these feature vectors, SOM is usually a subject of cluster-
ing step in a two-level approach, which aims to cluster input data based on the
SOM. The main idea is that the first level is to train data by the SOM and the
second level is to cluster data based on the SOM. Several attempts have been
made to cluster self-organizing map generally using classical clustering meth-
ods, such as k-means or hierarchical clustering algorithms [3,4]. However, these
approaches fail to incorporate the important property of topological neighbor-
hood relations offered by SOM. Motivated by this, in this paper, we propose a
novel and efficient approach for clustering SOM, McSOM (for Minimal coloring
of Self-Organizing Map).McSOM is an extension of the minimal graph coloring
based clustering technique. The main advantage of our proposal is its ability to
take into account the topological relations provided by SOM. Two problems are
therefore to be considered: 1) how to incorporate as much as useful the neigh-
borhood informations offered by SOM in the second-level to clustering SOM; 2)
which neighborhood order is able to deliver satisfactory results.

McSOM is evaluated against benchmark data sets and the results of this study
demonstrate that the proposed clustering algorithm is able to cluster data in a
better way than classical clustering algorithms of SOM and indicates the effec-
tiveness of SOM to offer real benefits (clustering quality and runtime) for the
original minimal graph coloring based clustering approach.

2 Minimal Coloring of Graphs

In this section, we provide some background on the minimal graph coloring based
clustering framework that was proposed in [5].

When the dissimilarities among all pairs of data {w1, w2, . . . , wn} (in our
case wi is a p-dimensional referent vector corresponding to the SOM neuron
i, wi = {w1

i , w2
i , . . . , w

p
i }) are specified, these can be summarized as a weighed

dissimilarity matrix D in which each element D(wi, wj) stores the corresponding
dissimilarity. Based on D, the data can also be conceived as a weighted linkage
graph G = (V , E), where V = {v1, v2, . . . , vm} is the vertex set which corre-
sponds to the data (i.e. SOM neurons, vi for wi), and E = V × V is the edge
set which corresponds to a pair of vertices (vi, vj) weighted by the dissimilaritiy
D(wi, wj). A widely adopted definition of optimal clustering is a partitioning that
minimizes dissimilarities within and maximizes dissimilarities between clusters.
These two conditions amount to saying that edges between two vertices within
one cluster should be small weighted (denoting high similarity), and those be-
tween vertices from two clusters should be large weighted (weak similarity). The
clustering problem can be formulated as a graph theoretical problem.

In that framework, the clustering step consists in finding combinatorial struc-
tures within the dissimilarity graph. Today the most widespread graph-theoretic
clustering approaches consist in finding complete subgraphs derived from an in-
put threshold graph. These structures are based on highly connected graph compo-
nents and are generally considered to provide highly homogenous groups. Several
works exploring this idea are reported in the literature [6]. Hansen and Delattre
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[5] reduced the partitioning problem into k classes with a minimal diameter1, to
the minimal coloring problem of a superior threshold graph in which vertices cor-
respond to objects and edges correspond to dissimilarities between two elements
which is higher than a given threshold value θ chosen among the dissimilarity
table D. In other words, G>θ is given by V = {v1, v2, . . . , vm} as vertex set and
{(vi, vj)|D(wi, wj) > θ} as edge set. The goal is to divide the vertex set V into a
partition Pk = {C1, C2, . . . , Ck} where for ∀Ci, Cj ∈ Pk, Ci ∩ Cj = φ for i �= j
(when the number of clusters k is not predefined). The notation of Pk is used
to both represent a set of clusters as well as a set of colors.

In such superior threshold graph G>θ, the minimal coloring is NP-complete
and consists to determine the minimum number of colors (clusters) needed to
color the vertices of the graph such that no two adjacent vertices (dissimilar
in the sense of threshold θ) have the same color (proper coloring). A variety of
approximations and search algorithms have been developed to solve the minimal
graph coloring problem in a reasonable amount of time. A number of simplest
graph coloring algorithms that have been proposed and analyzed in the literature
follow the paradigm of sequential coloring as described in [7]. In the sequential
coloring paradigm a strategy for ordering of the vertices is firstly prescribed.
The top vertex is put in color class number one. The remaining vertices are
considered in order, and each is placed in the first color class for which it has
no adjacencies with the vertices already assigned to the class. If no such class
exists, then a new class is created. Several different schemes have been used for
the initial ordering.

The simplest and well-known graph minimal coloring algorithm is the Largest
First (LF) one developped by Welsh and Powell in [8]. This algorithm, easy to
implement and fast, sorts the vertices by decreasing degree. Althought this algo-
rithm (when adopted in cluster analysis as in Hansen and Delattre approach [5])
tends to build a partition of the data set with effectively compact clusters, it
don’t give any importance to the cluster-separation. This is generally due to the
selection strategy of vertices with same degree to affect them to one color class in
the building of the minimal coloring of threshold graph. Indeed, given a threshold
graph G>θ, by changing the order of such treated vertices, many coloring func-
tions become possibles and valids. The main problem is to find the appropriate
coloring which is constrained to maximize the intracluster homogeneity and the
intercluster separation of the returned partition Pk.

3 Graphical Clustering of SOM

This section is devoted to discuss our modification to the minimal coloring ap-
proach for clustering self-organizing map by considering the SOM neighborhood
relations. The main idea of our McSOM approach is to use the SOM neighbor-
hood relations to constrain the construction of the threshold graph (indispensable

1 The diameter of one cluster is the largest dissimilarity between two objects belonging
to the same cluster.
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for the coloring algorithm) and the possible vertex selections during the building
of the minimal coloring of this graph.

As mentioned above, the minimal coloring based clustering approach requires
a non complete edge-weighted graph G>θ = (V , E>θ) to return a partition Pk of
W = {w1, w2, . . . , wm} neurons (referent vectors) set. In order to incorporate the
SOM neighborhood relations into the clustering problem, our first modification
concerns the construction of this non-complete graph that will be presented
to the LF algorithm. This non complete edge-weighted graph is now given by
G>θ,α = (V , E>θ,α), where:

– V = {v1, v2, . . . , vm} is the vertex set which corresponds to the data (i.e.
SOM neurons, vi for wi).

– E>θ,α is the edge set, where for each two vertices vi and vj in V , the edge
(vi, vj) ∈ E>θ,α iff D(wi, wj) > θ or SN (wi, wj) > α. D is the dissimilar-
ity matrix and SN is the SOM rectangular-neighborhood order matrix. For
exemple, two neurons considered from the red rectangle in figure 1 have a
SOM rectangular-neighborhood order equal to 1.

– θ is the dissimilarity threshold.
– α is the SOM rectangular-neighborhood order threshold.

Fig. 1. Two dimensional topological map with 1-neighborhood of a neuron c. Rectan-
gular (red) with 8 neighbors and diamond (blue) with 4 neighbors.

This proposal offers the possibility to perform the minimal coloring based
clustering approach multiple runs, each of them increasing the value of the SOM
rectangular-neighborhood order threshold α. Once all threshold values passed,
the algorithm provides the optimal neighborhood order (corresponding to one
threshold value αo) which is able to deliver satisfactory results of clustering SOM.
Consequently, this can provide a solution to the second problem highlighted in
Section 1.

The data to be clustered (i.e. SOM neurons) are now depicted by a non-
complete edge-weighted graph G>θ,α. Additional modifications of the minimal
coloring based clustering approach are considrerd in order to improve the qual-
ity of clustering by incorporating the topological relations offred by SOM. The
changes concern now the Largest First (LF) algorithm of Welsh and Powell used
for coloring the graph G>θ,α. In fact, after sorting the vertices of G>θ,α by de-
creasing degree, the LF algrithm of Welsh and Powell starts from the vertex of
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V which has the maximum degree Δ. The algorithm colors this vertex using the
color one. Then, algorithm tries to color the remaining vertices (by respecting
the decreasing order of their degree) according to the following principle: each
vertex is placed in the first color class for which it has no neighbors. If no such
color exists, then a new color is created for it.

The main problem is to find the appropriate vertex to color it when there is a
choice between many vertices with the same degree. For an illustration purpose,
suppose that we have two adjacent vertices vi and vj having the same degree
and no neighbors in one color c. Therefore, if vi is selected for coloring, it can
be assigned to color c which will not be possible after for vj , and vice versa.
We note the reliance of the coloring based clustering result to the selection
manner for such vertices. This choice is constrained to maximize the intracluster
homogeneity and then the intercluster dissimilarity of the returned partition
Pk. As a solution, we propose the following strategy: when one vertex vi with
degree d is selected for coloring and the first color c different from those of its
neighborhood is found, the vertices not yet colored, having the same degree d
and without any neighbor in c, will be simultanously considered for coloring. So
the vertex whose dissimilarity with c is minimal will be the first to color with c
and the remaining vertices will be considered later. For our McSOM approach,
this dissimilarity relies only on the neighborhood relations between neurons (c.f.
figure 1 for the neighborhhod of order 1). Hence, the distance between the vertex
vi and a color c is given by the average of SOM rectangular-neighborhood order
between wi related to vi and the neurons related to the vertices colored with c.

d(vi, c) =
1
|c|

|c|∑
j=1

SN (wi, wj) (1)

where |.| denote the cardinality.
Our idea is summarized in the procedure McSOM coloring(). For that, we

need to introduce the following notations and routines:

– degree(vi): the degree of the vertex vi in G>θ,α. It is the number of neighbors
of vi.

– Δ: the maximum degree of G>θ,α. It is also the maximal number of colors
available for coloring this graph.

– c(vi): the color (integer value) of the vertex vi in G>θ,α.
– N(vi): the neighborhood of vertex vi in G>θ,α.
– Nc(vi): the neighborhood colors of vertex vi.
– ncolors: the number of colors in the graph G>θ,α. Initially, since vertices of

G are not yet colored, ncolors is equal to 0.
– Dequeue(vi, V ) is the method which removes the vertex vi from the vertex

set V when it is colored.
– Update(d(vj , c)) is the method which updates the dissimilarity value between

the vertex vj and the color c when a vertex vi is recently affected to c. In
other words, the coloring of vi with c causes to change the dissimilarity values
d(vj , c) for each vertex vj of G>θ,α. Furthermore, although naive calculation
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Algorithm 1. Procedure McSOM coloring()
Require: G>θ,α = (V , E>θ,α); //A graph with a set of vertices and a set of edges.

1: Select the vertex v from V with the highest degree;
2: c(v) := 1;
3: Dequeue(v, V );
4: for each vertex vj ∈ V do
5: Update(d(vj , c(v)))
6: end for
7: ncolors := 1;
8: repeat
9: Select v from V ;

10: c := min{h| 1 ≤ h ≤ ncolors, h /∈ Nc(v)};
11: if (c ≤ ncolors) then
12: M := V \ N (v);
13: H := {vh|vh ∈ M and degree(vh) = degree(v) and c /∈ Nc(vh)};
14: H := H ∪ {v};
15: vi := argmin

vh∈H (d(vh, c));
16: c(vi) := c;
17: Dequeue(vi, V );
18: else
19: c(v) := c;
20: ncolors := ncolors + 1;
21: Dequeue(v, V );
22: end if
23: for each vertex vj ∈ V do
24: Update(d(vj , c))
25: end for
26: until (V = φ)

of d(vj , c) takes O(m) (i.e. m is the number of SOM neurons), it can also be
reduced to O(1) using the Update(d(vj , c)) routine based on its old value as
defined in the following equation:

d(vj , c) =
|c| dold(vj , c) + D(wj , wi)

|c| + 1
(2)

where wi is the neuron related to vertex vi recently affected to the color c.

Proposition 1. The Procedure McSOM coloring() runs in O(m2).

Proof. Procedure McSOM coloring() starts from the vertex of V which has
the maximum degree Δ. The procedure colors this vertex using the color one.
Then, algorithm tries to color the remaining vertices (at most m SOM neurons)
according to the following principle: the neighborhood colors (at most Δ colors)
of each vertex vi is checked in order to find the first possible color c for it. If
such color exists, each vertex vh, with the same degree of vi and for which c
has no adjacencies with it (at most m), is selected and for all possible vertices,
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Table 1. Characteristics of used data sets

Data sets n p #labels

Pima 768 8 2
Two-Diamonds 800 2 2
Heart Disease 303 13 2
Yeast 1484 8 10
Rings 1000 3 2
Engytime 4096 2 2
Haberman 306 3 2

including vi, the appropriate one is chosen to be placed in c. Otherwise, if no
such color exists, then a new color c is created for vi. Futhermore, in all cases,
the dissimilarities between all vertices in V (at most m) and the selected color c
are updated (O(1)). Therefore Procedure McSOM coloring() uses at most (m×
(Δ + m + m × 1)) instructions, and the complexity is O(m2). �

Proposition 2. The two-level approach using self-organizing map and our pro-
posed McSOM approach reduces considerably the runtime of our clustering
approach.

Proof. Consider the clustering of n instances (zi ∈ Rp, i = 1, 2, ..., n) using
the McSOM approach, an extension of the minimal coloring based clustering
method. This approach generates the minimal coloring of any graph G>θ,α in
O(n2) (c.f. Proposition 1). When the data set (n instances) is first clustered
using self-organizing map, McSOM is then applied, during a second step, for
clustering a set of m neurons returned by SOM (i.e. W = {w1, w2, . . . , wm}
where m = 5

√
n)2. Therefore, McSOM uses at most ((5

√
n)2) instructions. The

clustering using a two-level approach (self-organizing map and modified minimal
coloring approach i.e. McSOM) allows to reduce the complexity of this latter to
O(n). �

4 Experiments on Benchmark Data Sets

In this section, we illustrate our algorithm’s performance on several relevant
benchmark data sets, viz., Pima, Two-Diamonds, Heart Disease, Yeast, Rings,
Engytime and Haberman [9] (c.f. Table 1). For each trained SOM, McSOM,
Orig-m-col (the Original minimal coloring based clustering approach without any
neighborhood information in [5]), Agglomerative Hierarchical (AHC in the form
of Ward-based approach) and k-means clustering SOM algorithms were applied.
A comparison is made based on the quality of the partitioning obtained from
them. We remind that the Euclidian distance is applied to define the dissimilar-
ity level D between two p-dimensional referent vectors. Moreover, for each SOM

2 Heuristic proposed by T. Kohonen for automatically providing the number of neurons
in the map.
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rectangular-neighborhood order threshold (choosed between 1 and the number of
SOM row’s nrows), McSOM is performed multiple runs, each of them increasing
the value of the dissimilarity threshold θ. Once all neighborhood and dissimi-
larity threshold values passed, the algorithm provides the optimal partitioning
which maximizes Generalized Dunn’s quality index [10]. This index is designed
according some simulation studies. On the other hand, AHC and k-means ap-
proaches have been performed for several partitions over SOM neurons and for
each of them the optimal partition was returned using Davies-Bouldin qual-
ity index [10]. For an interesting assess of the results gained with the different
clustering approaches, the following performance indices are used:

– Two dissimilarity-based validity schemes called Davies-Bouldin and Gen-
eralized Dunn’s indices [10]. Considered as internal criteria, they give an
idea about the compromise between the intracluster similarity (tightness)
and intercluster dissimilarity (separation) offered by the returned partition.
Basically we would like to minimizes the Davies-Bouldin index and to
maximize the Dunn’s generalized index to achieve high quality clustering.

– Two statistical-matching schemes called Purity and Adjusted Rand index [11]
which concern the clustering accuracy. In our case, the used UCI data sets
include class information (label) for each data instance. These labels are
available for evaluation purposes but not visible to the clustering algorithm.
Indeed, evaluation is based on these two schemes in order to compare clus-
tering results against external criteria. Purity is a simple evaluation measure
which can be expressed as the percentage of elements of the assigned label
in a cluster. To compute this measure, each cluster is assigned to the label
which is most frequent in the cluster, and then the accuracy of this assign-
ment is measured by counting the number of correctly assigned instances and
dividing by n (the total number of instances). On the other hand, the parti-
tion obtained using one clustering approach will be assessed by considering
relations upon instances. Recommended by Milligan and Cooper [12], on the
basis of an extensive empirical study, we adopt the Adjusted Rand index pro-
posed by Hubert and Arabie [11] to assess the degree of agreement between
two partitions (the one obtained with the clustering algorithm (clusters) and
the correct predefined one (labels)). When comparing two clustering algo-
rithms, the one that produces the greater Adjusted Rand index and Purity
should be preferred since the partition correctly identifies the underlying
classes in the data set.

We report here our experiments using seven relevant benchmark data sets
(c.f. Table 1) chosen from UCI database [9]. Tables 2 and 3 provide the cluster-
ing results according to Generalized Dunn’s and Davies-Bouldin indices. Both
DunnG and DB measures indicate better clustering for all partitions gener-
ated by the proposed McSOM approach, except for Engytime data set where
we obtain identical results with the original minimal coloring based clustering
approach (Orig-m-col). The clusters given from McSOM are thus compact and
well-separated. This confirms the pertinence of the graph minimal-coloring tech-
nique associated with the neighborhood informations provided by SOM (1) to
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Table 2. Evaluation of clustering SOM approaches on Generalized Dunn’s index

Data sets k-means AHC Orig-m-col McSOM

Pima 0.8499(4) 1.0458(3) 1.0617(3) 1.2697(2)

Two-Diamonds 1.9678(2) 1.9753(2) 1.1833(3) 1.9754(2)

Heart Disease 0.9537(3) 0.9457(3) 0.9351(3) 1.0109(2)

Yeast 0.9254(6) 0.8861(6) 0.8094(4) 0.9263(6)

Rings 0.9639(10) 1.3313(10) 1.1175(4) 1.3565(2)

Engytime 0.9466(10) 0.7588(10) 1.1551(3) 1.1551(3)

Haberman 0.9447(5) 0.8258(9) 1.1601(3) 1.2440(2)

Table 3. Evaluation of clustering SOM approaches on Davies-Bouldin index

Data sets k-means AHC Orig-m-col McSOM

Pima 1.8147(4) 1.7892(3) 1.7378(3) 1.5665(2)

Two-Diamonds 1.0093(2) 1.0088(2) 1.2682(3) 1.0082(2)

Heart Disease 1.9826(3) 1.9847(3) 1.9796(3) 1.9563(2)

Yeast 1.4368(6) 1.4458(6) 1.4061(4) 1.3361(6)

Rings 0.9682(10) 0.8435(10) 1.2224(4) 0.8042(2)

Engytime 1.1573(10) 1.1594(10) 1.1190(3) 1.1190(3)

Haberman 1.6409(5) 1.7226(9) 1.6998(3) 1.5678(2)

Table 4. Evaluation of clustering SOM approaches on Adjusted Rand index rate (%)

Data sets k-means AHC Orig-m-col McSOM

Pima 34.56(4) 35.20(3) 28.98(3) 35.50(2)

Two-Diamonds 98.68(2) 99.34(2) 86.67(3) 99.67(2)

Heart Disease 50.29(3) 50.66(3) 50.50(3) 51.49(2)

Yeast 66.52(6) 66.69(6) 55.55(4) 66.97(6)

Rings 56.93(10) 58.63(10) 47.92(4) 59.19(2)

Engytime 57.02(10) 57.07(10) 57.53(3) 57.53(4)

Haberman 46.71(5) 44.17(9) 46.54(3) 49.97(2)

offer a compromise between the intercluster separation and the intracluster ho-
mogeneity, and (2) to improve the quality of clustering obtained by the original
minimal coloring based clustering approach (without any neighborhood informa-
tion). By considereing the topologial oganization offered by SOM, McSOM offers
a partition of data with effectively well-separated clusters and then gives a so-
lution to the problem of weak cluster-distinctness of original minimal coloring
approach.

Tables 4 and 5 list the clustering results according to Adjusted Rand index
and Purity rate. Additionally, the purity rates provided by our approach, for
Pima, Two-Diamonds, Rings and Engytime data sets, are compared with those
returned from a two recently proposed clustering SOM techniques [13] (c.f.
Table 6). They are AT-Neigh-W (Hierarchical clustering based on artificial ant
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and a new dissimilarity measure which take into account the topological order
of referent vectors) and AHC-Neigh-W (Agglomerative Hierarchical Clustering
approach based on the same dissimilarity measure)3. According to the Adjusted
Rand index measures, we observe that McSOM provides always the highest val-
ues, except for Engytime data set where we obtain identical results with the
original minimal coloring based clustering approach (Orig-m-col). Considering
the purity rate measures, McSOM provides generally better clustering results,
except for:

– Two-Diamonds and Pima, where McSOM provides the highest purity value
than all approaches except the AT-Neigh-W one. However, there is a natural
explanation. These results are expected since AT-Neigh-W provides a large
number of clusters (7 for Two-Diamonds and 5 for Pima) than McSOM (2
for Two-Diamonds and 2 for Pima). Indeed, high purity is easy to achieve
when the number of clusters is large - in particular, purity is 100% if each
instances gets its own cluster (this is the main problem of the purity rate
scheme). Moreover, we note that McSOM identifies the same number of
clusters as for the correct predefined partition (labels) which is respectively
2 for Two-Diamonds and 2 for Pima.

– Rings and Engytime, where we observe that k-means, AHC, AT-Neigh-W,
and AHC-Neigh-W achieve the best purity rates. These results are also
expected since the number of clusters returned from these approaches is also
greater than the one provided by McSOM.

– Haberman data set. Althought k-means and AHC offer slightly better purity
rate than McSOM, the latter provides the same number of clusters as for the
correct predefined partition which is much smaller than the one returned
from k-means and AHC (5 for k-means, 9 for AHC and 2 for McSOM).

Consequently, it is observed that McSOM generally achieves the highest Ad-
justed Rand and acceptable purity rates with the smallest number of clusters
(generally the same as for the correct predefined partition). It can be concluded
that McSOM generates meaningful clusters than the other clustering SOM ap-
proaches. On the other hand, by looking the results provided by the original
minimal coloring approach, we deduce that incorporating neighborhood informa-
tions (offered by SOM) in our approach increases the clustering accuracy related
to the previously discussed measures.

Notice. Throughout the experiments reported above, the optimal partition indi-
cates that a SOM rectangular-neighborhood of order between nrows

2 and nrows4

(but generally close to nrows
2 ) gives satisfactory results. This confirm the idea

that there is a SOM rectangular-neighborhood order which is well-suited to par-
tition SOM neurons in compact and well-separated clusters.

3 We note that the results of AT-Neigh-W and AHC-Neigh-W algorithms are given
from [13] and not be reproduced in this paper.

4 nrows is the number of SOM row’s.
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Table 5. Evaluation of clustering SOM approaches on Purity rate (%)

Data sets k-means AHC Orig-m-col McSOM

Pima 66.28(4) 66.28(3) 66.02(3) 67.63(2)

Two-Diamonds 99.50(2) 99.75(2) 95.25(3) 99.86(2)

Heart Disease 56.11(3) 59.08(3) 55.78(3) 59.19(2)

Yeast 43.40(6) 40.84(6) 38.07(4) 45.70(6)

Rings 95.70(10) 100(10) 70.8(4) 78.5(2)

Engytime 94.46(10) 94.48(10) 70.87(3) 70.87(3)

Haberman 75.16(5) 75.49(9) 72.32(3) 73.53(2)

Table 6. Additional comparisons on Purity with other clustering SOM approaches

Data sets AT-Neigh-W AHC-Neigh-W

Pima 72.4(5) 65.10(2)
Two-Diamonds 100(7) 96.88(5)
Rings 81.5(5) 100(11)
Engytime 88.04(7) 93.90(5)

5 Conclusion

In this work we have proposed McSOM, a new graph minimal coloring approach
for clustering self-organizing map. The purpose of this approach is to improve
the existing minimal coloring based clustering approach using the topological
organization (offered by SOM) to find a cluster partition of self-organizing map
where internal cluster cohesion and separation among clusters are simultane-
ously effective. Improvements concern the whole of the original minimal coloring
approach. The SOM topological relations are used to constrain not only the con-
struction of the weighted linkage graph of referent vectors but also the possible
vertex selections during the building of the minimal coloring of this graph. We
have implemented, performed experiments, and compared our method to other
clustering SOM approaches. We have shown significant improvements in clus-
tering quality and time complexity as demonstrated by the results obtained over
seven UCI data sets, in the form of internal and external criteria. It is concluded
that combining minimal coloring based clustering and topological organization
provided by SOM achieves better performances than either in isolation.

The present work can be extended in many directions: (1) we are leading
additional experiments on a larger real data set, and (2) producing summary
information of obtained clusters in order to evaluate the influance of SOM neigh-
borhood informations on the results, to name a few.
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Abstract. In the Web age, blogs have become the major platform for people to 
express their opinions and sentiments. The traditional blog clustering methods 
usually group blogs by keywords, stories or timelines, which do not consider 
opinions and emotions expressed in the articles. In this paper, a novel method 
based on Probabilistic Latent Semantic Analysis (PLSA) is presented to model 
the hidden emotion factors and an emotion-oriented clustering approach is pro-
posed according to the sentiment similarities between Chinese blogs. Extensive 
experiments were conducted on real world blog datasets with different topics 
and the results show that our approach can cluster Chinese blogs into sentiment 
coherent groups to allow for better organization and easy navigation. 

1   Introduction 

Most recently, Weblogs (also referred to as blogs) have become a very popular type 
of media on the Web. Blogs are often online diaries published and maintained by 
individual users (bloggers), reporting on the bloggers’ daily activities and feelings. 
The contents of the blogs include commentaries or discussions on a particular subject, 
ranging from mainstream topics (e.g., food, music, products, politics, etc.), to highly 
personal interests [11]. 

Currently, there are a great number of blogs on the Internet. According to the re-
ports from CNNIC (China Internet Network Information Center), by December 2008, 
the number of Chinese blog writers has researched 162 million, and it is reaching half 
of the total Internet users in China [4]. As the number of blogs and bloggers increases 
dramatically, developing an effective way to collect, monitor and analyze information 
on blogs can provide users key insights on ‘public opinion’ on a variety of topics, 
such as commercial products, political views,  controversial events, etc. There are 
some previous literatures about blog content based analysis [2] [5]. Different kinds of 
tools are also being provided to help users retrieve, organize and analyze the blogs. 
Several commercial blog search engines and blog tagging systems [6] [25] have been 
published on the Web. 
                                                           
* This work is supported by National Natural Science Foundation of China (No. 60573090, 

60703068, 60673139) and the National High-Tech Development Program (2008AA01Z146). 
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The vast majority of blog contents are about bloggers’ opinions, feelings and emo-
tions [16]. Most of the previous studies usually try to cluster blogs by their keywords 
and underlying topics. However, during the clustering approach, little attention is paid 
to the sentiments, which are very important feature of the blog documents. Moreover, 
there may be thousands of blog entries with various opinions on one certain topic, and 
it is really difficult for people to collect, analyze and extract the public opinions on 
this topic. For example, there is a burst of blogs writing about the famous Chinese 110 
meter hurdler Liu Xiang’s withdrawing from Beijing Olympics Games in late August, 
2008. Traditional topic-oriented blog search engines, such as Google Blog Search [6], 
can generate story coherent clusters for Liu’s events. However, these tools could not 
provide users with a summarization or guideline about people’s attitudes and reac-
tions for Liu’s behavior in blogs. From the discussions above, we can see that there 
are still some obstacles and limitations for people to make better understanding of 
bloggers' opinions and sentiments in blogs. 

In this paper, we propose a novel method to cluster Chinese blogs by hidden senti-
ment factors. Usually, bloggers express their feelings and emotions in a much complex 
way, but most previous work on sentiment mining simply classify blogs into positive 
and negative categories, and do not provide a comprehensive understanding of the 
sentiments reflected in blogs. Therefore, we employ a Probabilistic Latent Semantic 
Analysis (PLSA) based approach to model the hidden sentiment factors, and cluster 
blogs by the underlying emotions embedded in them. We develop a summarization 
algorithm to label each cluster with sentiment key words, and a ranking algorithm is 
proposed to reorganize blog entries by their contribution to the hidden sentiment fac-
tors in each cluster. By this sentiment clustering method, we can make Chinese blogs 
into groups to allow for better organization and easy navigation.  

The rest of the paper is organized as follows. Section 2 introduces the related work 
on blog mining and sentiment analysis. Section 3 models Chinese blogs using hidden 
sentiment factors. Section 4 describes the Chinese blog sentiment clustering algorithm 
based on sentiment similarity. Section 5 provides experimental results on real world 
datasets. Finally we present concluding remarks and future work in Section 6. 

2   Related Work 

There are two types of previous literatures relevant to our work. One is about blog 
mining, and the other is about sentiment analysis. 

2.1   Blog Mining 

Blogs have recently attracted a lot of interest from both computer researchers and 
sociologists. One direction of blog mining focuses on analyzing the contents of blogs. 
Glance et al. [5] gave a temporal analysis on blog contents and proposed a method to 
discover trends across blogs. In [19], the similarity between two blogs was calculated 
at the topic level, and Shen et al. presented the approach to find the latent friends who 
shared the similar topic distribution in their blogs.  

Some literatures have been published on blog clustering. Qamra et al. [17] pro-
posed a Content-Community-Time model that can leverage the content of entries, 
their timestamps, and the community structure of the blogs, to automatically discover 
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story clusters. Bansal et al. [1] have observed that given a specific topic or event, a set 
of keywords will be correlated. They presented efficient algorithms to identify key-
word clusters in large collections of blog posts for specific temporal intervals. 

Our work is quite different from the previous studies on blogs. Most of existing 
work focuses on developing topic-based clustering methods or conducting content 
analysis for blogs. We propose a novel method to group Chinese blogs into sentiment 
clusters, which could facilitate public opinion monitoring for governments and busi-
ness organizations. 

2.2   Sentiment Analysis 

Sentiment analysis is the main task of opinion mining, and most of existing work 
focuses on determining the sentiment orientations of documents, sentences and words. 
In document level sentiment analysis, documents are classified into positive and nega-
tive according to the overall sentiment expressed in them [18] [21]. However, the 
emotions that bloggers want to express are much more complex. Therefore, it would 
be too simplistic to classify the document into just positive or negative categories. In 
[12], a PLSA based method was used to model the hidden sentiment in the blogs, and 
an autoregressive sentiment-aware model was presented to predict movie box office. 
Lu et al. [13] used semi-supervised PLSA to solve the problem of opinion integration. 

Different from the traditional classification approaches for sentiment analysis, in 
this paper, we propose a PLSA based sentiment clustering method for Chinese blogs. 
An interactive sentiment clustering method on movie reviews has been proposed in 
[3]. Users need to participate in the clustering approach and the clustering results are 
highly relevant to the users’ experiences. Besides that, the emotions expressed in 
blogs are more complex than in movie reviews. Our method can model the multifac-
eted nature of sentiments and group the blogs according to sentiments they contain. 

3   Modeling the Hidden Sentiment Factors in Chinese Blogs 

3.1   Sentiment Lexicon Acquisition and Preparation 

Previous clustering methods usually focus on the underlying topics and stories in each 
blogs. Vector Space Model (VSM) is used to represent the blog entries and each ele-
ment in the vector is the weight of word’s frequency in blog entries. Since our inten-
tion is to cluster blogs by their embedded sentiments, we employ Chinese sentiment 
lexicon to give the blogs a new sentiment-bearing representation. 

There are some previous literatures on building sentiment dictionaries. We ob-
tained the Chinese sentiment lexicon NTUSD used by Ku et al. [10], which contains 
2,812 positive words and 8,276 negative words in Chinese. We also collect the data 
from Hownet Sentiment Dictionary (Hownet for short), which contains 4,566 positive 
words and 4,370 negative words in Chinese [8]. 

3.2   Chinese Blogs Preprocessing 

The preprocessing approach can be described in the following steps.  

(1) Given a Chinese blog b, firstly we segment the sentences into words by using 
Chinese text processing tools. We add sentiment dictionary into the user defined 
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vocabulary of the tools, so the precision of segment can be improved. We also tag 
the words with the part-of-speech information for next steps. 

(2) We choose the appropriate words for sentiment analysis. Since not all kinds of the 
words are good emotion indicators, we need not to extract all words as candidate 
sentiment words. Here words with part-of-speech adjective, verb, proper noun, 
adverb and conjunction are selected for further processing steps. 

(3) We pick out the words in the sentiment dictionary, so finally we get the sentiment 
words set W = {w1, w2, …, wM} in the blog b. 

(4) The frequencies of the words in W are counted, and the blog b is represented as 
feature vector. So given a blog set B = {b1, b2, …, bN}, we can use a N×M matrix 
A = (f(bi,wj))N×M to describe the blogs, and f(bi,wj) is the occurring frequency of 
sentiment word wj in the blog bi. 

After preprocessing, the Chinese blogs can be represented as sentiment matrix A 
and each element denotes a sentiment word and its frequency in one blog. 

3.3   A PLSA Based Approach for Modeling Hidden Sentiment Factors 

The traditional methods of sentiment analysis usually focus on classifying the docu-
ments and sentences by their emotion orientation. Different from the previous work, 
we attempt to find the sentiment similarities between blog articles and cluster the 
blogs by their Hidden Sentiment Factors (HSF). 

Probabilistic latent semantic analysis (PLSA) [7] and its extensions [14] have re-
cently been applied to many text mining problems with promising results. The PLSA 
model can be utilized to identify the hidden semantic relationships among general co-
occurrence activities. The bloggers' opinions and sentiments, which are usually writ-
ten in natural languages, are often expressed in complex ways. Here we consider the 
blog as being generated under the influence of a number of hidden sentiment factors 
and each hidden factor may reflect one specific aspect of the sentiments embedded in 
the blog. 

Given a blog set B, B is generated from a number of hidden sentiment factors Z = 
{z1, z2, …, zk}. Suppose P(b) denotes the probability of picking a blog document b 
from B. According to probability theory, we have the following formula: 

( , ) ( ) ( | )P w b P b P w b=  (1)

We model the embedded emotions as hidden sentiment factor Z = {z1, z2, … , zk} 
and the probability P(w|b) can be rewritten by latent variables z as: 

( , ) ( ) ( | ) ( | )
z

P w b P b P w z P z b= ∑  
(2)

Where P(w|z) represents the probability of choosing a word w from the sentiment 
word set W; P(z|b) denotes the probability of picking a hidden sentiment factor z from 
Z. Applying Bayes rule, we can transform Formula (2) as follows: 

( , ) ( | ) ( ) ( | ) ( | ) ( ) ( | )
z z

P w b P w z P b P z b P w z P z P b z= =∑ ∑  (3)
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The EM algorithm is used to estimate the parameters in PLSA model. The prob-
ability that a word w in a blog b is explained by the latent sentiment corresponding to 
z is estimated during the E-step as: 

'

( ) ( | ) ( | )
( | , )

( ') ( | ') ( | ')
z

P z P b z P w z
P z b w

P z P b z P w z
=
∑

 
(4)

And the M-step consists of: 
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After several iteration steps, the algorithm converges when a local optimal solution 
is achieved. Using the Bayes rule, we can compute the posterior probability P(z|b) as 
follows: 

( | ) ( )
( | )

( | ) ( )
z

P b z P z
P z b

P b z P z
=
∑

 
(8)

The result P(z|b) in Formula (8) represents how much a hidden sentiment factor z 
“contributes” to the blog b and the hidden factor probability set {P(z|b)|z∈Z} can 
reflect the embedded sentiments in blog b. In the next section, the sentiment similarity 
between blogs can be computed based on the hidden factor probabilities, and a blog 
sentiment clustering method is proposed. 

4   Clustering Chinese Blogs by Hidden Sentiment Factors 

4.1   Blog Sentiment Similarity Measurement 

The sentiments that people expressed in blogs are really complex, and multi-emotions 
can coexist in just one blog. For example, in one blog article, the blogger can feel sad 
and regretful for Liu Xiang’s injury, and he or she may also express hopeful altitudes 
and encourage Liu to survive this injury and recover as soon as possible. 

Various words can be used for bloggers to express one state of emotion. For exam-
ple, the words glad, joyful, pleased and delightful can express a state of happiness;  
the words sore, sorrowful, woeful can express a state of sadness. Therefore, when 
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computing similarity, the traditional Vector Space Model will be faced with sparse-
ness problem. The Fig.1 shows the VSM representation of two blogs. Blog1 = 
{w1,w2,w5,w6,w9,w12,w16,w17,w20,w22,w23} and Blog2 = {w3,w7,w8,w11,w15,w18,w19,w21}. 
There is no overlap between two vectors. However, the two blogs may be similar 
from the emotion state point of view, that is to say, the words in Blog1 an Blog2 can 
reflect the same sentiment meanings. Using Formulas (1) to (8), we can model blog-
gers’ emotions by hidden sentiment factors. As can been seen from Fig.2, the HSF has 
built a emotion state layer for the blog datasets, and the sentiment similarity can be 
calculated even if there are no overlap sentiment words between two blog articles. 

W1
W2

W6

W5

W16

W17

W20 W22

W12 W23

W9

Blog1

Similarity

W7

W11

W3

W18

W15

W21

W8

W19

Blog2  

Fig. 1. The similarity measurement by Vector Space Model 
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Fig. 2. The similarity measurement by Hidden Sentiment Factors 

From the discussion above, we know that the set {P(z|b)|z∈Z} can conceptually 
represent the probability distribution over the hidden sentiment factor space for blog 
set B. Suppose N represents the number of blogs, k represents the number of hidden 
sentiment factors, then we can build a N×k matrix D=(p(zj|bi))N×k to reflect the rela-
tionship between blogs and latent sentiment factors, and p(zj|bi) denotes the probabil-
ity of the zj hidden sentiment factor in blog bi. The distance between two blog vectors 
can represent the emotion similarity between them. Therefore we define sentiment 
similarity between blogs by applying classic cosine similarity as: 

( , )
|| || || ||

i j
i j
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4.2   Chinese Blogs Sentiment Clustering and Label Words Extraction 

The SentiSim function in Formula (9) provides us a new way to measure the similarity 
between Chinese blogs at emotion state level. Based on SentiSim, we can employ the 
existing clustering methods to do sentiment clustering tasks. In this paper, we cluster 
Chinese blog entries based on K-Means algorithm, which has already been proven to 
be an effective text clustering method. Several concrete problems during the cluster-
ing approach are discussed as follows. 

The number of clustering result categories. Given the parameter k denotes the 
number of hidden sentiment factors in blog dataset and k’ denotes the number of clus-
tering result categories in K-Means algorithm. If we know the number of result cate-
gories in advance, we set k’ to be the number of predefined categories. However, 
when the number of categories is not defined beforehand, it is difficult to predict the 
parameter k’. In this paper, we set k’ equal the number of hidden sentiment factors if 
there’s no predefined categories. 

The sentiment labels. Our intention is to make users to get better known the overall 
sentiments that bloggers express in the blog dataset. For each cluster Ci, suppose the 
number of blogs in Ci is Ni, the center of Ci can be represented by: 

1 2
1 1 1

{ ( | ) / , ( | ) / ,..., ( | ) / }
i i iN N N

i n i n i k n i
n n n

Center p k b N p k b N p k b N
= = =

= ∑ ∑ ∑  

1 2{ , ,..., }kk k k=  

(10)

The dominant HSF θci is: 

1 2arg max( , ,..., )ci kk k kθ =  (11)

The labels of Ci are the words that can reflect the key sentiments in Ci and contrib-
ute little to other clusters: 

1
( ) ( | ) ( | )

1
i

ci cn
C C

Rank w p w p w
k

θ θ
≠

= −
− ∑  (12)

We extract the top five sentiment words by Rank(w): 

L(Ci) = {wa,wb,wc,wd,we where Rank(wa) ≥ Rank(wb) ≥Rank(wc) ≥ Rank(wd)   
≥Rank(we)>others} 

(13)

Sentiment rank the blogs. When blog dataset is large, it is a time consuming task for 
people to read all of the articles to get the overall sentiments expressed in blogs. We 
rank the blogs in cluster Ci by p(b|θci). θci is the dominant HSF of Ci, therefore, if 
p(b|θci) has bigger value, it indicates the blog is more relevant to the main sentiments 
expressed in Ci. By ranking the blogs, the most topical blogs can be accessed easily 
and convenient for the users to quickly get the public opinion in the given blog dataset. 

Using Chinese Blog Sentiment Clustering algorithm (CBSC), we can group the 
blogs into k’ clusters and the elements in each cluster reflect similar emotions.  
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5   Experiments 

Our experiment is conducted on a commodity PC with Windows XP, Core2 Duo CPU 
and 4GB RAM. Since there are no standard dataset on Chinese blogs to do the work, in 
this experiment we collected the blogs from the MSN Spaces [15], which are in Chinese.  

Determining the orientation of movie reviews is very common and foundational 
work for sentiment analysis. So firstly we collect blogs about reviews on Stephen 
Chow’s movie “CJ7” (Long River 7). Totally 658 blog entries are crawled, and our 
unsupervised sentiment clustering results are compared to annotators’. 

Liu Xiang’s withdrawing from Olympic Games is the hottest topic in China, and 
people are willing to publish their opinions about this matter on blogs. We collect the 
blog entries about Liu Xiang since August 18th

 2008 when he quitted the Games, and 
these blog articles reflect people’s various attitudes and feelings toward Liu’s behav-
ior. We use Google Blog Search [6] as topic retrieval tools to find the relevant blog 
entries and total 1,578 articles are crawled for further analysis.  

Not all of the crawled blog articles contain the authors’ emotions. Three people are 
asked to annotate the dataset by the following rules: 

(1) The first two people tag the blogs as “Positive”, “Negative” and “Neutral”; 
(2) The first two people tag the blogs without authors’ sentiments as “Irrelevant”; 
(3) If there’s a disagreement between the first two people, the third people determine 

the finally category. 

By this annotating method, we classify “CJ7” blogs into three parts (Positive, 
Negative, Neutral) and finally we pick 100 blogs for each category to conduct the 
clustering experiments. Different from the blogs on movies and commercial products, 
people express their sentiments on controversial topics are more complex. The blogs 
contain the emotions such as compliment, blessing, encouragement are classified into 
“Positive” category; the blogs express a state of emotion such as condemnation, dis-
appointment, sadness are classified into “Negative” category. The blogs express au-
thors’ opinions, which are hard to determine orientation, are classified into “Neutral” 
category. Finally, we pick out 300 blog entries on Liu’s injury for each category. 

Unlike English and Spanish, there is no delimiter to mark word boundaries and no 
explicit definition of words in Chinese languages. So the preprocessing steps need to 
segment Chinese text into unique word tokens. ICTCLAS [9] is a Chinese lexical 
analysis system, which is able to make Chinese word segmentation and part-of-speech 
tagging with about 98% precision. The result words with part-of-speech adjective, 
verb, proper noun, adverb and conjunction are selected for further calculations of 
sentiment scores and finally a sentiment word matrix A = (f(bi,wj))N×M to describe the 
blog entries of each dataset. 

Firstly, we evaluate our algorithm on predefined category clustering task. We use 
clustering purity [20] as a quality measure of predefined categories blog sentiment 
clustering. For category r, Nr denotes the number of elements in r and i

rN  denotes  

the number of elements in clustering result i, which belong to r, therefore we get the 
purity for category Sr: 

1
( ) max( )i

r r
r

P S N
N

=  (14)



148 S. Feng et al. 

The entire clustering purity is defined as: 
'

1

( ) ( )
k

r
r

r

n
P B P S

n=

=∑  (15)

The clustering purities for PLSA-based algorithm are shown in Fig.3. The X-axis is 
the parameter k during the PLSA iteration steps, namely the number of hidden senti-
ment factors. Fig.3 shows that the clustering purity is relevant to the number of hid-
den sentiment factors. Fig.3(a) depicts the clustering purity for the dataset on the 
movie “CJ7” and we can get the best clustering purity 41.5% when k=4. Fig.3(b) 
shows that using NTUSD, we can get the best purity 39.3% for “Liu Xiang’s injury” 
dataset when k=5. When k grows bigger, the purities decrease gradually. 
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      (a) Blogs about the movie “CJ7”               (b) Blogs about “Liu Xiang’s injury” 

Fig. 3. The purity of PLSA-based blog sentiment clustering method 

Table 1 and Table 2 summarize our observations for different clustering models. 

Table 1. The clustering purities for “CJ7” blogs based on different models 

 NTUSD Hownet 
VSM 36.6% 34.6% 

LSA 40.9% 38.6% 

CBSC 41.5% 39.9% 

Table 2. The clustering purities for “Liu Xiang’s injury” blogs based on different models 

 NTUSD Hownet 
VSM 34% 32.1% 
LSA 35% 34.8% 

CBSC 39.3% 38.7% 

 
We predefine result categories k’=3 for VSM and LSA model. We can see from 

above two tables that when using NTUSD and proposed CBSC method, we can get 
best clustering results. And we get better clustering purities on “CJ7” dataset than  
on “Liu Xiang’s injury” dataset, however, our CBSC method achieve less improve-
ment on “CJ7” dataset than on “Liu” dataset. It can be seen from Table 2 that blog 
sentiment clustering is really a hard problem, and this may because that the emotions 
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expressed on controversial topics are much more complex than on movie and product 
reviews. Table 2 shows that in sentiment clustering task, CBSC-based method could 
achieve 15.5% improvement than VSM method and 12% improvement than LSA 
method.  

Since the embedded emotions in given dataset are complex, we attempt to cluster 
the blogs into more categories, by this way we can extract more detailed and topical 
sentiments in the dataset. NTUSD is employed as sentiment lexicon. For “CJ7” blogs, 
we set hidden sentiment factor to be 4 and set the hidden sentiment factor to be 5 for 
“Liu Xiang’s injury” blogs. Finally, we get the following clustering results, as shown 
in Fig.4, Table 3 and Table 4. 

 
        (a) Blogs about the movie “CJ7”                   (b) Blogs about “Liu Xiang’s injury” 

Fig. 4. The clustering results for CBSC algorithm 

Table 3. Cluster labels extracted from each cluster of “CJ7” 

Clusters Key Sentiment Words 

A 
Hope, recommend, ability 
Believe, hardship 

B 
weep, familiar, touched 
deserved, dream 

C 
disappointed, prepare, exaggerated 
interest, bored 

D 
cute, real, finished 
humor, comedic 

Table 4. Cluster labels extracted from each cluster of “Liu Xiang’s injury” 

Clusters Key Sentiment Words 

A 
pathetic, monopolize, commiserative 
finished, regretful 

B 
development, bad, eliminate 
cheat, abuse 

C 
fair, perfect, ego 
fortunate, hope 

D 
patriotic, logic, courtesy 
stunning, contention 

E 
attention, battlefield, fearful 
condemnation, obstacle 
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Fig.4(a) shows that the “CJ7” blog dataset has been partitioned into 4 clusters. We 
use the Formula (12) to extract cluster labels in each cluster and the corresponding 
cluster labels are shown in Table 3. We can see from Fig.4(b) that, our method has 
clustered the “Liu Xiang’s injury” dataset into 5 groups and the largest group B has 
about 46.5% of all blog articles and the smallest group C has about 5.8% of all blog 
articles. We can see from Table 3 and Table 4 that cluster labels provide a very brief 
summarization of the sentiments in each cluster. The blog ranking algorithm is ap-
plied in each cluster. Volunteers are asked to explore in the clustering result data 
space. A survey is done among the volunteers and people response that in most cases, 
the top N articles in each group reflect similar emotions and the clustering results can 
help them to make better understanding of bloggers’ opinions about Liu Xiang’s 
withdrawing Olympic Games. However, as N grows bigger, the sentiments in blogs in 
the lower position are less relevant to the corresponding cluster labels. 

From the above experiments, we can see that sentiment clustering is a hard prob-
lem for blog data. This is because that people usually express multi-facet sentiments 
in blogs on controversial topics. Grouping the blogs into just three categories (Posi-
tive, Negative, Neutral) may lose many detailed emotions embedded in blogs. The 
proposed clustering algorithm based on hidden sentiment factors can reflect the com-
plexity of emotions and extracted cluster labels are effective navigation guidelines for 
users to quickly get the public opinions on given topics. 

6   Conclusion and Future Work 

The traditional blog clustering methods usually partition blogs by topics or keywords.  
In this paper, we propose an emotion-oriented clustering algorithm to group Chinese 
blog articles according to hidden sentiment factors. Experimental results demonstrate 
that we can generate correct clusters by their embedded emotions and extract the 
sentiment labels for each cluster, thus could help users to quickly get bloggers’ topical 
sentiments on given topics. 

Further research directions include finding a way to extract the common opinions 
in each sentiment cluster. And also, the product reviews are useful data source for 
both individual customers and business companies. We will use sentiment clustering 
method to analyze people’s opinions about certain product and help latent customers 
and company leaders to make decisions. 
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Abstract. Image spam is a new trend in the family of email spams. The new 
image spams employ a variety of image processing technologies to create 
random noises. In this paper, we propose a semi-supervised approach, 
regularized discriminant EM algorithm (RDEM), to detect image spam emails, 
which leverages small amount of labeled data and large amount of unlabeled 
data for identifying spams and training a classification model simultaneously. 
Compared with fully supervised learning algorithms, the semi-supervised 
learning algorithm is more suitedin adversary classification problems, because 
the spammers are actively protecting their work by constantly making changes 
to circumvent the spam detection. It makes the cost too high for fully 
supervised learning to frequently collect sufficient labeled data for training. 
Experimental results demonstrate that our approach achieves 91.66% high 
detection rate with less than 2.96% false positive rate, meanwhile it 
significantly reduces the labeling cost. 

1   Introduction 

Spam is e-mail that is both unsolicited by the recipient and sent in nearly identical 
form to numerous recipients. Research reveals that 96.5% of incoming e-mails 
received by businesses were spam by June 2008 [1], and spam management costs 
U.S. businesses more than $70 billion annually [2]. As of 2007, image spam 
accounted for about 30% of all spam [3]. Image spam has become a more and more 
deteriorating issue in recent years [4]. 

Most current content-based spam filtering tools treat conventional email spam 
detection as a text classification problem, utilizing machine learning algorithms such 
as neural networks, support vector machine (SVM) and naïve Bayesian classifiers to 
learn spam characteristics [5–10]. These text-based anti-spam approaches achieved 
outstanding accuracy and have been widely used. In response, spammers have 
adopted a number of countermeasures to circumvent these text-based filters. 
Embedding spam messages into images, usually called “image spam”, is one of the 
most recent and popular spam construction techniques. 
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Fig. 1. Sample spam images 

Typically the image spam contains the same types of information advertised in 
traditional text-based spams, while similar techniques from CAPTCHA (Completely 
Automated Public Turing Test to Tell Computers and Humans Apart) are applied to 
manipulate the texts in the image. These techniques include adding speckles and dots 
in the image background, randomly changing image file names, varying borders, 
randomly inserting subject lines, and rotating the image slightly. Figure 1 shows some 
examples. The consequence is an almost infinite number of image-based spams that 
contain random variants of similar spam content. This kind of spam images is 
typically attached to or embedded in text with randomly generated good words or 
content lifted from famous literature. Through this, image spam has successfully 
bypassed text-based spam filters and presented a new challenge for spam researchers. 

In the early stage, there are several organizations and companies working on 
filtering image-based spam using Optical Character Recognition (OCR) techniques 
[11, 12]. SpamAssassin (SA) [13] pulls words out of the images and uses the 
traditional text-based methods to filter spams. This strategy was unavoidably defeated 
by the appearance of CAPTCHA. Therefore, it is an urgent need to develop a fully 
automatic image content based spam detection system. Several recent research works 
are targeting on it, such as the image spam hunter proposed by Gao et al. [14], Dredze 
et al’s fast image spam classifier [15], and near duplicate image spam detection [16, 
17]. Most of them leverage supervised machine learning algorithms to build a 
classifier for filtering spam images [14, 15] by using image-based features. 

However, in an adversary classification problem [18] like spam detection, it is not 
sufficient to just train a classifier once. The reason resides in the fact that any machine 
learning algorithms are estimating models based on the data statistics, and the 
assumption is that the statistics of the data used for training are similar to the data 
statistics in testing. However, spammers are always trying to counteract them by 
adapting their spamming algorithms to produce image spam emails with feature 
statistics different from what the anti-spam algorithms have been trained upon. 
Therefore, the anti-spam algorithms may need to be re-trained from time to time to 
capture the adversary changes of spam statistics. 
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Fig. 2. Prototype system diagram 

Furthermore, collecting sufficient labeled spam images for re-training the 
classifiers is a very labor intensive and costly task. Therefore, it is not desirable, if not 
possible, to label a large amount of images attached in emails for re-training  
the classifiers each time, especially when it has to be done very frequently to keep the 
pace with the spammers. In order to avoid such high cost of labeling large amount of 
data, a semi-supervised learning scheme [19] is a more efficient choice, where we can 
leverage small amount of labeled image data and large amount of unlabeled data for 
training the classifiers. 

In this paper, we propose a regularized discriminant EM algorithm (RDEM) to 
perform semi-supervised spam detection. RDEM improves discriminant EM (DEM) 
algorithm by leveraging semi-supervised discriminant analysis. In particular, we 
regularize the cost function of multiple discriminant analysis (MDA) [20] in DEM 
with a Laplacian graph embedding penalty. Inherited from the DEM, our approach 
performs both transductive learning and inductive learning. We test the proposed 
approach on an image spam dataset collected from Jan 2006 to Mar 2009, which 
contains both positive spam images collected from our email server, and negative 
natural images randomly downloaded from Flickr.com and other websites by 
performing image search using Microsoft Live Search. Our approach achieves 2.96% 
false positive rates with 91.66% true positive rates with less than 10% labeled data on 
average. Comparison results with previous literature demonstrate the advantages of 
our proposed approach. 

2   System Framework of RDEM Image Spam Hunter 

In this section, we describe a semi-supervised Image Spam Hunter system prototype to 
differentiate spam images from normal image attachments. Figure 2 shows the system 
diagram. We first randomly choose and label a small percentage of spam images as the 
positive samples and general photos as the negative samples to form the labeled 
training dataset. The unlabeled training dataset is randomly chosen from the mixed 
pool of spam images and normal photos. There is no need for clustering the spam 
images and normal photos into groups in our prototype system, because the Gaussian 
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mixture model (GMM) in our algorithm is able to deal with the multi-class 
categorization problem automatically. 

The RDEM algorithm, which will be further detailed in Section 3.3, is then applied 
to the training dataset, which includes both small amount of labeled training data and 
large amount of unlabeled training data, to build a model for distinguishing the image 
spams from good emails with image attachments. The unlabeled training data are 
labeled in this process, which is the transductive learning part of the proposed RDEM 
algorithm. A Gaussian mixture model is induced simultaneously in a discriminative 
embedding space, which could be further used to classify new data. This is the 
inductive learning part of the RDEM algorithm. Because of this joint transductive and 
inductive learning process, our proposed semi-supervised image spam hunter is robust 
to the random variations that exist in current spam images, and easy to adapt to the 
new changes for image spams in terms of the low labeling cost. 

It is worth noting that our semi-supervised spam hunter also fits well as a helpful 
component running at the beginning of other supervised anti-spam systems to boost 
the small amount of labeled data. Once enough labeled data is generated through the 
component, a fully supervised classifier could be further trained for automated spam 
detection. In a sense, the proposed semi-supervised spam detection scheme could also 
be functioned as a bootstrap system for a fully supervised spam hunter such as the one 
proposed by Gao et al. [14]. 

3   Regularized Discriminant EM Algorithm 

We improve the discriminant EM (DEM) [21] algorithm for semi-supervised learning, 
which introduces a graph Laplacian penalty [22, 23] to the discriminant step of the 
DEM algorithm. We call it regularized DEM algorithm (RDEM). In the rest of this 
section, we first introduce the classical unsupervised EM algorithm [24], then present 
the details of the DEM algorithm [21] and RDEM algorithm, respectively. 

3.1   EM Algorithm 

EM [24] algorithm is an iterative method to perform maximum likelihood parameter 
estimation with unobserved latent variables in a probabilistic model. Formally, let = {( , )} where is the observed data,  is the unobserved data, and  
is the parameter vector which characterizes the probabilistic model of . Denote = { } , = { } , and the log likelihood function by ( , , ) . In our 
formulation, we assume that the data model is a Gaussian mixture model (GMM) of  

components, therefore = , , ∑ , where ,   and ∑ are the mixture 

probability, mean, and covariance matrix of the -th Gaussian component , , ∑ , respectively. Furthermore, we define = where 0 1 

represents how likely data point belongs to the -th Gaussian component. Let  
be the estimated parameter at the iteration 1 of the EM algorithm, at iteration , 
the EM algorithm runs the following two steps to estimate the Gaussian mixture 
model: 
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E-Step: Calculate the expected value of ( , , )  w.r.t. ( | , ) , given the 
current , i.e., ( | ) = ( ( , , )| , ). We have  

= , , ∑∑ ( | , , ∑ ), (1)

( | ) = log12 log ∑ 12 ( ) 2 log 2 . (2)

M-Step: Find the parameter θ  such that θ = arg max Q(θ|θ ). We have 

= 1 , = ∑∑ , (3)

∑ = ∑ ( )∑ . (4)

Estimating GMM using EM is a popular approach for unsupervised clustering of 
data. The EM iterations are guaranteed to find a local optimal estimation. 

3.2   Discriminant EM Algorithm 

Discriminant EM [21] (DEM) is a semi-supervised extension of the original EM 
algorithm. It assumes that the data can be categorized into c different classes, and the 
structure of the data can be captured by a GMM with c components in a 1 
dimensional discriminant embedding space. Let = {( , )} be the set of labeled 

data, where {1,2, , } is the label of the data . Let = {( , )} be 

the set of unlabeled data, where = is the unknown soft labels of . 

Moreover, let and be the projection of and in the 1  dimensional 
discriminant embedding represented by an n × (c − 1) projection matrix W, i.e., = and = . Also let , , ∑  be the parameters of the -th Gaussian 
component , , ∑  of the GMM in the embedding space. The DEM algorithm 
is composed of the following three steps: 

E-Step: Estimate the probabilities of the class labels for each unlabeled data , i.e., = , , ∑∑ , , ∑ . (5)

D-Step: Perform multiple discriminant analysis [20] based on the labeled data  and 
soft labeled data , by solving the following optimization problem to identify the 
optimal embedding , i.e., 
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= max , (6)

where 

= , (7)

= ,     (8)

= 1 , (9)

= 1∑ ( , ) ∑ ( , ) ,  (10)

and ( , ) is the Dirac delta function which takes value one when equals  and zero 
otherwise. is composed of the eigen vectors corresponding to the largest 1 
eigen values of the generalize eigen system = . Then both the labeled and 
unlabeled data are projected into the embedding, i.e., = , = . (11)

M-Step: Estimate the optimal parameters of the GMM in the embedding space, i.e., 

= 1 ( , ) , (12)

= ∑ ( , ) ∑∑ ( , ) ∑ , (13)

∑ = ∑ ( , ) ∑∑ ( , ) ∑ . (14)

These three steps are iterated until convergence. As we have already discussed, 
although DEM itself is a semi-supervised algorithm, the D-step is a purely supervised 
step. This is not desirable because it fully trusts the labels estimated from the E-step. 
We proceed to replace it with a semi-supervised discriminant analysis algorithm. 

3.3   Regularized Discriminant EM Algorithm 

Cai et al. [25] and Yang et al. [26] propose a semi-supervised discriminant analysis 
algorithm to leverage both labeled and unlabeled data to identify a discriminant 
embedding for classification. Following the common principle of learning from 
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unlabeled data, which is to respect the structure of the data, semi-supervised 
discriminant analysis introduces a graph Lapacian regularization term into multiple 
discriminant analysis, based on the regularized discriminant analysis framework 
proposed by Friedman [27]. The intuition of applying the graph Laplacian 
regularization is that in a classification problem, data points which are close to one 
another are more likely to be categorized in the same class. More formally, for the 
unlabeled data set , let = , , ,  be the data matrix, we define = 1, ( ) ( )0,         , (15) 

where ( ) indicates the -nearest neighbors of the data point u. Let = , and =  where = ∑ . Both are  matrices.  defines a -
nearest neighbor graph. Following previous work on spectral cluster [22, 23], the 
graph Laplacian is naturally defined as ( ) = ∑ ∑ ( )   (16)

= 2 2  (17)

= 2 ( ) = 2 , (18)

there  is the Laplacian matrix [22, 23]. It is clear minimizing ( ) with respect to  
would result in that data close to one another would be also close to one another in the 
embedding space. Following the regularized discriminant analysis [27], we introduce 
this graph Laplacian [22] regularization term into the multiple discriminant analysis 
cost function (i.e., Equation 6), i.e., = arg max , (19)

where and are defined in Equation 7-10, and  is a control parameter to balance 
between the supervised term and unsupervised term, respectively. In the D-Step, we 
shall replace Equation 6 with Equation 19 and perform a semi-supervised 
discriminant analysis. We denote = . Because of the graph Laplacian 
regularization term, W�is composed of the  eigenvectors corresponding to the  
largest eigen values in the generalized eigen system = . Keep the other two 
steps unchanged in the DEM algorithm discussed in the previous subsection, we 
propose an improved DEM algorithm. Named after the regularized discriminant 
analysis, we call it regularized DEM algorithm (RDEM). One thing we should notice 
that there is a small difference between Equation 19 and the formulation proposed by 
Cai et al. [25], because our formulation also takes the soft labels of the unlabeled data 
into consideration. It is clear that when = 0, Equation 19 degenerates to Equation 6. 
In a sense, DEM is a special case of the regularized DEM algorithm. 

Inherited from the DEM, our proposed approach performs both transductive 
learning and inductive learning. It performs transductive learning since the unlabeled 
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data will be labeled after the training process by the maximum a posteriori estimation. 
Meanwhile, the induced GMM model in the discriminative embedding space can be 
used straightforwardly for classifying new data samples. 

4   Image Features 

We adopt an effective set of 23 image statistics [28–30] integrating color, texture, 
shape, and appearance properties for image spam detection. 

Color Statistics: We build a 10 dimensional color histogram in the joint RGB space, 
i.e., each color band is quantized into 10 different levels. The entropy of this joint 
RGB histogram is the first statistics we adopted. We also build an individual 100 
dimensional histogram for each of the RGB band, 5 statistics are calculated from each 
of these three histograms, including the discreteness, mean, variance, skewness, and 
kurtosis. The discreteness is defined as the summation of all the absolute differences 
between any two consecutive bins. The other four are all standard statistics. Hence we 
adopt 16 color statistics in total. 

Texture Statistics: We employ the local binary pattern (LBP) [31] to analyze the 
texture statistics. A 59 dimensional texture histogram is extracted. It is composed of 
58 bins for all the different uniform local binary patterns, i.e., those with at most two 0~1 transitions in the 8-bit stream, plus an additional bin which accounts for all other 
non-uniform local binary patterns. The entropy of the LBP histogram is adopted as 
one feature. This adds in 1 texture statistics. 

Shape Statistics: To account for the shape information of the visual objects, we build 
a 40×8 = 320 dimensional magnitude-orientation histogram for the image gradient. 
The difference between the energies in the lower frequency band and the higher 
frequency band are used as 1 feature. The entropy of the histogram is another feature. 
We further run a Canny edge detector [32] and the total number of edges and the 
average length of the edges are adopted as two statistics. These produce 4 shape 
statistics in total. 

Appearance Statistics: We build the spatial correlogram [33] of the grey level pixels 
within a 1-neighborhood. The average skewness of the histograms formed from each 
slice of the correlogram is utilized as one feature. Another feature is the average 
variance ratio of all slices, where the variance ratio is defined as the ratio between the 
variance of the slice and the radius of the symmetric range over the mean of the slice 
that accounts for 60% of the total counts of the slice. These add up to 2 appearance 
statistics. 

5   Experiments 

Three quantities, i.e., recognition accuracy, true positive rate, and false positive rate, 
are adopted to compare the different approaches. The recognition accuracy stands for 
the overall classification accuracy of both spam and non-spam images. The true  
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Fig. 3. The recognition accuracy of the RDEM algorithm with different setting of . Each bar 
presents the average recognition accuracy and the standard deviation over 20 random 
label/unlabel splits. Note  = 0 is equivalent to run the original DEM algorithm. 

positive rate represents the portion of the spam images being classified as spams, 
while the false positive rate indicates the portion of the non-spam images being 
classified as spam. We have to remark that most often a spam detection system would 
prefer to work with low false positive rate, and very few missing detections of spams 
are acceptable. 

5.1   Data Collection 

We collected two sets of images to evaluate our semi-supervised spam hunter system: 
normal images and spam images. We collected 1190 spam images from real spam 
emails received by 10 graduate students in our department between Jan 2006 and Feb 
2009. These images were extracted from the original spam emails and converted to 
jpeg format from bmp, gif and png formats. Since we anticipate the statistics of 
normal images will be similar to those photo images found in social networking sites 
and image search results from popular search engines, we collected 1760 normal 
images by either randomly downloading images from Flickr.com or fetching the 
images from other websites from the search results on Microsoft Live Image Search 
(http://www.live.com/?scope=images). 

5.2   Comparison to DEM 

To simulate the real application scenarios, we randomly sample 10% (small portion) 
of the images from the data we collected to represent the labeled data, and the rest are 
regarded as the unlabeled data. We call one such random sample as 1 split. Since  in 
Equation 19 controls the impact of the graph Laplacian regularization in the RDEM 
algorithm, we first explore the impact of it. The recognition accuracy is calculated 
based on the maximum a posteriori label estimate.  
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Figure 3 presents the recognition accuracy with different settings of . We test 10 
different settings to vary  from 0.1 to 1.0 with a stride of 0.1. Each black marker 
presents the average recognition accuracy over 20 random splits. The bar overlayed 
on each marker presents standard deviation of the recognition accuracy over 20 splits. 
As we can clearly observe, the recognition accuracy of RDEM is not that sensitive to 
the setting of . For 0, the average detection accuracies are all above 90%. 
Indeed, the marker corresponding to = 0 is exactly the recognition accuracy of the 
DEM algorithm. It shows that RDEM is superior to DEM with all the different 
settings of .  

In the experiments, we use 3 Gaussian components to model the spam images, and 
another 3 Gaussian components to model ordinary images. Since  = 0.8 presents the 
best recognition accuracy of 94.84% for RDEM, we use it for all the other 
comparisons. We further compare RDEM and DEM in terms of the average true 
positive rate and false positive rate in Table 1. As we can see the RDEM outperforms 
the original DEM algorithm significantly, i.e., it achieves both higher true positive 
rate and lower false positive rate than the DEM. It is also worth noting that the 
detection results of the RDEM algorithm are also more consistent, i.e., the standard 
deviation of the detection rates from it are smaller. This manifests that RDEM is 
statistically more stable. 

Table 1. Comparison of RDEM with DEM algorithm. 

Method Ave. True Positive Ave. False Positive 
DEM 85.38% 5.20% 9.69% 7.00% 

RDEM( = 0.8) 91.66% 2.33% 2.96% 1.45% 

5.3   Comparison to Supervised Learning Methods 

Table 2 shows the comparison of the accuracy of our RDEM method against two 
popular supervised learning methods, the Boosting tree [34] and SVM [35], with 
different amount of labeled data. The Boosting tree [34] was leveraged by Gao et al. 
[14] to detect the spam images, and SVM [35] has demonstrated to be the optimal 
classifier in many applications. We can observe that RDEM demonstrates consistent 
performance gain over the Boosting tree and SVM with either 1%, 5% or 10% of 
labeled data. For example, RDEM can still achieve 88.40% true positive rate with a 
false positive rate of 5.61%, given the labeled data only accounts for 1% of the total 
data in our data collection (i.e., 12 spam images and 18 normal photos).  

As we also observe, when the number of labeled data is small, the variances of the 
true positive rates of both the Boosting tree and the SVM are much higher than that of 
the RDEM algorithm. This is quite understandable since for strong supervised 
learning algorithms such as boosting tree and SVM, lacking of labeled training data 
would make the learning process very brittle and unstable. Hence they show very high 
variances. Our preliminary results show a very good cost performance of RDEM. The 
small number of labeled data in the training stage is extremely valuable for the real 
client-side email spam detection system, as it avoids annoying the end users by the 
tedious task of labeling a lot of image spams, and provides the spam detection system 
a good start. 



162 Y. Gao, M. Yang, and A. Choudhary 

Table 2. Comparison of the RDEM against the Boosting tree and SVM methods with different 
amounts of labeled data 

Method Ave. True Positive Rate 
 1.0% 5.0% 10.0% 

RDEM ( = 0.8) 88.40% 3.19% 90.89% 3.57% 91.66% 2.33% 
Boosting tree 67.09% 38.92% 72.99% 36.64% 86.87% 5.71% 

SVM 19.39% 33.74% 51.59% 25.21% 68.51% 17.48% 
Method Ave. False Positive Rate 

 1.0% 5.0% 10.0% 
RDEM ( = 0.8) 5.61% 4.09% 3.61% 2.82% 2.96% 1.45% 

Boosting tree 4.85% 4.15% 5.06% 3.94% 3.44% 1.94% 
SVM 12.65% 29.72% 9.80% 13.48% 9.25% 9.60% 

6    Conclusion and Future Work 

We proposed a semi-supervised system prototype based on a regularized discriminant 
EM algorithm to detect the spam images attached in emails. The proposed method 
employs a small amount of labeled data and extracts efficient image features to 
perform both transductive and inductive learning to detect the spam images, and 
achieves promising preliminary results. Future research will be focusing on further 
improving the computational efficiency of the RDEM algorithm, and exploring more 
discriminative image features. 
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Abstract. In this paper, we focus on how to overcome several limitations in the 
traditional research of collaborative filtering(CF). We present a novel CF rec-
ommendation algorithm, named DSNP(Dynamic Similar Neighbor Probability). 
This algorithm improves the neighbors’ similarities computations of both users 
and items to choose the neighbors dynamically as the recommendation sets. 
How to select the confident subsets which are the most effective neighbors to 
the target object, it is the first stage. A major innovation is by defining a dy-
namic neighbor probability over the trustworthy subsets. Moreover, we define a 
prediction algorithm that combines the advantages of dynamic neighbor coeffi-
cient with the user-based CF and the item-based CF algorithms. Experimental 
results show that the algorithm can achieve consistently better prediction accu-
racy than traditional CF algorithms, and effectively leverage the result between 
user-based CF and item-based CF. Furthermore, the algorithm can alleviate the 
dataset sparsity problem.  

Keywords: Dynamic Similar Neighbor Probability, Collaborative Filtering, 
Recommendation System, Similarity Criterion, Trustworthy Subset. 

1   Introduction 

Over the years, the researches of recommendation systems discuss several different 
technologies, mainly as follows: memory-based CF recommendation [1],[2], cluster-
ing-model recommendation[3[,[4], content-based CF recommendation[5],[6], ontol-
ogy-based model recommendation[7], etc. Because of requiring so much time to train 
and upgrade the model, model-based methods cannot handle with growing data range 
as collaborative filtering approaches. But with the continuous dramatic increase in the 
number of users and items, it is anticipated that, for scalability in practically, CF  
recommendation method is used more and more widely. 

The recent techniques in CF research by collecting the neighbors from the user-
related or item-related objects, which used to alleviate several challenges of recom-
mender systems, such as: data sparsity [10], cold start[11]and scalability[7]. However, 
the traditional CF research still has some limitations: 
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(1) In CF research, many methods [1,8] use kNN(k-Nearest Neighbors) to select the 
recommender objects for the unknown ratings. But sometimes, k may not be the 
optimum. 

(2) Traditional CF methods adopt the ranking by the similarity to select the recom-
mender objects for the target one[4, 9]. The higher similarity object, the more  
possibility to be selected. However, the higher similarity object maybe be proba-
bly reflected by the less common interest ratings. 

(3) In the past, the research in CF usually only consider one of the user-based and  
the item-based method, or overestimate the influence of one from the other [1,9]. 
Before we make some prediction about the unknown ratings, the analysis to the 
user-based and item-based method is required. However, the researchers less learn 
the relation between the both methods. We should know how to combine both 
methods dynamically to improve the quality of the recommender systems. 

The main contribution of this paper, we focus on how to overcome several limita-
tions in the research area of collaborative filtering(CF). The remainder of the paper is 
arranged as follows. In section 2, we introduce the definition of the problem and  
the related work in traditional CF research. Section 3 describes the main contribution 
of our algorithms step by step and discusses the time complexity. The experimental 
results on the MovieLens dataset and some discussions are shown in Section 4.  
Finally, we conclude our work in section 5. 

2   Problem Definition and General Approach 

In the typical recommender system, there is a list of s users and a list of t items. Every 
user can express his/her opinions about the list of items. The goal of a collaborative 
filtering algorithm is to suggest new items or to predict the utility of a certain item for 
a particular user based on the user's previous likings and the opinions of other like-
minded users. 

Table 1. R(s×t)User-item ratings matrix 

 I1 … Ij … It 
U1 R1,1 … R1,j … R1,t 
…      
Ua Ra,1 … Ra,j=? … Ra,t 
…      
Us Rs,1 … Rs,j … Rs,t 

 
In the matrix, there is a list of s users { }s21 UUUU ,...,,= in the rows, while the cols 

represent the items { }t21 IIII ,...,,= . The rating of the user Ua to item Ij is Ra,j, which 

denotes the user interest. 

2.1   Similarity Measure 

There are a number of different ways to compute the similarity between users, such 
as: cosine-based similarity, Pearson correlation coefficient and some other revised 
similarity.  
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(1) Cosine-based similarity 
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which rated by both user a and b is denoted by I ′ , which )(
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(3) Revised similarity method 
The user similarity value is based on the items they both rated. If the number of co-
rated items is too small, the result will be not sound enough. To shrink this effect, 
Herlocker [12,13] proposed to use the following modified similarity computation 
equation. From Herlocker’s research, Ma[2] proposed to set the threshold valueγ to 

revise the similarity. 
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2.2   Traditional kNN-Based CF Algorithm 

Through the similarity measure, select the k nearest neighbors(kNN) of user a which 

have rated the item x, noted as )( ak US . ( kUS ak =)( ). Using user-based CF(UBCF) 

to predict the un-known rating jaR , . 
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(4) 

aR  and 
xR  individually expressed the average ratings of user a and x. Finally,

jaR ,
 

is predicted by formula(4). The traditional CF algorithm usually adopt kNN-based to 
predict the unknown ratings.  

3   CF Recommendation Algorithm Using Dynamic Similar 
Neighbor Probability 

Traditional CF algorithms basically calculate the relationships among the objects  
of the users set or the items set independently, and predict the feature of the target 
object. These researches usually only consider one-side of the user-based and the 
item-based method, or overestimate the influence of some one from the other. For 
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example, if we want to predict the rating, we not only use user-based CF(UBCF) to 
select the neighbors of the target user who have rated the target item, but also use 
item-based CF(IBCF) to select the neighbors of target item which have been rated by 
the target user. However, if the target user have shown his interest to so many items, 
but less users have rated the target item, UBCF methods will get lower accuracy than 
IBCF methods because IBCF methods will be more efficient to get the neighbors of 
the target item. In the practice, we should learn how to effectively leverage the result 
between UBCF and IBCF. 

3.1   Dynamically Similar Neighbors Selection 

The weakness of k nearest neighbors algorithm for large, datasets diversity led us 
to explore alternative neighbor selection technique. Our approach attempted to select 
the dynamically similar neighbors (DSN) for the target. We introduce two thresholds 
μ  and ν , the one is used for the similarities among the users, the other is for the 
similarities among the items. For example, If the similarity between the neighbor and 
the target user is larger than μ , then this neighbor is selected as the recommender 

user. A set of recommend users )(
a

US  can be defined as (5), the set of recommend 

items )(
j

IS  can be formulated as (6). 
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According the equation (5) and (6), we calculate )(
a

USm  and )(
j

ISn . 
 

3.2   Definition of the Confidence Subset 

During the process of recommender objects selection, the similarity is the main  
standard guideline. Traditional CF methods use the ranking of the similarity to select 
the recommender objects for the target rating[4,8,12]. The higher similarity object, the 
more possibility to be selected. However, the higher similarity object maybe be 
probably reflected by the less common interest ratings, the accuracy of the prediction 
will be decreased. If we judge the neighbors only by their similarity, it maybe partly 
low confident. So, we not only consider the similarity larger than the threshold, but 
consider the number of common interest ratings within these two objects. We intro-
duce two thresholds ε  and γ , which are applied as the thresholds of the common 

ratings. We define )(
a

US ′  for user a as the confident subset of the recommend 

set )(
a

US  in (7), and define )(
j

IS′  for item j as the confident subset of the recom-

mend set )(
j

IS  in (8). 
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xaIIUUmSiUUS
xa UUxaxa ,),()(   (7)

yjUUIImSiIIS
yj IIyjyj ,),()(   (8)

We calculate the number of the two subsets: )(
a

USm and )(
j

ISn . 
 

3.3   Leverage the Neighbors Sets 

Using UBCF algorithm predicts the unknown rating by the ratings of the similar us-
ers, while IBCF algorithm predicts the unknown rating by the ratings of the similar 
items. However, predicting the unknown rating only using UBCF algorithm or only 
using IBCF algorithm will loss some important information of the ratings matrix. 
Even if we use the average of the two results or set a experimental weight, it can’t 
improve the accuracy of the predictions. We propose to dynamically integrate UBCF 
and IBCF algorithms, and take advantage of users’ correlations and items’ correla-
tions in the ratings matrix. Hence, our approach focuses the confidence of the two 
different algorithms results to define the dynamic neighbor coefficient, which is used 
in the CF algorithm to produce a new prediction result. Which algorithm prediction 
has higher confidence, it will be appropriate the more proportion of the new predic-
tion result.  

For example, we want to predict the ratings of Ra,j=?. It can get the confidence val-

ues of UBCF and IBCF by (7),(8). Respectively, )( aUSm ′=′  and )( jISn ′=′ .The values 
of m′ and n′  depend on the neighbors of the unknown ratings, they will change at 
different target. So we can’t figure them before prediction.  

We introduce the coefficient λ  which is used to determine how the prediction re-
lies on UBCF prediction, while λ−1  is used to determine the proportion of the IBCF 
prediction. They are defined as:  

nm

m
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′
=′

φ
))(Pr( ,( 0≥φ ) 

The optimal parameter φ  can be trained through the training process. We will il-
lustrate it in the experiment. 

3.4   CF Based on Dynamic Similar Neighbor Probability 

We combine the parameter and coefficient defined above into the CF algorithm. Us-
ing CF algorithm using DSNP(Dynamic Similar Neighbor Probability), which inte-
grates the UBCF and IBCF dynamically to create a new prediction. The recommender 
formula is divided into two situations as below. 

If 0>′m  or 0>′n , it means some neighbors of the unknown ratings are confi-
dent enough to make a  recommendation , we prior to choose (9) to recommend: 
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(9)

aR and xR  represent the average rating of user a and user x in ratings matrix re-

spectively. jR  and yR  represent the average rating of item j and item y. Supposing 

the similar users set of user a is null( m′ =0), while the similar items set of item j is 

not null( n′ >0). As (9), the result completely depends on collaborative filtering by the 
similar neighbors of item j. In opposition, we can get the final result by the UBCF 
algorithm.  

3.5   Algorithms and Performance Analysis 

According to the DSN method mentioned in 3.1 and 3.2, our algorithm based dynamically 
similar neighbors selection. This algorithm automatically searches the recommender sets 
and confident subsets for the unknown ratings to complete the prediction task. 
 

Algorithm 1. Search_DSNObj (Search the DSN set of the target object) 

Input: Ratings matrix )( tsR × , the user aU , item jI
, threshold γενμ ,,,  

Step 1: In ratings matrix )( tsR × , we use the revised similarity method to calculate 
the similarity matrix of the users and items respectively, and store in two  
matrixes: s)m(sArr_UserSi ×  and t)m(tArr_ItemSi × . 

Step 2: Considering the similarity matrix s)m(sArr_UserSi × . Every user x, which 

has the similarity value ),(mSi xUaU′  larger than μ , is selected into )( aUS . If the 

common ratings number of user a and user x larger than ε , as ε>
xa UU II ∩ , then 

we put user x into )( aUS ′ . 

Step 3: Considering the similarity matrix t)m(tArr_ItemSi × . Every item x, which 

has the similarity value ),(mSi xIjI′  larger thanν , is selected into )( jIS . If the 

number of the users co-rated item j and item x larger than γ , as γ>
xj II UU ∩ ,  

then we put user x into )( jIS ′ . 

Output: The DSN set )( aUS and )( aUS ′ of aU , the DSN set )( jIS  and )( jIS′   

of jI  
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In DSNP algorithm, through step 1 and 2 to get the similar neighbors of the user 
and item. Our Search_DSNObj algorithm sets the thresholds to limit the similar 
neighbors in a acceptable scale, usually the number of the similar neighbors set is a 

integer. So the time complexity is 2 × )1(O . Step 4 and 5 is to provide the prediction 
rating, which need to loop the formula by the number of the neighbors set. So the time 
complexity is 2 × )1(O . Therefore, DSNP algorithm complexity is )1(4 O× . 

 

Algorithm 2. CF recommendation algorithm using Dynamic Similar Neighbor  
Probability(DSNP) 

Input: The target user a and item j, coordinator parameters φ  

Step 1: In the similar neighbor set )( aUS of the user a, calculate )( aUSm = , while 

the number of confidence neighbors set is )( aUSm ′=′
. 

Step 2: In the similar neighbor set )( jIS of the item j, calculate )( jISn = , while the 

number of confidence neighbors set is )( jISn ′=′
. 

Step 3: select the appropriate coordinator parameter φ ,  

Step 4: If 0m >′
or

0n >′ , as formula (9), return the prediction rating jaR , .  

Step 5: Else if m>0 or n >0, using m and n replace m′ and n′ , as formula (9), return 
the prediction rating jaR , . 

Output: The prediction rating of jaR ,  

4   Experiment 

Through experiments, we expect to evaluate the recommendation quality of our algo-
rithms, and to answer the following questions: 1) How about the coordinator parame-
ter will impact on the result of the prediction algorithm, can it get a better prediction 
result? 2) The comparison of the DSNP CF algorithm and other CF algorithms. 
Which algorithm can get the better prediction accuracy? 

4.1   Dataset 

We used real dataset from the MovieLens recommender system[14]. The density of the 
ratings matrix is 6.3%. It shows in this dataset the ratings matrix is a very sparse. As 
usual experiments, we randomly select 300 users from the dataset Firstly. Then, we use 
80% of the data was used as training set and 20% of the data was used as test set. The 
thresholds for the experiments are empirically set as follows: μ =ν =0.2,ε =30,γ =20. 

4.2   Evaluating the Quality 

There are several types of measures for evaluating the quality of a recommender sys-
tem. Evaluate the accuracy of a system by comparing the numerical recommendation 
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scores against the actual user ratings for the user-item pairs in the test dataset. Mean-
Absolute-Error (MAE) between real ratings and predictions is a widely used meas-
urement. The lower the MAE, the more accurately the recommendation algorithm 
predicts user ratings. 

4.3   Experiment with Different Parameterφ  

The size of parameter φ  has significant impact on the prediction quality. This experi-
ment is designed to set different value of coordinator parameter φ , and to compare 
with the UBCF and IBCF algorithm. Through the comparison, our purpose is to study 
how to choose the appropriate parameter φ  to reconcile the DSNP recommendation 
algorithm between the UBCF and IBCF algorithm. 

In this experiment, the x-axis presents the value of parameter φ , the y-axis presents 
the MAE of the test dataset. Because the result of UBCF algorithm is better than the 
result of IBCF algorithm, hence, the parameter φ  will start from 1 and gradually in-
crease. Through the experiments of the 300 users are shown in figure 1 , we can see 
the results of DSNP are not as good as the results of UBCF, when the parameter φ  is 
too small.  

During the parameter φ  increasing from 1 to 20, the MAE values of the experi-
ments step down significantly, which are lower than the other algorithms. When the 
value of parameter φ  increases from 20 to 200, as the trend analysis, the value of 

nm

m

′+′×

′×
=

φ

φ
λ  will increase towards 1. It means the final prediction will more reliable  

to the result of UBCF algorithm. We can obtain the optimal value of parameter φ   
in the experiment as example. When the parameter φ  is near to 20, the MAE value  
is to a minimum. Hence, we select φ =20 as an optimum value for the subsequent 
experiment. 

Comparison of MAE on different values of phi

0.6

0.65

0.7

0.75

0.8

0.85

1 3 6 10 20 30 50 80 100 150 200

Value of Coordinator Phi

M
A
E

IBCF UBCF Phi

 

Fig. 1. Comparison of MAE on the different values of phi 
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4.4   Comparison Traditional CF and DSNP Algorithms 

The purpose of this study is to experimentally determine the prediction accuracy of 
the DSNP. We compare them to the traditional CF algorithms and the EMDP (Effec-
tive Missing Data Prediction) algorithm, which is the relatively industry-leading CF 
research[2]. The x-axis in the experiment figure is the number of similar neighbors of 
the target item; the y-axis presents the MAE of the testing dataset.  
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Fig. 2. Comparison of traditional CF and DSNP algorithm 

In the experiment, comparing with the traditional UBCF, IBCF algorithm and the 
recent EMDP algorithm, we can learn that the DSNP algorithm can consistently get a 
lower MAE and provide better quality of predictions. When the neighbors of the tar-
get item increase, the MAEs step down together, the qualities of recommendation are 
improved. The more neighbors in the dataset, the more significant results will be get. 

5   Conclusion 

Recommendation system is a hot research in the very wide application areas. The 
contribution in this paper, we overcome the several limitations in CF research and 
present a novel CF recommendation algorithm using DSNP (Dynamic Similar 
Neighbor Probability). Through the similarities computations of both user-based and 
item-based, we can dynamically choose the neighbors, which as the trustworthy sets. 
Using these sets to select the confident subsets, which are the most effective objects to 
the target object. The prediction algorithm DSNP combines the advantages of trust-
worthy subset for recommendation. Experimental results show that the algorithm can 
consistently achieve better prediction accuracy than traditional CF algorithms, and 
effectively leverage the result between user-based CF and item-based CF. Further-
more, the algorithm can alleviate the dataset sparsity problem. 
 

Acknowledgments. This work is supported by the National Natural Science Founda-
tion of China (60773198, 60703111), Natural Science Foundation of Guangdong 
Province (06104916, 8151027501000021), Research Foundation of Science and 
Technology Plan Project in Guangdong Province (2008B050100040), Program for 
New Century Excellent Talents in University of China(NCET-06-0727). 



174 C. Huang et al. 

References 

1. Sarwar, B., Karypis, G., Konstan, J., Riedl, J.: Item-Based collaborative filtering recom-
mendation algorithms. In: Proc. of the 10th World Wide Web Conf., pp. 285–295. ACM 
Press, New York (2001) 

2. Ma, H., King, I., Lyu, M.R.: Effective Missing Data Prediction for Collaborative Filtering. 
In: Proc. of the 30th annual international ACM SIGIR conference, pp. 39–46 (2007) 

3. Kohrs, A., Merialdo, B.: Clustering for collaborative filtering applications. In: Proceedings 
of computational intelligence for modelling, control & automation. IOS Press, Vienna 
(1999) 

4. Xue, G.-R., Lin, C., Yang, Q., Xi, W., Zeng, H.-J., Yu, Y., Chen, Z.: Scalable collabora-
tive filtering using cluster-based smoothing. In: Proc. of the 28th annual international 
ACM SIGIR, pp. 114–121 (2005) 

5. Hofmann, T.: Collaborative filtering via gaussian probabilistic latent semantic analysis. In: 
Proc. of SIGIR, pp. 259–266 (2003) 

6. Hofmann, T.: Latent semantic models for collaborative filtering. ACM Trans. Inf. 
Syst. 22(1), 89–115 (2004) 

7. Vincent, S. -Z.: Boi Faltings: Using Hierarchical Clustering for Learning the Ontologies 
used in Recommendation Systems. In: KDD, pp. 599–608 (2007) 

8. Chen, M.-C., Chen, L.-S., Hsu, F.-H., Hsu, Y., Chou, H.-Y.: HPRS: A Profitability based 
Recommender System. In: Industrial Engineering and Engineering Management, pp. 219–
223. IEEE, Los Alamitos (2007) 

9. Lee, H.-C., Lee, S.-J., Chung, Y.-J.: A Study on the Improved Collaborative Filtering  
Algorithm for Recommender System. In: Fifth International Conference on Software  
Engineering Research, Management and Applications, pp. 297–304 (2007) 

10. Sarwar, B.M., Karypis, G., Konstan, J.A., Riedl, J.: Application of Dimensionality Reduc-
tion in Recommender System–A Case Study. In: ACM WebKDD Web Mining for  
E-Commerce Workshop, pp. 82–90 (2000) 

11. Massa, P., Avesani, P.: Trust-aware collaborative filtering for recommender systems,  
pp. 492–508. Springer, Heidelberg (2004) 

12. Herlocker, J., Konstan, J.A., Riedl, J.: An empirical analysis of design choices in neighbor-
hood-based collaborative filtering algorithms. Information Retrieval 5, 287–310 (2002) 

13. McLaughlin, M.R., Herlocker, J.L.: A collaborative filtering algorithm and evaluation  
metric that accurately model the user experience. In: Proc. of SIGIR, pp. 329–336 (2004) 

14. GroupLens Research, http://www.grouplens.org 



R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 175–187, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Calculating Similarity Efficiently in a Small World 
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Abstract. SimRank is a well-known algorithm for similarity calculation based 
on link analysis. However, it suffers from high computational cost. It has been 
shown that the world web graph is a “small world graph”. In this paper, we  
observe that for this kind of small world graph, node pairs whose similarity 
scores are zero after first several iterations will remain zero in the final output. 
Based on this observation, we proposed a novel algorithm called SW-SimRank 
to speed up similarity calculation by avoiding recalculating those unreachable 
pairs’ similarity scores. Our experimental results on web datasets showed the 
efficiency of our approach. The larger the proportion of unreachable pairs is  
in the relationship graph, the more improvement the SW-SimRank algorithm 
will achieve. In addition, SW-SimRank can be integrated with other SimRank 
acceleration methods. 

Keywords: Similarity, Simrank, Linkage Mining. 

1   Introduction 

Searching similar web pages for a query is a significant task for the search engine. 
Recently, there are a variety of link-based similarity measures using the hyperlinks in 
the Web. One of the best well-known algorithms in similarity calculation based on the 
linkage analysis is SimRank [1], which has higher accuracy than other algorithms [2] 
[3] [4]. To speed up this algorithm is very important for two reasons. First, calculating 
SimRank quickly is necessary to reduce the lag time from the time the web graph is 
already calculated to the time this graph changed. Second, this algorithm suffers from 
high computational cost, which is quadratic complexity. Despite the small size of web 
graph (containing about 5000 web pages), this computation can take more than 10 
hours. Therefore, these two reasons intensify the need for faster methods to calculate 
similarity using the basic idea of SimRank. 

In our research, we have an observation: the world web graph is not a connected-
graph. In other words, it is impossible to discover the path between each block on the 
World Wide Web. Thus during the whole iteration processes, the SimRank scores of 
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these unreachable pairs are always 0. Therefore, in order to decrease the time cost, we 
can search these pairs and don’t recalculate these similarity values in the following 
steps of iteration. 

Based on this observation, we proposed a novel algorithm called SW-SimRank to 
speed up similarity calculation by avoiding recalculating those unreachable pairs’ 
similarity scores. In our experiment, this algorithm speeds up the performance of 
SimRank by about 10% on the web datasets. 

The main contributions of this paper are as follows: 

• Based on most pairs of vertices in web graphs connected by short even-step 
paths, we develop a new algorithm, SW-SimRank, which improves the perform-
ance of SimRank by about 10%. This method can also be integrated with other 
algorithms [5][6][7][8] to speed up the similarity calculation. 

• We prove the convergence of the SW-SimRank algorithm by theoretical study. 
• We evaluate the method on real datasets to confirm their applicability in  

 practice. 

This paper is organized as follows. We introduce the related work in section 2 and 
define the graph models in section 3. Preliminaries are presented in section 4, and the 
SW-SimRank algorithm is described in section 5. Our performance study is reported in 
section 6, and finally this study is concluded in section 7. 

2   Related Work 

We categorize existing works related to two classes: clustering based on link analysis 
and small world theory.  

Clustering based on link analysis: The earliest research work for similarity calculation 
based on link analysis focuses on the citation patterns of scientific papers. The most 
common measures are co-citation [2] and co-coupling [3]. Co-citation means if two 
documents are often cited together by other documents, these two documents may have 
the same topic. Co-coupling means that if two papers cite many papers in common, they 
may focus on the same topic. In [4], Amsler proposed to fuse bibliographic co-citation 
and co-coupling measures to determine the similarity between documents. However, all 
these methods compute the similarity only by considering their immediate neighbors. 
SimRank [1] is proposed to consider the entire graph to determine the similarity between 
two nodes. But this method has a high time complexity, which limits its use to large 
datasets. Thus, there are some methods proposed to improve the performance of Sim-
Rank. In the same paper of SimRank, authors also proposed a Pruning-SimRank [1] 
algorithm which computes similarities by small scope of relationship graph around these 
two nodes. Another algorithm called Fingerprint-SimRank [5] pre-computes several 
steps of random walk path from each object and use these steps to calculate the similar-
ity between objects. Although Fingerprint-SimRank improves the computation perform-
ance, this algorithm has a high space complexity. In addition, Xiaoxin Yin et al [6] 
proposed a hierarchical structure—SimTree to represent the similarity between objects 
and develop an effective similarity calculation algorithm—LinkClus. However, in that 
paper, there is no sound theoretical proof of the convergence for that algorithm. Thus, it 
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is difficult to decide in which iteration LinkClus will gain the best accuracy. Dmitry 
Lizorkin et al[7] presents a technique to estimate the accuracy of computing SimRank 
iteratively and some optimization techniques that improve the computational complex-
ity of the iterative algorithm from O(n4) to O(n3) in the worse situation. All these tech-
niques can combine with our method to improve the performance of SimRank.   

Small world theory: In 1960s, Stanley Mailgram discovered the famous phenomena 
that a letter passed from people to people is able to reach a target individual by about 
only six steps. This experiment first reveals the small-world theory, “most pairs in 
most network is connected by a short path through the graph.” The more rigorous 
math work[9] is published by Pool and Kochen. Adamic[10] analyzed the  world wide 
web and showed that web is also a small world graph, i.e., the sites are highly clus-
tered but the path length is not long.  

3   Problem Definition 

Our research work focuses on the relationship graph. The definition of this graph is 
given as follows: 

A relationship graph G(V, E) is a directed graph, where vertices in V represent ob-
jects in a particular domain and edges in E describe the relationship between nodes. 
Furthermore, we use I(v) represent all the neighbors of a node v . |I(v)| is the number 
of neighbor nodes of v. For example, Fig.1 is a relationship graph that describes the 
web page relationship from Cornell computer science department. In this graph, a 
directed edge <p, q> means from page p to page q corresponds to a reference (hyper-
link) from page p to page q. Our research work focuses on how to cluster the similar 
pages on the web graph. For this web relationship graph, these web pages from the 
web site of department of computer science in Texas, Cornell, Washington, and Wis-
consin have been manually classified into seven domains, course, department, faculty, 
project, staff, student, and others. We want to cluster these pages automatically into 
these seven fields.  

 

 

(a) 

Name URL 
Cornell http:\\www.cs.cornell.edu 

Faculties http:\\www.cs.cornell.edu\People\faculty\index.htm 

Pro1 http:\\www.cs.cornell.edu\~professor1 

Pro2 http:\\www.cs.cornell.edu\~professor2 

Stu1 http:\\www.cs.cornell.edu\~stu1 

Stu2 http:\\www.cs.cornell.edu\~stu2 
 

(b) 

Fig. 1. Web page relationship graph 



178 X. Jia et al. 

4   Review of SimRank 

In this section, we introduce the SimRank algorithm. 

4.1   Introduction of SimRank  

SimRank [1], a classical linkage-based similarity calculation algorithm, measures 
similarity of two objects based on the principle, “two objects are similar if they link to 
similar objects”.  The recursive similarity computational equation is as follows: 
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(1)

Where c is a decay value and c ∈[0, 1], I(Va) is the set of neighbor nodes of Va and 
Ii(Va) is ith neighbor node for Va. | I(Va)| is the number of neighbors of Va. 

From another point of view, s(Va,Vb) can be considered as how soon and how many 
times two surfers, when they walk starting with Va and Vb respectively and travel 
randomly on the graph G. Thus, based on the expected f-meeting distance theory [1], 
Glen Jeh al et gives another definition of SimRank score s(Va, Vb). 

( )

:( , )~ ( , )

( , ) [ ]
a b x x

l t
a b

t V V V V

s V V P t c
− >

= ∑  
(2)

Where c called the decay factor, is a constant in (0,1). t=<w1,w2,…,wk> is the travel 
path from a to b and l(t) = k/2, the number of steps starting from the beginning posi-

tion Va and Vb. P[t] of travelling path t is 
1

1

1

| ( ) |

k

i
iI w

−

=∏ , which represents the probabil-

ity of a surfer traveling along this path.  
In order to explain formula (2), we calculate the similarity between Pro1’s web 

page and Pro2’s web page. Two surfers starting from Pro1 and Pro2 respectively walk 
one step. Then, they may meet at Cornell node and the travelling path is <Pro1, Cor-
nell, Pro2>. The probability of a surfer starting form Pro1 to Cornell is 1/3, because 
there are three web pages connected to node Pro1. Similarly, the probability from 
Pro2 to Cornell is 1/2. Thus, in this path t, P[t] = 1/3×1/2=1/6. We set c = 0.8 and  
the number of step is 1. Thus the SimRank score on this path is 1/6×(0.8)1 = 0.133. 
Because there are only two paths between Pro1 and Pro2, such as < Pro1, Cornell, 
Pro2> and < Pro1, Stu2, Pro2>, thus s(Pro1, Pro2) is equal to 0.267 at the first itera-
tion. If walking two steps, there is another path <Pro1, Stu1, Pro1, Stu2, Pro2> (i.e., 
Pro1→Stu1→Pro1, Pro2→Stu2→Pro1), the SimRank score on this path is 
(1/3×1×1/2×1/2) × 0.82 = 0.0533. SimRank will search all paths and sum them. 
s(Pro1,Pro2) = 0.267 + 0.0533+ …= 0.404. 

In this example, we can understand that SimRank score is considered as how 
“close” to a usual “source” of similarity.  
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The major steps of SimRank algorithm are as follows: 

 

4.2   Definition of SimRank Convergence  

In paper [1], the author proposed that the SimRank has a rapid convergence, with 
relative similarity stabilizing in five iterations. However, some pairs’ SimRank scores 
still have huge changes after five iterations in our experiments. We define the conver-
gence factor d as follows:  

d = max (|sk+1(Va,Vb) - sk(Va,Vb)| / |sk(Va,Vb)|)         (3)

We refer[11] to setting then say when d < 10-3, SimRank scores are convergent. We 
calculate the convergence factor d for four web datasets as shown in table 1. As can 
be seen from table 1, these SimRank scores converge to fixed values after about 40 
steps of iteration in these four real world datasets.    

Table 1. Statistics of factor d about Web Dataset convergence  

      iteration
 
Web DataSets 

 
1 

 
2 

 
3 

 
4 

 
5 

 
6 

 
… 

Final  
Iteration 

Wisconsin 20 114.9 207.9 59.7 33.11 4.44 … 44 iter. 
Washington 48.9 181.6 593.6 633.8 250.9 29.7 … 46 iter. 
Texas 47.4 313.6 352.1 49.2 4.1 1.8 … 40 iter. 
Cornell 48.8 260.5 260.5 140.4 5.46 2.10 … 42 iter. 

5   SW-SimRank Algorithm 

In this section, we first introduce our observation of SimRank calculation on real world 
datasets. Then, based on our observation, we propose the SW-SimRank algorithm. 
Finally, we analyze SW-SimRank and discuss reachable threshold, r, on the web graph. 
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5.1   SW-SimRank Intuition 

Ten years ago, “bow tie theory”[12] shatters one myth about the Web. In fact,  
the Web is less connected than previously thought. As shown in Fig.2, the web 
network can be divided into four different regions: 1)disconnected pages, 2)the 
origination, 3)the termination and 4)the core. All these form a whole almost like  
the big bow tie. We can see that the proportion of disconnected pages is very large  
for the whole web graph. We also analyze the four web datasets and observe  
that these four web site graphs are not connected. Table 2 shows that Texas web site 
contains 34 different regions, Cornell web site 52 regions, Washington 120 regions, 
Wisconsin 87 regions. According to the expected f-meeting distance theory, because it 
is impossible to search the path between two nodes in different regions, SimRank 
scores of these pairs are always 0 during the whole process of iterations. Thus, if  
we can find these pairs and avoid recalculating these SimRank scores between  
these nodes in the iterations, that will greatly reduce the time cost for SimRank 
algorithm.  

Fig.3. shows that the degree of web site appears to have the power-law degree dis-
tributions. In our observation on real web graphs, these power law graphs are usually  
 
 

Fig. 2. Bow-Tie Theory 

Table 2. Partition of Four Datasets 

Note: β  = nr/n, describing the proportion of regions in the 

network. Where n is the number of vertices. 

Dataset T. C. Wa. Wi. 
Regions#(nr) 34 52 120 87 

β  0.04 0.06 0.100 0.068 

 

Fig. 3. Cornell Dataset-Degree Distri-
bution. (X-aixs represents the degree of 
graph, Y-aixs discribes the cumulative 
probability distribution of degrees.) 

Table 3. Statistics of Four Datasets 

 
Note: α = s / (n*(n-1)/2), describing the density of 
graph. 

Data Set Vertices#(n) Edges#(s) α  
Texas 827 2667 0.008 

Cornell 867 2691 0.007 
Washington 1205 3299 0.005 
Wisconsin 1263 5305 0.007 
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Table 4. Harmonic Mean Distance (l1) for Four Datasets 

Texas Cornell Washington Wisconsin 
4 4.76 5.9 4.68 

Note: 
1 1

1

1

( 1) / 2 i j
i j

l d
n n

− −

≥

=
+ ∑

 
[9], describing the average distance between two vertices 

in the relationship graph.  Where, dij is the distance between two vertices, when there is no path 
in the graph between i and j, dij = +∞ and, consistently 1

i jd − = 0. 
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Fig. 4. Num. 0 SimRank score VS No. of Iteration 

sparse and the path length between them is very short. In table 3, we can obverse that 
α of each graph is very small, less than 0.008, which indicates that all of these real 
world graphs are sparse graphs. However, though the edges of these web graphs  
are quite few, the average length reachable path in these graphs is extremely short. In 
table 4, we can observe that average path length for these four web graph is about 5, 
which means that we can browse other five pages to visit these pages from any  
connected pages in the web site.  

Another interesting phenomenon also exists in the process of SimRank computation. 
In Fig. 4, we can observe that after only about 5~6 steps of iteration, if those pairs’ 
SimRank scores are 0, they will keep 0 during the whole process of iteration. Thus, 
based on this phenomenon, we don’t need to recalculate these 0-value pairs after a 
special number of iterations.  

5.2   SW-SimRank 

Above-mentioned observation of 0-value distribution suggests that the computational 
time of SimRank algorithm can be reduced by avoiding unnecessary computation.  
In particular, if these pairs’ SimRank scores remain zero after several steps of iteration, 
we don’t need to recalculate them in the following iterations. Based on this observation, 
we propose a novel algorithm called SW-SimRank. The major steps are shown as  
follows: 
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After r steps of iteration, we mark the pair whose SimRank score is 0 in the similar-
ity matrix and don’t recalculate these pairs during the following steps of iteration. Our 
method’s time and space complexity is the same as SimRank. In next section, we will 
discuss how to determine r for SW-SimRank. 

5.3   Analysis of SW-SimRank Algorithm 

For the above introduction of SimRank, the process of node pair similarity calculation 
is the process to search the even-step paths between two nodes. In the kth step of itera-
tion, SimRank algorithm searches for 2k-step paths for each pair. For example, we 
calculate the SimRank score in Fig.5(a) and list their SimRank values on the right. We 
can find that in the first iteration, 2-step paths, <Va, Vc, Vb> and <Va, Vd, Vb>, have been 
searched and similarity score in this iteration is (0.5×0.5 + 0.5×0.5) × 0.81 = 0.4. In the 
second iteration, 4-step paths, <Va, Vc, Va, Vd, Vb>, <Vb, Vd, Vb, Vc, Va>, <Va, Vd, Va, Vc, 
Vb>, <Va, Vd, Vb, Vc, Vb>are observeed and added to the original similarity score. In the 
end, SimRank score will converge. Based on the small world theory, even though these 
graphs are extremely sparse, the reachable distance is very short. Because SimRank 
searches the even-length paths, we analyze the reachable even-step path between two 
nodes. In table 5, the average reachable even-path length (l2) is a little longer than the 
average reachable path length (l1) but still very short, about 6. These statistics data also 
mean that on the web graph, most pairs of pages seem to be connected by a short even-
length path through the network. The largest reachable length of these even-paths 
(max-l2) is also not very long, about 8 to14, which is approximately 2 times of l2. That 
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(a)                                                 (b) 

 Iter. 
Val. 

 
1 

 
2 

 
3 

 
4 

 
5 

 
… 

 
+∞  

s(a,b) 0.4 0.56 0.62 0.65 0.66 … 0.67 
s(c,d) 0.4 0.56 0.62 0.65 0.66 … 0.67 

Fig. 5. SimRank Calculation 

Table 5. Path Statistics of Web Datasets 

     Iteration 
 
Web DataSet 

 
Texas 

 
Cornell 

 
Washington 

 
Wisconsin 

l1 4 4.76 5.9 4.68 
max-l1 10 11 16 12 
l2  4.673 5.4624 6.628 5.3 
max- l2 8 10 14 12 
r 5 6   7 6 

Note: l1 is the same as table 1. 
1 1
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+ ∑  describe the average distance between 

two vertices in the relationship graph.  Where, d2ij is the distance of even-length path between 
two vertices. Max- l2 is the max length of even-length path between pairs. 
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Fig. 6. Even-Length Path Proportion VS Path Length 

means if we can’t find an even-length path whose length is less than or equal to max-l2 
between these nodes, it is impossible to observe any even-path between these nodes. 
Meanwhile, in the process of SimRank calculation, in the kth iteration, 2k-length paths 
are searched. Thus, the reachable threshold, r, is 1/2(max-l2).  

Fig. 6 discribes the disribution of the even-length paths for these four datasets. On 
the observation, these distributions are approximately symmetric, but for a fast 
decaying tail. The Symmetry of distribution graph means the average reachable even-
length path(l2) is about half of max-l2 and the fast decaying tails shows that though the 
real length of max-l2 is slightly longer than two times of l2, the proportion of these 
longer paths is very less. Thus, the experiential function to predict r shows as follows. 

r  = 
2l⎡ ⎤⎢ ⎥ ;          (4)
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6   Empirical Study 

In this section, we want to evaluate the performance of the SW-SimRank. We focus on 
testing the accuracy, the computational cost and the factors influencing the perform-
ance of our algorithm SW-SimRank. 

6.1   Experiment Setting  

Our experiments focus on website datasets. 

Web Site Dataset: We use the CMU four university datasets [13]. These datasets 
contain web pages from computer departments of four universities: Cornell, Texas, 
Washington and Wisconsin. Web pages in these datasets have been manually divided 
into seven classes, student, faculty, staff, department, course, project and others. 
These classes will be used as the standard to evaluate the accuracy of our algorithm. 

When we test the accuracy of these methods, we take PAM [14], a k-medoids clus-
tering approach, to cluster objects based on similarity score calculated by these meth-
ods. We randomly select the initial centroids for 50 times when doing clustering. We 
compare the clustering result with the real class and choose the most accurate results 
among the 50 results. This evaluation method will also be used by [6].   

All of our experiments are conducted on the PC with a 3.0GHz Intel Core 2 Duo 
Processor, 4GB memory, under windows XP Professional SP2 environment. All of 
our programs are written in java. 

6.2   Accuracy of SW-Simrank Algorithm 

For accuracy experiments, we compare SW-SimRank with the SimRank algorithm on 
the website datasets. We set reachable threshold r by the equation (4). The result is 
shown in Fig.7. 

 

Fig. 7. Accuracy on Website Dataset 

In Fig.7, we can see that the accuracy of SW-SimRank is the same as SimRank. In 
table 5, we can observe that in r steps of iteration, all of the reachable even-paths have 
been searched. Thus, SW-SimRank doesn’t lose any accuracy on the web datasets of 
four universities.   

6.3   Computation Cost of SW-Simrank Algorithm 

The computation cost for all these algorithms depends on two aspects: the time for 
each step of iteration and the number of iterations. 
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Fig. 8. Iteration VS Time(s) 

Table 6. Total Time VS Algorithm 

          Dataset 
Alg. 

Texas Cornell Washington Wisconsin 

SimRank 147.9s 162.0s 453.1s 602.7s 
SW-SimRank 138.2s 143.2s 366.0 s 557.3 s 

 
Fig.8 shows time cost at each step of iteration. We can observe that after r steps of 

iteration, the time cost for SW-SimRank drops a lot, lower than the cost of original 
SimRank algorithm. Table 6 discribes the total time of these two methods, we can see 
that our method speeds up the orginal SimRank by about 10%.  

6.4   The Factor Affecting SW-SimRank 

Fig.9. shows the performance improvement proportion of these four datasets and table 7 
describes the proportion of these unreachable pairs on these web graphs. In Fig.9, SW-
SimRank takes the biggest performance improvement on Washington dataset and the  
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Fig. 9. Performance Improvement Propor-
tion for four datasets 

Table 7. URPP for each Datasets 

Note: URPP means the proportion of unreachable 
pairs. The larger the URPP, the more zeros in the 
similarity matrix. 

Dataset T. C. Wa. Wi. 
URPP 0.09 0.19 0.29 0.15 
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unreachable pairs in Washington graphs are also the most. Thus, the higher proportion 
of unreachable pairs is in the relationship graph, the higher proportion of performance 
improvement is for SW-SimRank. Therefore, the worst situation is that if the application 
graph is a connected graph, the time cost of SW-SimRank is the same as SimRank. 

7   Conclusion 

In this paper, we proposed a novel algorithm called SW-SimRank to speed up similar-
ity calculation by avoiding recalculating the unreachable pairs’ similarity scores. This 
work is based on our observation that node pairs’ similarity scores which are zero 
after first several rounds of iterations will remain zero in the final output. Our experi-
mental results showed that the new algorithm achieves higher efficiency than the 
original SimRank algorithm. Meanwhile, we proved the convergence of the SW-
SimRank algorithm in the appendix. 
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Appendix 

Proof of convergence of the SW-SimRank 

Lemma A: Let s(Va,Vb) be the similarity value calculated by SimRank, 

s(Va,Vb) =  
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Let ssw(Va,Vb) be the similarity value calculated by SW-SimRank,  

Ssw(Va,Vb) = ( )
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Proof: There are three situations for the kth step of iteration for SW-SimRank. 

Case 1: In kth iteration, SW-SimRank don’t search even path between Va and Vb, but 
will search the even path in the following iteration. Thus, 0=vk <uk. 

Case 2: In kth iteration, SW-SimRank don’t search even path between Va  and Vb, and 
will not search the even path in the following iteration. Thus, 0=vk =uk. 

Case 3: In kth iteration, SW-SimRank searches all of the paths between Va and Vb. 
Thus, 0 ≤  vk= uk. 
In sum, 0 ≤ vk ≤ uk.                                                                                          ■ 

Lemma B: sswk(Va,Vb) ≤  sk(Va,Vb) ≤  
1

1

kc
c

c

−
−

  

Proof: According to Lemma A,  it’s easy to get  sswk(Va,Vb) ≤  sk(Va,Vb).  
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Theorem: ssw(Va,Vb) will converge to a fixed value. 

Proof: ssw(Va,Vb) = lim ( , )swk a b
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Therefore, ssw(Va,Vb) has a upper bound.  
In Lemma A, 0 ≤  vk, thus ssw(Va,Vb)  is the positive term series.  
Thus, we have proved the convergence of the SW-SimRank.                                   ■ 
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Abstract. The goal of multi-objective clustering (MOC) is to decompose a 
dataset into similar groups maximizing multiple objectives in parallel. In this 
paper, we provide a methodology, architecture and algorithms that, based on a 
large set of objectives, derive interesting clusters regarding two or more of 
those objectives. The proposed architecture relies on clustering algorithms that 
support plug-in fitness functions and on multi-run clustering in which clustering 
algorithms are run multiple times maximizing different subsets of objectives 
that are captured in compound fitness functions. MOC provides search engine 
type capabilities to users, enabling them to query a large set of clusters with 
respect to different objectives and thresholds. We evaluate the proposed MOC 
framework in a case study that centers on spatial co-location mining; the goal is 
to identify regions in which high levels of Arsenic concentrations are co-located 
with high concentrations of other chemicals in the Texas water supply.  

Keywords: Multi-objective clustering, knowledge discovery, spatial data 
mining, co-location mining, clustering with plug-in fitness functions. 

1   Introduction 

The goal of clustering is to group similar objects into clusters while separating 
dissimilar objects. Although clustering is a very popular data mining technique which 
has been used for over 40 years, its objectives and how to evaluate different clustering 
results is still subject to a lot of controversy. For example, Saha et al. observe 
“evidently one reason for the difficulty of clustering is that for many data sets no 
unambiguous partitioning of the data exists, or can be established, even by humans” 
[1]. Moreover, matters are even worse for applications that seek of non-homogeneous 
groupings, because “virtually all existing clustering algorithms assume a homogeneous 
clustering criterion over the entire feature space … because its intrinsic criterion may 
not fit well with the data distribution in the entire feature space” [2]; furthermore, “by 
focusing on just one aspect of cluster quality, most clustering algorithms … are not 
robust to variations in cluster shape, size, dimensionality and other characteristics” 
[3]. Finally, in specific application domains, users seek for clusters with similar 
extrinsic characteristics; their definitions of “interestingness” of clusters are usually 
different from those used in typical clustering algorithms. Consequently, clusters 
obtained by typical clustering algorithms frequently do not capture what users are 
really looking for. 
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The goal of this paper is to alleviate the problems that have been identified in the 
previous paragraph; in particular, a novel framework for multi-objective clustering is 
introduced and evaluated. The goal of multi-objective clustering is to decompose a 
dataset into similar groups maximizing multiple objectives in parallel. Multi-objective 
clustering can be viewed as a special case of multi-objective optimization which aims 
to simultaneously optimize trade-off among multiple objectives under certain 
constraints. In this paper, we provide a methodology, architecture and algorithms that, 
based on a large set of objectives, derive clusters that are interesting with respect to 
two or more of those objectives. The proposed architecture relies on clustering 
algorithms that support plug-in fitness functions and on multi-run clustering in which 
clustering algorithms are run multiple times maximizing different subsets of 
objectives that are captured in compound fitness functions. Using different 
combinations of single objective functions a cluster repository is created; final 
clusterings are created by querying the repository based on user preferences. 

In the following, we discuss an example to better illustrate what we are trying to 
accomplish. Let us assume we like to assist a travel agent in finding different, 
interesting places (spatial clusters) with respect to a large set of objectives his 
customers are interested in, such as quality and price of hotels, quality of hiking, 
desirable weather patterns, acceptable crime rates, etc. This set of objectives Q will be 
captured in reward functions rewardq each of which corresponds to a single objective 
q; moreover, for each objective q∈Q a minimum satisfaction threshold θq is provided. 
Our proposed framework identifies the “best” places for our travel agent for which 
two or more objectives1 in Q are satisfied. These places will be stored in a cluster 
repository.  However, if places are overlapping certain dominance relations should be 
enforced and only non-dominated places will be stored in the repository. For example, 
if there is a region in South Texas that satisfies objectives {A,B} and a slightly 
different region satisfying objectives {A,B,C}, then only the later region will be 
reported; similarly, if two overlapping regions satisfy the same objectives, but the 
rewards of one region are higher, only that region should be reported. As we will 
further discuss in section 2, dominance relations between clusters can be quite 
complicated, because the scope of a cluster has to be considered. For example, a 
cluster in South Texas is disjoint in scope from a cluster in West Texas; consequently, 
no dominance relation exists between these two regions. Finally, dealing with clusters 
with highly overlapping scope when creating the final clustering poses another 
challenge: for example, if we have two highly similar clusters, one satisfying 
objectives {A,B} and the other satisfying objectives {B,C}: should we include both 
clusters in the final results; or—if we decided not to do so—how should we select the 
cluster to be included in the final clustering? In summary, the ultimate vision of this 
work is to develop a system that, given a large set of objectives, automatically 
identifies the “best” clusters that satisfy a large number of objectives; moreover, 
different clusters will usually serve quite different objectives. 

An idea employed by our approach is to run a clustering algorithm with a plug-in 
compound fitness function multiple times to generate clusters that maximize sets of 
objectives captured in the compound fitness function. Our clustering approach to cope 

                                                           
1 A cluster x is potentially interesting with respect to objective q, if its reward value is larger 

than q’s satisfaction threshold: rewardq(x)>θq. 
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with multi-objective problem is similar to the ensemble clustering approach as it is 
based on the key hypothesis that better clustering results can be obtained by 
combining clusters that originate from multiple runs of clustering algorithms [4]. 
However, our approach is an incremental approach that collects and refines clusters 
on the fly, and the search for alternative clusters takes into consideration what clusters 
already have been generated, rewarding novelty. 

The rest of our paper is organized as follows: Section 2 proposes an architecture 
and algorithms for multi-objective clustering. Section 3 demonstrates the proposed 
system for a co-location mining case study. Section 4 discusses related work and 
Section 5 summarizes our findings. 

2   An Architecture and Algorithms for Multi-run Clustering 

A main goal of multi-objective clustering (MOC) is to find individual clusters that are 
good with respect to multiple objectives; due to the nature of MOC only clusters that 
are good with respect to at least two objectives are reported. In the remainder of this 
section we focus on a specific architecture and algorithms for MOC. The following 
features are of major importance for the proposed architecture: the use of clustering 
algorithms that support plug-in fitness/reward functions, the capability to create 
compound fitness functions to instruct clustering algorithms to seek for clusters that 
are good with respect to multiple objectives, the use of a repository M that stores 
clusters that are potentially interesting, the use of a multi-objective dominance 
relation to determine what clusters should be stored in M, and the availability of a 
cluster summarization tool that creates final clusterings based on user preferences 
from the clusters in the repository M.  

2.1   Building Blocks for Multi-Objective Clustering 

A. Clustering algorithms that support plug-in fitness and reward functions 
In this paper, we assume that Q={q1, q2, …, qz} is the set of objectives that multi-
objective clustering maximizes. For each objective q∈Q a reward function Rewardq 
has to be provided that measures to which extent the objective q is satisfied—higher 
rewards mean better clusters with respect to objective q. Moreover, reward thresholds 
θq1,…,θqz  are associated with each reward function. If Rewardq(x)>θq holds, we say 
that “cluster x satisfies objective q”. In general, the goal of MOC is to seek for 
clusters that satisfy a large number of objectives in Q, but rarely all objectives in Q; 
different clusters usually serve different objectives.  

Our approach employs clustering algorithms that support plug-in fitness function; 
given a dataset O={o1,…,on}, the algorithm seeks for a clustering X={x1,...,xk} that 
maximizes a plug-in fitness function q: ( ) =  ( ) . (1)

subject to: xi ∩ xj = ∅ for i≠j, ⊆ for = 1, … ,  and ⊆ . 
A family of clustering algorithms that support such fitness functions (CLEVER [5], 

SCMRG [6], and MOSAIC [7]) has been designed and implemented in our past 
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research. Our approach measures the quality of a clustering X={x1,..,xk} as the sum of 
rewards obtained for each cluster xi (i=1,…,k) using the reward function Rewardq. 
Additionally, reward functions are used in our multi-objective clustering approach to 
determine dominance and when creating the final clustering. Reward functions 
typically correspond to popular cluster evaluation measures, such as entropy or 
compactness. 

B. The role of the cluster repository M 
Our approach runs clustering algorithms multiple times with the same or different 
reward/fitness functions and stores the potentially interesting clusters in a cluster list 
M. Each time a new clustering X is obtained, M is updated; some clusters in X might 
be inserted into M, and some clusters in M might have to be deleted due to the arrival 
of better clusters in X.  Only non-dominated, multi-objective clusters are stored in M. 
We will define what clusters M can contain more formally next. 

Definition 1. x is a multi-objective cluster with respect to a set of objectives Q 

MO_Cluster(x,Q) ⇔ ′ ( ′ ( )   ( ) ) . (2)

Definition 2. x dominates y with respect to Q ( , , )⇔  (( ( ) ( )      ( ) ( ) ) ( , ) ) . 
(3)

Definition 2 introduces dominance relations between clusters. It is also important to 
observe that if x and y are both bad clusters with respect to a single objective q, the 
rewards associated with objective q are not used to determine dominance between x 
and y; in general, we only compare x and y based on those objectives that at least one 
of them satisfies. Moreover, the above definition assumes that clusters x and y have an 
agreement in their scope to make them comparable; a user-defined similarity 
threshold θsim has to be provided for this purpose. In our current work, similarity 
between two clusters x and y is assessed (|c| returns the cardinality of set c) as follows: 

Similarity(x,y)=|x∩y|/|x∪y| . (4)

It takes the ratio of the number of common objects between x and y over the total 
number of objects in x and y. 

In the following, we use the symbol ‘〉’ to express dominance relationships between 
clusters: 

x〉y ⇔ Dominates(x,y,Q) . (5)

In general, M should only store non-dominated clusters, and algorithms that update 
M should not violate this constraint; that is: 

m∈M ⇒ ~∃m’∈M m’〉m . (6)
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2.2   The Proposed MOC Framework 

The architecture of the MOC system that we propose is depicted in Fig. 1; it consists of 
4 main components: a clustering algorithm, storage unit, goal-driven fitness function 
generator and cluster summarization unit. MOC is performed as follows: First, the goal-
driven fitness function generator (FG) selects a new fitness function for the clustering 
algorithm (CA), which generates a new clustering X in the second step. Third, the 
storage unit (SU) updates its cluster list M using the clusters in X. The algorithm iterates 
over these three steps until a large number of clusters has been obtained. Later, in the 
fourth step, the cluster summarization unit (CU) produces final clusters based on user 
preferences which are subsets of the clusters in M. Details of algorithms proposed to 
serve the individual tasks are given in the following discussions.  

 

Fig. 1. An architecture of multi-objective clustering 

Preprocessing step. The objective of this step is to obtain simple statistics for 
individual fitness functions for a given dataset. Results obtained from this step will be 
used to determine reward thresholds, θq1,…,θqz. Our current implementation uses 
percentiles to determine the satisfaction threshold for a particular reward function 
Rewardq. Alternatively, the thresholds could be acquired from a domain expert. 

Step 1: Generate a compound fitness function Q’. FG selects a subset Q’(⊂Q) of 
the objectives Q and creates a compound fitness function qQ’ relying on a penalty 
function approach [8] that is defined as follows: 

’( ) = ∑ ( ) . (7)( ) = ∑ ( ( ) ( , ))∈  .              (8) 

Penalty(Q’,x) is a penalty function that returns 1 if x satisfies all objectives in Q’, but 
returns a smaller number in the case that some objectives in Q’ are not satisfied. In 
general, qQ’ sums the rewards for all objectives q∈Q’; however, it gives more reward 
to clusters xi that satisfy all objectives in order to motivate the CA to seek for multi-
objective clusters. Our current implementation uses 2-objective compound fitness 
functions qQ’ with Q’={q,q’} in conjunction with the following penalty function:  ({ , }, ) = 1 ( ) ( )0.5 .  (9)

Step 2: Run the CA with a compound fitness function qQ’ to generate a clustering 
X maximizing Q’. 
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FOR ALL x∈X’ DO 
    IF ∼MO_Cluster(x) ∨ ∃m∈M m〉x THEN 
        Discard x; 
    ELSE 
        Let D={m∈M | x〉m}; 
        Insert x into M; 
        Delete all clusters in D from M; 

Fig. 2. Update_M_by_X algorithm 

Let  
DEDGE:={(c1,c2)|c1∈M ∧ c2∈M ∧ sim(c1,c2)>θrem 
∧better(c2,c1)} 
REMCAND:={c|∃d (c,d)∈DEDGE} 
DOMINANT:={c|∃d (d,c)∈DEDGE ∧ c∉REMCAND}  
REM:={c|∃d ((c,d)∈DEDGE ∧ d∈DOMINANT)}  
Better(c1,c2)↔ ∀q∈ , Rewardq(c1)>Rewardq(c2) ∨   
                         (Rewardq(c1)=Rewardq(c2) ∧      

  clusterNumber(c1)>clusterNumber(c2)) 
Remark: Ties have to be broken so that DEDGE is always 
a DAG; no cycles in 
               DEDGE are allowed to occur.  
 
Input: M, , θq  for each q∈  
Output: M’⊆M 
 

Remove {c∈M | ∃q∈  Rewardq(c)<θq}  
               “Remove bad clusters with respect to .” 
Compute DEDGE from M;  
Compute REMCAND; 
Compute DOMINANT; 
WHILE true DO 
 { 
  Compute REM; 
  IF REM=∅ THEN EXIT ELSE M=M/REM;  
  Update DEDGE by removing edges of deleted clusters in 
REM;   
  Update REMCAND based on DEDGE; 
  Update DOMINANT based on DEDGE and REMCAND; 
} 
RETURN(M); 

Fig. 3. MO-Dominance-guided Cluster Reduction algorithm (MO-DCR) 



194 R. Jiamthapthaksin, C.F. Eick, and R. Vilalta 

Step 3: Update the storage unit M using the obtained clustering X. To accomplish 
this task, we introduce the Update_M_by_X algorithm as specified in Fig. 2. The 
algorithm considers multi-objective dominance as discussed in Section 2.1. In a 
nutshell, the algorithm selectively inserts “good” clusters with respect to two or more 
objectives and makes sure that all clusters in M are non-dominated. 

Step 4: Create a final clustering from M. The cluster summarization unit retrieves a 
subset of clusters M’ from M based on user preferences. In this paper, we introduce an 
algorithm called MO-Dominance-guided Cluster Reduction algorithm (MO-DCR), 
whose pseudocode is given in Fig. 3. MO-DCR returns a subset of interesting 
clusters, based on the following two user-defined input parameters: 

1. ⊂Q and reward thresholds θq for each q∈  
2. A cluster removal similarly threshold θrem. (Basically, if two clusters have too 

much overlap, one is not included in the final clustering.) 

The goal of the algorithm is to return a clustering that is good with respect to  
selected by a user, and to remove clusters that are highly overlapping. The algorithm 
iteratively performs two steps:  

1. Identify multi-objective dominant clusters with respect to , and  
2. Remove dominated clusters which are in the θrem-neighborhood of a dominant 

cluster. 

3   Experimental Results 

In this section, we demonstrate the benefits of the proposed multi-objective clustering 
framework in a real world water pollution case study; the goal of the study is to obtain 
a better understanding of what causes high arsenic concentrations to occur. In this 
section, we report on experiments that use multi-objective clustering to identify 
regions in Texas where high level of Arsenic concentrations are in close proximity 
with high concentrations of other chemicals. For instance, the Rank3 region in Fig. 5b 
is found by the framework with an associated co-location pattern As↑Mo↑V↑B↑, 
indicating that high Arsenic concentrations are co-located with high Molybdenum, 
Vanadium and Boron concentrations in this region. TWDB has monitored water 
quality and collected the data for 105,814 wells in Texas over last 25 years. For this 
experiment we used a water well dataset called Arsenic_10_avg [9] which was 
created from a database provided by the Texas Water Development Board (TWDB) 
[10]. In this paper, we use a subset of this dataset containing 3 spatial attributes 
longitude, latitude and aquifer and the following 8 chemical concentrations for each 
water well: Arsenic (As), Molybdenum (Mo), Vanadium (V), Boron (B), Fluoride (F), 
Chloride (Cl-), Sulfate (SO4

2-) and Total Dissolved Solids (TDS).  
We used CLEVER (CLustEring using representatives and Randomized hill 

climbing), introduced in [5], as the clustering algorithm in the experiments. In a 
nutshell, CLEVER is a prototype-based clustering algorithm that seeks for a 
clustering X maximizing a plug-in fitness function q(X). A single-objective fitness 
function for regional co-location mining has been introduced in [5]. In the following, 
we will reformulate this problem as a multi-objective clustering problem. 



 A Framework for MOC and Its Application to Co-location Mining 195 

 
     (a)                               (b)                          (c) 

Fig. 5. Visualization of experimental results: (a) and (b) are the top 5 regions ordered by 
rewards using user-defined query {As↑,Mo↑} and {As↑,B↑}, respectively, and (c) is overlay 
of similar regions in the storage unit located in the Southern Ogallala aquifer 

Let O be a dataset 

x⊆O be a cluster, called a region in the following 
o∈O be an object in the dataset O 
N={A1,…,Am} be the set of non-geo-referenced continuous attributes in the dataset O 
Q={A1↑,A1↓,…,Am↑,Am↓} be the set of possible base co-location patterns 
B⊆Q be a set of co-location patterns 
z-score(A,o) be the z-score of object o’s value of attribute A 
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z(p,o) is called the z-value of base pattern p∈Q for object o in the following. The 
interestingness of an object o with respect to a co-location set B⊆Q is measured as the 
product of the z-values of the patterns in the set B. It is defined as follows: ( , ) = ( , ) . (12)

In general, the interestingness of a region can be straightforwardly computed by 
taking the average interestingness of the objects belonging to a region; however, using 
this approach some very large products might dominate interestingness computations; 
consequently, our additionally considers purity when computing region 
interestingness, where purity(B,x) denotes the percentage of objects o∈c for which 
i(B,o)>0.

 The interestingness ϕ(B,x) of a region x with respect to a co-location set B is 
measured as follows: ( , ) = ∑ ( , )| | ( , ) . (13)
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The parameter τ∈[0,∞) controls the importance attached to purity in interestingness 
computations; τ=0 implies that purity is ignored, and using larger value increases the 
importance of purity. Finally, the reward of the region x is computed as follows: RewardB(x) = ϕ(B,x)×|x|β . (14)

where |x| denotes the number of objects in the region and β is a parameter that  
controls how much premium is put on the number of objects in a region. Finally, 
RewardB is used to define a plug-in fitness function qB as follows (see also section 2): qB(X)=qB({x1,…,xk})= ∑ ( ) . (15)

In the experiment, we use 7 different objective functions: q{As↑,Mo↑}, q{As↑,V↑}, 
q{As↑,B↑}, q{As↑,F

-
↑}, q{As↑,Cl

-
↑}, q{As↑,SO4

2-
↑}, q{As↑,TDS↑}. We are basically interested in 

finding regions for which at least two of those functions are high; in other words, 
regions in which high arsenic concentrations are co-located with high concentrations 
of two or more other chemicals. We claim that the MOC approach for regional co-
location mining is more powerful than our original approach [5] that uses a single-
objective function that relies on maximum-valued patterns: maxB(ϕ(B,x)) is used to 
assess interestingness for a region—which ignores alternative patterns: for example, if 
A is co-located with B,C in one region and with D,E in another region and the two 
regions overlap, the original approach will not be able to report both regions. 

In the following, we report results of an experiments in which MOC was used with 
the following parameter setting for the fitness function we introduced earlier: τ=1, 
β=1.5. In the MOC preprocessing step, we obtain the reward thresholds at 40 
percentile based on the fitness distribution of the individual fitness functions: 
θq{As↑,Mo↑}=0.59, θq{As↑,V↑}=2.91, θq{As↑,B↑}=0.27, θq{As↑,F

-
↑}=2.87, θq{As↑,Cl

-
↑}=0.53, 

θq{As↑,SO4
2-

↑}=1.35 and θq{As↑,TDS↑}=1.51. After finishing iterative process in MOC 
which exploring all pairs of the 7 fitness functions, out of original generated 1,093 
clusters, only 227 clusters were selectively stored in the repository.  

Regarding the last step in MOC, we set up a user defined reward thresholds to 
create a final clustering to: θq{As↑,Mo↑}=13, θq{As↑,V↑}=15, θq{As↑,B↑}=10, θq{As↑,F

-
↑}=25, 

θq{As↑,Cl
-
↑}=7, θq{As↑, SO4

2-
↑}=6, θq{As↑,TDS↑}=8, and set the removal threshold θrem=0.1 to 

seek for nearly non-overlapping clusters. Examples of the top 5 regions and patterns 
with respect to two queries: query1={As↑,Mo↑} and query2={As↑,B↑} are shown in 
Fig. 5a and 5b, respectively. In general, query patterns are used to select and sort the 
obtained regions; that is, regions dissatisfying {As↑,Mo↑} would not be included in 
the result for query1. The visualizations associate the chemicals whose co-location 
strengths are above the threshold with each visualized region. For instance, for the 
query {As↑,Mo↑}, all of the top 5 regions retrieved contain patterns whose length is 
5 or more. It can be observed that the Rank1 region in Fig. 5a significantly overlaps 
with the Rank2 region in Fig. 5b and share the same co-location sets: different regions 
are reported to better serve the different interests expressed by the two queries. 
Moreover, as depicted in Fig. 5b MOC is also able to identify nested clusters (i.e. the 
regions ranked 3-5 are sub-regions of the Rank1 region), and particularly discriminate 
among companion elements, such as Vanadium (Rank3 region), or Chloride, Sulfate 
and Total Dissolved Solids (Rank4 region). In this particular case, the regions ranked 
3-5 better serve specific objectives, whereas the Rank1 region satisfies a larger set of 
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objectives; that is, there is no dominance relationship between the Rank1 region and 
the regions ranked 3-5. In general, in the experiment a large number of overlapping 
regions without any dominance relationships were identified in the Southern Ogallala 
aquifer, as depicted in Fig. 5c, which is a hotspot for arsenic pollution in Texas.  

4   Related Work 

Multi-objective clustering is considered a specific field of multi-objective 
optimization (MOO) whose goal is to simultaneously optimize trade-off between two 
or more objectives under certain constraints. According to our investigation, there are 
two approaches coping with multi-objective clustering: multi-objective evolutionary 
algorithms (MOEA) and dual clustering. MOEA have been widely used in MOO such 
as, NGSA-II [11] and PESA-II [12]. Their searching strategy, which automatically 
generates and preserves a set of diverse solutions, is desirable for this type of 
problem. In particular to multi-objective clustering, such MOEA are adapted to solve 
the multiple objectives clustering problem. The general idea is that by using clustering 
validation measures as the objective functions, the algorithm iteratively evolves 
clusters from one generation to another to improve quality as well as to explore 
diversity of cluster solutions. Handl and Knowles introduced VIENNA, an adaptive 
version of PESA-II EA incorporating specialized mutation and initialization 
procedures [3]. The algorithm employs two following internal measures to estimate 
clustering quality: overall deviation and connectivity. Such clustering quality 
measures have also been used in many other MOEA, e.g. MOCK [13] and MOCLE 
[14]. Finally, work by Molina et al. [15] employ scatter tabu search for non-linear 
multi-objective optimization which can potentially be utilized for multi-objective 
clustering. Dual clustering is another approach for multi-objective clustering [16]. It 
makes use of both clustering and classification algorithms to generate and to refine a 
clustering iteratively serving multiple objectives. 

Our approach differs from those two approaches in that it seeks for good individual 
clusters maximizing multiple objectives that are integrated into a single clustering by 
a user-driven post-processing step. The proposed post processing algorithm operates 
like a search engine that allows users to query a large set of clusters with respect to 
different objectives and thresholds, obtaining a final clustering from the viewpoint of 
a single or a small set of objectives that are of particular interest for a user. 

5   Conclusion 

The paper centers on multi-objective clustering; in particular, we are interested in 
supporting applications in which a large number of diverse, sometimes contradictory 
objectives are given and the goal is to find clusters that satisfy large subsets of those 
objectives. Applications that need such capabilities include recommender systems, 
constraints satisfaction problems that involve a lot of soft constraints, complex design 
problems, and association analysis. Although the deployment of such systems is 
highly desirable, they are still quite far away from becoming commercial reality, 
because of the lack of useful research in this area.  
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The main contribution of this paper is to provide building blocks for the 
development of such systems. In particular, we proposed novel dominance relation for 
the case when we have a lot of objectives, but it is impossible to accomplish many of 
them. A second building block are clustering algorithms that support plug-in fitness 
functions, and the capability to construct compound fitness functions when a small set 
of objectives has to be satisfied. The third building block is a system architecture in 
which a large repository of clusters will be generated initially based on a given set of 
objectives, relying on multi-run clustering, dominance-relations, and compound 
fitness functions. The repository can be viewed as a meta-clustering with respect to all 
objectives investigated. Specific clusterings are generated by querying the repository 
based on particular user preferences and objective satisfaction thresholds. The fourth 
building block is the domain-driven nature of our approach in which users can express 
clustering criteria based on specific domain needs, and not based on highly generic, 
domain-independent objective functions which is the approach of most traditional 
clustering algorithms. Finally, we provided evidence based on a case study that multi-
objective clustering approach is particularly useful for regional co-location mining, 
for which it is very difficult to formalize the problem using a single objective due to 
the large number of co-location patterns.  

However, using the MOC approach creates new challenges for co-location mining: 
1) a very large repository (containing more than 100,000 clusters) of highly 
overlapping, potentially interesting clusters has to be maintained and queried 
efficiently, and 2) coming up with sophisticated summarization strategies that extract 
clusters from the repository based on user preferences and possibly other user inputs 
is very challenging task. Our current summarization algorithm is only one of many 
possible solutions to this problem. 
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Abstract. The paper is concerned with marketing applications of classi-
fication analysis. Feature selection (FS) is crucial in this domain to avoid
cognitive overload of decision makers through use of excessively large at-
tribute sets. Whereas algorithms for feature ranking have received con-
siderable attention within the literature, a clear strategy how a subset
of attributes should be selected once a ranking has been obtained is yet
missing. Consequently, three candidate FS procedures are presented and
contrasted by means of empirical experimentation on real-world data.
The results offer some guidance which approach should be employed in
practical applications and identify promising avenues for future research.
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1 Introduction

The paper is concerned with the construction of predictive and parsimonious
classification models to support decision making in marketing applications. Clas-
sification aims at approximating a functional relationship between explanatory
factors (i.e., features) and a discrete target variable on the basis of empirical
observations. The features characterize an object to be classified, whereas the
target encodes its membership to a-priori known groups. In marketing contexts,
the objects usually represent customers and the target variable encodes some be-
havioral trait. Exemplary applications include, e.g., the selection of responsive
customers for direct-mailing campaigns or the identification of customers at the
risk of churning (see, e.g., [13]).

A categorization of customers into groups suffices to solve a focal decision
problem, e.g., whom to contact within a campaign. However, the more general
data mining objective of deriving novel and actionable knowledge from data is
not necessarily fulfilled, unless the prediction model reveals its internal func-
tioning in a self-explanatory manner. In other words, it is essential that decision
makers can understand the nature of the relationship that has been discerned
from historical data and what factors govern customer behavior. This, in turn,
facilitates adapting customer-centric business processes to, e.g., prevent future
customer defection. Consequently, models are needed which are accurate in terms
of the predictions they generate and interpretable with respect to their use of
customer attributes.
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Tree- or rule-based classification models as well as linear classifiers like logistic
regression are commonly considered comprehensible (see, e.g., [5]). Though, it is
common that marketing datasets comprise a large number of attributes, which
severely deteriorates the interpretability of a classification model [10]. To avoid
cognitive overload of decision makers through employing an excessive number
of features, parsimonious prediction models are required. This necessitates the
use of FS to remove less informative attributes prior to building the (final)
classification model.

FS is a popular topic in data mining and several approaches (e.g., forward
or backward selection heuristics, evolutionary algorithms and meta-heuristics,
etc.) have been proposed in the literature (see, e.g., [7]). The focus of respec-
tive work is commonly on efficiently searching the space of alternative feature
subsets and providing a ranking of attributes according to their relevance for
the prediction task. For example, such a ranking may reveal that using only the
top-20% of attributes suffices to achieve 85% of the maximal accuracy. Whereas
such information is of undoubted importance, it does not answer the question
how many attributes should really be discarded. To achieve this, an auxillary
selection criterion needs to be defined.

The objective of this work is to present results of a large empirical study that
examines the effect of three different FS strategies on predictive accuracy and
attribute set size to better understand the trade-off between highly accurate but
complex and interpretable, parsimonious models within a marketing context. In
that sense, the results serve as a first step towards the development of a general
standard how to organize FS if an assessment of attribute importance is given
by some feature ranking mechanism.

The paper is organized as follows: Section 2 describes the methodology for
constructing classification models and computing attribute rankings, as well as
the FS strategies considered in this paper. The datasets employed in the study
as well as empirical results are presented in Section 3, before conclusions are
drawn in Section 4.

2 Methodology

2.1 Classification with Support Vector Machines

Classification involves an automatic categorization of objects into a-priori defined
classes. The objects are described by a set of attributes, which are assumed
to affect class membership. However, the nature of the relationship between
attribute values and class is unknown and has to be estimated from a sample
of pre-classified examples {xi, yi}N

i=1, whereby x ∈ �M represents an individual
object and y ∈ {−1; +1} its corresponding class label, which is assumed to be
binary in this work. Thus, a classifier or classification model can be defined as a
functional mapping from objects to classes: f (x) : �M �→ {−1; +1}.

The development of classification algorithms enjoys ongoing popularity in
data mining, statistics and machine learning. Hence, a large number of can-
didate procedures are available for building classification models. The support
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vector machine (SVM) classifier is used throughout the paper. This choice is mo-
tivated by the following observations: 1) SVMs are linear classifiers like logistic
regression and, as such, naturally enable assessing the contribution of individual
attributes. 2) They have shown appealing performance in several classification
benchmarks (see, e.g., [12,2]). 3) SVMs are commonly credited for their robust-
ness towards large and possibly correlated feature sets (see, e.g., [18]). Therefore,
they are able to distinguish between relevant and less informative attributes,
which makes them a suitable candidate for FS [16]. 4) Very efficient learning
algorithms for linear SVMs [9,8,3] are available to cope with the computational
burden of constructing multiple models in a repetitive manner, as needed in
(wrapper-based [11]) FS.

The SVM separates objects of opposite classes by means of a maximal mar-
gin hyperplane (MMH). That is, the plane is constructed to achieve a maximal
distance between the nearest objects of adjacent classes. Let w and b denote
the normal and intercept of a canonical hyperplane. Then, a MMH can be con-
structed by solving [18]:

min
w,ξ,b

‖w‖ + β

N∑
i=1

ξi

s.t. yi(w · x + b) ≥ 1 − ξi ∀i = 1, . . . , N
ξi ≥ 0 ∀i = 1, . . . , N .

(1)

The slack variable ξi accounts for the fact that the data may not be linearly
separable, whereas the tuning parameter β allows users to control the trade-off
between having a large margin and few classification errors (i.e., objects on the
wrong side of the separating plane or inside the margin with ξi > 0).

Let ŵ and b̂ denote the optimal solution of (1). Then, the SVM classifier is
given as:

f(x) = sign(ŵ · x + b̂) . (2)

Equation (2) exemplifies that linear classifiers are naturally interpretable in the
sense that the influence of an individual attribute j on model predictions f is
given by ŵj .

Note that SVMs can easily be extended to handle nonlinear classification
problems by incorporating kernel functions [18]. However, such nonlinear SVMs
are opaque in the sense that the influence of attributes on (class) predictions is
concealed [15]. Therefore, attention is limited to the linear case (2) in this paper.

2.2 Feature Ranking with Recursive Feature Elimination

FS aims at identifying and discarding attributes that are of minor importance
to the classifier, or possibly detrimental [7]. Furthermore, FS improves model
comprehensibility since parsimonious models are easier to interpret [10].

In view of (2), attributes with small coefficient ŵj have little impact on the
classifier and can thus be discarded. This characteristic is exploited within the
recursive feature elimination (RFE) algorithm [6]. RFE involves building a SVM
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with all attributes included, removing the attribute with minimal |ŵj |, and repet-
itively continuing this procedure until M − 1 attributes are discarded. Adopting
this approach, a ranking of attributes in terms of their coefficients in w and time
of removal is produced.

RFE can be characterized as a recursive backward elimination procedure and
requires constructing multiple SVMs with attribute sets of decreasing size. Al-
though being expensive, re-training the SVM each time one attribute has been
removed is important to assess the relevance of an attribute in relation with all
other remaining attributes [6]. Consequently, the availability of fast training al-
gorithms is essential to implement RFE in marketing applications, where a large
number of attributes have to be processed. Therefore, the availability of highly
efficient training algorithms to solve (1) [9,8,3] may be seen as a particular merit
of the linear SVM classifier.

2.3 Alternative Feature Selection Criteria

A RFE-based ranking is valuable to appraise the relevance of individual attributes.
However, RFE does not define the specific number of attributes to be removed
[6]. Consequently, an auxiliary performance criterion is needed to utilize RFE for
FS. This is demonstrated in Fig. 1, which displays the development of classifica-
tion performance when recursively removing attributes according to RFE rank-
ings. The experiment employs the US Census dataset [1], which comprises 48,842
examples with 17 attributes each. The data is randomly partitioned into a train-
ing set for model building and a test set for out-of-sample evaluation, repeating
the sampling multiple times to obtain a robust estimate of the model’s behaviour
(see Section 3 for details).1 Model performance is assessed in terms of the AUC
criterion (area under a receiver-operating-characteristics curve), which ranges be-
tween 0,5 and 1,0 with higher values indicating higher accuracy (see, e.g., [4]). It
has been suggested that the AUC is a particularly appropriate accuracy indicator
in marketing applications [14]. Thus, it has been selected for this study to assess
different classification models and FS strategies. Fig. 1 illustrates that using very
few attributes suffices to classify this dataset with high accuracy. However, this
will not generally be the case and a clear standard how to select the right number
of attributes on the basis of a ranking like Fig. 1 is yet missing.

An intuitive approach to determine a particular feature subset (i.e. define
which attributes should be discarded) is to use the feature set that yields highest
accuracy. In fact, this strategy is commonly employed in other studies (see, e.g.,
[14]) and subsequently referred to as GFS (greedy FS). However, within the
context considered here, GFS may not be ideal because it emphasizes only one
FS objective (i.e., predictive accuracy), whereas model comprehensibility is not
taken into account. In other words, focusing on accuracy alone may produce an
overly complex model using (too) many features and, therefore, complicate its
interpretation by decision makers. For example, GFS would discard only a single
attribute in the case of US Census, whereas Fig. 1 indicates that using only the

1 This is depicted by means of a box-plot in Fig. 1.
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Fig. 1. Development of classification accuracy in terms of AUC during RFE

“best” four attributes would still achieve reasonable performance not far from
the highest observed AUC.

To overcome the tendency of GFS to discard attributes (too) conservatively,
an alternative approach could allow for a decrease in AUC up to a predefined
threshold. Such a threshold-based FS (TFS) should help to further diminish the
number of attributes, but requires an additional parameter (i.e., the threshold)
to be defined. The choice of a suitable value should be governed by the financial
loss incurred by losing (some) predictive accuracy. It seems reasonable that a
rough estimate of this loss is available within customer-centric decision problems.

Third, the set of features may be augmented with randomly generated probe
attributes. By definition, a random attribute will be uncorrelated with class mem-
bership. Therefore, all attributes that contain valuable information for predicting
class membership should receive a higher rank than a random attribute within the
RFE algorithm. If, on the other hand, a feature is ranked below a probe attribute
by RFE, it is safe to assume that this attribute is not related to class and can thus
be dismissed. This idea has been proposed in [17] and is subsequently referred to as
RFS (random FS). A possible benefit of RFS stems from the fact that it avoids use
of AUC. That is, the decision which attributes should be removed is based solely
on the ranking. Consequently, some time may be saved by not assessing a classifi-
cation model’s accuracy on test data during RFE. On the other hand, the number
of probe attributes to be incorporated into the dataset requires additional tuning
to adapt RFS to a specific task. In the absence of a measure of predictive accu-
racy to guide the choice for a suitable number of probe attributes, determining
this parameter may prove to be a complex endeavor.

3 Empirical Experiment

In oder to contrast the three FS strategies, an empirical study is conducted,
which employs nine real-world datasets from different areas of customer-centric
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decision making like credit scoring, response modeling and churn prediction. The
reader is referred to [14] for a detailed description of each task, whereas summary
statistics for the datasets are provided in Table 1.

Each dataset is randomly partitioned into a training set (60%) and test set
(40%). RFE is invoked to construct a series of SVM models on the training set,
discarding the least important attribute (i.e., min (wj)), and assess the resulting
model’s performance on the test set. This procedure is repeated ten times and
results are averaged to increase robustness and avoid possible bias due to a lucky
sample. Hence, 10 · (M − 1) classifiers are built and assessed on each dataset.
The algorithm of Keerthi and DeCoste [9] has been employed for SVM training.

The results of the comparison in terms of AUC and the number of features
(M) for classifiers using all attributes as well as those which perform RFE-based
FS by means of GFS, TFS, or RFS are given in Table 2. For the latter cases,
the percentage decrease in accuracy and number of attributes is reported in the
second row per dataset.

Table 2 illustrates the trade-off between parsimonious and (highly) accurate
models. In particular, the performance of the SVM classifier with all attributes
included defines an upper bound across all datasets. This confirms the robust-
ness of SVMs towards large attribute sets. However, a key motivation for FS
is to improve model comprehensibility, i.e., reduce the number of coefficients
wj that decision makers have to analyze. In this sense, the GFS criterion pro-
duces appealing results. It achieves reasonable reduction, especially on higher-
dimensional datasets, and offers AUC results close to the full model. On the
other hand, the number of attributes is further reduced by at least 74% when
employing the TFS criterion. However, this comes at the cost of a decrease in ac-
curacy of up to 6%. Clearly, TFS results depend upon the user-defined threshold,
which has been set to 0.02 (i.e., features are removed until a model’s performance
falls below 98% of the full model’s AUC). A 6% accuracy decrease may be ac-
ceptable in some applications, but prohibitive in others. A possible avenue for
future research could thus comprise computing the full range of threshold val-
ues (i.e., 0 to 100%) and analyzing the resulting ’portfolio’ of AUC scores and
attribute set sizes. This would facilitate the construction of an efficient frontier
of threshold settings, and, if decision makers are able to give a utility function

Table 1. Dataset characteristics

dataset no. examples no. attributes prior class +1 [%]
AC 690 14 44.49
GC 1000 24 30.00
US Census 48,842 17 23.93
DMC 2000 38,890 96 5.87
DMC 2001 28,128 106 50.00
DMC 2002 20,000 101 10.00
DMC 2004 40,292 107 20.43
DMC 2005 50,000 119 5.80
DMC 2006 16,000 24 47.71
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Table 2. Empirical results of the comparison of three FS strategies

Dataset
All GFS TFS RFS

AUC M AUC M AUC M AUC M

AC 0.92 14
0.92 8.0 0.92 3.7 0.92 11.3
0.00 0.43 0.00 0.74 0.00 0.19

GC 0.79 24
0.78 15.4 0.74 2.9 0.77 17.3
0.01 0.36 0.06 0.88 0.03 0.28

US Census 0.90 17
0.90 13.8 0.88 3.4 0.90 13.4
0.00 0.19 0.02 0.80 0.00 0.21

DMC2000 0.81 96 0.81 48.5 0.77 12.4 0.81 64.3
0.00 0.49 0.05 0.87 0.00 0.33

DMC2001 0.66 106
0.66 13.4 0.65 2.1 0.66 48.5
0.00 0.87 0.02 0.98 0.00 0.54

DMC2002 0.66 101
0.65 33.9 0.65 9.6 0.65 66.2
0.02 0.66 0.02 0.90 0.02 0.34

DMC2004 0.85 107 0.85 37.3 0.84 2.4 0.76 64.6
0.00 0.65 0.01 0.98 0.11 0.40

DMC2005 0.67 119
0.67 71.9 0.64 24.5 0.66 82.0
0.00 0.40 0.04 0.79 0.01 0.31

DMC2006 0.60 24
0.60 21.1 0.58 4.3 0.59 19.8
0.00 0.12 0.03 0.82 0.02 0.18

that expresses their preferences regarding high accuracy and a small number of
attributes, enable an optimal threshold to be identified.

Whereas, an unambiguous selection of GFS or TFS requires further analysis,
Table 2 indicates that RFS is less suitable. That is, GFS usually achieves a
higher reduction of attributes and smaller decrease in AUC. A minor advantage
of RFS over GFS can be observed on US Census in the sense that it succeeds
in discarding more features (4% c.f. 1%), while both strategies maintain the full
model’s AUC. In the case of DMC 2006, RFS removes more attributes than
GFS, but at the cost of smaller AUC, whereas RFS is domiated by GFS on
all other datasets. Consequently, the results provide strong evidence for RFS
being a less suitable solution towards FS. However, it has to be noted that this
result could - to some extent - be influenced by the use of SVMs for feature
scoring. Alternative techniques may produce different attribute rankings and
thereby affect the performance of FS strategies. In that sense, a replication of
the observed results with other classifiers is another promising area for future
research to shed light on the robustness of RFS, GFS and TFS with respect to
the underlying feature ranking mechanism.

4 Conclusions

Marketing applications of classification analysis require accurate as well as parsi-
monious prediction models. Therefore, three candidate strategies for organizing
FS on the basis of RFE-based attribute rankings have been contrasted by means
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of empirical experimentation on representative real-world data. The results indi-
cate that RFS is a less suitable approach when used in conjunction with SVMs.
On the contrary, the GFS solution has shown promising results, although it may
suffer from an overly conservative selection mechanism. Consequently, it may be
desirable to examine the behavior of TFS within the context of portfolio analysis
to shed light upon the choice set of accuracy/complexity trade-offs decision mak-
ers are facing. In addition, the use of algorithms from the field of multi-criteria
optimization may be a promising area for future research to address the two
conflicting objectives in a unified framework.
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Abstract. Instance selection is a pre-processing technique for machine learning 
and data mining. The main problem is that previous approaches still suffer from 
the difficulty to produce effective samples for training classifiers. In recent re-
search, a new sampling technique, called Progressive Border Sampling (PBS), 
has been proposed to produce a small sample from the original labelled training 
set by identifying and augmenting border points. However, border sampling on 
multi-class domains is not a trivial issue. Training sets contain much redun-
dancy and noise in practical applications. In this work, we discuss several issues 
related to PBS and show that PBS can be used to produce effective samples  
by removing redundancies and noise from training sets for training classifiers. 
We compare this new technique with previous instance selection techniques  
for learning classifiers, especially, for learning Naïve Bayes-like classifiers,  
on multi-class domains except for one binary case which was for a practical  
application. 

Keywords: Instance Selection, Border Sampling, Multi-class Domains, Class 
Binarization method. 

1   Introduction 

It has been realized that the redundancies and noise in data hinder data mining and 
machine learning algorithms to achieve their goals [11]. Practitioners have made a 
lasting effort on developing effective pre-processing techniques in recent decades 
[8][13][17][20]. Instance selection (IS) is a pre-processing technique that selects a 
consistent subset of the original training set for a supervised learning [11][20]. As a 
result, IS brings in two benefits: reducing the learning cost with respect to computa-
tional cost and helping learners build successful classifiers.  

However, the previously proposed IS techniques still suffer from ineffectiveness of 
the resulting samples for learning any classifier. For example, Condensed Nearest 
Neighbour rule (CNN) and Editing Nearest Neighbour rule (ENN) tend to be used for 
Instance-Based Learning (IBL) [2][20]. Instead of those issues for relieving the learning 
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cost, in this paper, we emphasize the effectiveness of IS to help induction algorithms 
learn successful classifiers if a training set reduction becomes possible because  
mining an effective sample from the original training set, especially on a multi-class 
domain, is not a trivial issue. 

Recently proposed Progressive Border Sampling (PBS) [9][10] can overcome the 
drawback encountered in previously proposed approaches by borrowing the idea of 
Progressive Sampling techniques (PS) [13]. PBS can produce a small sample from the 
original training set by identifying and augmenting the border points for training any 
classifier. In this paper, we discuss how to use PBS to produce effective samples by 
removing redundancies and noise on multi-class domains.  

As we know, the previously proposed Repeated Nearest Neighbour rule (RENN) 
[20] can be used for removing noise by repeatedly applying ENN. The main problem 
of RENN is that the repeated process is subject to a loss of information. In this paper, 
we first improve RENN by incorporating the Progressive Learning (PL) technique of 
PS with ENN for algorithmic convergence. After the noise is removed by avoiding 
the loss of information, PBS identifies and augments border points by assuming a 
pairwise border sampling strategy on multi-class domains. We show that the new 
method by incorporating the strategies for noise on multi-class domains with PBS 
outperforms the previously proposed IS techniques for training Naïve Bayes-like 
classifiers such as Aggregating One-Dependence Estimators (AODE) [19], etc. 

The remainder of this paper is organized as follows. In Section 2, we introduce the 
two related works to give some background. In Section 3, we discuss the method for 
border sampling on multi-class domains. We discuss a new strategy for removing 
noise, and then incorporate the new strategy with PBS for effective samples in  
Section 4. The experimental design and results are reported in Section 5. Finally, we 
draw our conclusion and suggest future work in Section 6. 

2   Preliminary 

We introduce the methodology related to instance selection on multi-class domains. 

2.1   Instance Selection by Border Sampling 

Instance selection techniques (IS) focus on selecting a consistent subset of the training set 
for Instance-Based Learning [11][20]. The Condensed Nearest Neighbour rule (CNN) 
[17][20], a pioneer of the IS, finds a minimally consistent subset S of the training sets T. 
Editing Nearest Neighbour rule (ENN) reduces training sets by removing noise, which 
cannot be correctly classified by their k nearest neighbours, e.g., k = 3 in this paper. Be-
cause the removal of a noisy data point might lead to a new source of noise, Repeated 
Editing Nearest Neighbour rule (RENN) repeatedly removes noisy data until no noise of 
this kind is found [20]. Further, a variant of Decremental Reduction Optimization Proce-
dure 3 (DROP3) [20] and Iterative Case Filtering (ICF) [2], denoted as DROP3.1, can be 
used for removing redundant data points. DROP3.1 first executes ENN to remove noise 
from the original training set T, and sort the resulting instances S by distances to their 
nearest neighbours belonging to the other classes in S, and then remove redundant points, 
which can be classified by their k nearest neighbours, e.g., k = 5 in this paper, in S with a 
high probability p, e.g., p ≥ 0.8 in this paper, without the redundant points. 
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On the other hand, border points potentially exist in a labelled dataset [9]. A full 
border consists of near borders and far borders, and it can be identified by a recent 
technique called Border Identification in Two Stages (BI2) [9]. Because initial border 
points have high uncertainty, which is insufficient for adequate learning [5][12], Pro-
gressive Border Sampling (PBS) [9] has been proposed to augment border points for 
an effective sample the context of supervised learning by borrowing the basic idea 
behind Progressive Sampling technique (PS) [13], which progressively learns a small 
sample from the original training set with an acceptable accuracy by defining a sam-
pling schedule and convergence condition [8][13].  

2.2   Pairwise Naïve Bayes 

Given a training set with a probability distribution P, Naïve Bayes assumes the prob-
abilities of attributes a1,a2,…,an to be conditionally independent given the class ci ∈ C 
[5][12], and is given by   

)P(c)c|P(amaxargy i

n

1j
ij

Cc
i

i

∏
=∈

=  

Because the conditional independence is not expected to be satisfied in practical 
applications [4], previous research has proposed Naïve Bayes-like classifiers for the 
enhancement of Naïve Bayes by relieving the restriction of conditional independence. 
Aggregating One-Dependence Estimators (AODE) [19] achieves higher accuracy by 
averaging over a constrained group of 1-dependence Naive-Bayes models built on a 
small space. AODE with Subsumption Resolution (AODEsr) [22] augments AODE 
by detecting the specialization-generalization relationship between two attribute val-
ues at classification time and deleting the generalization attribute value. Hidden Naïve 
Bayes (HNB) [21] constructs a hidden parent for each attribute. Weightily Averaged 
One-Dependence Estimators (WAODE) [7] weights the averaged 1-dependence clas-
sifiers by the conditional mutual information.  

On the other hand, learning a Naïve Bayes is different from learning a Support 
Vector Machine (SVM) because SVM is originally designed as a binary classifier 
while other classifiers, e.g., Naïve Bayes and Decision Tree, are directly designed on 
either binary or multi-class domains. The class binarization methods [3][18], e.g., the 
one-against-one (oo) and one-against-all (oa), are used for enhancing binary classifi-
ers on multi-class domains.  

In general, the pairwise classification or the oo method transforms a multi-class 
domain with m class into m(m-1)/2 binary domains. Each binary domain consists of 
all examples from a pair of classes. A binary classifier is trained on each binary do-
main. For classification, an observation x is input to all binary classifiers, and the 
predictions of the binary classifiers are combined to yield a final prediction.  

There is a theoretical discussion about the pairwise Naïve Bayes classifiers, which 
is related to the pairwise Bayes classifier [16]. A pairwise probabilistic classifier is 
trained on a binary domains consisting of all examples in either ci or cj, denoted as cij, 
to estimate probabilities pij = P(ci|x, cij) and pji = P(cj|x,cij) = 1 – pij for voting. It has 
been shown that the resulting prediction from all binary classifiers by a linear combi-
nation of votes is equivalent to regular Bayes classification for class ranking.  
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The oa classification splits a multi-class domain into m binary domains consisting 
of one class ci, i = 1…m, from all other classes, and train these binary classifiers using 
all examples of class ci as positive examples and the examples of the union of all 
other classes cj = D – ci as negative examples.  

It has been realized that pairwise Naïve Bayes built on each pair of classes of a 
multi-class domain is reduced to a standard Naïve Bayes directly built on the multi-
class domain [16]. Although the oa classification can be reduced to a regular Bayes 
classification, a Naïve Bayes classifier with the oa is not consistent with a regular 
Naïve Bayes because the related probability estimates are not equivalent [16].  

3   Pairwise Border Sampling 

We discuss two main issues related to border sampling on multi-class domains. 

3.1   Class Binarization Method 

Border sampling on multi-class domains is not a trivial issue. The previous class bi-
narization methods for classification provide a direct venue for the border sampling 
on multi-class domains. As a result, two kinds of class binarization methods, i.e., one-
against-one (oo) and one-against-all (oa), for border sampling on multi-class domains 
can be described as follows.  

• oo method 
It is also called the pairwise method. Border sampling with the oo strategy identi-

fies the pairwise borders on each pair of classes. All obtained c(c – 1)/2, where c is 
the number of classes, pairwise borders are combined together by a simple union as 
the resulting sample. 

• oa method 
Border sampling with the oa strategy identifies individual borders bi in each class by 

identifying a pairwise border b′i between the class and the rest of classes such that bi  
can be obtained by retaining border points in class i out of b′i. All obtained individual 
borders bi, i = 1,…, k are combined together by a simple union as the resulting border. 

3.2   Naïve Bayes Validation 

Initially identified border points have high uncertainty, which might be improper for 
sufficiently learning. Uncertainty can be overcome by progressively learning new 
border points on the remaining data obtained by removing the previously identified 
border points for an augmented border until this augmented border is sufficient for 
Bayesian learning [5]. 

The paiwise border sampling identifies and augments border points on each pair of 
classes by assuming the oo strategy. Heuristically, the augmentation on each pair can 
be validated by building a Naïve Bayes model and testing on the pair until the per-
formance of the Naïve Bayes model does no longer ascend [9]. As a result, a pairwise 
Naïve Bayes are built from all pairs of classes. According to the early discussion, it is 
believed that this pairwise Naïve Bayes can be reduced to the standard Naïve Bayes 
built on the resulting sample.  
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However, a Naïve Bayes with the oa is not equivalent to a standard Naïve Bayes 
due to the probability estimation [16]. Moreover, because the oo is applied on each 
pair of classes, it requires less data access than the oa. As a result, the pairwise PBS is 
preferable to the PBS with the oa.  

4   Instance Selection by Border Sampling in Multi-class Domains 

Noise removal is an important issue for instance selection. In general, there are two 
kinds of methods: the Tomek Link based method and the RENN based method, for 
noise removal. A Tomek Link is a pair of adjunct data points belonging to different 
categories, and one in the pair is identified as a noise if it is farther from its nearest 
neighbour in the same category than the adjunct point in the Tomek Link [17][20].  

As we know in Section 2.1, ENN is used for removing noise, which cannot be clas-
sified correctly by its nearest neighbours. RENN is a method to repeatedly remove 
noise of this kind by applying ENN. Therefore, this RENN based method for noise 
removal appears preferable to the Tomek Link based method because it has a more 
direct effect for classification than the latter. The main problem of RENN is that it 
suffers from the loss of information because some border points are also removed as 
noise while they are useful for training classifiers [20]. 

4.1   PENN 

We propose a new algorithm for improving the original Repeatedly Editing Nearest 
Neighbour rule by assuming PL technique. The new algorithm is called Progressively  

 

 

Fig. 1. PENN algorithm 

 PENN algorithm 
 Input  D: a sample for training with c classes 
 Output  D’ 
 begin 
 1 D’ = D, oD = D, LCurve[k], k = 0..K(100),k = 1 
 2 while(true) 
 3  LCurve[k] = LearningNB(D’, D) 
 4  if(LCurve[k] < LCurve[k-1]) 
 5   D’ = oD, break 
 6  Hk = kNN(D’, 3), D” = ∅, isFinished = true 
 7  for(each p ∈ D’) 
 8   if(Hk(p)) 
 9    D” = D” ∪ p 
 10   else 
 11    isFinished = false 
 12  if(isFinished) 
 13   break; 
 14  oD = D’, D’ = D”, k++ 
 15 return D’ 
 end 
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Editing Nearest Neighbour (PENN), as shown in Figure 1. PENN has only input: D, 
which is the original training set. It outputs D′ as the reduced training set. The algo-
rithm initializes its variables at Step 1. LCurve is used for describing the learning 
curve of Naïve Bayes. From Step 2 to Step 14, the algorithm progressively learns the 
resulting sample D′ by removing noise in the previously generated D′. A Naïve Bayes 
classifier is built on D′ and tested on the original data D during Step 3. If the learning 
curve descends at Step 4, the algorithmic convergence is detected, and the previously 
learned result oD is returned as D′ at Step 5. Otherwise, the algorithm builds a k-
Nearest Neighbour classifier (kNN) on D′ with its parameter of 3 (the number  
of nearest neighbours) at Step 6, and the kNN model classifies each data point in D′  
at Step 8. Actually, the algorithm from Step 6 to Step 11 corresponds to the  
original ENN. If all data are correctly classified, then the while loop exits at Step 13. 
Otherwise, the algorithm continues in the while loop. 

4.2   PEBS Algorithm: A Hybrid of PENN and PBS 

We can combine PENN and PBS for instance selection. The combination of PENN 
and PBS is a hybrid algorithm, called PEBS, as shown in Figure 2. First, PENN is 
used for removing noise. Second, PBS is used for removing redundancy. Arguably, 
PENN is not suggested to be invoked after PBS is invoked in PEBS because there is 
no chance to add new border points after noise is removed. 
 

 

Fig. 2. PEBS: The hybrid of PENN and PBS 

In Figure 2, PEBS applies pairwise border sampling on each pair of classes from 
Step 3 to Step 15. In the while loop from Step 6 to Step 14, PEBS identifies at Step 7, 
augments border points at Step 8, and validates a Naïve Bayes built at Step 10 on the 

PEBS algorithm 
Input  D: a sample for training with c classes 
Output  B 
begin 
1 D = PENN(D), B = ∅;  
2 C = getClassset(D), C = {Ci | i = 0, …, c} 
3 for ∀i, j, where i < j, Ci ≠ ∅, and Cj ≠ ∅ 
4 Bij = ∅, C’i = Ci, C’j = Cj; Cij = Ci ∪ Cj 

5 Acc[k] = 0, k = 0, 1, …, K, K = 100 
6 while(true)  
7  B’ij = BI2(C’i, C’j, Bij) 
8  Bij = Bij ∪ B’ij,  
9  C’i = C’i – B’ij, C’j = C’j - B’ij 
10  Acc[k] = ValidateNBModel(Bij, Cij) 
11  if(Acc[k] ≤ Acc[k-1]) 
12    Bij = old; break; 
13    continue 
14  old = Bij, k++ 
15 B = B ∪ Bij  
16
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current border points and tested on the pair of classes for convergence detection at 
Step 11. All augmented border points from all pairs of classes are unified together at 
Step 15 as a resulting sample.  

The number of iterations of the while loop from Step 2 to Step 14 in PENN is ex-
pected to be bounded with a small number. However, PENN has a quadratic time 
complexity due to kNN is quadratic for classification [2][20]. PEBS is also quadratic 
due to PENN and the original PBS [9] although PBS can be scaled up [10]. 

5   Experiments 

Our experimental design and results are reported as follows. 

5.1   Datasets for Experiments 

We conducted experiments on 10 benchmark multi-class datasets chosen from the 
UCIKDD repository [1] and one binary dataset obtained from a nuclear security ap-
plication, as shown in Table 1, where the columns #attr, #ins, and #c are the number 
of attributes, instances, and classes in training sets, respectively; #PEN, #PEBS, 
#CNN, #ENN, #RENN, and #DROP3.1 are the sample sizes generated by PENN, 
PEBS, CNN, ENN, RENN, and DROP3.1, respectively; %PEN, %PEBS, and 
%RENN are the percents of #PEN, #PEBS, and #RENN to #ins, respectively. 

For the application, a possible method of explosion detection for the Comprehen-
sive nuclear-Test-Ban-Treaty [15] consists of monitoring the amount of radioxenon in 
the atmosphere by measuring and sampling the activity concentration of Xe-131m, 
Xe-133, Xe-133m, and Xe-135 [14]. Several samples are synthesized under different 
circumstances of nuclear explosions, and combined with various levels of normal 
concentration backgrounds so as to synthesize a binary training dataset, called  
XenonT2D1. 

In our experiments, PEBS ran with the Radial-based function [12] as a similarity 
measure for computing the nearest neighbours. Several inductive algorithms are used 
for training Naïve Bayes-like classifiers on either the resulting samples generated by 
PEBS or the full training sets (Full), or those generated by previous approaches, i.e., 
CNN, ENN, RENN, and DROP3.1, which is implemented for experiments in this 
paper. The performances of these classifiers with respect to the Area under ROC 
curve (AUC) [6], based on averages obtained within 20 runs of the 10 cross valida-
tion, are used for comparison between PEBS and the other algorithms. 

The software tools for Naïve Bayes and three Naïve Bayes-like learners: AODE, 
AODEsr, and HNB (WAODE is omitted due the limitation of space) are chosen from 
the Waikato Environment for Knowledge Analysis (Weka) [23]. The datasets have 
been pre-processed by using the ReplaceMissingValue tool in Weka for missing val-
ues and the unsupervised Discretize tool in Weka for discretizing continuous values. 
The classifiers are built with their default settings, with no loss of generality, e.g., NB 
with Maximum Likelihood estimator, and AODE with a frequencyLimit of 1, i.e., any 
attribute with values below this limit cannot be use as a parent, etc. 
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5.2   Experimental Results 

Our initial results in Table 1 show that PEBS can produce much smaller samples, e.g., 
on average, 303 samples and 653 samples from Anneal and Hypothyroid, respec-
tively, than other approaches, i.e., CNN, ENN, and RENN except DROP3.1, while it 
can retain most instances, e.g., in Vowel, if few redundancies can be found. The com-
parison between PENN and RENN is discussed later. On average, PEBS produces 
smaller samples than other approaches except for DROP3.1, which intends to pro-
duces the smallest samples among all approaches. 

XenonT2D1 is a distinct case that the synthesized data contains much redundancy. 
PEBS can produce a much smaller sample from XenonT2D1 than other approaches 
while other approaches reduce a little redundancy except for DROP3.1. 

We show the effectiveness of PEBS by comparing PEBS with CNN, ENN, RENN, 
and DROP3.1 for training the classifiers, i.e., NB, AODE, AODEsr, and HNB, as 
shown from Table 2 to Table 5. We use ‘w’ and ‘l’ to represent PEBS’s wins and 
losses, respectively, against the corresponding methods in terms of the paired t-test 
(first) and Wilcoxon signed rank test (second) at significance levels of 0.05. 

Table 1. The 11 datasets 

Datasets #attr #ins #c #PEN%PEN#PEBS%PEBS#CNN#ENN#RENN%RENN #DROP3.1

Anneal 39 898 5 808 100 303 37 793 800 797 99 148 

Audiology 70 226 24 203 100 164 80 179 154 140 69 88 

Autos 26 205 6 185 100 161 87 179 155 143 78 107 

Balance-s 5 625 3 528 94 459 82 458 500 499 89 306 

Hypothyroid 30 3772 4 3395 100 653 19 3071 3185 3170 93 111 

P-tumor 18 339 21 305 100 302 99 293 167 128 42 124 

Soybean 36 683 18 615 100 541 88 519 582 573 93 162 

Vehicle 19 846 4 720 95 697 91 753 624 592 78 336 

Vowel 14 990 11 891 100 891 100 845 843 828 93 570 

Zoo 18 101 7 88 97 39 43 71 88 87 96 23 

XenonT2D1 5 640 2 572 99 26 5 578 567 567 98 30 

Average  848  756 99 385 67 703 697 684 84 182 

 
PEBS can help learn better NB and other three Naïve Bayes-like classifiers, as 

shown from Table 2 to Table 5, in most cases in terms of the paired t-test and Wil-
coxon signed rank test as compared with Full, and other approaches. Especially, it is 
consistently superior to DROP3.1 in all cases for training classifiers.  

The averaged AUC are shown at the bottoms of Table 2 to Table 5. We summa-
rized the results for statistical test in Table 6. The results clearly show that PEBS 
consistently outperforms previously proposed instance selection approaches for train-
ing set reduction, and helps learn successful classifiers as compared with Full.  
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Table 2. Training NB 

 PEBS Full  CNN  ENN  RENN  DROP3.1  

Anneal 0.9587 0.9601 -l 0.96 -l 0.9593 -l 0.9592  0.9501 -w 

Audiology 0.6984 0.7012 -l 0.7002  0.6904 ww 0.6843 ww 0.6868 ww 

Autos 0.9096 0.9119  0.9122  0.8736 ww 0.8602 ww 0.8712 ww 

Balance-s 0.8942 0.8307 ww 0.8989  0.9074 -l 0.9075 -l 0.8442 ww 

Hypothyroid 0.8995 0.8802 ww 0.8805 -w 0.8805 -w 0.7863 ww 0.8141 ww 

P-tumor 0.7543 0.7544  0.7543  0.73 ww 0.7049 ww 0.7308 ww 

Soybean 0.9983 0.9983 -w 0.9983  0.9981 -w 0.998 -w 0.9981  

Vehicle 0.8109 0.8077 -w 0.8079 -w 0.8079 -w 0.7951 ww 0.7812 ww 

Vowel 0.9591 0.9591  0.9574 -w 0.9493 ww 0.9416 ww 0.9572  

Zoo 0.894 0.894  0.8917  0.8917  0.894  0.894  

XenonT2D1 0.9873 0.9919  0.9919  0.9919  0.9919  0.955 ww 

Average 0.8777 0.8698  0.8761  0.8688  0.8531  0.8528  

Table 3. Training AODE 

 PEBS Full  CNN  ENN  RENN  DROP3.1  

Anneal 0.9596 0.961  0.961  0.9602  0.9601  0.9515 -w 

Audiology 0.6987 0.7015 -l 0.7008 -l 0.6907 ww 0.6844 ww 0.6872 ww 

Autos 0.9326 0.9349  0.9352  0.8933 ww 0.8772 ww 0.8897 ww 

Balance-s 0.8641 0.798 ww 0.8678  0.8877 -l 0.8856 -l 0.7699 ww 

Hypothyroid 0.8952 0.8733 ww 0.8735 ww 0.8735 ww 0.7893 ww 0.8115 ww 

P-tumor 0.7546 0.7547  0.7541  0.7305 ww 0.705 ww 0.7315 ww 

Soybean 0.9986 0.9986  0.9985  0.9983 ww 0.9982 ww 0.9983  

Vehicle 0.8994 0.9013 -l 0.9019 -l 0.9019 -l 0.877 ww 0.8615 ww 

Vowel 0.994 0.994  0.9938  0.987 ww 0.9818 ww 0.9902 ww 

Zoo 0.894 0.894  0.8917  0.8917  0.894  0.894  

XenonT2D1 0.9878 0.9917  0.9917  0.9915  0.9915  0.9579 ww 

Average 0.8891 0.8811  0.8878  0.8815  0.8653  0.8585  

PENN is an improved method for noise removal by incorporating PL technique 
with ENN. As we can see in Table 1, PENN is not expected to reduce much noise 
from the original datasets. There are only four cases, i.e., Balance-s, Vehicle, Zoo, 
and XenonT2D1, where PENN can remove noise, which is less than that removed by 
RENN. We emphasize that PENN can guarantee few loss of information such that 
PEBS can produce effective samples for training classifiers as compared with Full 
and other instance selection approaches. 

We compare PENN with RENN by training NB and other three Naïve Bayes-like 
classifiers on either the resulting samples generated by PENN and RENN or the full 
training sets (Full), as shown in Table 7, where the names of datasets are omitted, and  
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Table 4. Trianing AODEsr 

 PEBS Full  CNN  ENN  RENN  DROP3.1  

Anneal 0.9647 0.9651  0.9651  0.9639 -w 0.9636 -w 0.9597 -w 

Audiology 0.7082 0.7069  0.7075  0.6993 ww 0.6918 ww 0.6962 ww 

Autos 0.9403 0.9419  0.9424 -l 0.8954 ww 0.8774 ww 0.8998 ww 

Balance-s 0.8665 0.7073 ww 0.8691  0.8858 -l 0.8842 -l 0.7825 ww 

Hypothyroid 0.9103 0.8916 -w 0.892 -w 0.892 -w 0.8048 ww 0.8525 ww 

P-tumor 0.7576 0.758  0.7577  0.7305 ww 0.7044 ww 0.7343 ww 

Soybean 0.9988 0.9989 -l 0.9989  0.9986  0.9986 -w 0.9987  

Vehicle 0.8983 0.8979  0.8981  0.8981  0.873 ww 0.8714 ww 

Vowel 0.9971 0.9971  0.9971  0.9929 ww 0.987 ww 0.9935 ww 

Zoo 0.894 0.894  0.894  0.894  0.894  0.894  

XenonT2D1 0.9891 0.9919  0.9919  0.9917  0.9917  0.9773  

Average 0.8936 0.8759  0.8922  0.8851  0.8679  0.8683  

Table 5. Training HNB 

 PEBS Full  CNN  ENN  RENN  DROP3.1  

Anneal 0.9644 0.9641  0.9638  0.9635  0.9633  0.9583 -w 

Audiology 0.7029 0.7044 -l 0.7029  0.6939 ww 0.6878 ww 0.6938 ww 

Autos 0.9458 0.9451  0.945  0.8978 ww 0.8769 ww 0.8966 ww 

Balance-s 0.8485 0.8808 -l 0.8536  0.8727 -l 0.8727 -l 0.7507 ww 

Hypothyroid 0.9066 0.8864 -w 0.8848 -w 0.8848 -w 0.7842 ww 0.8448 ww 

P-tumor 0.7557 0.7557  0.7556  0.727 ww 0.7016 ww 0.7273 ww 

Soybean 0.999 0.999 -w 0.999  0.9988 -w 0.9987 ww 0.9988 -w 

Vehicle 0.9075 0.9078  0.9077  0.9077  0.8794 ww 0.8742 ww 

Vowel 0.9974 0.9974  0.9973  0.9931 ww 0.9861 ww 0.9939 ww 

Zoo 0.894 0.894  0.894  0.894  0.8893  0.894  

XenonT2D1 0.9816 0.9921  0.9921  0.9915  0.9915  0.977  

Average 0.8922 0.8935  0.8904  0.8833  0.8640  0.8632  

 
the rows correspond to the datasets in Table 1 in order without any confusion. The 
bottom row shows the average values. 

As we can see, there is only case, i.e., Balance-s, where PENN is inferior to RENN 
for training NB and other three Naïve Bayes –like classifiers in terms of the paired t-
test and Wilcoxon signed rank test. PENN is superior to RENN in all other cases by 
avoiding loss of information, and PENN consistently helps learn NB and other three 
Naïve Bayes-like classifiers without any loss of information as compared with Full.  

Balance-s is also a case that PENN enhances PBS in PEBS. We conducted the re-
lated experiments in that PBS without PENN is inferior to other approaches for train-
ing Naïve Bayes and other three Naïve Bayes-like classifiers although it does not 
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intend to degrade the performance of these classifiers built on the resulting sample as 
compared with learning on the original training set. In addition, the maximum tries of 
PEBS for pairwise border sampling is 16 on P-tumor case. Empirically, it is bound by 
a small number, as discussed in the previous research for PBS [9]. 

The results on XenonT2D1 surprise us that PEBS consistently outperforms other 
approaches for training successful classifiers by producing a much small sample. 

Table 6. Summary of statistical tests 

 Full CNN ENN RENN DROP3.1 
Paired t-test PEBS 5\39\0 1\43\0 18\26\0 26\18\0 29\15\0 

Wilcoxon signed rank test PEBS 10\27\7 6\34\4 25\13\6 29\11\4 34\10\0 

Table 7. The comparison between PENN and RENN 

NB AODE AODEsr HNB 

PENN Full  RENN  PENN Full  RENN  PENN Full  RENN  PENN Full RENN  

0.9601 0.9601  0.9592 -w 0.961 0.961  0.9601 -w 0.96510.9651  0.9636 -w 0.96410.9641 0.9633 -w 

0.7012 0.7012  0.6843 ww 0.70150.7015  0.6844ww0.70690.7069  0.6918ww0.70440.7044 0.6878ww 

0.9119 0.9119  0.8602ww 0.93490.9349  0.8772ww0.94190.9419  0.8774ww0.94510.9451 0.8769ww 

0.8797 0.8307-w0.9075 -l 0.8421 0.798 ww0.8856 ll 0.80340.7073ww0.8842 ll 0.87240.8808 0.8727  

0.8802 0.8802  0.7863ww 0.87330.8733  0.7893ww0.89160.8916  0.8048ww0.88640.8864 0.7842ww 

0.7544 0.7544  0.7049ww 0.75470.7547  0.705 ww 0.758 0.758  0.7044ww0.75570.7557 0.7016ww 

0.9983 0.9983  0.998 -w 0.99860.9986  0.9982 -w 0.99890.9989  0.9986 -w 0.999 0.999 0.9987 -w 

0.809 0.8077  0.7951ww 0.89760.9013  0.877 ww0.89480.8979  0.873 ww 0.903 0.9078 0.8794ww 

0.9591 0.9591  0.9416ww 0.994 0.994  0.9818ww0.99710.9971  0.987 ww0.99740.9974 0.9861ww 

0.9919 0.9919  0.9919  0.99160.9917  0.9915  0.99170.9919  0.9917  0.99150.9921 0.9915  

0.8846 0.8796  0.8629  0.89490.8909  0.8750  0.89490.8857  0.8777  0.90190.9033 0.8742  
 

6   Conclusion and Future Work 

Instance selection by PBS on multi-class domains is not a trivial issue. As a result, we 
argue that PBS prefers the pairwise border sampling to the one-against-all method on 
multi-class domains by borrowing class binarization methods for classification on 
multi-class domains. We show an improved PENN algorithm, which incorporates 
Progressive Learning (PL) technique with Editing Nearest Neighbour rule (ENN), for 
noise removal without any loss of information. Finally, we design a new hybrid 
method, called Progressively Editing Nearest Neighbour rule for Progressive Border 
Sampling (PEBS), for instance selection by incorporating PENN with PBS. PENN is 
used for noise removal first, and then PBS is used for removing redundancies.  

The experimental results show that PEBS can produce much smaller samples than 
other instance selection approaches in some cases while it produces little larger  
samples than these approaches in other cases. On average, PBS can produce  
smaller samples than other approaches except DROP3.1. On the other hand, PEBS 
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consistently outperforms other approaches to produce effective samples in all cases in 
terms of the paired t-test and in most cases in terms of the Wilcoxon signed rank test. 
Especially, PEBS consistently outperforms DROP3.1 in all cases. In addition, PENN 
is not expected to remove much noise as compared with RENN by avoiding loss of 
information. PENN produces a small sample consistent with the full training set by 
removing noise if possible. PENN outperforms RENN in most cases except for one 
case, where it is inferior to RENN. Especially, we show that PENN enhances PBS in 
the worse case as compared with the full training set.  

PENN is not efficient due to its quadratic time complexity, and PEBS for border 
sampling is still subject to small failures in some case in terms of the Wilcoxon signed 
rank test. These drawbacks are expected to be overcome in future work. 
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Abstract. This paper proposes a simulation model to characterize virus propaga-
tion in an email network and analyzes various defense strategies. We demonstrate
the key factor which affects the efficiency of different strategies, and illustrate
two phases of virus propagation. The results show that D-steps immunization
is a feasible strategy in the case of finite resources and the efficiency of node-
betweenness immunization is better than targeted immunization if we have the
global information about a network.

1 Introduction

Recent research has shown that most real-world systems can be modeled as complex
networks, where nodes represent individuals (e.g., computers, Web pages, email-box)
and edges represent the connections among individuals (e.g., network links, hyper-
links, relationships between two people) [1]. There are many research topics related
to network-like environments [2]. Among them, how to control virus propagation in
physical networks (e.g., trojan virus) and virtual networks (e.g., email worms) has
become an interesting and challenging issue for scientists [1,3,4].

Reliable propagation models help researchers to further understand new virus at-
tacks and/or new spreading mechanisms. At the same time, a reliable model provides
a test-bed for developing or evaluating some new and/or improved security strategies
for restraining virus propagation [5]. Furthermore, these models can be used to pre-
dict flaws in a global network infrastructure when exposed worm attacks [6]. Based on
reliable models, researchers can design effective immunization strategies for prevent-
ing and controlling virus propagation in computer networks (e.g., worms). Generally
speaking, there are two major issues in this research area: 1) how to exactly model the
process of virus propagation in a complex network and 2) how to efficiently restrain
virus propagation.

1.1 Propagation Models

Lloyd and May proposed an epidemic propagation model to depict the characteristics
of propagation [1]. Some traditional epidemic models, e.g., SI [3], SIR [4], SIS [7], and
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SEIR [8], had been applied to simulate virus propagation and study system dynamic
characteristics. These epidemic models were modeled as equations based on mean-
filed theory, a type of black-box modeling approach, therefore they only provided a
macroscopic understanding of the propagation. Some assumptions such as full mixing
and equiprobable contacts are unreliable in the real world. And some microscopic in-
teractive behaviors cannot be observed through the models. Meanwhile, these models
overestimate the speed of propagation [9]. In order to overcome these shortfalls, Zou
built an interactive email network to analyze worm propagation [9]. Two user behaviors,
i.e., checking email-boxes and clicking suspected emails, were added into this model in
order to examine the effects of these behaviors on the virus propagation. But there is a
little information about how to restrain worm propagation in their model.

1.2 Immunization Strategies

Currently, one of the popular methods to effectively and efficiently restrain virus prop-
agation is called network immunization, where a set of nodes in the network are immu-
nized (or protected) and hence will not be infected by viruses any more. Pastor-Satorras
studied the critical values of both random and targeted immunization [10]. Though
targeted immunization gains the best result, it needs global information of a whole
network. In order to overcome this shortfall, a local strategy called acquaintance im-
munization is proposed [11,12]. According to this strategy, the probability of selected
nodes with a high degree is much higher than that of selected nodes with a low de-
gree, because the nodes with higher degrees have more links in a scale-free network.
Thus, the efficiency of acquaintance immunization is between those of random and tar-
geted immunization. However, this strategy does not distinguish the differences among
neighbors, and randomly selects some nodes and their direct neighbors. These issues
seriously restrict the effectiveness of acquaintance immunization [13]. If we extend the
selection range from direct neighbors to D-steps neighbors, the immunization problem
can be translated into a graph covering problem, i.e., some initial “seed” nodes aim to
cover the whole network within d steps [13,14]. So, acquaintance strategy can be seen
as 1-step immunization.

An email network is a typical interactive social network where an edge between two
users represents they have communicated before [9,15]. We take an interactive email
model as an example to evaluate the efficiency of different immunization strategies, as
well as the characteristics of propagation. Our model exactly exhibits the microscopic
process of email worm propagation and further finds some hidden determining factors
which affect propagation and immunization strategies, such as the power-law exponent
and the average path length. Different from other models, here we focus on comparing
the performances of the previous degree-based strategies and new betweenness-based
strategies, replacing the critical value of epidemic in the network.

1.3 Organization

The remainder of this paper is organized as follows: Section 2 presents a model of in-
teractive email network and some important research problems to be dealt with in this
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paper. Section 3 shows some experiments to compare the actual measurements of differ-
ent strategies both in synthetic networks and Enron email network. Section 4 provides
the analysis and discussions about the effect of power-law exponent on virus propagation
and immunization strategies, and the performances of immunization strategies including
cost, efficiency and robustness. Section 5 concludes the major results of this work.

2 Formal Definitions about Email Networks

We begin with a brief introduction to characterize the models of epidemic propaga-
tion and some well-known immunization strategies. We focus on the characteristics of
virus propagation and the efficiency of immunization strategies. Our numerical simula-
tion has two phases. Firstly, we establish a pre-existing email network, in which each
node has some interactive behaviors, more details are shown in this section. And then,
we deploy virus propagation into the network and study the epidemic behaviors when
applying different immunization strategies, more details are shown in Section 3.

2.1 Structures of Email Networks

Structures of most popular networks follow power-law distributions [16] and the power-
law exponents (α) are often between 2 and 3 [17]. Current research shows that an email
network also follows heavy-tailed distribution [9,15]. So three synthetic power-law net-
works are generated based on the GLP algorithm [18] in which the exponent can be
tuned. The three synthetic networks all have 1000 nodes with α =1.7, 2.7 and 3.7, re-
spectively. In order to reflect more characteristics about a real-world network, we will
also study Enron email network1, which is built by Andrew Fiore and Jeff Heer. The
degree statistics of these networks are shown in Table 2.

2.2 A General Model of Interactive Email Networks

We use a network-based environment to observe virus propagation. A network can be
denoted as E=〈V, A〉, where V = {v1, v2, ..., vn} is the set of nodes and A = {〈vi, vj〉 |
1 ≤ i, j ≤ n} is the set of undirected links (if vi in the hit-list of vj , there is a link
between vi and vj ). The virus can propagate along edges in order to infect more nodes
in a network.

In order to have a general definition, a node can be denoted as a tupe <ID, Status,
NodeLink, Pbehavior , Baction,VirusNum, NewVirus>.

• ID: the identifier of node, vi.ID = i.
• Status: the states of node, which includes four statuses:

vi.Status =

⎧⎪⎪⎨⎪⎪⎩
healthy = 0, if the node has no virus,
danger = 1, if the node has virus but not infected,
infected = 2, if the node has been infected,
immunized = 3, if the node has been immunized.

1 Http://bailando.sims.berkeley.edu/enron/enron.sql.gz
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• NodeLink: the information of its hit-list or adjacent neighbors, vi.NodeLink =
{〈i, j〉 | 〈i, j〉 ∈ A}.

• Pbehavior : the probability of node to perform different behaviors.
• Baction: the different behaviors.
• VirusNum: the total number of new unchecked viruses before the next operation.
• NewVirus: the number of new receiving viruses from its neighbors at each step.

In order to make our model as general as possible, we simulate two interactive be-
haviors according to Zou’model [9], i.e. the checking email intervals and the clicking
email probabilities, which are all following the Gaussian-distribution. So the formula
of Pbehavior in the tupe can be expressed as P 1

behavior = ClickProb and P 2
behavior =

CheckT ime.

• ClickProb is the probability of user clicking suspected E-mail,

vi.P
1
behavior = vi.ClickProb = normalGenerator(μp, σp) ∼ N(μp, σ

2
p).

• CheckRate is the probability of user checking E-mail,

vi.CheckRate = normalGenerator(μt, σt) ∼ N(μt, σ
2
t ).

• CheckTime is the next checking E-mail time,

vi.P
2
behavior = vi.CheckT ime = expGenerator(vi.CheckRate).

Baction can be expressed as B1
action = receive email, B2

action = send email and
B3

action = update email. If a user receives a virus email, the node will update its status
by vi.Status ← danger. If user opens an email which has virus attachment, the node
will adjust its status by vi.Status ← infected. At the same time, the node will send
virus emails to all its friends according to hit-list. If a user is immunized, the node will
update its status by vi.Status ← immunized.

2.3 Research Issues in Email Networks

Based on the above email network, we will provide a detailed discussion of the key
components in this paper by addressing the following issues step by step:

1) Process of virus propagation and some factors which will affect the efficiency of
immunization strategy.

2) Effect of power-law exponent on virus spreading and immunization strategy.
3) Effect of node-betweenness and edge-betweenness on immunization.
4) Performances of different strategies, i.e., cost, efficiency and robustness.

3 Simulation of Immunization Strategies

In this section, we aim to compare the efficiency of different strategies. Specifically,
we want to examine whether betweenness-based immunization strategies can restrain
the worm propagation in email networks and which measure can be used to depict the
efficiency of immunization strategies.
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3.1 Some Assumptions and Measurements

Some assumptions in interactive email models are as follows:

• If a user opens an infected email, the node is infected and will send viruses to all its
friends in its hit-list;

• When checking his/her mailbox, if a user does not click virus emails, we assume
that the user deletes those suspected emails;

• If nodes are immunized, they will never send virus emails even if a user clicks an
attachment.

At beginning, there are two methods to select infected nodes. One is the random infec-
tion, and the other is the malicious infection, i.e., the infected nodes with the maximal
degree. Since the process of email worm propagation is stochastic, all numerical results
are given in average values by simulating 100 times.

In order to evaluate the efficiency of immunization strategies and find a bridge be-
tween the local information and the global information, we test two statistic parameters:
the sum of immunized degree (SID) which reflects the importance of the nodes in a net-
work, and the average path length (APL) of a network which reflects the connectivity
and transmission capacity of the network.

The sum of immunized degree can be expressed as SID =
∑

vi.degree, where
vi.status = immunized. And the average path length can be expressed:

APL =
1

1
2n(n − 1)

∑
i>j

dij

Where dij is the shortest path between i and j. If there is no path between i and j, dij →
∞. In order to facilitate the calculation, we use Harmonic Means of APL(APL−1) to
reflect the connectivity of a network:

APL−1 =
1

1
2n(n − 1)

∑
i>j

d−1
ij

if there is no path between i and j, dij = 999.

3.2 Simulation Results

We compare the efficiency of different immunization strategies, i.e., targeted and ran-
dom strategy [10], acquaintance strategy(random and maximal neighbor) [11,12], D-
steps strategy(D=2 and D=3) [13,14] (which are all introduced in section 1.2), and our
proposed betweenness-based strategy(nodes and edges betweenness), in three synthetic
networks and Enron email network when selecting different immunized proportion (5%,
10% and 30%). Two initial infected nodes are selected based on different infected mod-
els (random or malicious). Parts of numerical results are shown in Table 1. The results in
other synthetic networks are coincident with NET1. The comparing charts of different
strategies in Enron email network are shown in Fig.1.

From Table 1, we find that node-betweenness immunization has the best results (i.e.
minimum final infected nodes, F ) except immunization 5% nodes in NET2. So, if we
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Table 1. NET1 is a synthetic network with α = 1.7 in the case of random attack. NET2 is Enron
email network in the case of malicious attack. There are two infected nodes at the initial situation.
If there is no immunization, the final infected nodes of NET1 is 937, APL−1 = 751.36(10−4),
and NET2 is 1052, APL−1 = 756.79(10−4). The total simulation time T=600.

5% 10% 30%
F SID APL−1 F SID APL−1 F SID APL−1

Targeted 679 3697 111.56 413 4694 57.88 7 6666 16.20
Nodes 653 3680 109.80 368 4588 52.31 3 6418 12.89

N Edge 682 3619 116.73 398 4518 58.58 39 5829 21.47
E Random 879 414 658.05 803 845 570.01 563 2538 295.57
T Rand Neighbor 805 1828 399.11 673 2981 224.57 232 5339 39.99
1 Max Neighbor 721 2897 203.75 556 4025 95.60 34 5946 23.28

D-steps D=2 663 3625 118.19 456 4635 60.51 9 6617 16.6
D-steps D=3 658 3690 112.82 431 4684 58.93 7 6664 16.18
Targeted 396 1641 401.28 300 1992 326.68 182 2658 176.2
Nodes 441 1483 358.83 239 1780 243.89 58 2259 39.42

N Edge 964 80 635.73 914 147 540.10 255 1916 138.29
E Random 944 151 689.67 885 316 624.27 646 924 406.91
T Rand Neighbor 577 1092 491.86 458 1376 444.62 349 1697 403.65
2 Max Neighbor 541 1154 474.25 437 1427 432.08 329 1797 383.85

D-steps D=2 492 1417 412.29 346 1843 333.41 209 2591 190.95
D-steps D=3 406 1580 412.53 342 1839 364.81 246 2375 226.83
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Fig. 1. Comparing different strategies in Enron email network. (a-c) correspond to random attacks
and (d-e) are malicious attacks. In each plot, the curve labels are ranked by the total infected nodes
from top to bottom.
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Fig. 2. Comparing different immunization strategies in three synthetic networks, (a-c) correspond
to random attacks and (d-f) are malicious attacks

have the global information, node-betweenness immunization is the best strategy. The
average degree of NET2 is 〈k〉 = 3. It means that only a few nodes have large degree,
others have low degree. In this star network, if nodes with the maximal degree are
infected, they will spread in the network rapidly and the sum of final infected nodes
will larger than other cases. So it does not illustrate that targeted strategy is better than
node-betweenness strategy. On the contrary, the more proportion of immunized nodes,
the better efficiency of node-betweenness immunization than that of targeted strategy.

As shown in Table 1, we obtain the maximal SID when we use targeted immu-
nization. However, the final infected nodes are consistent with the Harmonic Means of
APL, but not with the SID. Controlling virus epidemic does not depend on the degrees
which are immunized, but the path length of the whole network, which can also explain
why the efficiency of node-betweenness immunization is better than targeted immu-
nization. Node-betweenness immunization selects nodes which are protected based on
the average path length, but targeted immunization is based on the degree of nodes.

In order to obtain more detailed information, we compare the change of APL with
different strategies in various synthetic networks. The comparing results are shown in
Fig.2. Fig.3(a) and Fig.3(b) compare the changes of total infected nodes over time,
which correspond to Fig.2(c) and Fig.2(d), respectively.

From the above experiments, we can obtain some conclusions:

(1) As shown in Table 1, APL can reflect the efficiency of immunization strategies.
So, when we design a distributed immunization strategy, we will pay more attention to
those nodes which have great impacts on APL.

(2) Node-betweenness immunization is more efficient than targeted immunization
through comparing the number of final infected nodes.

(3) Power-law exponent (α) makes great impact on edge-betweenness immunization,
but has little impact on others.
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Fig. 3. Comparing different Immunization strategies for both random and malicious attack in
synthetic networks

4 Analysis and Discussions

This section firstly analyzes the impact of power-law exponent on virus propagation,
and then some comparing experiments are used to evaluate the performances (e.g., ef-
ficiency, cost and robustness) of the existing immunization strategies and betweenness-
based strategies.

4.1 The Impact of Power-Law Exponent on Virus Propagation

Zou et al. compared virus propagation in synthetic networks with α = 1.7 and α =
1.1475 [9] and pointed out that worm initially propagation had two phases. However,
they did not give more detailed illustrations on this result. In additionally, they did
not compare the effect of power-law exponent on different immunization strategies
during virus propagation. Table 2 presents more detailed degree statistics of different
networks in order to illustrate the effect of power-law exponent on virus propagation
and immunization strategies.

We firstly explore virus propagation in non-immunization networks. Figure 4(a) de-
notes the changes of average infected nodes over time and Fig.4(b) denotes the average
degree of infected nodes at each tick. The results show that 1) the power-law expo-
nent has no effect on the total infected nodes. The total infected nodes are related to
the attack models, i.e., malicious attack is dangerous than random attack. 2) Because
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Table 2. Degree statistics of both Enron email network and synthetic networks

the size of degree > 80 80-60 60-50 50-30 30-20 < 20
α = 1.7 7 16 7 29 38 903
α = 2.7 0 4 5 45 34 912
α = 3.7 0 2 7 34 60 897
Enron 9 2 1 6 9 1211

malicious attack initially infects highly connected nodes, the fall time of average in-
fected degrees in malicious attack is less than that in random attack (T1<T2). The
speed and range of infection will be amplified by these highly connected nodes in a
network. In phase I, viruses propagate very quickly and infect more nodes in a network.
However, in phase II, the curves of total infected nodes grow slowly (Fig.4(a)), because
the viruses aim to infect those nodes that have small degrees (Fig.4(b)), and a node with
fewer links is harder to be infected.

Figure 5 compares the effect of different immunization strategies on the average
infected degree of nodes in different networks. The results show that 1) random immu-
nization has no effect on restraining virus propagation because the curves of average
infected degree are basically coincident with non-immunization circumstance. 2) Com-
paring (a,b,c) in Fig.5 as well as Fig.5(d,e,f), respectively, the peak value of average
infected degree is the largest in the network with α=1.7 and the smallest in the network
with α=3.7. This is because the network with lower exponent has higher connected-
ness nodes (the size of degree between 50 and 80) which are like amplifiers in the
process of virus propagation. 3) The larger α, the more final infected nodes as well as
the more duration time of virus propagation (T1<T2<T3). Because the larger α, the
more APL−1, it can increase the number of final infected nodes. And in a larger ex-
ponent network, virus needs more time to infect those nodes with middle or small size
degree.
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Fig. 4. Change of average infected nodes and average infected degree of nodes over time when
virus propagation in different networks without applying any immunization strategies under dif-
ferent ways of attack circumstances
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Fig. 5. Changes of average infected degree over time when the virus propagation in different
networks which applying different immunization strategies. (a-c) correspond to malicious attack
and (d-f) are random attack.

4.2 Evaluating Different Immunization Strategies

The structures of social networks change frequently, which can affect the efficiency of
immunization strategies. To better evaluate different strategies, we define some mea-
surements to compare them in detail.

• Efficiency can be defined as the total infected nodes when the propagation reaches
to an equilibrium state. In Section 3, we assess different strategies in synthetic networks
and Enron email network. The results show that node-betweenness immunization could
obtain the best efficiency.

• Cost can be defined as how many nodes need to be immunized in order to achieve a
given level of epidemic prevalence ρ. Generally, ρ → 0. Now we define some parameters,
fc is the immunization critical value, ρ0 is the infected density without any immunization
strategy and ρf is the infected density with certain immunization strategy.

Figure 6 indicates the relationship between the reduced prevalence ρf/ρ0 and the
fraction of immunized nodes f. It shows that node-betweenness immunization can get
the lowest prevalence by protecting the fewest nodes in a network. At the same time,
the immunization cost increases with the increment of α, i.e., in order to achieve the
epidemic prevalence ρ → 0, node-betweenness immunization strategy needs 20%, 25%
and 30% nodes to be immunized respectively in three synthetic networks.

• Robustness reflects the tolerance against the dynamic evolution of a network, i.e.,
the change of power-law exponents (α).

Figure 7 shows the relationship between the immunized threshold fc and α. A
low level of fc with a small variation indicates that the immunization strategy is ro-
bust. The robustness is important when an immunization strategy is deployed into a
scalable and dynamic network(e.g., P2P and email network). The advantage of D-steps
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Fig. 6. Reduced epidemic prevalence ρf/ρ0 as a function of the fraction f of immunized nodes
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immunization is that it only needs local information. Fig.7 shows the robustness of D-
steps immunization is close to that of targeted immunization. And the robustness of
node-betweenness is the best.

5 Conclusion

In this paper, we have analyzed the process of virus propagation and compared the
efficiency of the existing immunization strategies and betweenness-based immunization
strategies in an interactive email model. The numerical results have shown that the
key factor which affects the efficiency of immunization strategies is APL, not the total
immunized degrees (SID).

Moreover, we have analyzed the impact of power-law exponent on virus propaga-
tion and immunization strategies in detail. Especially, we have presented a two-phases
model of virus propagation by comparing the total infected nodes with the sum of in-
fected degrees varied over time. Through the comparisons of the performances, we have
found that D-steps immunization is a feasible strategy in the case of finite resources
and node-betweenness immunization is better than targeted immunization if we have
the global information about a network.
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Abstract. Dimension reduction is very important for applications in data  
mining and machine learning. Dependence maximization based supervised fea-
ture extraction (SDMFE) is an effective dimension reduction method proposed 
recently. A shortcoming of SDMFE is that it can only use labeled data, and 
does not work well when labeled data are limited. However, in many applica-
tions, it is a common case. In this paper, we propose a novel feature extraction 
method, called Semi-Supervised Dependence Maximization Feature Extraction 
(SSDMFE), which can utilize simultaneously both labeled and unlabeled data to 
perform feature extraction. The labeled data are used to maximize the depend-
ence and the unlabeled data are used as regulations with respect to the intrinsic 
geometric structure of the data. Experiments on several datasets are presented 
and the results demonstrate that SSDMFE achieves much higher classification 
accuracy than SDMFE when the amount of labeled data are limited. 

Keywords: Semi-supervised learning, Dependence maximization, Dimension 
reduction. 

1   Introduction 

With the rapid accumulation of high-dimensional data such as digital images, videos 
and DNA microarray data, dimension reduction has been widely used in many appli-
cations, such as video classification, face recognition and protein structure prediction, 
etc., they can remove irrelevant and redundant features, increase learning accuracy 
and speed. A lot of dimension reduction methods have been proposed, such as Princi-
pal Component Analysis (PCA) [1], Linear Discriminant Analysis (LDA) [2, 3], 
Neighborhood Preserving Projection (NPP) [4, 5] and so on. These methods can be 
roughly classified into 2 classes, unsupervised methods, such as PCA and NPP, and 
supervised methods, such as LDA. Generally speaking, with the utilization of class 
label information, supervised methods can achieve better classification accuracies 
than unsupervised methods. 

Most of the above methods are linear methods, kernel based nonlinear methods 
have been applied successfully in various data mining tasks such as clustering and 
classification [6]. They work by constructing kernel functions which implicitly map 
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the data from the original data space to a high-dimensional feature space and compute 
the dot product in the feature space. Similar to dimension reduction methods in the 
original space, in many applications, the interesting patterns of the data may lie in a 
low-dimensional subspace of the kernel feature space. Thus, dimension reduction in 
the kernel space has received considerable attention in recent years [7-9]. Among 
them, supervised dimension reduction methods using the Hilbert-Schmidt Independ-
ence Criterion (HSIC) [9] have been proposed in the kernel space [10], we denote the 
method with SDMFE (Supervised Dependence Maximization Feature Extraction). 
Under HSIC, the optimal subspace kernel maximizes its dependence with the ideal 
kernel constructed from the class labels. The method has been shown to be very effec-
tive and the optimal subspace kernel can be obtained with eigenvalue decomposition 
and thus efficient [11]. One shortcoming of the method is that it requires all the data 
are labeled and cannot deal with unlabeled data. However, in real applications, it is 
common to have a data set with both unlabeled data and labeled data, and the size of 
labeled data is generally small due to the high cost to obtain them. The datasets of this 
kind present a serious challenge, the so-called “small labeled-sample problem", to 
supervised feature extraction, that is, when the labeled sample size is too small to 
carry sufficient information about the target concept, supervised feature extraction 
algorithms will fail because they either unintentionally remove many relevant features 
or select irrelevant features. Under the assumption that labeled and unlabeled data are 
sampled from the same population generated by target concept, it is expected to better 
estimate feature relevance using both labeled and unlabeled data. Learning from 
mixed labeled and unlabeled data, so called semi-supervised learning, has shown 
great improvement on many problems compared with the methods based only on 
labeled data [12, 13]. Although nonlinear methods are effective, they usual demand 
more computation time than linear methods. Linear methods are powerful tools for 
solving large-scale data-mining tasks with large number of features in the input space 
such as those arising in face recognition and the textual domain [13, 14]. In these 
problems, linear kernel can be used to obtain satisfying results without nonlinear 
kernel mapping. 

In this paper, we propose a novel linear feature extraction algorithm-SSDMFE 
(Semi-Supervised DMFE), as a natural generalization of SDMFE to semi-supervised 
learning. Under the regularization framework, SSDMFE can utilize information  
in both labeled data and unlabeled data, and can be solved as an eigenvalue decom-
position problem globally with a closed form solution. Experiments on face recogni-
tion data sets are presented. The results demonstrate that SSDMFE can significantly 
improve the classification accuracy of SDMFE method when labeled data are  
limited. 

2   Background 

Because our method is based on dependence maximization criterion, which is pro-
posed in HSIC, we review the Hilbert-Schmidt independence criterion. Before this, 
we give a short introduction of general linear subspace learning. 
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2.1   Linear Subspace Learning 

Several linear subspace learning methods have been proposed for dimension reduc-
tion, PCA and LDA are the most popular two methods among them. In a classifica-
tion task, we are given a set of n  centered training data 1 1{( , ), , ( , )}n nx y x y… , where 

D
ix R∈  and {1, , }iy k∈ …  are the input and output respectively. In linear subspace 

learning, a low-dimensional subspace of the feature space is used to extract informa-
tive features. Let S  be a d -dimensional subspace of the original D -dimensional 
space, and let 1[ , , ] D d

dP p p R ×= ∈…  be the projection matrix, then a data point in 

low-dimensional space can be obtained as T
i iz P x= . Thus, the original kernel matrix 

, T n nK X X X X R ×=< >= ∈  is transformed into 

,T T T T
dK P X P X X PP X=< >=  (1) 

where 1[ , , ]nX x x= … . 

In PCA, data label information is discarded and the projection is obtained by 
maximizing ( )dtr K , which can be solved with eigen-value decomposition. In LDA, 

data label information is utilized and two scatter matrixes (between-class scatter ma-
trix bS  and in-class scatter matrix wS ) are defined, and the criterion is to minimize 

the projected l T
w wS P S P=  and maximize l T

b bS P S P= . When wS  is not singular, the 

problem can be obtained with eigen-value decomposition, and when wS  is singular, 

several methods have been proposed to overcome the difficulty [3, 15]. In linear 
HSIC (see below and [9] for details) based method, the criterion is based on  

* arg max ( )T T
y

P
P tr HX PP XHL=  (2) 

where T
yL Y Y=  and Y  is the class label matrix. 

2.2   Hilbert-Schmidt Independence Criterion 

Hilbert-Schmidt Independence Criterion (HSIC) is proposed recently for measuring 
the statistical dependences of random variables [9, 10] in the kernel space. Let xF  be 

a Reproducing Kernel Hilbert Space (RKHS) defined on the domain X  associated 
with the kernel function :xK X X R× →  and the mapping function :

xK xX Fφ → , 

and let yF  be another RKHS defined on the domain Y  with the kernel function 

:yK Y Y R× →  and the mapping function :
yK yY Fψ → . Assume that x X∈  and 

y Y∈  can be drawn from some joint measure xyp  (probability distribution), then the 

cross-variance operator :xy y xC F F→  is defined as [9, 11]: 

[( ( ) ) ( ( ) )]
x yxy xy K x K yC E x yφ μ ψ μ= − ⊗ −  (3) 
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where ⊗  is the tensor product operator, [ ( )]
xx KE xμ φ= , and [ ( )]

yy KE yμ ψ=  are the 

means in RKHS. Given separable RKHSs xF , yF  and a joint measure xyp , HSIC is 

defined as the squared Hilbert-Schmidt norm of the cross-covariance operator xyC  

given by [9, 11] 
2

( , , )xy x y xy HS
HSIC p F F C  (4) 

In practice, given a finite set of data pairs 1, 1{( ), , ( , )} D
n nZ x y x y R R= ∈ ×…  drawn 

independently from xyp , the empirical estimate of HSIC is given by [9] 

2
,( , ) ( 1) ( )x y x yHSIC Z F F n tr G HG H−−  (5) 

where ( )tr ⋅  is the trace of a matrix, , n n
x yG G R ×∈  are the matrices of the inner product 

of instances in xF  and yF  which can also be considered as the kernel matrices of X  and 

Y  with the kernel functions ( ) ( , )x ij x i jG K x x= , ,( ) ( )y ij y i jG K y y= , and 

/TH I ee n= −  is the center matrix, and e  is the vector of all ones with length n . It can 
be seen that HSIC computes the traces of the product of two centered kernel matrices. 

HSIC has several advantages for subspace learning [9], for example, it is an inde-
pendence measure, unbiased, and can be computed efficiently. HSIC has been  
applied successfully in clustering [16], supervised feature selection, and extraction 
[10, 11] in kernel space. In this paper, motivated by applications such as face recog-
nition and document classification[14], we apply HSIC in the original space instead 
of the kernel space, besides we extend its application to semi-supervised scenery. 

3   Semi-supervised Subspace Learning with Dependence 
Maximization 

3.1   Semi-supervised Learning via Dependence Maximization 

We extend the subspace learning in Eqn(1) to semi-supervised learning via depend-
ence maximization. Suppose we have l  labeled centered examples 1 2, , , D

l R∈x x x  

with class labels from k  classes {1, , }k…  and u  unlabeled examples 

1 2, , , D
l l l u R+ + + ∈x x x  with unknown class memberships. Without loss of generality, 

we assume the first l  data are labeled. So there are a total of n l u= +  examples and 
usually l u . When l  is too small compared with the number of features, SDMFE 
may not perform well since the information it can use is very limited. To remedy  
this problem, we want to incorporate unlabeled data to improve the performance  
of SDMFE, at the same time; we also want to preserve the efficiency of the  
algorithm. More specifically, we need to find a set of projective vectors 

1 2[ , , , ] D d
dP P P P R ×= ∈ , such that the transformed low-dimensional representations 

T d
i iP R= ∈z x can preserve the structure of the original data set. We propose to 

maximize a new objective function in the regularization framework as follows:  
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max ( ) ( )

. . P

n l

T T
y

P R

T
d

tr HX PP XHL J P

s t P I

λ
×∈

+

=
 (6) 

where 1 1[ , , ,0 , ,0 ] D n
l l nX x x R ×

+= ∈… … ,  

 
0

0 0
lH

H
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 

/T
lH I ee l= −  is the center matrix, λ  is a control parameter, yL  is the ideal class 

label kernel of the labeled data, and ( )J P  is a regularization term which can be used 

to obtain information from the unlabeled data. Note that the first term in equatin (6) 
only utilizes the information conveyed by the labeled data. There are many ways to 
formulate the regularization, such as Tikhonov regularization to control the complex-
ity of the method and avoid the singularity problem, to minimize distance in reduced 
space of the data samples those are near in original space [17], to minimize distance 
between unlabeled data and their nearest neighbors (both labeled and unlabeled) [13].  

We use an approach similar to [13], which utilizes a prior assumption of consis-
tency. In this approach, for classification, it is assumed that different nearby points are 
likely to belong to the same class, and for dimension reduction, different nearby 
points will have similar low-dimensional representations. More specifically, given a 
set of examples 1{ }n

i i=x , we use a p -nearest neighbor graph G  to model the relation-

ship between the nearby data points. We put an edge between nodes i  and j  if ix  

and jx  are “close”, i.e., ix  and jx  are among p  nearest neighbors of each other. 

Let the corresponding weight matrix be S  defined by [5] 

1 ,  if ( ) or ( )

0,  otherwise

i p j j p ip
ij

N N∈ ∈⎧⎪= ⎨
⎪⎩

x x x x
S  (7) 

where ( )p iN x  denotes the set of p  nearest neighbors of ix . Note here, other weight 

definition can also be used, such as those defined in [13]. 
With our separation of labeled and unlabeled data, we now explain the utilization 

of geometry information by analyzing the neighbor information. For each labeled data 
point, its neighbor may have different configurations: 1) Only contains unlabeled 
data, 2) Contains data from the same labeled class (with or without unlabeled data),  
3) Contains data from other classes (with or without unlabeled neighbors). Similarly,  
we can see that the neighbor structure of each unlabeled data l ix +  may have the fol-

lowing 3 configurations: 1) Only contains unlabeled data, 2) Contains data from one 
labeled class (with or without unlabeled data), 3) Contains data from 2 or more 
classes (with or without unlabeled neighbors). Our general assumption is that near 
data in original space should also be near in projected space, if near data contains 
different class labels, then the margin of the distance to different class should be 
large. 

We can consider the first 2 configurations at the same time for labeled and unla-
beled data at the same time. For configuration 1) and 2), we minimize the following: 
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( )
( )

2

( )

, ,
( ) ( )

1
( )

2

( )

l i j l i

l i j l i l i j l i

T T
l i j ij

N

T T T
l i j l i l i l i j l i j

N N

T T

T T

J P P P

tr P P

tr P P

tr P P

+ +

+ + + +

+
∈

+ + + + +
∈ ∈

= −

⎛ ⎞⎡ ⎤⎛ ⎞
⎜ ⎟= −⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎝ ⎠

= −

=

∑ ∑
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x x x

x x x x x x

x x S

S x x S x x

X D S X

XLX

 (8) 

where D  is a diagonal matrix whose entries are the column sums of S  and = −L D S  

is the Laplacian matrix of S  [18]. Note here all ,D R  and n nR ×∈L , with the first l  
rows and columns are zeros corresponding to the labeled data. 

For the unlabeled data points with configuration 3), we simply ignore the regulari-
zation. This choice is based on two observations. Firstly, this configuration occurs 
rarely. Secondly, even it occurs, since these neighbors are usually also neighbors to 
each other, then dependence maximization criterion has been applied to them, and we 
assume the information dependence maximization used is more reliable. By ignoring 
this difficult regularization, our method can be expected to be more general. Our 
method is different from [17], while neighbors from different classes are also required 
to be neighbors in projected space with regularization, which may mix them up, and 
reduce the discriminant capability. 

Combining Eqn. (8) into Eqn. (6), we can  get the objective function for the opti-
mization problem of our SSDMFE algorithm, which can be represented by a maximal 
problem  with respect to P : 

max ( ) ( )

. . P

D d

T T T T
y

P R

T
d

tr HX PP XHL tr P XLX P

s t P I

λ
×∈

−

=
 (9) 

  
where λ  is a control parameter. For the first term, we have 

 
( ) ( )

( )

T T T T
y y

T T
y
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=

=
 

Integrate the above equation into Eqn.(4), we have  

( )max

. . 

n l

T T T
y

P R

T
d

tr P XHL HX XLX P

s t P P I

λ
×∈

⎡ ⎤−⎣ ⎦

=
 (10) 

Clearly, similar to PCA, the problem expressed by Equation (10) is a typical eigen-
decomposition problem, which can be easily and efficiently solved by computing the 
eigenvectors of T T

yXHL HX XLXλ−  corresponding to the d  largest eigenvalues. 

Since T T
yXHL HX XLXλ−  is symmetric, the eigenvalues are all real. If the optimal 

*P  has been obtained, the corresponding HSIC value is 
1

d

i
i

λ
=
∑ .  Since the eigenvalues 
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reflect the contribution of the corresponding dimensions, we can control d  by setting 
a threshold thr  ( 0 1thr≤ ≤ ) and then choosing the first d  eigenvectors such as 

1 1

( )
d D

i i
i i

thrλ λ
= =

≥ ×∑ ∑ . 

The optimal *P  of  Equation (10) is determined by kernel matrices ( )K x  and yL  

derived from the labeled data and the corresponding labels, respectively. Here for data 
space kernel we use the linear projection kernel, for label space kernel, we have sev-
eral choices [11]. Let ny R∈  be the label vector with the i -th entry {1, , }iy k∈ … , 

and let k lY R ×∈  be the class indicator matrices defined as ( ) 1  jY ij if y i= =  and 

( ) 0Y ij =  otherwise. We can use the label kernel matrix ( ) T n n
yL K y Y Y R ×= = ∈ . 

3.2   SSDMFE Algorithm 

The SSDMFE algorithm can be summarized as follows: 

1. Construct the label space kernel of labeled yL . 

2. Compute the matrix T
yXHL HX . 

3. Construct the neighbor graph G  with both labeled and unlabeled data, and cal-
culate the regularization matrix TXLX  with Equation (8). 

4. Solve the eigenvalue problem in Equation (9), select d  eigenvectors corre-
sponding to the largest eigenvalues. 

5. Let 1 2[ , , , ]dP P P P= . Data points can be embedded into the lower-dimensional 

space via the transform: TP→ =x z x . 

4   Experiments 

In this section, we describe the evaluation of the performance of the proposed 
SSDMFE algorithms in face recognition problems. We compared with another linear 
space method (PCA based eigenface method) and the original SDMFE method. Ex-
periments were performed on PIE and YaleB face data sets. 

4.1   PIE Data Set 

We used the PIE face database [19] for the first set of experiments. The database 
contains 41,368 face images of 68 individuals, and each individual has 13 different 
poses, under 43 different illumination conditions and with 4 different expressions. We 
chose the frontal poses (C27) with varying lighting and illumination conditions for 
our experiments. There are about 49 images for each individual. Before the experi-
ments, each image was clipped and resized to a resolution of 32 32×  pixels. Some 
sample images are shown in Figure 1. 

We used KNN for the final classification and used it to estimate the classification  
errors of each algorithm. KNN is a very simple yet effective classifier. With a proper 
distance metric to identify the nearest neighbors, KNN often yields competitive results to 
 



 Semi-supervised Discriminant Analysis Based on Dependence Estimation 241 

 

Fig. 1. Sample images of one subject in PIE face database 

some advanced classification algorithms. The number of the nearest neighbors used in 
KNN was simply set as 1 for simplicity. For the neighbor graph construction, the number 
of neighbors need to be choosen, we used cross-validate to determine the number. 

In the first experiment, 30 images were randomly selected for each person to form 
the training set and the rest to form the test set. From the 30 images for each person, 
one image was randomly selected and labeled while the other 29 images remained 
unlabeled. We performed 10 random splits and the averaged recognition rates of dif-
ferent methods evaluated on the unlabeled training data and the test data are reported 
in Table 1. The baseline method ignored the manifold structure of data and Eigenface 
did not utilize the labeled data, and hence the performances of these two methods 
were poor. On the other hand, both SDMFE and SSDMFE exploited the label infor-
mation and hence obtained better results. It can be seen that SSDMFE presented  
better result than SDMFE, implying that unlabeled data can improve the accuracy of 
SDMFE when there are only very few labeled training samples.  

A similar experiment but with 2 labeled images from the 30 training samples as 
training samples was performed. Table 2 reports the results of 10 averaged random 
splits. Similar results are observed that SSDMFE can achieve the best performance 
among all the methods. We also investigated the effect of parameter λ  on the per-
formance of SSDMFE. The recognition error rates on the unlabeled training data and 
test data are plotted in Fig.2. It can be seen that the performances do not change sig-
nificantly when λ  varies in the range of [0.1,1.5] . So it is not difficult to choose an 

appropriate value of λ . 
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Fig. 2. Recognition error with different λ  values on PIE data set 
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Table 1. Averaged recognition error rates on PIE when there are one labeled and 29 unlabeled 
examples 

Method Unlabeled error Test error 
Baseline 0.7835 0.7842 

Eigenface 0.8104 0.8213 
SDMFE 0.6302 0.6744 

SSDMFE 0.5643 0.5672 

Table 2. Averaged recognition error rates over 10 random splits on PIE when there are 2 la-
beled and 28 unlabeled examples 

Method Unlabeled error Test error 
Baseline 0.6232 0.2412 

Eigenface 0.6424 0.6488 
SDMFE 0.5127 0.5213 

SSDMFE 0.3729 0.3876 

4.2   Extended YaleB Face Database 

The extended Yale Face Database B [20] contains images of human subjects under 
varying pose and illumination conditions. We used the cropped images and resized 
them to 32 32× pixels, the dataset has 38 individuals and around 64 near frontal images 
under different illuminiations per individual. Some sample images are shown in Fig.3. 

 

Fig. 3. Sample images of one person in YaleB data set 

Table 3. Averaged recognition error on YaleB data set with different t  values. (a) 2t = ; (b) 5t = . 

(a) 

Method Unlabeled 
error 

       Test  
error 

Baseline 0.8231 0.8343 

Eigenface 0.8318 0.8136 

SDMFE 0.7852 0.7682 

SSDMFE 0.4438 0.4572 

  Method Unlabeled 
error 

    Test error 

Baseline 0.6824 0.6732 

Eigenface 0.7124 0.7541 

SDMFE 0.6638 0.5874 

SSDMFE 0.2782 0.2644 

(b) 



 Semi-supervised Discriminant Analysis Based on Dependence Estimation 243 

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5
0.44

0.445

0.45

0.455

0.46

0.465

0.47

λ

E
rr

or

 

 

error on unlabeled data

error on test data

 
(a) 

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5
0.26

0.265

0.27

0.275

0.28

0.285

0.29

0.295

0.3

λ

E
rr

or

 

 

error on unlabeled data

error on test data

 
(b) 

Fig. 4. Recognition error with different λ  values on YaleB data set with different number t  of 
labeled samples, (a) 2t = , (b) 5t =  

We conducted two experiments on the YaleB database. For each subject, 10 im-
ages were randomly selected for training and the rest was used for the test set. Among 
the 10 training images, we randomly chose 2 or 5t t= =  images and labeled them. 
The two experiments correspond to different values of t . For each t , 10 randomly 
trials were performed and the averaged results are reported in Table 3. Similar results 
to PIE are observed. We can see that Eigenface is not a good choice for recognition 
on YaleB data set and SSDMFE achieved the best results among all the methods. 
SDMFE is better than Eigenface since it utilize the label discriminant information. 
The reason for SSDMFE achieving the best performance could be the utilization of 
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discriminant information and local geometry information simultaneously, especially 
when only a few labeled training samples are presented.  

As in the experiments on PIE database, we also investigated the effect of parameter 
λ  in Eqn.(6) on the performance of SSDMFE. The recognition error rates on the 
unlabeled training and the test data are plotted in Fig.3 and Fig.4. We can see that 
when λ  varies in the range [0.1,1.5] , the performance of SSDMFE does not change 

much. So the value of parameter λ  is not very hard to set. 

5   Conclusion 

In this paper, we have proposed a new dimension reduction method called Semi-
Supervised Dependence Maximization based Feature Extraction (SSDMFE). It  
extended Supervised Dependence Maximization based Feature Extraction into semi-
supervised environment, and can make use of both labeled and unlabeled data in 
learning a transformation to achieve dimension reduction. The selective utilization the 
local geometry information among labeled and unlabeled samples plays a crucial role 
in maximizing the discrimination ability of SSDMFE. Experimental results on two 
widely used face databases are very encouraging when compared with other related 
methods.  
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Abstract. This paper presents nearest neighbor tour circuit encryp-
tion algorithm based random Isomap reduction. In order to be suited
for privacy-preserving classification, we first alter the selection fashion of
the parameters nearest neighbor number k and embedded space dimen-
sion d of Isomap reduction algorithm. Further we embed the tourists’
sensitive attribution into random dimension space using random Isomap
reduction, thus the sensitive attributes are encrypted and protected. Be-
cause the transformed space dimension d and nearest neighbor number
k are both random, this algorithm is not easily be breached. In addition,
Isomap can keep geodesic distance of two points of dataset, so the preci-
sion change of classification after encryption can be controlled in a small
scope . The experiment show that if we select appropriate parameters,
then nearest neighbors of every point may be completely consistent. The
present algorithm can guarantee that the security and the precision both
achieve the requirements.

Keywords: Random Isomap reduction; geodesic distance; nearest neigh-
bor; sensitive information; encryption.

1 Introduction

Privacy-preserving data mining[1,2] techniques have already obtained widespread
attention of computer domain, there are many article proposed for it. The general
goal of the privacy-preservingdata mining techniques is defined as to hide sensitive
individual data values from the outside world or from unauthorized persons, and
simultaneously preserve the underlying data patterns and semantics so that a valid
and efficient decision model based on the distorted data can be constructed. In the
best scenarios, this new decision model should be equivalent to or even better than
the model suing the original data from the viewpoint of decision accuracy.

The proposed privacy preserving data mining methods are divided into two
kinds. One is based on data conversion, and another is based on the cryptology.
A large amount of research work has been devoted to this area, and resulted in
such techniques as k-anonymity[3],data perturbation[4], and privacy preserving
distributed data mining[5,6]. Data distortion is one of the most important parts

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 246–252, 2009.
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in many privacy-preserving data mining tasks. The desired distortion methods
must preserve data privacy, and at the same time, must keep the utility of the
data after the distortion. The classical data distortion methods are based on the
stochastic value perturbation.

Paper[1] proposes a method which adds random noise to the data to preserve
the sensitive information while maintaining the distribution of the underlying
data and hence the utility of data. Paper[7]proposes a random rotation technique
to perturb data, in which the data matrix will be rotated randomly. Several
methods have been proposed to reconstruct the original data from the perturbed
one , such as spectral filtering[8], principal component analysis[9].

However, all these methods have one common shortcoming that if we try to
preserve more privacy, we may have to loss more information. It seems contradic-
tory to achieve the goal of preserving privacy and maintaining the utility of the
data. In this paper, we present Isomap reduction[10]based privacy-preserving
algorithm which ensure that the mining process will not violate privacy up
to a certain degree of security. Isomap[10]is one new algorithm for manifold
learning[11,12]. Isomap algorithm is usually used for dimensionality reduction
and data compression. Given a set x1, x2, · · ·xn of n points in Rl , find a set of
points y1, y2, · · · , yn in Rd(d < l) such that yi “represents” xi .

It is the first time that using Isomap reduction algorithm for privacy-preserving
data mining. We embed the original data into random dimension space so that the
sensitive information will be protected well. Isomap can keep geodesic distance of
the dataset, so these mining methods based distance are not affected. We use the
classification of tourists to verify the present algorithm. The experiment show that
the present method can provide both enough protection and full keep of the data.
In section 2, we present the nearest neighbor tour circuit encryption algorithm
based random Isomap reduction; Section 3 is the experimental result and analysis;
Finally in section 4, we give the conclusion.

2 Nearest Neighbor Tour Circuit Encryption Algorithm
Based Random Isomap Reduction

2.1 Problem Description

For new tourist, the travel organization can estimate which class people it be-
longs based nearest neighbor method. So the organization can recommend ap-
propriate tour circuit to the new tourist. But tourist must provide complete
individual so that the travel organization can judge its class.

Usually tourist don’t hope individual information be announced, for some
sensitive information will need to obtain the security. Suppose the travel orga-
nization has clustered the tourists according to the historic record, moreover it
has a most appropriate tour circuit to each kind of tourist, the data form is

Z = {(x1, y1), · · · , (xn, yn)} = (X, y),
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where X =

⎛⎝x11x12 · · ·x1l

· · ·
xn1xn2 · · ·xnl

⎞⎠ is information data of tourists. There are n clus-

tering tourists, and each class has l attributes such as average age and average
income. y = (line1,line2, · · · , linen)T represents appropriate travel line for every
class tourists.

For some sensitive information such as age, month income and holiday days,
which must be transformed to hide its true value and not affecting the data
mining.

2.2 Encryption Algorithm Based Random Isomap Reduction

The basic thought of the Isomap comes from the multi-dimensional scale
(MDS)[13]. MDS is one non-supervised dimension reduction method. The basic
thought of MDS is the distance of two points in lower embedding space is same
of that in the original high space.

Isomap reduction algorithm is usually used for dimension reduction. Because
Isomap reduction can keep inherent geodesic distance, so we can use it in sensitive
data encryption algorithm. In the Isomap reduction algorithm, the parameter
embedded space dimension d is obtained according to the computation. In order
to apply the Isomap reduction algorithm in the encryption, we propose choos-
ing the parameter with the stochastic way, thus enhancing the security of the
algorithm.

Algorithm 1. Encryption Algorithm Based Random Isomap reduction
Input Dataset X = {x1, x2, · · · , xn} ∈ Rl

1: [Finding the Nearest Neighbor] Computing the nearest neighbor nodes
of xi. Generally we use k nearest neighbors (Parameter k ∈ N ) or ε
neighborhood.
2: [Constructing the weights graph] If nodes i and j are nearest neighbor
points, put the weight of the edge asdx(i, j).
3: [Computing the distance] Computing the shortest distance of two
points on graph, the obtained distance matrix is DG = {dG(i, j)}.
4: [Finding embedding space using MDS] Let

S = (Sij) = (D2
ij), H = (Hij) = (δij − 1/N), τ(D) = −HSH/2,

The lower embedding data is the characteristic vectors which are
corresponding to 2, · · · , d + 1 characteristic value of τ(D).
5: After the complete attribute of the dataset is encrypted using Isomap
reduction, it can go step 1 once more, again carrying Isomap reduction
encryption.
Output encrypted dataset X1
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2.3 Nearest Neighbor Tour Circuit Encryption Algorithm Based
Random Isomap Reduction

Suppose the individual information of the new tourist (define as Alice below)
is x = (x1, x2, · · ·xl). Alice needs the travel organization (define as Bob below)
recommending an appropriate circuit for her. But Alice doesn’t hope giving all
primary information to Bob, so she can give the encrypted data using algorithm
1 to Bob.

Algorithm 2. Nearest neighbor tour circuit encryption algorithm based
random Isomap reduction

Input. travel organization Bob input dataset (X, y); new tourist Alice
input the new data x
1: Alice combines X and x producing

X̃ =
(

X
x

)T

.

2: Alice uses algorithm 1 to encrypt X̃, embedding X̃ into a random
dimension space. Suppose x turns into x1 after encryption, and X to X1 .
In this step, Alice can select the values of two parameters k, d of Isomap
reduction algorithm stochastically.
3: Alice transfers the encrypted data to Bob.
4: Bob use x1 to find nearest neighbor in X1 , finding what class Alice
belongs. Suppose we find the ith class tourists xi

1 that is near to Alice.
Because Isomap can keep the inherent topology of the dataset, so the
class that is nearest to Alice in map space is the same as that class found
in original dataset. Alice belongs to ith class tourist.
Output Bob output the line i to Alice

For the encryption algorithm that Alice uses is random, Bob and other people
are difficult in inferring original sensitive data x from encrypted data X̃1 .

2.4 Safety Analysis

The present algorithm is safe that can undergo simple attacks, for there are three
random steps in encryption algorithm 1.

1)Selecting of the high dimension d is stochastic.
2)Selecting of the nearest neighbors’numbers k of each data xi is stochastic.
3)Alice can use Isomap reduction algorithm to encrypt the dataset again and

again.

According to these three stochasticicitys, each computation get a entire differ-
ent random dimensional embedding manifold. Bob and other people are
difficult to attack the encryption, so Alice’s sensitive attributes can obtain good
protection.
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How to ensure the value of k, d is uncertain in manifold learning, but this
paper changes it to stochastic selection. The present method not only settles the
uncertain of the Isomap reduction algorithm, but also enhances the safety of the
algorithm.

3 Experiment Result

3.1 Experiment Dataset

This section we give the experiment result of one actual dataset. For simplicity,
suppose data is standard and numeric. The dataset only has 6 class tourists,
and every record only has 3 attributes. The tour circuit is simple. One travel
organization Bob has one dataset as table 1.

Table 1. Tour circuit sample dataset

No Average
age

Average
income

Average
holidays

The good tour circuit

1 30 3 15 South Korea → USA → Thailand
2 18 0 90 South Africa → Singapore → Malaysia → South

Korea
3 25 1 8 Malaysia → Singapore → South Korea
4 55 13 25 USA → Hawaii → Singapore → Malaysia
5 40 2 14 Europe → Japan → Singapore
6 36 5.6 7 Japan → USA → Hawaii → Europe

The data of new tourist Alice is (age, income, holidays)=( 38, 5.9, 8), and Alice
needs Bob recommending appropriate tour circuit. Alice doesn’t want to transfer
her sensitive attributes such as age, income to Bob, so she can use algorithm 2 to
encrypt the data. Table 2, table3, table4 are some sample of encrypted dataset.

Because in Algorithm the parameters k, d have infinite selectivities, Alice will
have different encrypted dataset in every running time of algorithm 1. And Alice
can also run encryption algorithm 1 arbitrarily. Bob and other people is difficult
getting original dataset from encrypted dataset.

Alice sends the encrypted dataset to Bob. If Bob receive the embedded dataset
1 as table 2, he calculate the distances between the new data and initial six class
tourist point are

11.0036 84.5943 13.9058 25.0337 5.8883 2.5702
So Bob thinks the new data of Alice is nearest to class 6, and she get the

conclusion that Alice is most similar to 6th class tourist.
If Bob calculate the distances using original dataset as table 1, he will get the

distances between Alice and six class
11.0186 84.6098 13.8928 25.0681 7.4303 2.2561
The class nearest to Alice is 6th class. Though the distances of original dataset

and encrypted dataset are different, but the nearest data is same. So the encryp-
tion algorithm doesn’t effect the result of the classification algorithm, which is
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Table 2. Encrypted dataset 1 of tourist(k = 5, d = 2)

Embedding
attribute

class 1 2 3 4 5 6 new data

Attribute 1 7.4355 -68.4798 13.0776 3.5211 10.4644 17.9013 16.0798
Attribute 2 6.6378 2.2514 13.4072 -21.8262 -1.9423 1.6426 -0.1706

Table 3. Encrypted dataset 2 of tourist(k = 6, d = 2)

Embedding
attribute

class 1 2 3 4 5 6 new data

Attribute 1 -7.6002 68.2890 -13.2632 -3.6795 -10.6457 -16.8179 -16.2825
Attribute 2 6.5678 2.2560 13.3449 -21.8831 -2.0012 1.9314 -0.2157

Table 4. Encrypted dataset 3 of tourist(k = 6, d = 3)

Embedding
attribute

class 1 2 3 4 5 6 new data

Attribute 1 7.6002 -68.2890 13.2632 3.6795 10.6457 16.8179 16.2825
Attribute 2 6.5678 2.2560 13.3449 -21.8831 -2.0012 1.9314 -0.2157
Attribute 3 -0.5389 -0.0446 -0.5784 -0.9610 3.8540 -1.0855 -0.6457

decided by its character of keeping geodesic distance. Likewise, if Bob receives
encrypted dataset such as table 3 and table 4, we will also get the nearest class
tourist to Alice is 6. Bob can’t get the original sensitive data of Alice, but also
can commend the right tour circuit to Alice.

4 Conclusion

This paper presents nearest neighbor tour circuit encryption algorithm based
random Isomap reduction. Isomap reduction algorithm is first used on privacy-
preserving data mining. Because the Isomap can keep the geodesic distance,
thus the nearest points that found on original dataset and encrypted dataset
are same. And two parameters k and d of Isomap reduction are stochastically
selected, so the embedded space’s dimension is variable, the safe of the algorithm
is assured. The experiment result show that the present method can not only
give the user’s sensitive attributes enough protection, but also gives the fit tour
circuit commend.

For privacy-preserving data mining and manifold learning are all new theory
which are far frommaturation. It can further combine all encryption algorithmand
will have further develop. For example, the analysis of selection of parameter k, d
is very important, the selection of manifold algorithm, the generation of Isomap
reduction and the choose of the nearest point, all these have upswing space. It is
worth doing the further research to advance a better theory and algorithm.

Acknowledgments. This paper is supported by the scientific research founda-
tion of Beijing Normal University Zhuhai Campus.



252 W. Lu and Z. Yao

References

1. Agrawal, R., Srikant, R.: Privacy-Preserving Data mining. In: 2000 ACM SIGMOD
International Conference on Management of Data, pp. 439–450. ACM Press, Dallas
(2000)

2. Agrawal, S., Haritsa, J.R.: A Framework for High-Accuracy Privacy-Preserving
Mining. In: 2005 IEEE International Conference on Data Engineer (ICDE), pp.
193–204. IEEE Press, Tokyo (2005)

3. Sweeney, L.: K-Anonymity: A Model for Protecting Privacy. International Journal
on Uncertainty, fuzziness and Knowledge-based Systems 10(5), 557–570 (2002)

4. Xu, S., Zhang, J., Han, D., Wang, J.: Singular Value Decomposition Based
Data Distortion Strategy for Privacy Distortion. Knowledge and Information Sys-
tem 10(3), 383–397 (2006)

5. Vaidya, J., Clifton, C.: Privacy Preserving K-means Clustering over Vertically Por-
tioned Data. In: 9th ACM SIGKDD International Conference on Knowledge Dis-
covery and Data Mining, pp. 206–215. ACM Press, Washington (2003)

6. Vaidya, J., Yu, H., Jiang, X.: Privacy Preserving SVM Classification. Knowledge
and Information Systems 14, 161–178 (2007)

7. Chen, K., Liu, L.: A Random Rotation Perturbation Approach to Privacy Data
Classification. In: 2005 IEEE International Conference on Data Mining (ICDM),
pp. 589–592. IEEE Press, Houston (2005)

8. Kargupta, H., Datta, S., Wang, Q., Sivakumar, K.: Random Data Perturbation
Techniques and Privacy Preserving Data Mining. Knowledge and Information Sys-
tems 7, 387–414 (2005)

9. Huang, Z., Du, W., Chen, B.: Deriving Private Information from Randomized
Data. In: 2005 ACM SIGMOD International Conference on Management of Data,
pp. 37–48. ACM Press, Baltimore (2005)

10. Tenenbaum, J.B., de Silva, V., Langford, J.C.: A Global Geometric Framework for
Nonlinear Dimensionality Reduction. Science 290, 2319–2323 (2000)

11. Roweis, S.T., Saul, L.K.: Nonlinear Dimensionality Reduction by Locally Linear
Embedding. Science 290, 2323–2326 (2000)

12. de Silva, V., Tenenbaum, J.B.: Global Versus Local Methods in Nonlinear Dimen-
sionality Reduction. In: Advances in Neural Information Processing Systems 15
(NIPS 2002), pp. 705–712. MIT Press, Cambridge (2003)

13. Berger, M., Gostiaux, B.: Differential Geometry: Manifolds, Curves and Surfaces,
GTM115. Springer, Heidelberg (1974)



 

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 253–264, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Bayesian Multi-topic Microarray Analysis with  
Hyperparameter Reestimation 

Tomonari Masada, Tsuyoshi Hamada, Yuichiro Shibata, and Kiyoshi Oguri 

Nagasaki University, Bunkyo-machi 1-14,  
852-8521 Nagasaki, Japan 

masada@cis.nagasaki-u.ac.jp 

Abstract. This paper provides a new method for multi-topic Bayesian analysis 
for microarray data. Our method achieves a further maximization of lower 
bounds in a marginalized variational Bayesian inference (MVB) for Latent 
Process Decomposition (LPD), which is an effective probabilistic model for 
microarray data. In our method, hyperparameters in LPD are updated by  
empirical Bayes point estimation. The experiments based on microarray data of 
realistically large size show efficiency of our hyperparameter reestimation  
technique. 

1   Introduction 

Latent Dirichlet allocation (LDA) [4], an epoch-making Bayesian multi-topic analysis 
method, finds its application in various research fields including natural language 
processing, information retrieval and image analysis [2][5][6][13][14]. We can also 
apply an LDA-like Bayesian multi-topic analysis to microarray data, where we regard 
samples as documents and genes as words. However, microarray data are given as a 
real matrix, not as a non-negative integer matrix. Therefore, researchers apply LDA 
after introducing Gaussian distributions in place of word multinomial distributions 
and provide an efficient probabilistic model, Latent Process Decomposition (LPD) 
[9], where topics in LDA are called processes. 

As we can find Dirichlet prior distributions for word multinomials in LDA, we can 
find prior distributions for Gaussian distributions in LPD. To be precise, Gaussian 
priors are prepared for mean parameters, and Gamma priors are for precision parame-
ters. However, as far as we know, there are still no reports on how we can reestimate 
hyperparameters, i.e., parameters of these prior distributions, and there are also no 
reports on whether we can improve microarray analysis by using hyperparameter 
reestimation. Therefore, in this paper, we provide a hyperparameter reestimation 
technique for LPD and show the results of experiments using microarray data of real-
istically large size. 

Our method is based on a marginalized variational Bayesian inference (MVB) pro-
posed by Ying et al. [15]. Marginalized variational Bayesian inference, alternatively 
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called collapsed variational Bayesian inference [12], theoretically achieves better 
lower bounds than conventional variational Bayesian inferences [4][9]. In this paper, 
we propose a method for maximizing lower bounds further by reestimating hyper-
parameters, where we use empirical Bayes point estimates [4] as new values for hy-
perparameters. We denote our method by MVB+. 

The experiments presented in [15] are only based on microarray data of small size. 
Therefore, we use microarray data of realistically large size, where the number of 
genes (features) ranges from 3,000 to 18,000. Our experiments using large microarray 
data will show that hyperparameter reestimation can achieve better results in lower 
bound maximization and also in sample clustering. 

The rest of the paper is organized as follows. Section 2 describes MVB for LPD. In 
Section 3, we provide the details of MVB+. Section 4 presents the results of our ex-
periments. Section 5 concludes the paper with future works. 

2   Latent Process Decomposition (LPD) 

Latent Process Decomposition (LPD) [9] can be regarded as a latent Dirichlet alloca-
tion (LDA) [4] re-designed for microarray data. LPD and LDA share a special feature, 
topic multiplicity. That is, both in LDA and in LPD, each document (sample) is mod-
eled as a mixture of multiple topics (processes). With respect to this point, LPD and 
LDA are completely the same. 

However, LPD is different from LDA with respect to observed data generation, be-
cause microarray data are always given as a matrix of real values. Therefore, LPD 
uses Gaussian distributions in place of word multinomial distributions in LDA. A 
generative description of LPD can be given as follows: 

− Draw a Gaussian distribution ),;( gkgkxN λμ  for each pair of gene g  and 
process k  from prior distributions. To be precise, a mean parameter gkμ  is 
drawn from a Gaussian prior ),;( 00 λμμN  and a precision parameter gkλ  is 
drawn from a Gamma prior ),;(Gam 00 baλ .  

− In LDA, this part corresponds to a determination of word probability with re-
spect to a specific topic by drawing a topic-wise word multinomial distribu-
tion from a corpus-wide Dirichlet prior. 

− Draw a multinomial distribution );(Mult dz θ  for each sample d  from a 
symmetric Dirichlet prior distribution );(Dir αθ . 

− This part is completely the same with LDA by identifying samples in LPD 
with documents in LDA, and processes in LPD with topics in LDA. 

− For an occurrence of gene g  in sample d , draw a process dgz  from 
);(Mult dz θ , and then draw an observed real value dgx  from ( ; , )

dg dggz gzN x μ λ . 
− This part is similar to a topic drawing from );(Mult dz θ  followed by a word 

drawing from the word multinomial corresponding to the drawn topic in 
LDA. However, in case of LPD, observed data are real, and each gene occurs 
exactly once in each sample. 
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While LPD is described as a generative model for microarray data, it can be easily 
applied to other real matrix data. 

The generative description shown above leads to the full joint distribution: 
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In this paper, we adopt a marginalized variational Bayesian inference (MVB) pro-
posed in [15] for LPD and introduce hyperparameter reestimation to MVB, because 
MVB achieves better inference results than without marginalization as shown in [15]. 
An outline of MVB for LPD is given below. 

We first marginalize process multinomial parameters dkθ  in Eq. (1) as follows: 
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where dkn  denotes the number of genes whose observed data in sample d  are gener-
ated from a Gaussian distribution corresponding to process k . Our aim is to obtain a 
parameter values maximizing the log likelihood: 

0 0 0 0 0 0 0 0log ( , , , , ) log ( , , , , , , , )     p a b p a b d dα μ λ μ λ α μ λ μ λ= ∑∫
z

x x z  (3)

The maximization of this log likelihood is intractable. Therefore, we use a variational 
method and introduce an approximated posterior ),,( λμzq  to obtain a lower bound of 
the log likelihood via Jensen’s inequality: 
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Further, we assume that ),,( λμzq  can be factorized as )()()( λμ qqq z . For each of 
)(zq , )(μq , and )(λq , we choose a multinomial distribution defined over processes 

);(Mult dgdgz γ , a Gaussian distribution ),;( gkgkgk lmN μ , and a Gamma distribution 
),;(Gam gkgkgk baλ , respectively. Among the parameters of the approximated posterior, 
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multinomial parameters dgkγ  of );(Mult dgdgz γ  can be interpreted as showing how 
closely gene g  in sample d  relates to process k . This interpretation is important in 
applications. 

After some calculations, we obtain a lower bound L  of the log likelihood: 
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where dgkδ  is 1 when kzdg =  and 0 otherwise, and )(⋅ψ  means digamma function. 
Our aim is now to maximize L . The details of update formula derivation are referred 
to [15]. Here we only include the resulting formulas. 
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The lower bound L  in Eq. (5) will also be utilized to estimate inference quality in the 
experiments presented in Section 4. However, the first term in Eq. (5) is intractable. 
[15] gives the following approximation: 
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3   MVB+ 

As shown in Eq. (5), , the lower bound L  includes the following hyperparameters: α , 
0μ , 0λ , 0a , 0b . We can maximize L  by taking derivatives of L  with respect to these 

hyperparameters. This idea is not pursued in previous researches [9][15]. Therefore, 
we show how to reestimate hyperparameters in this section. We denote MVB for LPD 
accompanied with hyperparameter reestimation by MVB+. 

First, we consider the reestimation of α . However, the derivative of L  with  
respect to α  suggests a difficulty in obtaining an update efficient in execution time 
even after introducing an approximation in Eq. (11). Further, a marginalized varia-
tional Bayesian inference for LDA [12] uses a fixed value for α . Therefore, we do 
not update α  in MVB+. We leave as an open problem deriving an efficient update  
for α . 

Second, by taking the derivative of L  with respect to 0μ , we can obtain a simple 
update formula: 
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Third, the derivative of L  with respect to 0λ  is 
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While we can obtain an update 2
0 0,

{1/ ( ) }gk gkg k
GK l mλ μ← + −∑ , preliminary experiments 

reveal that this update often results in unstable numerical computations. Therefore, we 

do not reestimate 0λ . 

Finally, we take the derivatives of L  with respect to the rest two hyperparameters, 

0a  and 0b . For 0b , a simple update formula 
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follows. However, some trick is required for 0a , because the derivative leads to: 
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and digamma function should be inverted. We use a method in [8] for digamma func-
tion inversion. We reproduce the method for evaluating )(1 y−ψ  here.  

1. If 22.2−≥y  then 5.0)exp( +← yx , else ))1((1 ψ−−← yx . 
2. Repeat the following until convergence: )())(( xyxxx ψψ ′−−← . 

We denote trigamma function by )(⋅′ψ . 
It should be noted that we can use the same formula Eq. (5) for computing L  even 

when we reestimate hyperparameters. Therefore, we can compare inference quality of 
MVB+ with that of MVB by using L . 

4   Experiments 

4.1   Comparison Strategy 

In this section, we present the results of our experiments to reveal how our hyper-
parameter reestimation works. We compare MVB+ with MVB by (i) lower bound L  
(see Eq. (5)) and also by (ii) quality of sample clusters. In comparing MVB+ with 
MVB by L , larger values are better, because our task is to maximize L  as far as pos-
sible. On the other hand, when we compare MVB+ with MVB by sample clustering, 
we take the following strategy. 

A clustering of samples is induced by determining a process k  satisfying  

arg max     k dgkg
k γ′ ′= ∑  (16) 

for each sample d , where dgkγ  for all kgd ,,  are obtained as a result of a sufficient 
number of update iterations in MVB+ or in MVB. We evaluate the quality of a clus-
tering of samples by, first, computing precision and recall for each cluster. Then, for 
each pair of precision P and recall R, we compute an F-score as their harmonic mean, 
i.e., F = 1 / (1/P + 1/R). We use the precision, recall, and F-score averaged over all 
clusters as an evaluation measure for each clustering results. 

4.2   Datasets 

Previous research [15] only use datasets of small size, where the number of genes 
ranges from 500 to 1,000. Therefore, in this paper, we use datasets of realistically 
large size, available at [1] and [16], whose specification is given in Table 1. 

“Leukemia” dataset from [1], referred as LK in this paper, provides three labels 
ALL/MLL/AML as a prefix of each sample name. When we use these three labels as 
true cluster labels, both MVB+ and MVB give quite poor performance. Therefore, we 
compare MVB+ with MVB based on the binary clustering task (ALL,MLL)/AML 
after identifying ALL with MLL.1 

                                                           
1  ALL: acute lymphoblastic leukemias, AML: acute myelogenous leukemias, MLL: lym-

phoblastic leukemias with mixed-lineage leukemia gene translocations [1]. 
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For “Five types of breast cancer” dataset from [16], referred as D1 in this paper, 
we find a description telling that meaningfull classifier should try to distinguish labels 
A from B in [16]. However, LPD seems quite week in this task, because both MVB+ 
and MVB rarely give a cluster where the number of B samples is larger than that of A 
samples. In other words, almost all resulting clusters are dominated by A samples. 
Therefore, D1 dataset is used only for comparison based on lower bounds. 

For “Three types of bladder cancer” dataset from [16], referred as D2, the prepared 
three labels T1/T2+/Ta are used as is. 

“Healthy tissues” dataset from [16], referred as D3, has too many true cluster la-
bels (35 labels) for only 103 samples. We faced difficulty in obtaining clustering 
results worthy to evaluate by precision, recall, and F-score. Therefore, D3 dataset is 
also used only for comparison based on lower bounds. 

Table 1. Dataset specification 

Dataset name (abbreviation) # of samples # of genes 

Leukemia (LK) [1] 72 12582 

Five types of breast cancer (D1) [16] 286 17816 

Three types of bladder cancer (D2) [16] 40 3036 

Healthy tissues (D3) [16] 103 10383 

4.3   Implementation 

We implemented MVB+ and MVB in C language and compile by gcc -O3. Infer-
ence computations are executed on a PC equipped with Intel Core2 Quad CPU Q9550 
@ 2.83 GHz and 8GBytes memory. Digamma and trigamma functions are estimated 
from asymptotic series [10]. We used the wine dataset [3] to prove the soundness of 
our implementation by comparing lower bounds with Figure 1 of [15]. 

As an initialization for both MVB+ and MVB, we choose real random numbers for 

dgkγ  satisfying 1=∑k dgkγ  and then initialize parameters, gkm , gkl , gka , and gkb , based 

on randomly initialized dgkγ . Hyperparameter values are set as follows: 1=α , 00 =μ , 

10 =λ , 200 =a , and 200 =b . These values are also regarded as initial values for hy-

perparameter reestimation in MVB+. Observed real values dgx  in each microarray 

data are normalized in the same manner with [15]. 
The running time of MVB+ and MVB is proportional to the product of the follow-

ing four numbers: the number of samples, the number of genes, the number of proc-
esses, and the number of iterations. For example, in case of dataset D1, MVB+  
requires about 174 minutes for 500 iterations when the number of processes is 10. We 
found that MVB+ increases running time by at most 10% when compared with MVB. 
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4.4   Results 

Figure 1 presents lower bounds obtained for LK (top left panel), D1 (top right), D2 
(bottom left), and D3 (bottom right). The horizontal axis shows the number of itera-
tions, and the vertical axis shows the lower bounds. We tested the integers from 2 to 
10 as the number of processes. 500 iterations of updates are enough for most cases. 
However, lower bounds for 1,000 iterations are shown only for LK dataset, because 
convergence is slow. As Figure 1 shows, lower bounds obtained by MVB+ (solid 
lines) are larger than that by MVB (dashed lines). We can conclude that lower bound 
improvement is achieved. 

Previous research [15] discusses that we can select an appropriate number of proc-
esses by comparing lower bounds obtained for different numbers of processes. Figure 2 
shows the average and the standard deviation of 10 lower bounds obtained by MVB+ 
(solid line) and MVB (dashed line) staring from 10 different initializations for each 
number of processes ranging from 2 to 10. The horizontal axis shows the number of 
processes. Lower bounds are recorded when a change no more than 1.0-6 can be ob-
served. It seems difficult to find a unique significant peak in all cases. We may need 
other methods, e.g. a nonparametric Bayesian approach [11], to choose an appropriate 
number of processes for large datasets. 

  

  

Fig. 1. Lower bounds obtained by MVB+ (solid lines) and MVB (dashed lines). Each graph 
gives the average of lower bounds obtained by inferences starting from 10 different random 
initializations. The number of processes ranges from 2 to 10. The datasets are LK (top left 
panel), D1 (top right), D2 (bottom left), and D3 (bottom left). MVB+ provides better results. 
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Table 2 provides precisions, recalls, and F-scores averaged over inferences starting 
from 100 different initializations for LK and D2 datasets. Actually, we discard 10 
least frequently occurred clustering results among 100, because extraordinarily good 
or bad clusters are occasionally obtained for both MVB+ and MVB. We assume that 
an appropriate number of clusters is chosen beforehand in accordance with the true 
number of clusters. Namely, we set the number of processes to two and three for LK 
and D2 datasets, respectively. As Table 2 shows, MVB+ realizes better clustering 
than MVB. Since 100 clustering results given by MVB for LK dataset are the same, 
the standard deviation is zero. 

Table 2. Precisions, recalls, and F-scores averaged over inferences starting from 100 different 
initializations. Standard deviations are also presented. 

dataset method precision recall F-score 

MVB+ 0.934+0.007 0.931+0.010 0.932+0.009 
LK 

MVB 0.930+0.000 0.924+0.000 0.927+0.000 

MVB+ 0.837+0.038 0.822+0.032 0.829+0.033 
D2 

MVB 0.779+0.084 0.751+0.069 0.763+0.071 

  

  

Fig. 2. Averages and standard deviations of lower bounds obtained by MVB+ (solid line) and 
MVB (dashed line) starting from 10 different random initializations. The datasets are LK (top 
left panel), D1 (top right), D2 (bottom left), and D3 (bottom left). MVB+ always provides 
better lower bounds than MVB for all numbers of processes. However, it is difficult to find a 
clear peak among different numbers of processes. 
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Our experiments also revealed an important difference between MVB+ and MVB. 
Figure 3 includes two images visualizing posterior parameters dgkγ  for LK dataset 
when the number of processes is two. These images are constructed as follows. We 
first select an inference result arbitrarily among a lot of results for each of MVB+ and 
MVB. Then, we choose the larger one among 1dgγ  and 2dgγ  for each pair of gene g  
and sample d . That is, we assign one among the two processes to each gene/sample 
pair. The assignments of different processes are shown by different colors. Rows and 
columns of images in Figure 3 correspond to genes and samples, respectively. 
Namely, each pixel in these images corresponds to a gene/sample pair. 

  

Fig. 3. Visualization of dgkγ  for the first 288 genes in LK dataset. The width of images is 
scaled to 400% for visibility. Each row corresponds to a gene, and each column to a sample. 
For each gene/sample pair, we choose one process based on $\gamma_{dgk}$. Different proc-
esses are shown by different colors. MVB+ (left panel) preserves diversity among genes better 
than MVB (right). 

When we compare the image for MVB+ (left) with that for MVB (right), the for-
mer shows row-wise diversity in process assignments. Intuitively speaking, the visu-
alization for MVB+ is more “noisy” than MVB. Therefore, it can be concluded that 
MVB+ preserves diversity among genes as diversity among process assignments. In 
contrast, MVB is likely to give almost the same process assignments for all genes. In 
fact, the rows in the visualization for MVB looks quite similar to each other. While 
we arbitrarily select an inference result for each of MVB+ and MVB, other results 
also lead to the same conclusion. 

Since we can use the set of dgkγ  for a fixed g  as a feature vector of gene g  in clus-
tering or classifying genes, this difference between MVB+ and MVB will show im-
portance in such applications. 
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5   Conclusion 

In this paper, we provide a hyperparamter reestimation technique MVB+ for margin-
alized variational Bayesian inference of LPD. MVB+ achieves further maximization 
of lower bounds. Also for sample clustering, MVB+ gives better results. Further, 
MVB+ can preserve diversity among genes as diversity among process assignments. 

Our experiments also show that it is difficult to guess an appropriate number of 
processes based on lower bounds for microarray data of realistically large size. It is a 
future work to devise a method for determining an appropriate number of processes. 
Further, with respect to computational efficiency, MVB+ consist of complicated nu-
merical operations. Especially, evaluating digamma and trigamma functions from 
asymptotic series is time-consuming. Therefore, it is also an important future work to 
accelerate inferences, e.g. by using GPGPU [7]. 
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Abstract. Dynamic graphs or a sequence of graphs attract much at-
tention recently. In this paper, as a first step towards finding significant
patterns hidden in dynamic graphs, we consider the problem of mining
successive sequence of subgraphs which appear frequently in a long se-
quence of graphs. In addition, to exclude insignificant patterns, we take
into account the mutual dependency measured by θ-correlation coeffi-
cient among the components in patterns. An algorithm named CorSSS,
which utilizes the generality ordering of patterns effectively, is developed
for enumerating all frequent and correlated patterns. The effectiveness
of CorSSS is confirmed through the experiments using real datasets.

Keywords: Graph mining, Correlation mining, Graph sequences.

1 Introduction

Graph-structured data is becoming increasingly abundant in many application
domains such as bioinformatics, social network analysis, and so on. While several
entity relations can be represented in graphs, all relations are not always static.
For example, the following relations and structures vary over time: (1)daily com-
munication networks by sending and receiving emails, (2)the link structures
among web sites, and (3)biological networks such as metabolic pathways. The
dynamic aspects in the above relations can be represented naturally in a se-
quence of graphs. Therefore, the discovery of some interesting dynamic aspect
in a time series of graphs is recognized as one of important problems recently.

Motivated by this background, in this paper, we focus on a pattern min-
ing problem of finding frequently appearing successive sequences of subgraphs in
a long graph sequence. Because a sequence of subgraphs is very complex, it
is easily imagined that huge number of patterns will be generated. To allevi-
ate this problem, we take the concept of correlation mining into account. By
employing θ-correlation coefficient[11] as a correlation measure, we accept only
patterns whose components, i.e. subsequences of subgraphs, are correlated with
each other. In addition, to relax and control the condition of this mutual de-
pendency, a parameterized criterion on the correlation is proposed. To solve the
problem of finding frequent and correlated sequential patterns efficiently, in this
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paper, we propose a novel algorithm named CorSSS. CorSSS reduces the search
space effectively by using a tree-shaped data structure and by considering the
generality ordering, i.e. a general-to-specific relationship, among patterns.

The rest of this paper is organized as follows. In section 2, some notations
and definitions on sequences of graphs are introduced. The mutual dependency
in a sequence of subgraphs is discussed in detail in section 3. Following the
above preparation, our data mining problem is formally stated in section 4.
An algorithm CorSSS for this problem will be proposed in this section. After
mentioning related work in section 5, the experimental results are shown in
section 6. Finally, in section 7, we conclude the paper and describe future work.

2 Sequences of Graphs

A labeled graph g = (Vg , Eg, lg) on a finite set of labels L consists of a vertex
set Vg, an edge set Eg ⊆ Vg × Vg, and a labeling function lg : Vg ∪ Eg → L
that assigns a label to each vertex and edge. A labeled graph s = (Vs, Es, ls) is
called a subgraph of other labeled graph t = (Vt, Et, lt), denoted as s � t, if there
exists an injective function f : Vs → Vt such that (1)∀u ∈ Vs [ls(u) = lt(f(u))]
and (2)∀(u, v) ∈ Es [(f(u), f(v)) ∈ Et ∧ ls(u, v) = lt(f(u), f(v))]. If s � t holds,
then t is said to be more specific than s. Hereafter, for the sake of simplicity, a
labeled graph is referred to as a graph. A graph is also called a subgraph when
it is treated as a part of pattern introduced below.

A pattern to be extracted is a successive sequence of n subgraphs P =
〈p1, p2, · · · , pn〉 where each pi is a closed[16] and canonical subgraph[15,1]. While
a closed subgraph is a maximally specific one among the set of subgraphs having
the same support, a canonical subgraph is a representative among the set of
subgraphs which are isomorphic to each other. The size of P , denoted as |P |, is
defined as the number of subgraphs in P . The notation P [i] is used to denote
the i-th element in P , and P [i, j] = 〈P [i], P [i + 1], · · · , P [j − 1], P [j]〉 (1 ≤ i <
j ≤ |P |) denotes a subsequence of P . Two subsequences pl(P ) = P [1, |P | − 1]
and pr(P ) = P [2, |P |] are called the left and right parents of P , respectively.

Given two patterns P and Q, if there exists an integer i (1 ≤ i ≤ |Q|−|P |+1)
such that ∀j = (1, · · · , |P |) [ P [j] � Q[i + j − 1] ], then Q is said to be more
specific than P , and it is denoted as P � Q. For any two patterns P and Q such
that P � Q, Q will be obtained from P by applying the following two kinds of
specializations repeatedly.

1. Specialization by a new subgraph: Obtain a new pattern C′ by adding a
subgraph g to the head or tail of the current pattern C = 〈c1, c2 · · · , c|C|〉,
i.e. C′ = 〈g, c1, · · · , c|C|〉 or C′ = 〈c1, · · · , c|C|, g〉.

2. Specialization by an existing subgraph: Obtain a new pattern C′ = 〈c1, · · · ,-
ci−1, c

′
i, ci+1, · · · , c|C|〉 by replacing a subgraph ci in the current pattern C =

〈c1, · · · , ci, · · · , c|C|〉 with a more specific subgraph c′i(� ci).

Examples of patterns are shown in Fig. 1. In this figure, the size of P 3 is 4.
The equations P 1[2] = P 2[1] = P 3[2], P 1 = P 3[1, 2] and P 3 = pl(P 4) hold. In
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Fig. 1. Examples of Patterns in a Sequence of Graphs D

addition, because of P 2[1] � P 3[2] and P 2[2] � P 3[3], P 2 � P 3 holds. P 3 will be
obtained from P 2 by (1)specializing P 2[2] by adding an edge, (2)adding P 3[1]
to the head, and (3)adding P 3[4] to the tail.

Given a long sequence of graphs D, the support value σD(P ) of a pattern
P = 〈p1, · · · , pn〉 in D is defined formally as follows:

σD(P ) = |OD(P )| / |D| where
OD(P ) = {j | 1 ≤ j ≤ |D| − n + 1, P � D[j, j + n − 1]}.

OD(P ) is a set of the leftmost positions of each occurrence of P in D. For example
in Fig. 1, OD(P 1) is {1, 5, 8} and thus σD(P 1) becomes 3/9.

3 Mutual Dependency of a Sequence of Subgraphs

To exclude uninteresting and trivial patterns, the relationship among the com-
ponents, i.e. subsequences of subgraphs, in a pattern will be taken into account.
We decide a pattern is interesting if its components are strongly correlated or
tightly coupled with each other. On the contrary, patterns having redundant
components from the aspect of correlation will be excluded. As a criterion to
judge the mutual dependency among subsequences, a parameterized correlation
criterion named (m, θ, k)-correlation is proposed where (1)m ≥ 1 is a positive
integer representing the size of subsequences, (2)θ(0 ≤ θ ≤ 1) is the minimum
threshold of θ-correlation coefficient[11] between two subsequences, and (3)k ≥ 1
is a positive integer for the maximum number of exceptions per each subsequence.

First, we consider the components of a pattern. While it is natural to regard
the subsequences as the components of a pattern, the appropriate size of the sub-
sequences as a component depends on the application domains strongly and it is
difficult to determine in advance. For example, a subgraph in a pattern, i.e. a sub-
sequence whose size is 1, might be too short to be considered as a component. Thus,
we parameterize the size of component to be considered. Given a positive integer
m ≥ 1, we regard that a pattern P (|P | > m) is composed of a set S(P, m) =
{P [i, i + m − 1] | 1 ≤ i ≤ |P | − m + 1} of all subsequences of length m in P . For
example, S(P 4, 2) in Fig. 1 becomes a set { P 4[1, 2], P 4[2, 3], P 4[3, 4], P 4[4, 5] }.

Next, the relationship between two components is considered. For two com-
ponents P1 = P [i1, j1] and P2 = P [i2, j2] such that i2 − i1 = d, the joint support
σD(P1, P2) and θ-correlation coefficient[11] φD(P1, P2) are defined as follows:
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Fig. 2. A Dependency Graph and the (m, θ, k)-Correlation

σD(P1, P2) = |OD(P1, P2)| / |D| where
OD(P1, P2) = {x ∈ OD(P2) | (x − d) ∈ OD(P1)}

φD(P1, P2) = σD(P1,P2)−σD(P1)σD(P2)√
σD(P1)(1−σD(P1))σD(P2)(1−σD(P2))

A set OD(P1, P2) corresponds to a set of the positions in D at which P1 and P2
appear together in considering the distance d between P1 and P2 in P .

The second parameter θ in (m, θ, k)-correlation is used to specify the minimum
value of the correlation coefficient to judge there is a strong relationship between
two components. Given a component Pi ∈ S(P, m), a set of uncorrelated compo-
nent in S(P, m) with respect to the minimum correlation threshold θ(0 ≤ θ ≤ 1)
is defined as UC(Pi, m, θ) = {Pj ∈ S(P, m)|Pi �= Pj , φD(Pi, Pj) < θ}. Each ele-
ment in UC(Pi, m, θ) can be regarded as an exception in the mutual dependency.
By the definition, the larger θ makes the larger UC(Pi, m, θ).

The strength of mutual dependency of a pattern will be assessed by using the
third parameter. Given m, θ, and an positive integer k ≥ 1, if the condition ∀Pi ∈
S(P, m)[ |UC(Pi, m, θ)| < k ] holds, then P is said to be (m, θ, k)-correlated.

The (m, θ, k)-correlation can be interpreted by using the terminology in the
graph theory (see Fig. 2). For a pattern P and three parameters m, θ and k, a
dependency graph GP (m) is considered whose set of vertices is S(P, m) and whose
set of edges is {(Pi, Pj) ∈ S(P, m)×S(P, m) | φD(Pi, Pj) ≥ θ}. That is to say, an
edge is drawn from Pi to Pj if these two components are mutually correlated with
each other. Then, a set UC(Pi, m, θ) corresponds to a set of vertices in GP (m)
having no edge to Pi. Thus, the condition of (m, θ, k)-correlation, i.e. the size
of all UC(Pi, m, θ) is less than k, can be judged whether GP (m) is a k-plex or
not. If and only if GP (m) is a k-plex, then P must be (m, θ, k)-correlated. An
extreme case of (m, θ, k)-correlation might be (1, θ, 1)-correlation. A (k = 1)-plex
is a clique, and a subsequence whose size is 1 means a subgraph. Therefore, in
this case, all the pairs of subgraphs in a pattern have to be correlated. We show
an example of dependency graph in Fig. 2. In this figure, GP 4(2) is a 2-plex and
thus P 4 is (2, θ, 2)-correlated.

4 Mining Correlated Sequential Subgraphs

In this section, after defining our data mining problem formally below, we pro-
pose the algorithms for solving the problem.

The FCSS mining problem: Given a sequence of graphs D, two numbers of
the minimum support threshold σ(1/|D| ≤ σ ≤ 1)) and the minimum correlation
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threshold θ (0 ≤ θ ≤ 1), and two positive integers of the size of components
m ≥ 1 and the maximum number of exceptions allowed k ≥ 1, then the problem
of “mining frequent correlated sequential subgraphs” (FCSS mining in short) is
to find all the successive sequence of closed subgraphs P (|P | > m) in D such that
P is frequent (σD(P ) ≥ σ) and (m, θ, k)-correlated.

4.1 A Naive Algorithm

Consider two patterns Q and P = Q[i, i + |P | − 1] where Q is obtained by adding
some subgraphs to the head and tail of P repeatedly. Since S(P, m) ⊆ S(Q, m)
holds, if P is not (m, θ, k)-correlated, then Q must not be (m, θ, k)-correlated. In
addition, if P is not frequent, then Q is also not. By using these anti-monotone
properties of the (m, θ, k)-correlation and the support value with respect to the
“specialization by a new subgraph”, a levelwise search algorithm shown in Fig. 3
can be constructed based on a sequential pattern mining algorithm GSP[10].

As an input, this algorithm takes a set F of frequent closed subgraphs. In
each iteration of “levelwise search”, a candidate pattern P will be obtained by
joining two frequent patterns s and t in F such that pr(s) = pl(t) (line 4). In
fact, P will be generated by adding the subgraph t[|t|] to the tail of s. If a pattern
P is not frequent, then it is ignored because no pattern containing P becomes
frequent (line 5). Frequent patterns will be processed further according to their
size. If the size of P is not enough, P is added to F ′ for the further expansion
(line 6). Otherwise, the (m, θ, k)-correlation will be checked (line 7). Uncorre-
lated patterns will be ignored (line 8). This does not cause the incompleteness
because of the anti-monotone property of (m, θ, k)-correlation with respect to
the “specialization by a new subgraph”.

In the check of (m, θ, k)-correlation, the support value of each component in
a pattern is already calculated in the previous iterations in the levelwise search.
In addition, other than for the combination of the first and last components, the
joint support of components can be obtained from the left and right parents.
These are strong advantages of employing the levelwise search.

4.2 Prefix Trees and Postfix Trees

While the FCSS mining problems can be solved by the naive levelwise algo-
rithm shown in Fig. 3, it must be inefficient because the generality ordering
i.e. a general-to-specific relationship, among patterns is not fully utilized. It is
expected to get more efficient algorithm by introducing some operation on “spe-
cialization by an existing subgraph” to the naive algorithm. While the support
value satisfies the anti-monotone property with respect to the “specialization by
an existing subgraph”, the (m, θ, k)-correlation does not unfortunately. Thus, we
focus on the operation for utilizing the property of support value and propose
to treat a set of patterns having the same parent as one unit by storing them
into a tree-shaped data structure.

Given a set Pr, such that ∀X, Y ∈ Pr[pl(X) = pl(Y )], of patterns having
the same left parent in common, a tree-shaped data structure called a prefix
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Algorithm Naive (F , σ, θ, k, m)
1: levelwise search(F , σ, θ, k, m)
Procedure levelwise search(F , σ, θ, k, m)
1: if F = ∅ then return
2: F ′ := ∅
3: for each s, t ∈ F such that pr(s) = pl(t)
4: P := join(s, t) //create a new candidate
5: if σD(P ) < σ then continue
6: if |P | ≤ m then F ′ := F ′ ∪ {P}
7: else if P is (m, θ, k)-correlated then
8: output P ; F ′ := F ′ ∪ {P}
9: levelwise search(F ′, σ, θ, k, m)

Fig. 3. Pseudo Code of a Naive Algorithm
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Fig. 4. An Example of Prefix Tree

tree is defined as PrT (Pr) = (VPr, EPr, r) where VPr is a set of vertices, EPr ⊆
VPr ×VPr is a set of parent-child relationships, and r is a root node. An example
of prefix tree is depicted in Fig. 4. Each node v ∈ VPr \ {r} contains a pattern.
gs(v) denotes the pattern in v. An edge (u, v) ∈ EPr represents the generality
relation between two patterns U = gs(u) and V = gs(v). It also corresponds to
the generality relation between two subgraphs U [ |U | ] and V [ |V | ] because U and
V have the same left parent in common. By definition, U = gs(u) � V = gs(v)
holds if (u, v) ∈ EPr.

A postfix tree PoT (Po) = (VPo, EPo, r) is defined in the similar manner for
a set Po of patterns having the same right parent. The first subgraphs in each
pattern are used to define a postfix tree. For any edge (u, v) ∈ EPo such that
U = gs(u) and V = gs(v), U [2, |U |] = V [2, |V |], U [1] � V [1] and U � V hold.

Note that, an edge (u, v) in prefix and postfix trees represents the “special-
ization by an existing subgraph”. While the traversal from a parent to a child
corresponds to the replacement of the last subgraph in a prefix tree, it means
the specialization of the first subgraph in a postfix tree.

4.3 CorSSS : An Algorithm for FCSS Mining

In this subsection, we propose an algorithm CorSSS and explain it in detail.
The algorithm CorSSS for the problem of FCSS mining is shown in Fig. 5 and 6.

This is an extension of the naive algorithm in Fig. 3 for considering the “specializa-
tion by an existing subgraph” by using prefix and postfix trees. CorSSS uses plural
hash tables which store sets of prefix and postfix trees. The left and right parents
of a pattern are used as the keys for hash tables. In the following discussion, for the
sake of the simplicity, we do not distinguish a node u in a tree from a pattern gs(u)
in it.

First, in CorSSS, a prefix tree r generated from a set of frequent closed sub-
graphs F will be registered into an initial hash table L as a prefix tree. In
addition, because the prefix and postfix trees are identical for a set of patterns
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Algorithm CorSSS(F , σ, θ, k, m)
1: r := root of a prefix tree constructed from F
2: L := a hash table which maps patterns to the roots of prefix trees
3: R := a hash table which maps patterns to the roots of postfix trees
4: put r in L with key 〈 〉 (an empty pattern)
5: put r in R with key 〈 〉 (an empty pattern)
6: levelwise search(L, R, σ, θ, k, m)
Procedure levelwise search( L, R, σ, θ, k, m )
1: if L or R is empty then return
2: NL := a hash table which maps patterns to the roots of prefix trees
3: NR := a hash table which maps patterns to the roots of postfix trees
4: for each KEY in a set of keys in R
5: Tr := the root of a postfix tree in R to which KEY is mapped
6: Tl := the root of a prefix tree in L to which KEY is mapped
7: loopPost(Tr, Tr, NL, NR, σ, θ, k, m)
8: levelwise search(NL, NR, σ, θ, k, m)

Fig. 5. Pseudo Code of CorSSS

of size 1, r is also put into a hash table R as a postfix tree. Then, the procedure
“levelwise search” is invoked with two hash tables L and R.

In the procedure “levelwise search”, other procedure “loopPost” will be in-
voked for any combination of a postfix tree Tr in R and a prefix tree Tl in L
having the same key KEY (line 4–7 in levelwise search). Note that, every valid
pattern P such that pr(P ) = KEY has to be stored in Tr. As similar, Tl stores
a complete set of valid patterns Q such that pl(Q) = KEY . Therefore, the com-
pleteness of the algorithm is guaranteed by considering all combinations of two
patterns tr in Tr and tl in Tl.

In the procedure “loopPost”, all of patterns stored in a postfix tree Tr will
be examined by the preorder traversal. During the traversal in Tr, by invoking
the procedure “loopPre” for the preorder traversal of a prefix tree Tl (line 3 in
loopPost), all the combination of tr in Tr and tl in Tl will be examine. In other
words, all the combination will be considered by using the double traversals in
the postfix and prefix trees (see Fig. 7). In “loopPre”, a new candidate P will be
generated by joining two patterns tr and tl (line 2). Hash tables NL and NR will
be used in the next iteration of the levelwise search (line 8 in levelwise search). If
P is frequent, then it is added to a prefix tree in NL by using the key pl(P ) = tr.
As similar, P is also added to a postfix tree in NR by using the key pr(P ) = tl.
Adding P to NL and NR means that P will be specialized by “specialization
by a new subgraph”. In other words, not adding P to the hash tables means the
pruning of P . Therefore, uncorrelated patterns of enough size need not be added
to hash tables even if they are frequent. Remember that, the (m, θ, k)-correlation
is anti-monotone with respect to the “specialization by a new subgraph”.

In “loopPost”, a new prefix tree NTl is generated before invoking “loopPre”
(line 2). Instead of Tl, NTl is used for patterns t′r in Tr such that tr � t′r (line 4).
By copying each node in Tl into NTl selectively (line 11 in loopPre), NTl stores
only patterns in Tl needed for a pattern t′r. In “loopPre”, if a pattern P obtained
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Procedure loopPost( Tr, Tl, NL, NR, σ, θ, k, m) –Traversal in a postfix tree Tr–
1: for each tr ∈ Tr’s children
2: NTl := new root node of prefix tree
3: loopPre( tr, Tl, NTl, NL, NR, σ, θ, k, m)
4: loopPost( tr, NTl, NL, NR, σ, θ, k, m)

Procedure loopPre( tr, Tl, NTl, NL, NR, σ, θ, k, m)
–Traversal in a prefix tree Tl with tr–

1: for each tl ∈ Tl’s children
2: P := join(gs(tr), gs(tl)) //create a new candidate
3: if σD(P ) < σ then continue
4: if |P | ≤ m then
5: add P to a prefix tree in NL with key gs(tr)
6: add P to a postfix tree in NR with key gs(tl)
7: else if P is (m, θ, k)-correlated then
8: output P
9: add P to a prefix tree in NL with key gs(tr)

10: add P to a postfix tree in NR with key gs(tl)
11: NT ′

l := new node; gs(NT ′
l ) := gs(tl); add NT ′

l to NTl’s children
12: loopPre( tr, tl, NT ′

l , NL, NR, σ, θ, k, m)

Fig. 6. Pseudo Code of loopPost and loopPre in CorSSS
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Fig. 7. Double traversals in the Prefix and Postfix Trees

by joining tr and tl is not frequent, then more specific patterns obtained from
t′r (� tr) and t′l (� tl) need not be considered. By skipping the rest process in
‘loopPre” (line 3 in loopPre), i.e. by not copying tl into NTl, the consideration
of these patterns can be avoided. Furthermore, these patterns as well as P itself
never be added to NL and RL. Thus, this skip operation can be regarded as a
powerful pruning.

5 Related Work

Related to the frequent pattern mining from graph sequences, two algorithms
Dynamic GREW[2] and GTRACE[4] have been proposed recently. These algo-
rithms are different from CorSSS because the correlation is not considered.

Several data mining problems on the correlation mining in structured
databases have been proposed. In the problem of Correlated Graph Search[5], all
correlated subgraphs with a given query graph will be obtained by employing the
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θ-correlation coefficient as a correlation measure. A set of mutually dependent
subgraphs will be discovered in the problem of HSG mining[8]. In this problem,
the h-confidence[13] is used to evaluate the degree of mutual dependency. In
[14], a frequent hyperclique pattern miner named HFMG has been proposed to
discover frequent and correlated subgraphs in a complex graph databases. In
HFMG, the mutual dependency among substructures in a pattern is measured
by the h-confidence, and only correlated patterns will be discovered. Although
several algorithms for correlation mining in structured databases have been de-
veloped as mentioned above, to the best of the authors knowledge, there is no
framework that focuses on graph sequences. In addition, while the correlation
among components is considered, the discovered patterns have to satisfy the
strict condition, i.e. all the combinations of components are correlated. On the
contrary, the conditions on the correlation can be controlled precisely in CorSSS.

6 Experiments

CorSSS was implemented in Java and some experiments were conducted on a PC
(CPU: Intel(R) Core2Quad 2.4GHz) with 4Gbytes of main memory. To obtain a
set F of frequent closed subgraphs, we implemented a subgraph miner based on
gSpan[15] and CloseGraph[16]. Two datasets were prepared for the experiments.

1. MIT : a dataset obtained from a part of the Reality Mining data[7] from
MIT Media Lab. Each vertex is a mobile phone and its label is determined
according to the total number of communications from and to it. Edges mean
the communications between phones. The number of graphs is 1172. The av-
erage numbers of vertices and edges pre graph are 12.5 and 7.5, respectively.

2. ENRON : a dataset obtained from a part of ENRON email data[6] under
a certain condition. Each vertex corresponds to a person and it is labeled
by his/her position in the occupation. Each edge corresponds to the email
communication between persons. The size of database is 795. The average
numbers of vertices and edges per graph are 14.8 and 12.6, respectively.

The experimental results are shown in Table 1 where ‘P ’ and ‘Cand.’ denote
the number of obtained patterns and the number of candidate patterns evaluated
during the search process, respectively. Note that, Cand. includes patterns whose
length is less than or equals to m. ‘T ime’ denotes the execution time in second
after F is given. The number in parentheses denotes the ratio (in percentage)
to the naive algorithm in Fig. 3. Two numbers in brackets are the number of
frequent closed subgraphs and the execution time for obtaining them in second.

First, we consider the effects of parameters. If other parameters are the same,
the increase of k and m seems to cause the increase of the number of obtained
patterns and the execution time. The parameter θ gives a big impact on the
result in some cases, such as MIT with k = 1, m = 2 and ENRON with m = 2.

In the experiments, it can be observed that the number of patterns increases
with the increase of m. However, this relation does not always hold because
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Table 1. Experimental Results

MIT ENRON

P Time Cand. P T ime Cand. P T ime Cand. P T ime Cand.

k m θ = 0.7 θ = 0.5 θ = 0.7 θ = 0.5
σ = 0.05, [|F|=28, 0.4 sec.] σ = 0.1, [|F|=55, 0.3 sec.]

1 1 0 0.2 0.7 0 0.1 0.7 0 0.2 1.8 0 0.2 1.8
(77.0) (87.2) (70.9) (87.2) (73.6) (60.1) (89.6) (60.1)

2 173 0.4 4.5 1724 1.2 5.8 1160 0.8 17.5 173450 19.5 246.5
(110.6) (90.8) (85.3) (92.7) (72.2) (65.5) (78.6) (95.1)

2 1 270 0.5 4.5 270 0.5 4.5 875 1.2 17.5 875 1.2 17.5
(66.8) (89.0) (67.0) (89.0) (65.1) (62.7) (65.7) (62.7)

2 1524 1.1 19.1 2963 2.1 20.3 7635 4.5 115.3 202564 26.2 376.9
(76.5) (91.8) (89.6) (92.2) (50.8) (71.5) (76.7) (88.3)

σ = 0.025, [|F|=42, 0.5 sec.] σ = 0.05, [|F|=160, 0.5 sec.]
1 1 0 0.2 1.3 0 0.2 1.3 0 0.7 7.0 0 0.7 7.0

(69.9) (76.4) (94.2) (76.4) (55.9) (27.3) (55.7) (27.3)
2 343 0.5 11.6 2348 1.5 13.1 5004 4.3 80.9 – – –

(89.1) (84.4) (94.8) (85.9) (58.4) (43.9) – – –
2 1 553 0.9 11.6 553 0.8 11.6 3020 9.3 80.9 3020 9.3 80.9

(82.8) (82.0) (74.5) (82.0) (56.7) (39.9) (56.6) (39.9)
2 4057 2.0 63.3 5724 3.0 64.6 35077 37.1 680.9 – – –

(80.2) (87.9) (85.1) (88.1) (57.0) (53.8) – – –
σ = 0.01, [|F|=100, 0.6 sec.] σ = 0.025, [|F|=416, 1.3 sec.]

1 1 0 0.3 4.6 0 0.4 4.6 0 2.1 26.3 0 2.1 26.3
(90.3) (46.4) (105.0) (46.4) (49.5) (15.2) (49.5) (15.2)

2 1019 1.1 40.7 4082 2.9 42.3 27939 16.5 411.3 – – –
(81.9) (65.6) (95.9) (66.4) (52.1) (25.2) – – –

2 1 1458 2.8 40.7 1458 2.8 40.7 12014 27.6 411.3 12014 27.6 411.3
(77.0) (60.4) (77.2) (60.4) (51.0) (23.1) (51.1) (23.1)

2 13539 6.3 274.8 15328 7.8 276.2 188441 131.8 4209.0 – – –
(78.6) (75.7) (80.8) (75.8) (48.1) (31.4) – – –

only patterns having more than m of size are accepted. In addition, in case of
ENRON with θ = 0.7, the numbers of obtained patterns in the condition of
k = 1, m = 2 are more than those in k = 2, m = 1, even if the former condi-
tion requires each subsequence in a pattern to have larger number of correlated
subsequences. These results show that the condition m = 1 is too restrictive in
some cases. In other words, a subgraph in a pattern is too short to be considered
as a component. It can be expected that a more flexible pattern mining can be
realized in CorSSS by specifying the appropriate size of components.

Compared with the case of k = 1, a lot of patterns were obtained in the
condition of k = 2. For example, in MIT with m = 2, θ = 0.7, about 10
times of patterns were obtained on average. From these results, we believe that
CorSSS succeeds in excluding uninteresting patterns by considering the mutual
dependency. On the other hand, no pattern was obtained if we set k = 1 and
m = 1. Thus, some appropriate combination of k and m has to be considered.
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Fig. 8. An Example of Obtained Pattern

Then, we discuss the performance of CorSSS. While CorSSS failed to obtain
the results in some parameter settings in ENRON due to the memory overflow,
most problems were solved within a feasible computation time. Compared with
the naive algorithm, the execution time of CorSSS in ENRON decreases to
60.7% on average and to 48.1% in the maximum. As similar, the number of can-
didates decreases to 46.6% on average and 15.2% in the maximum in ENRON .
These results show the effectiveness of the consideration of generality ordering
of patterns.

On the other hand, large reductions of execution time and the number of gen-
erated candidates were not observed in MIT . Furthermore, CorSSS needs more
computation time than a naive algorithm in some cases. We consider the reasons
for these results are: (1)the search space is too small to make the difference, and
(2)some computational overhead is required to construct prefix and postfix trees.
While the improvement of performance in CorSSS depends on the structure of
prefix and postfix trees strongly, a naive way is employed for the construction
of these trees in the current implementation. Thus, further improvement of the
performance can be expected by developing some method for structuring more
sophisticated trees.

An example of obtained pattern from ENRON(σ = 0.025, θ = 0.5, k =
2, m = 2) is shown in Fig. 8. Although the precise assessments were not made,
the pattern might capture some situation in which some communications be-
tween an employee and a vice president cause the discussions by other vice
presidents.

7 Conclusion

In this paper, we formulate a new data mining problem of finding frequent and
correlated sequential subgraphs in a long graph sequence. To solve this problem,
an algorithm CorSSS was developed which uses (1)the (m, θ, k)-correlation to
measure the degree of mutual dependency among the components, and (2)a
tree-shaped data structure for utilizing the generality ordering among patterns.

For future work, (1)further experiments with large-scale real world datasets,
(2)the detailed assessment of the obtained patterns, and (3)the comparisons with
the alternative approaches [2,4] are necessary. In addition, in order to exclude
uninteresting patterns further and to obtain the more significant patterns, we
also plan to incorporate some interestingness measures such as [17,9] and the
concept of condensed representation[12,3] into the proposed framework.
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Abstract. Traditional approach for building text classifiers usually require a lot
of labeled documents, which are expensive to obtain. In this paper, we propose a
new text classification approach based on a keyword and Wikipedia knowledge,
so as to avoid labeling documents manually. Firstly, we retrieve a set of related
documents about the keyword from Wikipedia. And then, with the help of re-
lated Wikipedia pages, more positive documents are extracted from the unlabeled
documents. Finally, we train a text classifier with these positive documents and
unlabeled documents. The experiment result on 20Newsgroup dataset show that
the proposed approach performs very competitively compared with NB-SVM, a
PU learner, and NB, a supervised learner.

Keywords: text classification, keyword, unlabeled document, Wikipedia.

1 Introduction

With the rapid growth of the World Wide Web, text classification has become one of the
key techniques for organizing online information. Traditional supervised learning tech-
niques typically require a large number of labeled text documents for training a good
text classifier. For real-life text classification applications, it is usually very expensive
to label text documents manually. In order to reduce the amount of labeled documents
for training, semi-supervised learning algorithms based on both labeled and unlabeled
data have been used for text classification [1,2,3]. Another way is to develop classi-
fication algorithm based on a set of labeled positive examples and a large amount of
unlabeled documents [4,5,6,7,8,9,10,11]. Recently, some researchers have proposed la-
beling keywords to build a classifier instead of labeling documents manually [12,13].
Some proposed methods launches text classification tasks with only unlabeled docu-
ments and the title word of each category for learning [14,15].

Recently, many researchers have proposed using Wikipedia knowledge to improve
the performance of text classifiers [16,17]. Also, Wikipedia knowledge is used to extend
domain-specific thesaurus [18,19]. Because of the plentiful knowledge inside Wikipedia,
the approach proposed in this paper utilizes a keyword and Wikipedia to build a text
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classifier. This approach does not require any labeled documents. Firstly, some related
Wikipedia articles about the keyword are extracted from the Wikipedia. And then, with
the help of the related Wikipedia documents, more positive documents are mined from
the unlabeled documents. Finally, we train a text classifier with these positive documents
and unlabeled documents.

In order to measure the classification performance of the proposed approach, we
make experiments on the 20Newsgroup dataset, with promising experiment result. The
experiment result shows that our proposed approach could help to build excellent clas-
sifiers, and it could be more applicable to real-life text classification applications.

The rest of the paper is organized as following. Section 2 reviews the related work.
Section 3 presents our approach to extract related Wikipedia articles by the keyword.
Section 4 presents our approach to mine positive documents from unlabeled documents
with the help of Wikipedia articles. Section 5 gives our classification algorithm. Our
experiment result is shown in section 6, and finally, section 7 concludes this paper and
gives our further work.

2 Related Work

With a small set of labeled documents, Blum et al. proposed co-training method to
build a text classifier [1]. Nigam et al. used an algorithm for learning from labeled and
unlabeled documents based on the combination of Expectation Maximization (EM) and
a Naive Bayesian classifier [3].

In learning from large set of positive and unlabeled examples, a number of practical
PU [11] learning algorithms were proposed [4,5,6]. These PU learning algorithms all
conformed to the theoretical results presented in [4] by following a common two-step
strategy: (1) identifying a set of reliable negative documents N from the unlabeled set
U ; and then (2) building a set of classifiers by iteratively applying EM or SVM, and
then selecting a good classifier from the set. Furthermore, there are a few successful
algorithms proposed by the research community to cope with the situation when there is
only a small set of positive documents [10,11]. These two algorithms focus on enlarging
positive examples.

With unlabeled training dataset, some approaches have been proposed to build a
classifier by labeling keywords instead of labeling training documents [12,13]. The ap-
proach in [12] consists of three steps: (1) providing a small set of keywords for each
class; (2) using these keywords to label raw training examples (P and N ) from the un-
labeled documents U ; (3) building a classifier by NB-EM algorithm. However, it is too
difficult for a user to provide sufficient keywords for accurate learning. So, the approach
in [13] utilizes clustering and feature selection technique to label some words for each
category. And then, the training examples are extracted based on the labeled words and
NB-EM algorithm is used to build a classifier.

The works in [14,15] are more related to our research. The approaches proposed
in [14,15] launch text classification tasks with only unlabeled documents and the title
word of each category for learning. The approach in [14] contains two steps: (1) using
a bootstrapping technique to label documents; (2) applying a feature projection tech-
nique to build a robust text classifier. The approach in [15] firstly integrates WordNet,
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information retrieval and DocMine algorithm [20] to label some positive examples. And
then, with the help of the labeled positive documents, more positive documents are ex-
tracted from the unlabeled documents. Finally, a state-of-art PU learning algorithm is
employed to build a good text classifier.

However, the approach in [14] depends on title words and the number of keywords.
It is difficult for user to determine the number of the candidate words according to dif-
ferent kinds of data set [14]. The approach in [15] needs WordNet and a search engine,
which is too difficult for non-expert users. Furthermore, WordNet has limited converge,
since it is a manually constructed dictionary, and therefore laborious to maintain [16].
Recently, many researchers study using Wikipedia knowledge to improve text classifi-
cation. The approach in [16] constructs a thesaurus of concepts from Wikipedia, and
then expand the BOW representation with semantic relations. A mapping algorithm in
[18] has been proposed to extend a domain-specific thesaurus with valuable information
from Wikipedia.

Because of the plentiful knowledge inside Wikipedia, the approach proposed in this
paper utilizes the keyword and knowledge from Wikipedia to build text classifiers. The
proposed approach release users from labeling documents or labeling keywords manu-
ally. Also, applying this approach, users neither need to provide candidate words nor to
build a search engine. This approach enables users to build an excellent text classifier
easily.

3 Extracting Related Documents from Wikipedia by Keyword w

Wikipedia1 is a multilingual, web-based, free content encyclopedia. Each Wikipedia
article describes a single topic and belongs to at least one category of Wikipedia.
Hyperlinks between articles keep some semantic relations. The approach proposed in
this paper utilizes the relation among hyperlinks to extract related Wikipedia articles of
the keyword w. Firstly, we extract the Wikipedia article Pagew which topic is the key-
word w. However, some keywords have ambiguous senses. For example, the keyword
bank may refer to either a financial institution or a shallow area in a body of water.
We use its common sense. For example, for the keyword bank, its common sense is
financial institution. In Wikipedia disambiguation pages, the link of common sense is
the first sense link, which corresponds to the target Wikipedia article Pagew of the key-
word w. And then, according to the hyperlinks of the article Pagew, more Wikipedia
articles Pagelink are extracted. The hyperlinks of a Wikipedia article contains out-links
and in-links. The out-links consist of the links that the Wikipedia article link to. And
the in-links consist of the links which link to the Wikipedia article. We extract more
related articles Pagelink from Wikipedia in the following way:

1) Extracting the out-links whose hypertext contains the keyword w. For example,
retail banking is one out-link of article bank, and retail banking contains the keyword
bank. We regard the link retail banking as one target link.

2) Extracting the links which belongs to both the in-links and the out-links of the
article. For example, financial is one out-link of the article bank, and also, it is one

1 http://www.wikipedia.org
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in-link of the article bank. That is to say, article financial and article bank links to each
other. We regard the link financial as one target link.

In Wikipedia, each link corresponds to an article. So, we regard the article Pagew

and the extracted articles Pagelink as related documents, RD = Pagew ∪ Pagelink,
about the keyword w.

4 Extracting Positive Documents TotalPos from Unlabeled
Documents U by RD

In last section, a set of related Wikipedia articles, RD, could be extracted from
Wikipedia. However, the set RD could not adequately represent the whole positive cate-
gory. Moreover, the examples in RD and the positive examples in unlabeled documents
U could not be considered to be drawn from the same distribution. In order to improve
the performance of the text classifier, more positive documents should be extracted from
U with the help of RD. Here, a new approach, which applies iteration method to extract
the positive examples, is proposed. The approach consists of four steps:(1) Selecting a
set of representative features RF from RD; (2) With the help of RF , splitting the doc-
uments U into three parts, say, strong positive examples SP , strong negative examples
SN and unsure documents UD; (3) Building a classifier based on SP and SN and
classifying the positive examples PE from UD; (4) With PE, extracting more posi-
tive examples iteratively until no more positives could be extracted. The overall set of
positive examples, TotalPos, consist of SP and PE extracted in each iteration.

4.1 Selecting Representative Features RF from RD

We argue that the examples in RD and the hidden positive examples in U as well as in
test documents share the same representative features. A set of representative features,
RF , are selected from RD. The set RF consists of top k features with the highest

Algorithm 1. Feature Selection (selectFeature)
Input:

P : the set of positive documents;
U : the set of unlabeled documents;
k: the number of features;

Output:
RF : the set of represent features selected from P ;

1: RF ← Φ, F ← Φ;
2: for each word feature wi ∈ P do
3: computing score(wi) according to (1);
4: F ← F ∪ {wi};
5: end for
6: sorting the features descendingly according to their scores to a list L;
7: RF = { first k features in list L};
8: return RF ;
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scores. The score() function, which gives high weight to features that occur frequently
in the positive set RD and un-frequently in the whole document U ∪RD, is defined as:

score(wi) =
df(wi, P )

|P | log
|P | + |U |

df(wi, P ) + df(wi, U)
. (1)

Here, df(wi, P ), and df(wi, U) are document frequency of wi in P and U respectively.
Algorithm 1 gives the details of our feature selection algorithm.

4.2 Splitting U

Once the set of representative keywords is determined, according to the predefined
threshold t and the similarity between RF and each document in U , we split U into
strong positive SP , strong negative SN , and unsure documents UD. The splitting rules
could be found in algorithm 2. Here, WRF,j is the score of wj in RF , and Wdi,j is the
number of observation of term wj in document di.

Algorithm 2. Splitting Unlabeled Documents (splitDocuments)
Input:

U : the set of unlabeled documents;
RF : the set of selected features;
t: the predefined threshold;

Output:
SP : the set of strong positives extracted from U ;
SN : the set of strong negatives extracted from U ;
UD: the set of unsure documents in U ;

1: SP ← Φ, SN ← Φ, UD ← Φ;
2: for each document di ∈ U do

3: simi(RF, di) =

∑
j

WRF,j Wdi,j√∑
j

W2
RF,j

√∑
j

W2
di,j

;

4: end for
5: value ← max (simi(RF, di)), di ∈ U ;
6: for each document di ∈ U do
7: if simi(RF, di)/value ≥ t then
8: SP ← SP ∪ {di};
9: else

10: if simi(RF, di)/value = 0 then
11: SN ← SN ∪ {di};
12: else
13: UD ← UD ∪ {di};
14: end if
15: end if
16: end for
17: return SP, SN, UD;
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4.3 Extracting Positive Examples PE from UD

In last subsection, we split U into SP , SN and UD. However, the set UD may still
contains some positive examples. In order to further improve the performance of classi-
fication, more positive examples PE are extracted from UD. Firstly, a Naive Bayesian
(NB) [11] classifier is trained based on SP and SN . And then, we iteratively extract
negative examples from UD until no more negatives could be extracted. The rest of
UD is considered as the set PE of positive examples. Algorithm 3 gives the details.

Algorithm 3. Extracting Positive Examples from UD (extractPos)
Input:

SP : the set of strong positives;
SN : the set of strong negatives;
UD: the set of unsure documents;

Output:
PE: the set of positive examples extracted from UD;

1: ND ← Φ, PE ← Φ;
2: Build a NB classifier based on SP, SN ;
3: for each document di ∈ UD do
4: if NB.classify(di)==negative then
5: ND ← ND ∪ {di}, UD ← UD − {di};
6: end if
7: end for
8: if |ND| > 0 then
9: SN ← SN ∪ ND;

10: goto step 1;
11: else
12: PE ← UD;
13: end if
14: return PE;

4.4 Extracting More Positive Examples Iteratively

After some positive examples PE are mined from U in the above way, the positive
examples SP ∪ PE might be just a small part of positive documents in U . As the
performance of text classifiers depends on the number of positive training examples,
in order to further improve the performance of the classifier, we iteratively enlarge the
set of positive documents extracted from U . Threshold t increases in the proportion of
λ(≥ 1) with the number of iterations increasing, so as to improve the precision of the
extracted positive examples and reduce the number of iterations. Algorithm 4 describes
how to extract overall set of positive examples, TotalPos, from the unlabeled docu-
ments U with the related Wikipedia articles RD. We regard the rest of U as negative
examples TotalNeg = U − TotalPos.

5 Learning Algorithm

Given a set of training documents D, each document is considered as a set of words,
drawn from the same vocabulary V = {w1, w2, ..., w|V |}. In this paper, we only
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Algorithm 4. Extracting Overall set of Positive Examples (extractTotalPos)
Input:

RD: the set of related Wikipedia articles;
U : the set of unlabeled documents;
k: the number of features;
t: the predefined threshold;
λ: the growth factor;

Output:
TotalPos: the overall set of positive examples;

1: TotalPos ← Φ;
2: U ← U − TotalPos;
3: Obtaining the representative features RF by calling selectFeature(RD,U, k); //algorithm

1
4: Obtaining strong positives SP , strong negatives SN and unsure documents UD by calling

splitDocuments(U,RF, t); //algorithm 2
5: Extracting positive examples PE from UD by calling extractPos(SP,SN, UD); //algo-

rithm 3
6: if |PE| > 0 then
7: TotalPos ← TotalPos ∪ SP ∪ PE;
8: t ← λ ∗ t, RD ← PE;
9: goto step 2;

10: else
11: TotalPos ← TotalPos ∪ SP ;
12: end if
13: return TotalPos;

consider binary classification. We computer the posterior probability, Pr(cj |di), for
classification, where cj is a class label and di is a document. Based on the multinomial
model of Naive Bayesian algorithm [11,21], we have

Pr(cj) =
∑|D|

i=1 Pr(cj |di)
|D| . (2)

and with Laplacian smoothing [11]

Pr(wt|cj) =
1 +

∑|D|
i=1 N(wt, di)Pr(cj |di)

|V | +
∑|V |

s=1
∑|D|

i=1 N(ws, di)Pr(cj |di)
. (3)

Assuming the probability of word event is independent of each other, we obtain the
NB classifier [11]:

Pr(cj |di) =
Pr(cj)

∏|di|
k=1 Pr(wdi,k|cj)∑|C|

r=1
∏|di|

k=1 Pr(wdi,k|cr)
. (4)

When classifying a testing document d, the class with the highest Pr(cj |d) is taken
as the class label of document d.

The Expectation-Maximization (EM) algorithm is a popular iterative algorithm for
maximum likelihood estimation in problems with missing data [11]. The positive
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documents TotalPos and negative documents TotalNeg labeled by our proposed ap-
proach may contain some noise. Therefor, EM is employed to revise the class label of
each document in TotalPos and TotalNeg. It iterates over two steps, the Expectation
step and the Maximization step. EM employs equations (1) and (2) for the Expectation
step, and equation (3) for the Maximization step [11]. In EM algorithm, the parameters
of the NB classifier will converge after a number of iterations. Based on [11], we give
our learning algorithm, which is listed as following:

Algorithm 5. Learning Algorithm
Input:

TotalPos: the set of positive documents;
TotalNeg: the set of negative documents;

Output:
NBC: a Naive Bayesian classifier;

1: Building a NB Classifier NBC using TotalPos and TotalNeg based on equation (1) and
(2);

2: while NBC parameters change do
3: for each di ∈ TotalPos ∪ TotalNeg do
4: Classifying di using NBC;
5: if the class label of di changes then
6: Updating Pr(cj) and Pr(wt|cj);
7: end if
8: end for
9: end while

10: return NBC;

6 Evaluation Experiments

In this section, we evaluate our proposed approach, and compare it with NB-SVM [9], a
PU learning algorithm, and NB [11], a supervised learning algorithm, as our approach,
NB-SVM [9], and NB [11] are all based on Naive Bayesian algorithm.

6.1 Dataset

We used 20Newsgroup dataset in our experiment and employed its bydate2 version.
There are 20 categories in the 20Newsgroups dataset, and l0 categories are selected
randomly to be used in our experiment. Each category has approximately 1000 articles.
For each category, 60% of the documents are used as training dataset, and the remaining
40% of the documents as the test documents.

6.2 Experiment Settings

The preprocessing includes stop word removing and stemming. In algorithm 1, for se-
lecting a set of representative features from positive documents, we set k = 35. When

2 http://people.csail.mit.edu/jrennie/20Newsgroups/
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extracting positive examples iteratively, we set threshold t = 0.30 and growth factor
λ = 1.5. When experimenting with our approach, the training dataset is taken as unla-
beled data.

For PU learning, 400 positive documents are selected randomly for each category
from training dateset, and the rest of training examples are taken as unlabeled data.
The NB-SVM [9] of LPU3 system is employed to build a text classifier with these 400
positive examples and unlabeled examples. For supervised learning, NB is applied for
text classification. We conduct five trails of experiments, and the averaged results are
reported here.

6.3 Experimental Results

In this paper, F1 is used to measure the performance of our text classifier, as it is widely
used by the research community of text classification [4]. Table 1 gives the experimental
results. In table 1, column 1 lists the category name, column 2 lists the corresponding
keyword, column 3, 4, and 5 shows the classification performance of our proposed
approach, NB-SVM, and NB respectively.

Table 1. Classification result (F1(%))

Category Keyword Wikipedia NB-SVM NB
rec.sport.baseball baseball 95.92 85.66 96.70

soc.religion.christian christian 94.84 85.99 96.52
sci.crypt encrypt 90.82 84.30 94.46

sci.electronics electronics 41.61 62.55 85.67
comp.graphics graphics 52.03 74.89 87.16

talk.politics.guns guns 92.26 84.52 94.13
sci.med medicine 83.35 71.70 91.50

talk.politics.mideast mideast 92.43 89.25 94.96
rec.motorcycles motorcycles 92.97 87.57 95.30

sci.space space 86.60 78.77 91.54

It is obviously from table 1 that the proposed approach outperforms NB-SVM, a PU
classifier based on 400 positive examples. Specifically, the performance is above 80%
for most of the categories. However, for category sci.electronics and comp.graphics, the
performance is not good.

Except category sci.electronics and comp.graphics, the performance of the proposed
approach is very close to NB, a supervised classifier. The difference between the perfor-
mance of our proposed approach and NB algorithm is less than 6%. Here, we train the
NB algorithm based on 600 positive examples and 5400 negative examples. However,
our proposed approach require only a keyword. Comparing our proposed approach with
NB-SVM and NB, we believe that our proposed approach requires less user effort to
launch text classification tasks.

3 http://www.cs.uic.edu/ liub/LPU/LPU-download.html



286 Q. Qiu et al.

7 Conclusion and Future Work

In many real-world text classification applications, it is often expensive to obtain enough
labeled training examples for building a good text classifier. The approach proposed in
this paper utilizes keyword and knowledge from Wikipedia to build text classifiers.
Comparing with NB-SVM, a PU algorithm and NB, a supervised learning algorithm,
for most of the categories in our experiment, the classification performance of the pro-
posed approach outperforms NB-SVM, and its performance is close to NB. The pro-
posed approach could be more applicable to real-life text classification applications, as
it doesn’t require any labeled training documents.

In this paper, for ambiguous terms, we chose the common sense. In our future work,
we plan to study how to find the specific sense of the ambiguous terms with respective
to a certain set of unlabeled documents, and extract more related Wikipedia articles.
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Abstract. Knowledge about the wetland use of migratory bird species during 
the annual life circle is very interesting to biologists, as it is critically important 
for conservation site construction and avian influenza control. The raw data of 
the habitat areas and the migration routes can be determined by high-tech GPS 
satellite telemetry, that usually are large scale with high complexity. In this pa-
per, we convert these biological problems into computational studies, and intro-
duce efficient algorithms for the data analysis. Our key idea is the concept of 
hierarchical clustering for migration habitat localization, and the notion of asso-
ciation rules for the discovery of migration routes. One of our clustering results 
is the Spatial-Tree, an illusive map which depicts the home range of bar-headed 
geese. A related result to this observation is an association pattern that reveals a 
high possibility of bar-headed geese’s potential migration routes. Both of them 
are of biological novelty and meaning. 

Keywords: Clustering, Sequence mining, Bird Migration, Habitat, Route,  
Scientific data, Qinghai Lake. 

1   Introduction 

The Asian outbreak of highly pathogenic avian influenza H5N1disease in poultry in 
2003 and 2004 was unprecedented in its geographical extent, and its transmission to 
human beings showed an ominous sign of life-threatening infection [1]. Research 
findings indicate that the domestic ducks in southern China played a central role in 
the reproduction and maintenance of this virus, and wild birds may have contributed 
to the wide spread of the virus. This assumption had led to another question: how to 
define and identify the habitat, migration distance and time. Indeed, understanding of 
the species’ habitat is critical for us to find the roots of the answers, like answers to 
how the wild life and domestic poultry intersect together, what is the possibility of 
H5N1 spilling over from the poultry sector into some wild bird species [2]. 
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The spatial data analysis on the specie’s transmission coordinates together with 
their layered maps can be conducted by GIS (Geographic Information System) includ-
ing ESRI’S ARC\INFO 7.1.2 and ArcView 3.1 (Research Institute, Inc., Redlands, 
California, U.S.A.) [5]. However, there has been lack of a persuasive way to identify 
the stop area of the species and the wintering areas. The situation becomes further 
complicated when the scientist come to lineate the migration routes from the accumu-
lated data points. Therefore, a bird migration data analysis system is desired, by 
which data can be systematically analyzed, and knowledge patterns are subsequently 
available for deep biological studies. In this work, we address the following three 
problems which are arisen from the bird migration data analysis.  

Discovery of Bird Habitat. The habitat range of an animal is defined as the area 
explored by this individual during its normal activities (i.e., food gathering, mating 
and caring for young, Burt 1943, Powell 2000). Understanding the factors that deter-
mine the spatial coverage and distribution of animals is fundamental not only to theo-
retical science, but also to real-life applications such as conservation and wildlife 
management decision makings [5]. 

Analysis on the Site Connectedness between Habitats. Site connectedness is a 
measure relating to the accessibility, for the migrating storks, of the site to its 
neighboring stay sites [6]. The sites with lower connectedness are considered to those 
at higher risk of being isolated from the migration route network. 

Identification of Migration Routes. To help conserve species that migrate long 
distances, it is essential to have a comprehensive conservation plan that includes iden-
tification of migration routes. This information is of an added importance for many 
rare wild bird species [4]. 

Our computational approaches to these problems are integrated into a data mining 
system. It consists of four major components: data preprocessing, clustering, habitat 
range estimation, and association rules analysis. The function of the clustering com-
ponent is to cluster the data points and meanwhile identify the candidates of the habi-
tats. Intuitively, a potential habitat is a region where wild bird species prefer to stay a 
long time, and it mathematically corresponds to a dense region of points over the 
entire area. For this purpose, we propose a new hierarchical clustering algorithm 
which can find the habitats with different levels of densities. The component of habi-
tat range estimation is aimed to determine the precise home range and time duration 
of the birds on top of the clustering results. As bird's migration between the habitats 
can be considered as a sequence pattern, we apply an existing sequence mining tech-
nique to discover interesting associations between the habitats. This is the goal of the 
association rules analysis. Besides, a visualization technique is developed for an easy 
view of the distribution of the bird habitats and migration routes which is helpful to 
gain more insights into findings. With this visualization tool, all of our results can be 
embedded into the Google Map (One web GIS from Google).  

We have conducted a pilot experiment on a real-world database to evaluate our sys-
tem. Our computational results on the bird habitat, site connectedness and migration 
route are interesting and have been confirmed to have biological novelty. These re-
sults would be useful in future for the scientists to estimate the risk of virus infection 
of wild birds from poultry or the other way around. 
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The main contributions of our work are summarized as follows: (i) A new hierar-
chical clustering algorithm is proposed, and it is used to discover bird habitats,  
(ii) Association analysis is introduced to reveal the site connectedness between habitat 
areas, and (iii) Bird migration routes are rigorously studied by sequence mining  
algorithms. 

Paper organization. Section 2 presents a short background introduction to satellite 
tracking technologies for monitoring migration routes of wild bird species, and gives 
a brief overview to clustering and association mining algorithms. In Section 3, the 
telemetry bird migration data is described. Section 4 presents the overall diagram of 
our data mining system and describes the computational techniques in each compo-
nent. Our computational results and their evaluation are presented in Section 5. In 
Section 6, we summarize our major contribution, and point out our future work. 

2   Background and Related Work 

2.1   Satellite Tracking of Wild Bird Species  

Recent advances in the technology of satellite tracking have allowed researchers to 
continuously track the movements of individual birds over a broad spatial scale with-
out conducting extensive field observations after the birds have been equipped with 
satellite transmitters. The applications of satellite tracking to bird migration studies 
have enabled considerable progress to be made with regard to elucidating the migra-
tion routes and stay sites of various migratory bird species, with important implica-
tions, for example, for conservation [6]. Traditionally, most of biologist have to count 
those location plots in a certain area and then utilize kernel model to calculate the 
home range of bird species [3,5,6]. Until recently, Hiroto Shimazaki1 et al. [6] pro-
posed a method to examine the location data points based on the idea of clustering. At 
the first step, their method groups the location points with similar characteristics in 
approaching speed and departure speed by using the ISODATA algorithm [9]. And 
then the extent of stay sites is determined by specifying the area attainable by a bird 
moving speed. At last, they evaluate the site connectedness between stopover sites. 
However they do not make full use of the bird tracking data––features such as latitude 
and longitude have not been used to get the habitat range. The identification of the 
migration routes has not been touched either. As shown in the previous studies that 
satellite tracking is a powerful to monitor birds’ migration behavior, and the data is 
valuable to make significant contribution to biological research, yet, to the best of our 
knowledge, it has been long lack of a data mining system capable of conducting  
systematic migration data analysis. 

2.2   Overview to Clustering Algorithms  

Clustering is an extensively studied topic in the machine learning and data mining 
field. A clustering algorithm refers to a method that subgroups a set of data points 
according to a distance or density metrics. Clustering analysis can be used as a stand-
along tool to get insight into the distribution of the data points in a data set, or can be 
used as a data preprocessing step for other types of data analysis. Various techniques 
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have been explored for clustering spatial data sets. For instance, an improved k-
medoid method, called CLARANS [12] was proposed recently. SNN [13] was also 
developed to cluster the earth science data. DBSCAN [10] and IncrDBSCAN [11] 
have been proposed to process the spatial data sets as well. Meanwhile, several hier-
archical clustering approaches have been long investigated, including the agglomera-
tive approach (eg. AGNES) and the divisive approach (eg. DIANA ). Detailed de-
scription of AGNES and DIANA can be found at [14]. In this paper, our new idea is 
to combine DBSCAN with a hierarchical clustering approach to find the habitats with 
different levels of densities. 

2.3   Association Analysis 

Association rules mining and sequence mining are pioneer research topics in data 
mining, and they are still attracting lots of attentions. The classic association rule 
mining algorithms include Apriori[15] and FP-tree[16]. GSP [17] was the first ap-
proach to the discovery of frequent sequence patterns. Zaki then propose the SPADE 
algorithm [18] to find frequent sequence with a faster speed. The PSP (Prefix Tree 
For Sequential Patterns) approach [21] is much similar to the GSP algorithm, but it 
stores the database on a more concise prefix tree with the leaf nodes carrying the 
supports of the sequences. In this paper, we make use of these algorithms for bird 
migration routes analysis. 

3   Bird Migration Data 

Our studies are conducted at the Qinghai Lake National Nature Reserve, Qinghai 
province, China. Qinghai Lake, the largest salt lake in China with an area of 525 
Km2, is located in the middle of Qinghai Province. The bird movement data are from 
29 bar-headed geese (Anser indicus) from Qinghai Lake. Fourteen of them were cap-
tured on March 25-31, 2007, and the others were captured on March 28 - April 3, 
2008. Each bird was weighed, measured and equipped with a 45g solar-powered port-
able transmitter terminal (PTT:9 North Star Science and Technology, LLC, Balti-
more, Maryland USA) and 1 Microwave Telemetry (PTT-100, Columbia, Maryland 
USA). Transmitter signals were received by Argos data system (CLS America Inc., 
Maryland, USA) and transmitter locations were estimated. Argos classified the loca-
tion accuracy into seven categories: 3, 2, 1, 0 and LA, B, Z with the approximation for 
class 3 < 150 m, class 2 = 150-350 m, class 1 = 350- 1000 m, class 0 > 1000 m. We 
also bind the GPS (Global Position System) location equipment on the PTTs. We call 
the location data as LG. 

Table 1. Relational representation of our bird migration data 

Obs animal ppt date time Latitude longitude K94 Speed 

85 BH07_67695 67695 2008-
03-02 

3:27:10 29.275 88.731 LZ 32 

86 BH08_67688 67688 2008-
03-02 

4:27:10 30.275 89.25 KG 43 
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Our data sets received from Western Ecological Research Center are represented 
by the form shown in Table 1, which consists of 66796 and 22951 location data re-
cords for the 2007 survey and 2008 survey, respectively. About 90.1% of data records 
in the four categories of 0-3 are with high quality, which are used in our study; the 
remaining LA, B, Z categories were dismissed due to high noise. We note that PTT 
were deployed on 14 bar-headed geese from Qinghai Lake in March 2007. Three 
PTTs were still active as of 1 Nov 2008, and three PTTs were lost before the birds 
returned to their wintering place. In addition, among the PTTs deployed on the 15 
bar-headed geese from Qinghai Lake in March 2008, nine out of them are still active 
as of Nov 1, 2008. Most of them have arrived at the winter area by Nov 1 2008. 

We also note that for the satellite transmitters are expensive, it was impossible for 
us to use this equipment to track all the birds. Instead, only some key species were 
tracked. But many water bird species are highly faithful to the sites they use through-
out their annual cycle (both within and between years) [6,7]. Such fidelity can be 
explained as a result of various selective pressures that flavor individuals which have 
an intimate knowledge of their environment.  For most birds from the same popula-
tion, they have the similar migration routes and habitat area [21]. Thus, although the 
number of our data samples is limited, the reliability and credibility of our survey are 
high.  

4   Framework of Our Bird Migration Data Mining System 

We propose a data mining system to discover the habitat area and migration route 
efficiently. A new hierarchical clustering algorithm is developed in the system to find 
sub-areas with a dense location points relative to the entire area. Then the Minimum 
Convex Polygon Home Range of bird species is calculated. Then, association analysis 
is used to discover the site connectedness and migration route between the discovered 
habitats. Figure 2 shows a diagram and component flow of our system, which consists 
of four phases: preprocessing, clustering, home range calculation and sequence  
mining. Each phase is described in detail in the subsequent subsections. 

 

 

Fig. 1. System Framework of Our Bird Migration Data Mining System 
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4.1   Preprocessing 

The raw data are downloaded from the USGS website. We focus on dynamic attrib-
utes such as latitude, longitude, time and speed. Outlier records are removed, and 
missing values are estimated and considered. The processed data are then stored at a 
relation database for further use. 

4.2   Clustering Phase: Hierarchical Clustering and Spatial-Tree Building Based 
on DBSCAN 

The objective of this phase is to mine interesting clusters from the preprocessed data 
set. As there are many choice of clustering algorithms, we require a clustering algo-
rithm to satisfy the following criteria: (i) The algorithm should not require manual 
setting on the number of clusters. It is unreasonable to determine these parameters 
manually in advance. (ii) Since we only want to find important habitat area, the algo-
rithm should filter out those with lower density. (iii) The location data are very large, 
the algorithm should be capable of handing a large data set within reasonable time 
and space constraints.  

The DBSCAN [10] algorithm is a good choice as it meets all of these require-
ments. It does not need to input the number of clusters as a predefined parameter. 
According to the density-based definition, the density associated with a point is ob-
tained by counting the number of points in a region of a specified radius, Eps, around 
the point. Points whose densities are above a specified threshold, MinPts, are classi-
fied as core points, while noise points are defined as non-core. Core points within the 
same radius of Eps to each other are merged together. Non-core and non-noise points, 
which are called border points, are assigned to the nearest core points. Those  
core points build the skeleton of a cluster. The algorithm makes use of the spatial 
index structure (R*-tree) to locate points within the Eps distance from the core points 
of the clusters. The time complexity of DBSCAN is O(N*logN). It is accepted in our 
application. 

Biologists need to evaluate the “core areas”, and then to identify the actual areas 
that are used within bird home ranges. The core area usually defined as areas concen-
trated by individual at each wetland. For example, the fostering place would be the 
core region, but the foraging area would be the out-of-core region. Motivated by this 
requirement, we introduce a Hierarchical DBSCAN (HDBSCAN) clustering ap-
proach, which can build up a Spatial-Tree encoding every cluster node like a Huffman 
tree code in a top-down manner. 

The pseudo code of the HDBSCAN algorithm is shown in Fig 2. It adopts a Breath 
First Search-like strategy that clusters the data sets by using DBSCAN. Inputs are 
parameter Eps and Minpts for DBSCAN, together with bird migration data and prede-
fined tree height. By one "first in, first out" queue “Q”, spatial tree in Fig 2 is the 
output results. For each node in the same level of the tree, two pointers “front” and 
“last” point out their level (line3), and those nodes share the same DBSCAN parame-
ter. At first, the DBSCAN are applied on those nodes (line 7). The clustering results 
are then put into “Q” (lines 11-15). If the depth of tree reaches the predefined tree 
height (lines 8-9), the hierarchical algorithm returns. Meanwhile, the id of a cluster is 
joined by its own cluster label and its father id as the tree grows. For instance in the 
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Input: Location data: LD, Parameter: Eps and Minpts, 
S-Tree: Height 
Output: LD with cluster lable and Spatial_Tree was 

built 
1. DBSCAN_ OBJECT Root=Joint(LD,Eps,Minpts); // root 

node of Tree 
2. ENQUEUE(Q, Root) ;        // push DBSCAN object into 

Queue 
3. front:=0, last:=0, level=0; 
4. while(Queue<>empty and front<=last) DO 
5.   DBSCAN_ OBJECT node= DEQueue(Q); // Pull data from 

Queue  
6.    front++;             //  
7.    Data_OBJECT Childern  =DBSCAN.getCluster(node); 

//Call DBSCAN  
8.    if(level > Height) 
9.       break; 
10.  
11.     For i FROM 1 TO Childern.size  DO 
12.       Data child=Childern.get(i); 
13.       DBSCAN_ OBJECT Root=Joint(child,Eps,Minpts); 
14.       ENQUEUE(Q,DBSCAN_ OBJECT) ; 
15.     end For 
16.  
17.     if(front>last) // members in one level have been 

searched 
18.        last= Q.size()+front-1; 
19.        level ++; 
20.     end if 
21. end while 

Fig. 2. Pseudo code of the HDBSCAN algorithm 

 

 

Fig. 3. An Spatial Tree Example: A Huffman coding-like Structure built by HDBSCAN 
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Fig 3, the left most leave node in the tree is encoded by his father id "0/0/1" and its 
own id "/0". Thus, its id is "0/0/1/0". By this Huffman encoding-like method, the 
cluster id is unique and the spatial tree is easy to manage. 

4.3   Habitat Home Range Calculation Phase 

In this phase, we use the idea of MCP (Minimum Convex Polygon) to circle the clus-
ters and spherical geometry to obtain bird species’ home range. There are two algo-
rithms that compute the convex hull of a set of n points. Graham’s scan runs in 
O(nlgn) time complexity, and the Jarvis’s march runs in O(nh) time complexity, 
where h is the number of vertices of the convex hull. In our work, points with maxi-
mum or minimum latitude were found at first hand, and then we utilize Graham-Scan 
to compute the MCP. The run time is limited to O(n). A much more technical descrip-
tion of this approach can be referred to [23]. A closed geometric figure on the surface 
of a sphere is formed by the arcs of greater circles. The spherical polygon is a gener-
alization of the spherical triangle [24]. If Φ is the sum of the radian angles of a 
spherical polygon on a sphere of earth radius R, then the area is: 
 

2[ ( 2) ]*s n Rπ= Φ − −                                               (1) 

4.4   Phase for Association Analysis 

In this phase, association analysis is explored to discover site connectedness and bird 
migration routes. As illustrated in the Fig.4, points scattered around map are bird 
location sites, and their color stands for the discovered clusters labeled from the clus-
tering phase. An arrow points out a bird migration route, which is considered as the 
pattern in the domain of data mining. Mining those spatial-temporal relationships 
between discovered habitats would be important for understanding how the different 
biological habitat elements interact with each other. 

 

 

Fig. 4. Bird migration routes between clusters are converted into records in the right table 

Bird 
ID 

Visit 
Time 

Visit Habitat 

A T1 Cluster 1 

A T2 Cluster 2 

B T1 Cluster 1 

B T2 Cluster 3 

B T4 Cluster {5,2} 

C T3 Cluster 2 

C T4 Cluster  {5,3,2} 

… … … 
N Tn Cluster {1,2,5} 
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Biologists are interested in two types of spatial-temporal association patterns that 
involve sequences of events extracted from the clustered areas: 

• Non-sequential pattern- relationships among the habitats for different 
birds, ignoring the temporal properties of the data. It can reveal the site 
connectedness.  

• Sequential pattern- temporal relationships among the habitats for dif-
ferent birds, which are associated with migration routes. 

One way to generate associative patterns from the migration data is to transform the 
spatial-temporal datasets in the Fig 4 into a set of transactions as in the Table 2. The 
main advantage of such approach is that we can use many of the existing algorithms 
to discover the association patterns that exist in the data. Different cluster areas that 
form the movement patterns can be recorded as the items for a bird transaction. 

Table 2. Transforming the migration data into market-basket type transactions 

Bird 
ID 

T1 T2 T3 T4 T5  

A Cluster 1 Cluster 2 θ  Cluster {2,1} Cluster{2,3} …. 

B Cluster 1 Cluster{3,} θ  Cluster{5,2} Cluster {7,9} …. 

C θ  θ  Cluster{2} Cluster{5,3,2} Cluster {5,10} …. 

…. …. …. …. …. …. …. 
N Cluster{1,2,5} Cluster 

{3,6} 
θ  Cluster 10 Cluster{5,10} …. 

 
Non-sequential associations among events only concern with the spatial cluster 

areas, irrespective to the timing information. The abstracted events can be trans-
formed into a transaction format. Such representation allows us to apply the existing 
association rule mining algorithms. In this paper, we make use of the pioneering algo-
rithm Apriori [15] to extract the association patterns. The following three interesting-
ness measures are suggested to evaluate the association patterns such as one like:  
cluster area A  cluster area B.  

 
Support=P(A,B)                                                  (2) 

 
Confidence=P(A,B)/P(A)                                         (3) 

 
Lift=p(B|A)/P(B)                                                (4) 

 
The support of a rule A  B is the probability that a transaction contains the code 

{A, B}. The confidence value of the rule denotes the conditional probability of {B} 
given {A}. Lift is computed to judge the correlation or the dependence between {A} 
and {B}. The association rule can be ranked based on an individual interestingness 
measure or their combinations. 

If temporal information is incorporated, we can derive sequential associations 
among the events (cluster areas) using the existing sequential pattern discovery  
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algorithms, such as GSP [17]. We choose to use the GSP algorithm, which was ini-
tially proposed by Agrawal et al. for finding frequent sequential patterns in the mar-
ket-basket data. In the GSP approach, a sequence is represented as an ordered list of 
itemsets, s = <s1, s2, …, sn>. Each element sn of the sequence is subject to three 
timing constraints: window-size (i.e. maximum time interval among all items in the 
element), min-gap (i.e. minimum time difference among successive elements) and 
max-gap (maximum time difference among successive elements). In our paper, we 
have set the window-size to be 1 day, min-gap to be 0 and the max-gap to be 2 days. 
The above interestingness measures for non-sequential pattern need to be changed 
accordingly so as to measure sequential patterns. For instance, given one candidate 
sequence: cluster area A  cluster area B  cluster area C  cluster area D. the 
confidence and lift are computed as follows: 

 

Confidence=P(A->B->C->D)/P(A->B->C)              (5) 
 

                Lift= P(A->B->C->D)/ {P(A->B->C)*P(D)}            (6) 

5   Experiment Results 

We conducted many experiments to evaluate our system on the data sets of bar-
headed goose (See details in the section 3). In this section, we first report an effi-
ciency result of our HDBSCAN algorithm, we then give an interpretation on the re-
sults of the habitats discovered by using our HDBSCAN algorithm, a new hierarchical 
clustering approach. Then, we analyze the associative pattern to reveal the bar-headed 
goose migration site connectedness and routes. Finally, as a part of discussion, we 
present some implication advice for other research topics as well. Meanwhile, we 
combine our system with Goolge Map for a visualization of the distribution of the 
habitats and migration routes. 

5.1   Spatial Distribution of Bar-Headed Goose 

The Spatial-Tree of 2007 is built on the annual migration data from 2007-03 to 2008-
03. In Fig. 6, the left panel is the Spatial-Tree and the right panel is the spatial distri-
bution associated with certain nodes. The convex home range is depicted with  
polygons with different colors and the description is presented when the user clicks 
the marker with certain index. Due to page limitation, we only present the first  
node member associated with bar-headed goose over wintering, post-breeding,  
and stop over sites in the Fig 6 and details description in Table 3. From Fig 6, we  
can clearly find the breeding area Qinghai Lake with index 3, post breeding area 
Zhalin-Eling Lake with index 4. The maximum one is the wintering area in  
Tibet river valley with index 6 covering 9254 Km2 . It is interesting to note that one 
species (No. BH07_67693) moved to cluster with index 1 within Mongolia rather 
than stay in Qinghai Lake for breeding. The average range of the habitat area is 
29045.38 Km2. 
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Fig. 6. Overview of 2007 bar-headed goose Spatial-Tree 

Table 3. A part of results about discovered Migration habitat for bar-headed goose from Qing-
hai Lake, China 

5.2   Site Connectedness of Bar- Headed Goose 

As mentioned above, we transform the bird migration pattern into transaction  
database from in different levels of Spatial-Tree, separately. A part of association 
rules results from the Apriori shows some interesting patterns, where the CID means 
the cluster area id. Those association rules can effective evaluate the site connected-
ness. Those association rules can effective evaluate the site connectedness. For  
example, if we observe one associate rule {CID(0/0/1/) and CID(0/0/0/) and 
CID(0/0/3/) } -> { CID(0/1/4/) } with minimum support 21.4%. This can reveal the 

Habitat  Area Center Bird  Migration  Time Cluster 
ID 

Location 
Num 

Home 
Range 
(Km2) Longitude 

Latitude 
End       Begin 

Birds 
Num 

Geography 
Description 

0/0/ 3368 16583.45 99.8082 36.9504 2007-10-24 2007-3-25 14 Qinghai 
Lake 

0/1/ 5394 62698.99 97.2455 35.0769 2007-12-14 2007-6-9 11 Zhalin-
Eling Lake 

0/3/ 359 8206.649 93.4613 32.9937 2007-12-13 2007-10-11 7 YangZhiRi
ver 

YuanTou 
0/2/ 9069 85172.48 90.9785 29.6358 2008-2-25 2007-10-21 8 Tibet river 

valley 

0/5/ 56 361.828 99.865 47.9858 2007-6-6 2007-5-7 1 Mongolia 

0/4/ 34 1248.863 93.8064 33.77 2007-10-28 2007-10-13 3 TuoTuo 
River area 
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high site connectedness of stop area around the Qinghai Lake and Chaka salt Lake 
area. Thus, Qinghai lake Reserve is situated at the optimal location for storks prepar-
ing for the autumnal migration toward winter sites. 

5.3   Migration Routes of Bar- Headed Goose 

As described in the migration route mining in Section 4.3, bird migration between 
habitats could be regard as sequence. The discovered frequent sequence with higher 
confidence and lift would investigate a few interesting biological phenomena. A part 
of results are illustrated in Table 4. visualizing those sequences would help ornitholo-
gist to understand. From our observation, it is clearly that bar-headed goose departed 
the breeding place {ClD(0/0/)}in Qinghai Lake and then arrived at the post breeding 
area in Zhalin-Eling Lake area or Huangheyuan wetland {CID(0/1/)} and stayed there 
for about two months before heading to the south. Then they follow cluster 3 
{CID(0/3/) } which is served as the stopover area, and finally arrive at the winter area 
{CID(0/2/)}. The movement of bar-headed goose depicted in this study conforms to 
the Central Asian Flyway [22]. There are eight birds migrated to Tibet river valley, 
and stay there from 2007-10-21 to 2008-02-25, with a total of 127 days over winter 
rather than fly to north-eastern India and Bangladesh. Mean fall migration duration 
was about 7 days. The migration distance is (1500 km (311km+382km+758km).  

Table 4. Part of Sequential results in level 2 of 2007 Spatial-Tree, Minimum Support is 20% 
and Minimum Confidence is 30% 

Rules ordered by support 1.  [CID (0/0/1/)-> CID (0/0/0/)]                           (support=50%) 
2.  [CID (0/0/0/)-> CID (0/0/1)]                            (support=35.7%) 
3.  [CID ([0/1/1/)-> CID (0/2/1//)->CID (0/2/7/)-> CID (0/2/1/) ]  (support=21.4%) 

Rules ordered by Confidence 

1.  [CID(0/1/1/)-> CID 0/2/1/-> CID 0/2/7/-> CID 0/2/1/]  (confidence=100%) 
2. [CID (0/0/0/)-> CID (0/0/0/)->CID (0/0/1/)-> CID (0/0/0/)-> CID (0/1/3/)]  

(confidence=100%) 
3.  [CID (0/0/1/)-> CID (0/1/6/) CID (0/1/3/)     (confidence=75%) 
4.  [CID (0/0/1/)-> CID (0/0/0/)-> CID (0/1/4/)]   (confidence=42%) 

Rules ordered by Lift 1.  CID (0/0/1/)-> CID (0/0/0/)->CID (0/0/1/)-> CID (0/3/0/)     (lift=33.4%) 
2.  CID (0/1/1/)-> CID (0/2/1/)->CID (0/2/7/)-> CID (0/2/1/)    (lift=25.4%) 

5.4   Discussion and Implications for Habitat Conservation and Avian Influenza 

Our cluster based approach for discovering the bar headed goose approximately de-
picts the geographical distribution of this species of wild water bird. Both of the  
cluster results in 2007 and in 2008 match greatly, which indicates that some certain 
habitats, such as the Qinghai Lake, DaLing Lake and the Tibet river valley, are of 
vital importance for some species. What is more, the discovered migration routes are 
critical for finding an adequate compromise between habitat protection and economic 
development in the regions along their migration routes. Wide areas of MCP prove 
that it is necessary to build a broad network to cover the different core region areas. 
The clustering results displayed in the GIS pave the way for human beings to con-
struct a systematic nature reserve in future. In addition, scientists would like to do 
much more research, such as virus, plant and environment quality survey, to discover 
the way of highly pathogenic avian influenza disperse in the wild bird species' MCP. 
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6   Conclusion and Future Work 

The satellite tracking has been used successfully to record the migration routes and 
stopover sites of a number of birds. Such information allows the development of a 
future plan for protecting the breeding and stopover sites. The proposal of our compu-
tational ideas and methods is motivated by the long-time lack of an efficient data ana-
lyzing approach which actually can help researchers to do this work systematically.  

In this paper, we have suggested to explore the field by using the location data  
information as a supplement data mining process which can provide an alternative 
approach for traditional bird telemetry data analysis: visual observation from the loca-
tion points. In order to discover the core range of the birds, a new clustering strategy 
has been introduced. This clustering strategy can effectively manage the different 
cluster areas and can discover the core areas in some larger habitat. Using association 
rule analysis, site connectedness of habitat and the autumnal migration routes for the 
bar-headed goose were investigated. Clustering and association rule mining do pro-
vide an effective assistance for biologists to discover new habitats and migration 
routes. 

In the future, we plan to extend our current work to address several unresolved is-
sues. Specifically, we intend to use Hidden Makov Model [25] to predict the bird 
movements. Also, we would like to compare the cluster area spatial distribution be-
tween different years, in an aim to discover the habitat changing trend of bird species. 
Finally, we intend to extend our analysis to other species in the Qinghai Lake to iden-
tify the cross habitat for different species. 
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Abstract. Many recent clustering schemes have been applied in previ-
ous investigations to resolve the issues of high execution cost and low
correction ratio in arbitrary shapes. Two conventional approaches that
can solve one of these problems accurately are K-means and DBSCAN.
However, DBSCAN is inefficient while K-means has poor accuracy. AN-
GEL and G-TREACLE have been proposed to improve current clustering
tribulations, but require complicated procedures and numerous thresh-
olds. This work presents a new clustering technique, called “GOD-CS”,
which employs grid-based clustering, neighborhood 8-square searching
and tolerance rate to reduce these problems. Simulation results indicate
that GOD-CS clusters large databases very quickly, while having almost
identical or even better clustering performance in comparison to several
existing well-known approaches with the original patterns in a simple
procedure. Thus, GOD-CS performs well and is simple to implement.

Keywords: data clustering, data mining, grid-based clustering.

1 Introduction

Data clustering plays a significant role in numerous emerging business applica-
tions, since many applications need to classify clusters. Data mining is a common
application of data clustering in the enterprise, and significantly raises business
profitability. However, owing to the fast technological progress, the amount of
data that can be stored in databases increases steeply, making data clustering a
very useful process. Consequently, an efficient and effective clustering algorithm
is strongly stipulated.

Clustering approaches can be divided into four types, namely partitioning,
hierarchical, density-based and grid-based. Partitioning approaches run faster
than other clustering approaches, but perform poorly in filtering noise and in
shaping arbitrary patterns. They include K-means [6], which is a classical par-
titioning algorithm. Density-based approaches can recognize arbitrary shapes
takes as its advantage, but have high computational cost. These methods in-
clude DBSCAN [5], in which time cost rises exponentially with the size of the
data sets. Hierarchical approaches are not good at clustering in large database
due to poor execution cost. Finally, grid-based approaches also cannot perform
precise clustering, and therefore have poor accuracy.

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 302–313, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In summary, most existing clustering algorithms have high computational
cost or poor pattern recognition. These issues need to be urgently addressed.
This study presents a new improved grid-based clustering scheme, called “Grid-
Oriented Dissection Clustering Scheme”(GOD-CS). GOD-CS adopts grid-based
clustering, neighborhood 8-square searching technique and tolerance rate to re-
duce the threshold with only two parameters, and speed up the execution time
and improve performance. Experimental results reveal that GOD-CS clusters
groups effectively and efficiently in arbitrary patterns, and has an execution
time of approximately one-fifth G-TREACLE [1] with a comparable correction
rate.

2 Related Works

Clustering schemes can be categorized into several categories, namely partition-
ing, hierarchical, density-based and grid-based algorithm.

The K-means clustering method is fast, but has a low correction rate. K-means
characterizes k cluster centers to find neighborhood points, and fine-tunes the
center and neighborhood points of the resulting k clusters. K-means is easy to
implement, and has fast execution with only one threshold, but easily classifies
some points into the wrong cluster without detecting noise.

DBSCAN, which is an example of a density-based algorithm, recognizes ar-
bitrary shapes almost perfectly with two thresholds (searching radius and mini-
mum points that should be included), but has a very high time cost, making it
unpopular for use in business applications.

Hierarchical algorithms agglomerate or divide groups into clusters according
to similarities between groups. However, this process involves recursively com-
pare the properties, resulting in a huge time complexity.

Finally, grid-based algorithm have rapid implementation times, since they as-
sign each object to a grid to decrease processing cost, but have low precise rate
and poor noise detection. Three new grid-based algorithms, namely GDH [3],
ANGEL [2] and G-TREACL, have brought significant improvements in clus-
tering technique over the past three years. The GDH algorithm adopts cubes,
gradient decrease function and density attractors with three thresholds to per-
form clustering quickly and accurately. Although GDH has a low execution cost
and a reasonable correction rate, both these factors could still be improved, and
it requires too many thresholds. ANGEL is a hybrid density-based and grid-
based method based on two means with 5 thresholds, and has a higher speed
and a higher correction rate than GDH. G-TREACLE has recently been devel-
oped to raise clustering efficiency by employing a tree rather than DBSCAN to
in shaping edges, but still stipulates five thresholds.

3 The Proposed GOD-CS Clustering Algorithm

This section describes the GOD-CS algorithm in detail in two parts. First, the
process of GOD-CS is presented step by step with examples. Second, the refined
programming code of GOD-CS is shown and explained in detail.
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The GOD-CS algorithmhas twoparameters (grid size, tolerance value), and in-
volves three simple steps: (1) initialization; (2) expansion with high density cubes,
and (3) revising the high-density cubes, and defining the edges of clusters. In the
first step, the initialization step formats a checker from the scale of originaldataset,
and then assigns each point to a grid. The cube with the highest density is identi-
fied, and is utilized to define populated cubes. In the second step, the high-density
cubes, which have been defined in step 1, are combined with each linked neighbor-
hood to form clusters. Step 3 revises the previously identified cubes to find those
high-density cubes that were defined as non-high-density cubes. The implementa-
tion comprises three steps, which are described in detail as follows:

(1) Initialization: First, the checker is formed by entering the grid size. Fig. 1
depicts the checker.

Fig. 1. Diagram of the pattern format after cutting as grids

The next stage is to find the highest density cube, i.e. the one with the most
points, by comparing all cubes by density. High-density cubes are defined by
multiplying the tolerance by with the number of points in the densest cube. An
instance to explain this process in GOD-CS is given below.

Every number in Fig. 2 denotes the density of a cube, calculated from the
points included in the square. Picture (a) illustrates the original format. The
highlighted number in picture (b) with the red color (i.e. the number located in
the second column and third row in picture (b)) represents the highest density
cube, which is adopted to identify high-density cubes using the following formula:

SC = HDC × TV (1)

where SC indicates the standard of checking high-density cubes; HDC denotes
the highest density cube, and TV represents the tolerance value. In the case
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Fig. 2. Definition of high-density cubes

of Fig. 2, the bound for high-density cubes is found as 350*0.5=125. Fig. 2 (c)
displays the high-density cubes, i.e. those with density of at least SC =125,
highlighted in light blue (the left three columns).

(2) Expanding with high-density cubes: This process links high-density
cubes mutually by using 8 neighborhood squares to speed up clustering time. A
seed sheet is first generated to store every required expanding cube called as a
seed such as the concept of DBSCAN. One previously unprocessed high-density
cube is then selected as the starting cube for expansion to form a cluster. This
starting cube is immediately added to the seed sheet. The seed sheet is then
expanded policy by checking whether the 8 neighboring squares of each cube in
the sheet should be added into seed sheet, and expanding every qualified cube
in the sheet. Checked cubes are then deleted from the seed until the sheet is
empty, thus forming a cluster. Finally, one cube is selected from the remaining
high-density cubes as another starting cube, the identical expanding policy is
run recursively until all high-density cubes have been processed. All the clusters
are formed by following this process.

Fig. 3 shows the process of “Expanding with high-density cubes”, which is
composed of three steps. The right side of Fig. 3 depicts this process graphically.
Steps 1, 2 and 3, which are in the left side of Fig.3, are run recursively until
all the high-density cubes are processed. Significantly, Step 3 also runs itself
recursively until the seed sheet is empty.

(3) Revising high-density cubes and defining cluster edges: To avoid
poor tolerance values, which lead to false high-density cubes, the high-density
cubes need to be revised, the edges of every cluster need to be defined correctly.
Otherwise, some cubes in the cluster would be treated as noises. The proposed
method redefines high-density cubes by discovering whether the number of high-
density cubes among the 8 cubes neighboring a low-density cube is greater than
5. A cube whose 8 neighborhood cubes include at least 5 high-density cubes is
also considered as a high-density cube. Fig. 4 presents two pictures simulating
two distinct cases (the black background cubes denote high-density cubes, while
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Fig. 3. The process and concept of expansion with high-density cubes

Fig. 4. High-density and low-density cubes, showing a cluster as including at least 5
high-density cubes

the white background cubes represent low-density cubes). Picture (a) shows a
high-density cube on the edge of a cluster, and picture (b) illustrates the situation
in a low-density cube. These two pictures in Fig. 4 indicate that every cube in
a cluster has at least 5 neighboring high-density cubes, and every cube not in a
cluster has no more than 3 neighboring high-density cubes.

Fig. 5 depicts the revising process with an example. The cluster has 5 high-
density cubes, but is revised as a low-density with white background color. The
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Fig. 5. Example to illustrate revision policy

number by each step in Fig. 5 denotes the number of neighboring high-density
cubes near to the deviated low-density cube. The revision policy fully revises the
deviated problem in the example of Fig. 5. Finally, the real edges of clusters can
be defined during the expansion period after revising the high-density cubes.

The GOD-CS clustering algorithm can be described as follows:

GOD-CS(grid_size, tolerance_value)
(1) Initialization(grid_size, tolerance_value);
public cc=0;
public seed_sheet=null;
FOR each cube as cb DO

IF cb.done==false && cb.high-density==true THEN
seed_sheet.add(cb);

(2) Expanding with high-density cubes();
END IF

cc++;
END FOR

END GOD-CS

GOD-CS function is the majority method for executing our proposed clus-
tering scheme. However, (1) Initialization (), (2) Expanding with high
density cubes () and (3) Revising high density cubes and defining the
edge of clusters () are three sub-functions of GOD-CS, which are utilized each
other. (1) Initialization () and (2) Expanding with high density cubes
() are called by GOD-CS (), afterward, (3) Revising high density cubes
and defining the edge of clusters () is employed by (2) Expanding with
high density cubes ().

grid size is a parameter denoting the side of each square, tolerance value is
the second parameter of GOD-CS which means the range of being high-density
cubes comparing with the greatest-density cube. Additionally, cc represents as
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a public variable to count the current cluster ID. Then, seed sheet is the place
which can store cubes that should be expanded.

(1) Initialization(grid_size, tolerance_value)
CreateGridStructure(Find boundary of x&y_axis());
FOR each point as cp DO

PutPointsIntoRightGrid(cp);
END FOR
FOR each cube as cb DO

max_grid_num = highest-cb.point_num;
END FOR
FOR each cube as cb DO

IF cb.point_num >= max_grid_num * tolerance THEN
Mark cb as high-density;

END IF
END FOR

END (1)

cp means the current point in a for-loop of each point, while cb stands for
current cube in the for-loop of each cube.

(2) Expanding with high-density cubes()
WHILE seed_sheet.size()!=0 DO

seed_sheet.first.done=true;
IF seed_sheet.first.high-density==true THEN

FOR each point in seed_sheet.first as sp DO
set sp as current_clusterid;

END FOR
FOR each 8 neighborhood cube as ncb DO

IF ncb.done==false THEN
seed_sheet.add(ncb);

END IF
END FOR

ELSE THEN
(3) Revising high-density cubes
and defining the edge of clusters();

END IF
seed_sheet.delete(first);

END WHILE
END (2)

sp is a temporary location to place every point in first seed (cube). ncb means
a neighborhood cube in the for-loop of each neighborhood cube.

(3)Revising high-density cubes and defining the edge of clusters()
count=0;
FOR each 8 neighborhood cube of seed_sheet.first as ncb DO
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IF ncb.high-density==true THEN
count++;

END IF
END FOR
IF count >=5 THEN

set seed_sheet.first as high-density cube
FOR each point in seed_sheet.first as cp DO

cp=current_clusterid;
END FOR
FOR each 8 neighborhood cube of seed_sheet.first as ncb DO

IF ncb.done==false THEN
seed_sheet.add(ncb);

END IF
END FOR

ELSE THEN
set seed_sheet.first as boundary of a cluster;

END IF
END (3)

count is initially given as zero which is used for counting the number of high-
density neighborhood cubes.

4 Performance Studies

In this investigation, GOD-CS was implemented in a Java-based program, and the
run on a desktop computer with 256MB RAM, an Intel 1.5GHz CPU on Microsoft

Fig. 6. The original datasets for experiment
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Fig. 7. The clustered datasets by GOD-CS

Windows XP professional Operation System. Six synthetic datasets were used to
compare the performance with GOD-CS, K-means, DBSCAN, GDH, ANGEL and
G-TREACLE. Fig. 6 illustrates the original six tested datasets. Experiments were
performed on six synthetic datasets, which were of two types, consisting of 230,000
or 575,000 objects.

The noise filtering rate (NFR) and clustering correctness rate (CCR) were
compared in every algorithm for the six datasets. In detail, NFR denotes the
capability of successful detecting noises by the algorithms, and CCR represents
the proportion of the algorithms in accurate clustering points. Fig. 6 and Fig. 7
illustrate six examined datasets, the former represents the original datasets,
while the latter shows the clustered datasets by GOD-CS. Tables 1 and 2 list two
comparison charts of the performance in the six synthetic datasets with time cost,
CCR and NFR respectively. They depict K-means executed fast in low CCR and
NFR, afterward, GDH, ANGEL and G-TREACLE perform excellent in arbitrary
shapes. However, GOD-CS outperforms them in time cost in arbitrary patterns.
Fig. 8 and Fig. 9 are two curve-charts revealing the information of time cost in
GOD-CS, K-means, DBSCAN, GDH, ANGEL and G-TREACL using 230,000
objects datasets as well as 575,000 objects datasets respectively, which indicate
GOD-CS experience the lowest time cost.

In summary, simulation results reveal that GOD-CS has lower execution cost
than K-means, DBSCAN, GDH, ANGEL and G-TREACLE as well as compa-
rable CCR and NFR. Thus, GOD-CS can cluster arbitrary patterns quickly.
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Table 1. Comparisons with GOD-CS, K-means, DBSCAN, GDH, ANGEL and G-
TREACLE using 230,000 objects datasets with 15% noise; item 1 denotes time cost in
seconds; item 2 represents the CCR (%), while item 3 indicates NFR (%)

Fig. 8. Time cost comparison with K-means, GDH, ANGEL, G-TREACLE and GOD-
CS using 230,000 objects datasets with 15% noise
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Table 2. Comparisons with GOD-CS, K-means, DBSCAN, GDH, ANGEL and G-
TREACLE using 575,000 objects datasets with 15% noise; item 1 denotes time cost in
seconds; item 2 represents the CCR (%), while item 3 is NFR (%)

Fig. 9. Time cost comparison with K-means, GDH, ANGEL, G-TREACLE and GOD-
CS using 575,000 objects datasets with 15% noise
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5 Conclusion

Many clustering algorithms have high computational cost or problems with
pattern recognition, which need to be urgently addressed. This work solve these
problems using a new clustering algorithm called GOD-CS, based on grid-oriented
clustering algorithm, the notion of tolerance value and searching the neighboring 8
squares. The proposed approach not only significantly reduces the execution cost,
but also has excellent noise filtering capability. Although the grid-based clustering
approach could lead to sub-optimal edge processing, in terms of dissecting into tiny
cubes, the accuracy rate rises considerably with decreased run time when search-
ing the neighboring 8 squares technique. Simulation results demonstrate that the
execution cost of GOD-CS is approximately one-tenth to one-third of those of K-
means, DBSCAN, GDH, ANGEL and G-TREACLE. However, the accuracy rate
of GOD-CS is almost over 99% of those of the other algorithms in every case exam-
ined, revealing that the merits of GOD-CS far outweigh drawbacks: GOD-CS has
a very high accuracy with a significantly lower execution cost than other existing
algorithms.
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Abstract. Recently, many scholars make use of fusion of filters to enhance the
performance of spam filtering. In the past several years, a lot of effort has been
devoted to different ensemble methods to achieve better performance. In reality,
how to select appropriate ensemble methods towards spam filtering is an unsolved
problem. In this paper, we investigate this problem through designing a frame-
work to compare the performances among various ensemble methods. It is help-
ful for researchers to fight spam email more effectively in applied systems. The
experimental results indicate that online based methods perform well on accu-
racy, while the off-line batch methods are evidently influenced by the size of data
set. When a large data set is involved, the performance of off-line batch methods
is not at par with online methods, and in the framework of online methods, the
performance of parallel ensemble is better when using complex filters only.

Keywords: spam email filtering, ensemble, classification.

1 Introduction

For the past decade, much progress has been made in designing accurate classifiers
for text emails [1, 2, 3, 4, 5, 6]. Machine learning technologies, such as Naive Bayes
[7, 8], Support Vector Machine (SVM) [9, 10], AdaBoost [11], PPM [12], etc, have
achieved outperforming results in the anti-spam filtering task. However, even with the
latest development of feature selection techniques and classification algorithms, it is
still difficult to further improve the performance of single filters. Thus, many scholars
attempt to combine filters to enhance the performance. The methods have been widely
applied in machine learning as well as text categorization related fields.

Generally, the ensemble methods perform a more generalizing capability than single
filters [13, 14]. Based on the combining style, the ensemble methods can be divided into
two kinds: serial ensemble and parallel ensemble. The two kinds of ensemble methods
have been widely used in real spam filtering application and development. On the serial
side, there are many well-known commercial applications such as IronPort from Cisco1,

1 http://www.ironport.com/

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 314–325, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Barracuda Spam Firewall from Barracuda2, etc. On the parallel side, IrnoMail from Ci-
pherTrust3 shows the excellent performance. These tools are using a variety of tech-
niques in spam filtering. Through detecting various features from an e-mail message4,
the weakness of single filters can be alleviated, accordingly the risk of misclassification
can be reduced.

Summarized from the commercial applications on anti-spam task, we can find that
people always focus on enhancing overall system performance by combining filters,
and comparing whether the misclassification rate has been reduced between different
ensemble methods. Many researchers have compared the performance between online
ensemble classification [15] and also compared the performance between the same na-
ture filters [16]. While all these approaches seem appealing, it is difficult to make a
fair comparison of the differences between diverse ensemble methods, and no effec-
tive method has been proposed to evaluate these methods in different cases. This paper
will attempt to fill the void by designing a reasonable framework to compare the per-
formance between various ensemble methods. The experimental results on different
datasets will lead to some conclusions which can help researchers to choose reasonable
ensemble methods and make spam filter system more effective. The results will be much
helpful for spam blog filtering, and other related applications in text categorization.

The remainder of this paper is organized as follows. Section 2 describes the research
framework, including ensemble mode design and ensemble learning mode design. In
Section 3, we present the experimental methods for comparison analysis. In Section 4,
we describe the experimental results and analyze the result for obtaining some valuable
conclusions. Finally, Section 5 concludes this paper.

2 Research Framework

2.1 Serial and Parallel Ensembles Design

Filter ensembles can be divided into two kinds, serial ensemble and parallel ensemble.

– Serial ensemble: Filters work in a serial way, processing messages in turn. If the
spamminess score produced satisfies threshold, the ensemble system will evaluate
this message straightforwardly. Otherwise the message will be turned into the next
filter till the last filter with a final evaluation.

– Parallel ensemble: Each filter works separately and obtains its spamminess, then
combine all the results in a certain way – linear or non-linear combination – as the
final result.

According to the complexity of implementing filters, we arranged filters into two
kinds: simple filters and complex filters. Generally, simple filters, which classify based
on explicit rules, are generated using a particular part of an e-mail. Though with less

2 http://www.barracudanetworks.com/
3 http://www.securecomputing.com/index.cfm?skey=1612
4 For the convenience of discussion, we use “message”, “e-mail”, or “e-mail message” to repre-

sent e-mails without difference.
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Fig. 1. Serial and parallel methods

accuracy, this kind of filters can gain lower cost in the process of learning and clas-
sifying. Complex filters, which classify based on implicit rules (training model), are
generated according to textual content of an e-mail. This kind of filters need much
more time in learning and classifying process in spite of higher accuracy.

Assuming in the extreme cases, we can initially parallel simple filters and complex
filters respectively, and then answer spam or ham by hybriding them in a serial en-
semble. This method is equivalent to using enhanced simple and complex filters in
serial ensemble. Or, we can combine each filter in the following sequences, simple,
complex, simple and then complex. Because obtaining the accurate classification of
a simple filter is difficult, the ensemble style described above can be viewed as two
complex filters hybrided in a serial ensemble. The ensemble methods are shown as
Fig. 1:

1. Serial ensemble: first simple next complex(a), both simple(b), both complex(c),
first complex next simple(d).

2. Parallel ensemble: simple and simple(e), simple and complex(f), complex and
complex(g).

2.2 Designing Ensemble Learning Modes

It is ideal that the system can get the user’s feedback immediately. However, this kind
of nearly real-time processing would probably bring the system an extreme high load.
In fact, users usually won’t give feedback to the filter system immediately. Instead, they
often send many feedbacks with some delay or even don’t send any feedback at all.
Therefore, we should trade off between real-time feedback and off-line batch learning
to reduce the load in learning procedure while reserving the high accuracy. Our methods
are shown as follows:
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1. Chronological batch mode5

Similar to online mode, it inputs into filter n messages in a chronological sequence,
m0 through mn−1. Here, mi does not mean a single e-mail message, but means a
partition of messages. Then for each partition mi, the classifier would produce a
class based on messages prior to mi. Assume 10000 messages are divided into
10 partitions according to the chronological order. We adopt the front partition as
training model, and then classify the next ten percent messages using the obtained
model. After that, we add this partition of messages to tune the model and process
the next partition of messages. At last we evaluate performances of each phrase.

2. Online mode
We start with an initial model produced by very limited instances or just use an
empty model. When a message is classified it will be added to the training set im-
mediately. This kind of method can generate a more real-time model than chrono-
logical batch method.

2.3 Designing Nature Based Ensembles

It is believe that for ensemble learning to be effective, it is important to produce indi-
vidual learners with strong generalizing capability and much difference [17, 18]. Ac-
cording to [13, 19], we design two types of ensemble methods in this paper:

– Same nature filter ensemble: combining filters based on the same nature of model,
such as discriminative model or generative model.

– Different nature filter ensemble: combining filters based on different learning
methods.

3 Experimental Methods

3.1 Filters and Pre-processing

We compared seven filters according to our experiment methods. Table 1 shows the
information of filters.

There are three simple filters compared in the experiment: a body full word filter
based on term frequency statistics (BodyFullWordFilter); a subject full word filter based
on term frequency statistics (SubjectFullWordFilter); and a re-filter based on user be-
havior (ReBasedFilter), by judging whether there contains character “re” in mail subject
to give an answer. These three simple filters are proposed by [20].

There are four complex filters compared in the experiment, SVM (discriminative
model) based filter, Bogofilter and SpamBayes are open-source filters based on Bayesian
model, PPM (compression method) based filter. ROSVM is proposed by D. Sculley
from Tufts [21]6. Prediction by Partial Matching (PPM) [22] is a finite-context statisti-
cal modeling technique, it predicts the next symbol depending on many context models
which has a fixed alphabetical order and number, calculates the count of each context

5 In order to distinguish it with the traditional batch methods, we use the term “chronological
batch” to indicate the off-line related experimental methods.

6 http://www.eecs.tufts.edu/∼dsculley/onlineSMO/
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Table 1. The filtering list

Filter Name Learning Method Input Content
BodyFullWordFilter word statistic Body

SubjectFullWordFilter word statistic Subject
ReBasedFilter user behavior Subject

ROSVM SVM Subject/Body
PPM Compression Subject/Body/Original

Bogofilter Naive Bayes Original text
Spambayes Naive Bayes Original text

model predicts in input string, and produces a probability. The code of PPM can be
downloaded from the website7. Bogofilter8 and Spambayes9 are two open-source filters
based on Bayesian model, which performed well in TREC spam track. In our experi-
ment, we adopt TREC version of the two filters.

3.2 Evaluation Measures

The TREC evaluation measures are mainly discussed in our experiment. Filters, due
to the spamminess output, can be regarded as soft-classifier [19]. By setting different
threshold value, filters can be characterized by the set of false positive rate and false
negative rate, thus, we can obtain the ROC curve [23] to performance evaluating. (1-
ROCA)%, which indicates the area above ROC curve, is a very effective evaluation
measure. (1-ROCA)% has also a probabilistic interpretation [19]: it is the probability
that the classifier will award a random spam message a lower value of spamminess than
a random ham message.

Another evaluation measure is sm%@hm%=.1, which presents how much the spam
misclassification rate is when ham misclassification rate is 0.1% [15]10. Other than the
overall performance of filters, considering the different cost for misclassification, we will
evaluate the spam misclassification rate when the ham misclassification rate is rather low.

sm% =
|spam misclassified as ham|

|all the spam|

hm% =
|ham misclassified as spam|

|all the ham|

4 Experimental Results and Analysis

4.1 Datasets and Experimental Settings

Table 2 shows the data sets, which are appropriate for online setting experiments, re-
tain the original format of e-mails. Considering that SVM based filter is adopted in

7 http://ai.ijs.si/andrej/psmslib.html
8 http://bogofilter.sourceforge.net/
9 http://spambayes.sourceforge.net/

10 http://plg1.cs.uwaterloo.ca/∼trlynam/spamjig/spamfilterjig-full/
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Table 2. The dataset characteristics

Corpus Name Spam Legitimate Main language
SpamAssassin 1885 4149 en

trec06p 24192 12910 en
trec06c 42854 21766 cn
trec07p 50199 25220 en

Table 3. The range of each filter’s spamminess

Filter Name Spamminess Range
BodyFullWordFilter -

SubjectFullWordFilter t>0.6 ‖ t<0.4
ReBasedFilter t<0.5

ROSVM -
PPM t>0.55 ‖ t<0.45

Bogofilter t>0.6 ‖ t<0.4
Spambayes -

experimental settings, we choose trec06p and trec06c11 to be a reference collection for
establishing term-index table. The test corpus are SpamAssassin12 and trec07p13.

We investigate the pros and cons of various ensemble methods in experiments. Ac-
cording to analysis above, two experiments are arranged in the following: the first one
is designed for validating the difference between online learning mode and chronologi-
cal batch learning mode. After identifying which learning mode better, we discuss and
analyze the performance of serial ensembles and parallel ensembles with the test results
generated through the second experiment.

[15] discussed the ensemble methods based on results from filters in parallel style,
they proposed four kinds of ensemble methods: Logistic Regression (LR) [24], SVM,
log-odds and vote. In general, LR gives a superior result, but it is only suitable in batch
mode. Log-odds performs moderately and suits for both online test as well as batch
test. Considering that there are two modes in our experiments, we adopt the log-odds
method [15] for result ensemble.

Ln = log
|i < n|si ≤ sn and ith message is spam| + ε

|i < n|si ≥ sn and ith message is ham| + ε

The formula transforms spamminess to a score that history related only. Assume
that a filter reports spamminess of the n-th message, after that, the formula produces
Ln score according to user feedback and spamminess of all messages prior. It is more
likely to be spam if the numerator of the formula is large, otherwise ham.

In order to facilitate the implementation of experimental settings, we adopt the result
ensemble format which means each filter works separately and then we combine all the

11 http://plg1.cs.uwaterloo.ca/cgi-bin/cgiwrap/gvcormac/foo06
12 http://spamassassin.org/publiccorpus/, the order of e-mails were adjusted by received time
13 http://plg.uwaterloo.ca/∼gvcormac/
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Fig. 2. Experiment 1 result on different datasets

results on demand. The spamminess of seven filters were tuned to the range [0,1]. For
serial ensembles, the system will export judgment straightforwardly if the spamminess
produced by present filter is high enough, otherwise the message will go to the next
filter. The range of “high enough” are shown in Table 3.

4.2 Experiment 1

The experiment is designed to help us infer a more appropriate setting for ensemble
system, by comparing the performance under different learning modes. We can find
a trade-off between online mode and chronological batch mode which will not only
reduce learning costs but also keep a high level accuracy.

We choose three complex filters – PPM, ROSVM, Bogofilter – as the base to com-
bine. Under the chronological batch situation, due to the initial n messages are classi-
fied without any trained model, we have to cut off them. For corpus SpamAssassin and
trec07p respectively, we cut off the initial 1000 and 10000 messages, retain the poste-
rior 5034 and 65419 messages. For ROSVM under chronological batch situation, due
to training a SVM model cost too much time, we adopt Fibonacci-like intervals [15] to
determine the training set at 1000(10000), 2000(20000), and 5000(50000). Fig.2 shows
the results, Table 4 and Table 5 show the statistical analysis, respectively on two corpus.
Under serial and parallel ensemble methods, we implement two learning mode tests: on-
line mode vs. chronological batch mode. The identifiers B and C in Fig.2, Table 4 and
Table 5 represent the parallel and serial ensemble, respectively.

The result shows that online mode achieves better results than chronological batch
mode no matter which ensemble method is used. From another view, the online mode
can get a lower sm% while hm% is rather low. Comparing with the SpamAssassin test,
we find some interesting phenomena on trec07p test. From Table 5, the performance
between online mode and chronological batch mode are nearly the same, meanwhile,
the performance between 10% and 0.1% of chronological batch mode are much close
too. This indicates that the corpus size has certain influences on chronological batch
mode tests. On the other hand, because of the cost of adapting model is very expensive,
the online mode costs much more resources than chronological batch mode. According
to results shown above, we can infer that, for the small corpora or personal mail system,
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Table 4. Statistical results on SpamAssassin in experiment 1

Ensemble Method Learning Mode Batch Size (1-ROCA)% sm%@hm%=.1
serial ensemble online (C) 0.1474 (0.0746 - 0.2908) 19.76 (13.14 - 28.62)
serial ensemble chronological batch 10%(C10) 1.5904 (1.2861 - 1.9653) 95.73 (88.28 - 98.53)
serial ensemble chronological batch 1%(C1) 0.1886 (0.1095 - 0.3244) 20.78 (9.33 - 40.06)
serial ensemble chronological batch 0.1%(C0.1) 0.1627 (0.0909 - 0.2910) 18.74 (13.25 - 25.83)

parallel ensemble online (B) 0.0601 (0.0293 - 0.1231) 14.56 (3.95 - 41.42)
parallel ensemble chronological batch 10%(B10) 0.3340 (0.2191 - 0.5089) 62.80 (23.50 - 90.27)
parallel ensemble chronological batch 1%(B1) 0.1826 (0.0989 - 0.3369) 32.10 (11.30 - 63.68)
parallel ensemble chronological batch 0.1%(B0.1) 0.1580 (0.0801 - 0.3117) 30.43 (10.23 - 62.66)

Table 5. Statistical results on trec07p in experiment 1

Ensemble Method Learning Mode Batch Size (1-ROCA)% sm%@hm%=.1
serial ensemble online (C) 0.0335 (0.0242 - 0.0464) 7.79 (6.70 - 9.04)
serial ensemble chronological batch 10%(C10) 0.0506 (0.0372 - 0.0688) 13.71 (12.70 - 14.79)
serial ensemble chronological batch 1%(C1) 0.0381 (0.0271 - 0.0534) 9.26 (7.64 - 11.19)
serial ensemble chronological batch 0.1%(C0.1) 0.0355 (0.0250 - 0.0505) 8.24 (7.15 - 9.49)

parallel ensemble online (B) 0.0159 (0.0071 - 0.0356) 0.60 (0.42 - 0.86)
parallel ensemble chronological batch 10%(B10) 0.0177 (0.0088 - 0.0359) 2.53 (1.68 - 3.79)
parallel ensemble chronological batch 1%(B1) 0.0163 (0.0076 - 0.0349) 1.25 (0.64 - 2.43)
parallel ensemble chronological batch 0.1%(B0.1) 0.0153 (0.0069 - 0.0339) 0.84 (0.47 - 1.50)

it is more appropriate to adopt online mode ensemble method; for the large corpora or
enterprise mail system, it is better to adopt chronological batch mode, in this case we
can not only keep a high accuracy but reduce the system load effectively.

4.3 Experiment 2

From the result of experiment 1, we know that online mode performs better than chrono-
logical batch mode. So we adopt online mode for experiment 2. From this experiment,
we discuss the performance of filters in serial as well as in parallel, and analyze perfor-
mance based on accuracy obtained by corpus test.

According to the analysis above, the experiment involves seven ensemble methods
of filters from “a” to “g”. In order to find out the potential influences on performance
by taking different nature filter’s combination, we consider the experiment for both the
same and different nature filters to combine. All the possible combinations are shown
in Table 6. The test on corpus is shown in Fig. 3, Table 7 and Table 8.

Comparing from the view of serial or parallel ensemble:

– Serial ensemble of simple filters compare with parallel ensemble of simple filters,
that is, b1 compare with e1, b2 compare with e2;

– Serial ensemble of simple-complex filters compare with parallel ensemble of simple-
complex filters, that is, a, d compare with f;

– Serial ensemble of complex filters compare with parallel ensemble of complex fil-
ters, that is, c1 compare with g1, c2 compare with g2.
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Table 6. All the ensemble methods

Ensemble Method Filters Nature
serial ensemble(a) ReBasedFilter + PPM different

serial ensemble(b1) SubjectFullWordFilter + BodyFullWordFilter same
serial ensemble(b2) ReBasedFilter + BodyFullWordFilter different
serial ensemble(c1) Bogofilter + Spambayes same
serial ensemble(c2) Bogofilter + PPM + ROSVM different
serial ensemble(d) PPM + ReBasedFilter different

parallel ensemble(e1) SubjectFullWordFilter + BodyFullWordFilter same
parallel ensemble(e2) ReBasedFilter + BodyFullWordFilter different
parallel ensemble(f) ReBasedFilter + PPM different

parallel ensemble(g1) Bogofilter + Spambayes same
parallel ensemble(g2) ROSVM + PPM + Bogofilter different
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Fig. 3. Experiment 2 result on different datasets

Table 7. Statistical results on SpamAssassin(experiment 2)

Ensemble Method (1-ROCA)% sm%@hm%=.1
a 2.3028 (1.8129 - 2.9211) 31.46 (15.32 - 53.80)

b1 2.5894 (2.1863 - 3.0644) 99.05 (97.08 - 99.69)
b2 3.0230 (2.4944 - 3.6595) 85.84 (61.02 - 95.91)
c1 0.5251 (0.3528 - 0.7811) 54.32 (27.32 - 79.00)
c2 0.2080 (0.1359 - 0.3181) 38.73 (10.92 - 76.52)
d 5.9323 (5.2548 - 6.6911) 99.89 (nan - nan)
e1 0.9633 (0.7276 - 1.2745) 81.01 (55.01 - 93.70)
e2 1.0799 (0.8475 - 1.3752) 76.13 (48.36 - 91.57)
f 0.2117 (0.1335 - 0.3355) 49.12 (20.70 - 78.12)

g1 0.2383 (0.1514 - 0.3749) 63.82 (5.18 - 98.27)
g2 0.1243 (0.0670 - 0.2306) 33.00 (8.18 - 73.14)



Study on Ensemble Classification Methods towards Spam Filtering 323

Table 8. Statistical results on trec07p(experiment 2)

Ensemble Method (1-ROCA)% sm%@hm%=.1
a 3.6971 (3.5422 - 3.8584) 4.99 (4.79 - 5.20)

b1 27.5255 (27.0841 - 27.9714) 99.91 (99.86 - 99.95)
b2 4.3732 (4.2152 - 4.5368) 76.31 (69.66 - 81.88)
c1 0.0908 (0.0693 - 0.1189) 7.64 (5.09 - 11.32)
c2 0.0393 (0.0294 - 0.0525) 7.71 (6.58 - 9.02)
d 0.8319 (0.7416 - 0.9332) 99.97 (99.95 - 99.99)
e1 1.2416 (1.1692 - 1.3184) 73.31 (67.21 - 78.65)
e2 0.8089 (0.7465 - 0.8764) 74.43 (69.66 - 78.68)
f 0.0157 (0.0066 - 0.0377) 0.22 (0.16 - 0.31)

g1 0.0480 (0.0330 - 0.0698) 2.76 (1.44 - 5.24)
g2 0.0209 (0.0110 - 0.0400) 0.88 (0.54 - 1.46)

Under the (1-ROCA)% measure, all the results show that parallel based ensembles
perform substantially better than serial based ensembles on both corpus.

However, it seems as if the sm%@hm%=.1 result cannot keep pace with (1-ROCA)%
on SpamAssassin test. All the sm%@hm%=.1 are far from good because the values are
too large, in addition, we cannot infer any tendency when observing them due to their
distribution are not clear. On the other hand, the same thing on trec07 corpus are vastly
different. The distribution of values are highly correspond with (1-ROCA)%. So, We
modestly think the exception would be related to corpus size.

Comparing from the view of combining filters in the same or different nature:

– Same nature filters based on serial ensemble compare with different nature filters
based on serial ensemble, that is, b1 compare with b2, c1 compare with c2;

– Same nature filters based on parallel ensemble compare with different nature filters
based on parallel ensemble, that is, e1 compare with e2, g1 compare with g2.

In general, under both evaluation measures, almost all the results show that differ-
ent nature combination performs better than the same nature combination when using
complex filters only.

From the experiments, we can conclude that in the online mode, it is suitable for par-
allel ensemble. In addition, it is more appropriate to adopt the combination of different
nature filters, if people use complex filters for combination.

5 Conclusion

Recently, the study on how to enhance the spam classification performance by combin-
ing a variety of machine learning algorithms becomes a hot topic. Summarized from the
commercial applications on anti-spam task, we can find that people always focus on im-
proving overall system performance by combining filters, and comparing whether the
misclassification rate has been reduced between different ensemble methods. However,
no one compared the differences between diverse ensemble methods yet.
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In this paper, we test two main aspects on two benchmark corpora SpamAssassin and
trec07p respectively through adjusting the frequency of feedback learning with com-
bining various filters. The experimental results show that online mode performs better
than chronological batch mode. Chronological batch model is obviously influenced by
the size of data set. When processing a large data set, the performance of chronolog-
ical batch is less superior to online method. As for online methods, combining filters
in parallel mode can achieve better performance. Through combining different nature
complex filters, we can obtain a better performance. According to the results based
on the particular experimental methods, researchers can design much more reasonable
ensemble systems in order to reduce the risk of system error or failure.

Time efficiency is a challenging problem for ensemble systems, however, because
the experimental methods are based on results generated by each filter, we cannot mea-
sure the time cost of ensemble filtering. In future work, we will combine filters under
programming level in order to evaluate the time costs.
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[22] Bratko, A., Filipič, B.: Spam filtering using compression models. Technical Report IJS-
DP-9227, Department of Intelligent Systems, Jožef Stefan Institute, Ljubljana, Slovenia
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Abstract. Crawling the deep web often requires the selection of an ap-
propriate set of queries so that they can cover most of the documents
in the data source with low cost. This can be modeled as a set covering
problem which has been extensively studied. The conventional set cov-
ering algorithms, however, do not work well when applied to deep web
crawling due to various special features of this application domain. Typ-
ically, most set covering algorithms assume the uniform distribution of
the elements being covered, while for deep web crawling, neither the sizes
of documents nor the document frequencies of the queries is distributed
uniformly. Instead, they follow the power law distribution. Hence, we
have developed a new set covering algorithm that targets at web crawl-
ing. Compared to our previous deep web crawling method that uses a
straightforward greedy set covering algorithm, it introduces weights into
the greedy strategy. Our experiment carried out on a variety of corpora
shows that this new method consistently outperforms its un-weighted
version.

Keywords: deep web crawling, set covering problem, greedy algorithm.

1 Introduction

Deep web [1] is the web that is dynamically generated from data source such as
databases or file system. Unlike surface web where data are available through
URLs, data from a deep web are guarded by a search interface. The amount of
data in deep web exceeds by far that of the surface web. This calls for deep web
crawlers to excavate the data so that they can be reused, indexed, and searched
upon in an integrated environment.

Crawling deep web [2,3,4,5,6] is the process of collecting hidden data by issuing
queries through various search interfaces including HTML forms, web services
and programmable web APIs. Crawling deep web data is important for several
reasons, such as indexing deep web data sources, or backing up data.

Crawling the deep web often requires the selection of an appropriate set of
queries so that they can cover most of the documents in the data source with
low cost. Focusing on querying textual data sources, we provide a solution to this
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problem. Since it is not possible to select queries directly from the entire data
source, we can make our selection from a sample of the database. It is shown that
queries selected from a sample data source can perform on the total data source
as well as on the sample one [7]. This leads to the following 4-step framework
for crawling deep web [7]:
– Randomly selecting documents to build a sample database (SampleDB) from

the original corpus (called TotalDB).
– Creating a set of queries called query pool (QueryPool) based on the Sam-

pleDB.
– Selecting a proper set of queries based on the SampleDB and the QueryPool.
– Mapping the selected queries into TotalDB.

An essential task in this framework is to select a proper set of queries based
on the SampleDB and the QueryPool so that the cost of mapping the selected
queries into TotalDB can be minimized. This can be modeled as a set covering
problem which has been extensively studied. The conventional set covering al-
gorithms, however, do not work well when applied to deep web crawling due to
various special features of this application domain. Typically, most set covering
algorithms assume the uniform distribution of the elements being covered, while
for deep web crawling, neither the sizes of documents nor the document frequen-
cies of the queries is distributed uniformly. Instead, they follow the power law
distribution. In this regard, we have developed a new set covering algorithm that
targets at web crawling. Compared to our previous deep web crawling method
that uses a straightforward greedy set covering algorithm, it introduces weights
into the greedy strategy. Our experiment carried out on a variety of corpora
shows that this new method consistently outperforms its un-weighted version.

2 Problem Formalization

We have shown in [7] the criteria to select SampleDB and QueryPool. Our task
here is to select from QueryPool an appropriate set of queries so that they can
cover all the documents in SampleDB. In terms of efficiency, we would like to
keep the overlap minimal, where the overlap refers to the number of documents
covered by more than one queries.

This can be modeled as a Set Covering Problem (SCP) [8] as below:

Definition 1. Let A = (aij) be a 0-1 m × n matrix, and c = (cj) be an m-
dimensional integer vector. Let M = {1, ..., m} and N = {1, ..., n}. The value cj

(j ∈ N , cj > 0) represents the cost of column j. We say that a column j (j ∈ N)
covers a row i (i ∈ m if aij =1. SCP calls for a minimum-cost subset S (S ⊆ N)
of columns, such that each row is covered by at least one column.

Example 1. Table1 gives a matrix A, where each column represents a query in
QueryPool = {q1, q2, . . . , q5}, and each row represents a document of SampleDB
= {d1, . . . , d9}. cj =

∑
aij is the document frequency (df) of the term. One so-

lution of the problem is Q = {q3, q4, q5}, which can be obtained by the greedy
algorithm [7].
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Table 1. Matrix A: the input matrix for set covering algorithms

doc number q1 q2 q3 q4 q5

d1 0 0 1 0 0
d2 0 0 1 1 0
d3 1 0 1 0 1
d4 0 0 1 0 1
d5 1 0 0 0 1
d6 1 1 0 1 0
d7 0 0 0 1 0
d8 1 1 0 0 1
d9 0 0 1 1 1

3 Weighted Greedy Algorithm

Constructing the set of queries in a step-by-step manner, simple greedy algorithm
of the set covering problem selects the most cost effective query in each step. Let
Q be a set of queries already selected. According to simple greedy algorithms,
we select the next query q to cover as many as possible new documents (i.e.
documents not covered by any query in Q) per unit cost. Here, the cost is the
document frequency df , and unit cost can be represented by 1/df . In other
words, we select q to maximize the value of new/df where new is the number of
documents covered by q but not by any query in Q.

As an improvement of simple greedy algorithms, we introduce the weight of
queries into the greedy strategy.

If a document can only be matched by one query, apparently that query must
be included into Q. In general, when selecting a query, we should pay more
attention to cover small documents since usually they can be matched by only
very few queries. We assign a weight to each document, where small documents
have larger weights. With this intuition, we introduce the weight of a document:

Definition 2. Let D = {d1, ..., dm} be the SampleDB and QP = {q1, ..., qn} be
the QueryPool. We consider each document as a set of terms and use the notation
qj ∈ di to indicate that a term qj occurs in the document di. The weight of a
document with respect to QP and di (1 ≤ i ≤ m), denoted by dwQP

di
(or dw for

short), is the inverse of the number of terms in QP that occurs in the document
di, i.e.

dwQP
di

=
1

|di ∩ QP | . (1)

Definition 3. The weight of a query qj (1 ≤ j ≤ n) in QP with respect to D,
denoted by qwQP

qj
(or qw for short), is the sum of the document weights of all

documents containing term qj, i.e.,

qwQP
qj

=
∑

qj∈di,di∈D

dwQP
di

. (2)



Crawling Deep Web Using a New Set Covering Algorithm 329

Table 2. Matrix B: the initial weight table of the example corresponding to Matrix A

doc number q1 q2 q3 q4 q5

d1 0 0 1 0 0
d2 0 0 0.5 0.5 0
d3 0.33 0 0.33 0 0.33
d4 0 0 0.5 0 0.5
d5 0.5 0 0 0 0.5
d6 0.33 0.33 0 0.33 0
d7 0 0 0 1 0
d8 0.33 0.33 0 0 0.33
d9 0 0 0.33 0.33 0.33
df 4 2 5 4 5
qw 1.49 0.66 2.66 2.16 1.99

df/qw 2.66 3.00 1.87 1.84 2.50

Table 3. Matrix B: The second-round weight table of the example

doc number q1 q2 q3 q5

d1 0 0 1 0
d3 0.33 0 0.33 0.33
d4 0 0 0.5 0.5
d5 0.5 0 0 0.5
d8 0.33 0.33 0 0.33
df 4 2 5 5
qw 1.16 0.33 1.83 1.66

df/qw 3.42 6.00 2.72 3.00

As for greedy strategy, we prefer queries qj with larger number of qw. However, a
larger number of qw should be obtained by fewer number of dw. In other words,
we prefer queries with smaller df/qw. Our weighted greedy algorithm is based
on choosing the next query with the smallest df/qw.

Example 2. Based on the matrix in Table 1, the weights of the documents are
shown in the top part of Table 2. The document frequency, the weights of the
queries, and their quotient are listed at the bottom of the table. For example, the
weight of d1 is one, the weight of d2 is 1/2, and the weight of q2 is the sum of
the weights of the documents that is covered by q2, i.e., 0.66.

The more detailed weighted greedy algorithm is given in Algorithm 1.

Example 3. Here we give an example to show how the weighted greedy method
works. Table 1 is the matrix A of the example, Table 2 shows the initial values
of weights and Table 4 shows the result from the weighted greedy method for the
example.

For the weighted greedy algorithm, at the beginning, we calculate the value of
df/qw for each query from Table 2 and find that q4 has the minimal df/qw value
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Algorithm 1. Weighted Greedy Algorithm.
Input: SampleDB, QueryPool QP, m × n Matrix A, where m=|SampleDB|

and n=|QP|
Output: A set of queries Q
1. Q = φ;
2. Let B = (bij) be a m × n matrix and bij = aij × dwQP

di
;

3. Based on the matrix B, we calculate the query weight for each term and move
the qj that minimizes dfj

qw
QP
qj

into Q ;

4. Check if the queries in Q can cover all documents in SampleDB. If yes, the
process ends;

5. Update matrix B by removing the selected query and the documents that are
covered by the query. Go to Step 3.

Table 4. The result of the example by using the weighted greedy method

column df qw df/qw cost unique rows
q4 4 2.16 1.84 4 4
q3 5 1.83 2.72 9 7
q1 4 0.83 4.8 14 9

(1.84) hence q4 is selected as the first query. Then the column of q4 and the
covered rows, i.e., d2, d6, d7 and d9 are removed from the matrix B and the
resulting matrix is shown in Table3. In the second round, q3 becomes the second
query because it has the minimal value for df/qw (2.72) and the matrix B is
updated again. Finally, there are only two rows d5 and d8 left in the matrix B. q1
is selected for its minimal df/qw value (4.80). After the third round, the selected
queries can cover all documents and the weighted greedy algorithm terminates.
For convenience to compare the two algorithms, we also give one solution for the
example from the greedy algorithm as shown in Table 5. Greedy algorithm can
produce several solutions depending on which query is selected in the first step
of the algorithm. Initially all the queries has the same value for df/new, hence
an arbitrary query can be selected. In our example, we select the query that is
the same as the one of the weighted greedy algorithm. From Table 2, we can see
that only q3 and q4 can cover d1 and d7 respectively. So q3 and q4 are required
and they should be selected as early as possible. The useful information can be
used by the weighted greedy method because such required query usually has a
smaller df/qw value and it could be selected earlier.

Table 5. The result of the example by using the greedy method

column df new rows df/new cost unique rows
q4 4 4 1 4 4
q5 5 4 1.25 9 8
q3 5 1 5 14 9
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4 Experiment

We have run our experiments on the same data as that of [7] from four corpora:
Reuters, Gov, Wikipedia and Newsgroup. These are standard test data used by
many researchers in information retrieval. All SampleDB used have sample size
3000 and relative size [7] 20. We have used our search engine implemented in
Lucene [9] to do all experiments in order to obtain the details of a data source
such as its size. The details of the corpora are summarized in Table 6.

Table 6. Summary of test corpora

Name Size in documents Size in MB Avg file size(KB)
Reuters 806,791 666 0.83

Wikipedia 1,369,701 1950 1.42
Gov 1,000,000 5420 5.42

Newsgroups 30,000 22 0.73

Since the algorithms are partly evaluated in terms of HR over OR, we give
the definitions for HR and OR here.

Definition 4. (Hit Rate, HR) Given a set of queries Q={q1, q2, ..., qk} and a
database DB. The hit rate of Q on DB, denoted by HR(Q,DB), is defined as the
ratio between the number of unique data items collected by sending the queries
in Q to DB and the size of the data base DB, i.e., hit rate at the k-th step is:

HR(Q, DB) =

|
k⋃

p=1

S(qp, DB)|

|DB| (3)

Definition 5. (Overlapping Rate, OR) Given a set of queries Q={q1,...,qk},
the overlapping rate of Q on DB, denoted by OR(Q,DB), is defined as the ratio
between the total number of collected data items and the number of unique data
items retrieved by sending queries in Q to DB. i.e.,overlapping rate at the k-th
step is:

OR(Q, DB) =

k∑
p=1

|S(qp, DB)|

|
k⋃

p=1

S(qp, DB)|
(4)

Table 7 shows that our weighted greedy method is much better than the greedy
method. As the result of the greedy method depends on which query is slected
in the first step of the algorithm, we have given some statistic results here,
such as the standard deviation, maximum and minimal values. Our weighted
greedy method also has such problem: initially there can be more than one
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Table 7. The results based on 100 times running in SampleDB (G:greedy method;
WG: weighted greedy method; Diff: difference)

Reuters Wiki Gov Newsgroup
G WG Diff G WG Diff G WG Diff G WG Diff

MaxCost 14677 11421 0.22 11939 9468 0.20 18284 13853 0.24 13016 11067 0.14
MinCost 13613 11421 0.16 10514 9466 0.09 15945 13853 0.13 11955 11063 0.07
AveCost 14151 11421 0.19 11252 9467 0.15 16992 13853 0.18 12567 11065 0.11

SD 255.6 0 0.02 262.5 0.98 0.02 428.5 0 0.02 213 2 0.02

queries having the same value of df/qw. However, seldom occurs in practice.
From Table 7 we can see that (i) even the maximum cost of our weigted greedy
method is better than the minimal cost of the greedy method; (ii) on average
our method outperforms the normal greedy method by approximately 16%.

The difference between the results of the two methods can be explained as
follows. The term with lower weight may cause less overlap if it is selected as a
query because there will be fewer other terms contained by the same document
which can be selected as queries in future. Based on this observation, we can see
that df/qw of a term can somehow show an overlapping possibility of the term.
At the same time, the value of df/qw of a term can also represent a requirement
degree. For example, if the df of a term is 1 and the corresponding document
also contains the term, the value of df/qw of the term is 1 (the minimal value
of df/qw). In this case, of course, the term is required and should be selected as
early as possible.

Figure 1 and Figure 2 show the relationship between the df and the number
of terms and the relationship between the document size and the number of
documents in the SampleDB. From these two figures, we can see that both follow
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Fig. 1. The distribution of document size in SampleDB
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Fig. 3. The df changes in SampleDB

the power law distribution: most of the documents only contain few terms; most
of the terms are contained by very few documents; but a few high df terms are
in most of the documents. In such a situation, documents only containing one or
two high df terms can have a smaller value of df/qw and thus are more desired.
If such required high df terms can be selected earlier, the result should be better
in SampleDB. Figure 3 shows that the weighted greedy method can select many
high df terms earlier than the greedy method in SampleDB.

Figure 4 is derived from the experiments in SampleDB. In this figure, we can
see that the values of df/tw of the terms selected by the weighted greedy method
are much smaller than those selected by the greedy method especially when HR



334 Y. Wang, J. Lu, and J. Chen

0 0.2 0.4 0.6 0.8 1
0

20

40

60

80

HR

df
/tw

Reuters

 

 

weighted greedy method
greedy method

0 0.2 0.4 0.6 0.8 1
0

20

40

60

80

HR

df
/tw

Wiki

 

 

weighted greedy method
greedy method

0 0.2 0.4 0.6 0.8 1
0

20

40

60

80

100

HR

df
/tw

Gov

 

 

weighted greedy method
greedy method

0 0.2 0.4 0.6 0.8 1
0

50

100

150

HR
df

/tw

Newsgroup

 

 

weighted greedy method
greedy method

Fig. 4. Comparison on df/qw between the two methods
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Fig. 5. Comparison on mapping results HR from 89%

ranges from 0% to 60% in SampleDB. The smaller number of df/tw implies that
the terms selected by the weighted greedy method introduce less overlapping.
Furthermore, as each SampleDB is a representative of its corresponding TotalDB,
a term having a small overlapping possibility and a low requirement degree in
SampleDB will have these properties preserved in TotalDB.

Now we discuss the performance of the two methods in TotalDB. Figure 5
shows that the weighted greedy method has a better performance than the greedy
method and the mapping coverages of the two methods are good enough. For
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example, on Wikipedia corpus, when HR is 90%, the weighted greedy method
is 15.1% better than the greedy method. The size of Wikipedia corpus is 1.36
million of documents. Thus, we can save 0.15*0.9*1.3 million of documents which
is a significant saving.

5 Related Work

There are many research works on deep web crawling. Basically, two research
challenges have been substantially addressed. One is learning and understanding
the interface and the returning result so that query submission [10,11] and data
extraction [12] can be automated. The other is how to harvest hidden documents
as many as possible with a low cost [2,5,6,13]. Here we discuss several closely
related works in the second area. The deep web is guarded by search interface,
hence difficult to access. A sampling-based method could be a good choice for
deep web crawling.

Generally speaking, the sampling-based methods have two directions. One is
to use Information Retrieval Technologies to crawl the deep web [14,15,16]. In
[15], the general idea is that firstly some carefully designed queries are issued to
the database and then some samples as returns from the database are obtained.
Secondly those samples are analyzed and further classified by some classifica-
tion algorithms to obtain some typical terms that can accurately describe the
database. Finally, those typical terms are used as queries to harvest the database.
The other one is to use some selection methods to create a sample that can be
representative of the database and the principle of human language to crawl
the deep web [2,17,5]. For example, the Zip’s law can be used to evaluate the
frequency of a term in the database based on a sample [5]. In [17], the authors
present a new technique to automatically create a description (a sample) for the
database. They argue that accurate description can be learned by sampling a
text database with simple keyword-based queries. Actually our framework for
crawling the deep web is based on Callan and Connells research work in [17].

For the first kind of methods, usually they are based on existing domain
knowledge. The authors suppose that the database is so heterogeneous and it is
hard to obtain a high HR with queries selected randomly from a dictionary hence
the emphasis is to have a high HR by issuing queries. For the second kind of
methods, the authors try to minimize the number of queries with a high HR. On
the contrary, we argue that the bottleneck to deep web crawling is the number
of documents crawled, not the queries issued. Therefore our algorithm tries to
minimize the documents retrieved, not the queries sent. Another difference from
the Ntoulas et al’s method [5] is that they estimate the returns and overlaps of
the i-th query based on the documents downloaded by the previous i−1 queries.
This approach requires the downloading of almost all the documents, hence it is
not efficient. Our approach only requires a small portion of the data source, and
learn the appropriate queries from the sample database.



336 Y. Wang, J. Lu, and J. Chen

6 Conclusions

In an earlier paper [7], we proposed a deep web crawling method based on sam-
pling. In that paper, we showed that it is effective to learn appropriate queries
from a sample data source, and empirically identified the appropriate sizes of the
sample and the query pool. This paper presents a better algorithm, the weighted
greedy algorithm, to select the queries from a sample data source. The weighted
greedy method has a much better result than the greedy method in SampleDB
from the four corpus so that the result from the weighted greedy method can beat
the result from the greedy method in TotalDB. In the SampleDB, the weighted
greedy method can select the term as a query which has lower overlapping pos-
sibility and higher requirement degree as earlier as possible and such properties
can be successfully described by the query weight.
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ware Technology and the Natural Sciences and Engineering Research Council of
Canada.
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Abstract. Data pre-processing is an important topic in Text Classification (TC). 
It aims to convert the original textual data in a data-mining-ready structure, 
where the most significant text-features that serve to differentiate between text-
categories are identified. Broadly speaking, textual data pre-processing 
techniques can be divided into three groups: (i) linguistic, (ii) statistical, and 
(iii) hybrid (i) & (ii). With regard to language-independent TC, our study relates 
to the statistical aspect only. The nature of textual data pre-processing includes: 
Document-base Representation (DR) and Feature Selection (FS). In this paper, 
we propose a hybrid statistical FS approach that integrates two existing 
(statistical FS) techniques, DIAAF (Darmstadt Indexing Approach Association 
Factor) and GSSC (Galavotti⋅Sebastiani⋅Simi Coefficient). Our proposed 
approach is presented under a statistical “bag of phrases” DR setting. The 
experimental results, based on the well-established associative text 
classification approach, demonstrate that our proposed technique outperforms 
existing mechanisms with respect to the accuracy of classification. 

Keywords: Associative Classification, Data Pre-processing, Document-base 
Representation, Feature Selection, (Language-independent) Text Classification. 

1   Introduction 

Text mining is a promising topic of current research in data mining and knowledge 
discovery. It aims to extract various types of hidden, interesting, previously unknown 
and potentially useful knowledge from sets of collected textual data. In a natural 
language context, a given textual dataset is usually refined to produce a document-
base, i.e. a set of electronic documents that typically consists of thousands of 
documents, where each document may contain hundreds of words. One important 
aspect of text mining is Text Classification (TC) – “the task of assigning one or more 
predefined categories to natural language text documents, based on their contents” 
[10]. Broadly speaking, TC studies can be separated into two divisions: single-label 
that assigns exactly one pre-defined category to each “unseen” document; and  
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multi-label that assigns one or more pre-defined category to each “unseen” document. 
With regard to single-label TC, two distinct approaches can be identified: Binary TC 
which in particular assigns either a pre-defined category or the complement of this 
category to each “unseen” document; and multi-class TC which simultaneously deals 
with all given categories and assigns the most appropriate category to each “unseen” 
document. This paper is concerned with the single-label multi-class TC approach. 

Text mining requires the given document-base to be first pre-processed, where the 
(unstructured) original textual data is converted in a (structured) data-mining-ready 
format, and the most significant text-features that serve to differentiate between text 
categories are identified. Thus the entire process of TC, in general, can be identified 
as textual data (document-base) pre-processing plus traditional classification. Broadly 
speaking, textual data pre-processing techniques can be divided into three groups: (i) 
linguistic, (ii) statistical, and (iii) hybrid (i) & (ii). Both the linguistic and the hybrid 
aspects pre-process document-bases depending on the rules and/or regularities in 
semantics, syntax and/or lexicology of languages. Such techniques are designed with 
particular languages and styles of language as the target, and involve deep linguistic 
analysis. For the purpose of building a language-independent text classifier that can 
be applied to cross-lingual, multi-lingual and/or unknown lingual textual data 
collections, this paper is only concerned with the statistical aspect of textual data pre-
processing. 

In [17] the nature of textual data pre-processing is characterized as: Document-base 
Representation (DR) which designs an application oriented data model to precisely 
interpret a given document-base in an explicit and structured manner; and Feature 
Selection (FS) which extracts the most significant information (text-features) from the 
given document-base. In DR the Vector Space Model (VSM) [20] is considered 
appropriate for many text mining applications, especially when dealing with TC 
problems. The VSM is usually presented in a binary format, where “each coordinate 
of a document vector is zero (when the corresponding attribute is absent) or unity 
(when the corresponding attribute is present)” [14]. In TC, two common DR 
approaches that are used to define VSM are the “bag of words” and the “bag of 
phrases”. The motivation for the latter approach is that phrases seem to carry more 
contextual and/or syntactic information than single words. In [22] Scheffer and 
Wrobel argue that the “bag of words” representation does not distinguish between “I 
have no objections, thanks” and “No thanks, I have objections”, where the “bag of 
phrases” approach seems to deal with this kind of situation better. Hence the 
experimental work in this paper is designed with respect to the “bag of phrases” DR 
setting. 

In theory, the textual attributes of a document can include every text-feature (word 
or phrase) that might be expected to occur in a given document-base. However, this is 
computationally unrealistic, so it requires some FS mechanism (during the pre-
processing phase) to identify the key text-features that will be useful for a particular 
text mining application, such as TC. In the past, a number of approaches have been 
proposed for TC, under the heading of statistical FS. Two major ones are the 
Darmstadt Indexing Approach Association Factor (DIAAF) and the Galavotti⋅ 
Sebastiani⋅Simi Coefficient (GSSC). Other existing methods include: Relevancy 
Score (RS), Mutual Information (MI), etc. 
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Classification Rule Mining (CRM) is a well-established area in data mining and 
knowledge discovery for identifying hidden classification rules from a given class-
database (i.e. usually a relational data table with a set of pre-defined class labels), the 
objective being to build a (rule based) classifier to categorize “unseen” data records. It 
should be noted that CRM refers to the rule based approach of the traditional 
classification problem. Approaches that are parallel to CRM include: probabilistic 
classification, support vector machine based classification, neural network based 
classification, etc. One CRM implementation mechanism is to employ association 
rule mining [1] methods to identify the desired classification rules, i.e. associative 
classification [2]. Coenen et al. [5] and Shidara et al. [24] indicate that results 
presented in the studies of [15, 16, 28] show that in many cases associative 
classification offers greater classification accuracy than other classification 
approaches, such as C4.5 [19] and RIPPER (Repeated Incremental Pruning to 
Produce Error Reduction) [7]. 

In the past decade, associative classification has been proposed for application in 
TC (e.g. [6, 29]). In [3] Antonie and Zaïane argue: an associative text classifier “is 
fast during both training and categorization phases”, especially when handling large 
document-bases; and such classifiers “can be read, understood and modified by 
humans”. In comparison, TC techniques other than the rule based, i.e. probabilistic 
based, support vector machine based, neural network based, etc., do not present the 
classifier in a human readable fashion, so that users do not see why the classification 
predictions have been made. Given the advantages offered by associative 
classification with respect to TC, this approach is adopted in our study to support the 
investigation of statistical (textual) data pre-processing for language-independent TC. 

In this paper, we propose a statistical FS approach, which combines the ideas of 
DIAAF and GSSC mechanisms, namely Hybrid DIAAF/GSSC. The evaluation of 
Hybrid DIAAF/GSSC, under a statistical “bag of phrases” DR setting, is conducted 
using the TFPC (Total From Partial Classification) [5] associative classification 
algorithm; although any other associative classifier generator could equally well 
have been used. The experimental results demonstrate that Hybrid DIAAF/GSSC 
based textual data pre-processing approach outperforms alternative techniques  
with respect to the accuracy of classification. This in turn improves the performance 
of language-independent TC. The rest of this paper is organized as follows. In 
section 2, we describe the statistical “bag of phrases” DR approach. In section 3, we 
review the DIAAF and the GSSC statistical FS mechanisms. The Hybrid 
DIAAF/GSSC approach is proposed in section 4. Section 5 presents the experimental 
results. Finally our conclusions and open issues for further research are provided in 
section 6. 

2   Statistical “Bag of Phrases” Document-Base Representation 

In the “bag of phrases” DR approach, each element in a document vector represents a 
phrase describing an ordered combination of words appearing contiguously in 
sequence. Preliminarily, some definitions with regard to the statistical aspect are 
given as follows. 
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 Words: Words in a document-base are defined as continuous sequences of 
alphabetic characters delimited by non-alphabetic characters, e.g. punctuation 
marks, white space and numbers. 

 Noise Words (N): Common and rare words are collectively defined to be noise 
words in a document-base. Note that noise words can be identified by their 
support value, i.e. the percentage of documents in the training dataset in which 
the word appears. 

 Upper Noise Words: Common (upper noise) words are words with a support 
value above a user-supplied Upper Noise Threshold (UNT). 

 Lower Noise Words: Rare (lower noise) words are words with a support value 
below a user-supplied Lower Noise Threshold (LNT). 

 Potential Significant Words: A potential significant word, also referred to as a 
key word, is a non-noise whose contribution value exceeds some user-specified 
threshold G. The contribution value of a word is a measure of the extent to which 
the word serves to differentiate between classes and can be calculated in a 
number of ways (noted as various statistical FS mechanisms). 

 Significant Words (G): The first K words (i.e. the first k words for each pre-
defined class) that are selected from the ordered list of potential significant words 
(in a descending manner based on their contribution value) are defined to be 
significant words. 

 Ordinary Words (O): Other non-noise words that have not been selected as 
significant words. 

 Stop Marks (S): Not actual words but six key punctuation marks ( ,  .  :  ;  !  
and ? ). All other non-alphabetic characters are ignored. 

In [6] the authors (based on the above definitions) propose a statistical “bag of 
phrases” (DR) approach for TC, namely DelSNcontGO: phrases are Delimited by 
stop marks (S) and/or noise words (N), and (as phrase contents) made up of 
sequences of one or more significant words (G) and ordinary words (O); sequences of 
ordinary words delimited by stop marks and/or noise words that do not include at 
least one significant word (in the contents) are ignored. The experimental results 
presented in [6] show that DelSNcontGO performs well with respect to the 
accuracy of classification. In this paper, this statistical “bag of phrases” DR approach 
will be further concerned in the section of experimental results. 

3   Statistical Feature Selection 

Statistical FS techniques automatically compute a weighting score for each text-
feature in a document. A significant text-feature can be identified when its weighting 
score exceeds a user-defined weighting threshold. Methods under this heading do not 
involve linguistic analysis but focus on some document-base statistics. With regard to 
TC, the common intuitions of various methods here can be described as: (i) the more 
times a text-feature appears in a class the more relevant it is to this particular class; 
and (ii) the more times a text-feature appears across the document-base in documents 
of all classes the worse it is at discriminating between the classes. 
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A number of mechanisms have been proposed in statistical FS. Two major 
statistical models can be identified: Darmstadt Indexing Approach Association Factor 
(DIAAF) and Galavotti⋅Sebastiani⋅Simi Coefficient (GSSC). 

• DIAAF: The Darmstadt Indexing Approach (DIA) [11] was originally “developed 
for automatic indexing with a prescribed indexing vocabulary” [12]. In a machine 
learning context, Sebastiani [23] argues that this approach “considers properties 
(of terms, documents, categories, or pairwise relationships among these) as basic 
dimensions of the learning space”. Examples of the properties include the length 
of a document, the frequency of occurrence between a text-feature and a class, etc. 
One of the pair-wise relationships considered is the term-category relationship, 
noted as the DIA Association Factor (DIAAF) [23], which can be applied to select 
significant text-features for TC problems. The calculation of the DIAAF score, 
and reported in [10], can be specified in probabilistic form using: 

diaaf_score(uh, Ci) = P(Ci | uh) , 

where uh represents a text-feature in a given document-base Đ (Đ = {D1, D2, …, 
Dm–1, Dm}), and Ci represents a set of documents (in Đ) labeled with a particular 
text-class. The DIAAF weighting score expresses the proportion of a feature’s 
occurrence in the given class divided by a feature’s document-base occurrence. 

• GSSC: The GSS (Galavotti⋅Sebastiani⋅Simi) Coefficient defined in [13] 
represents the core calculation as well as a simplified variant of both the Chi-
square Statistics (χ2) and the Correlation Coefficient (CC) statistical FS 
mechanisms. In [27, 30], the authors state: (i) the well-established χ2 statistic can 
be applied to measure the lack of independence between a term uh and a pre-
defined class Ci; and (ii) if the feature/term and the class are independent, the 
calculated χ2 score has a natural value 0. In [18] Ng et al. introduce CC as a 
refined variant of χ2 to generate a better set of key/significant features and 
improve the performance of the χ2 approach. Ng et al. argue that “words that 
come from the irrelevant texts or are highly indicative of non-membership in” a 
class Ci are not as useful; and indicate that CC “selects exactly those words that 
are highly indicative of membership in a category, whereas the χ2 metric will not 
only pick out this set of words but also those words that are indicative of non-
membership in the category”. In [13] Galavotti et al. provide an explanation of the 
rationale to further refine the CC approach, and demonstrate that this very simple 
approach (GSSC) can produce a comparable performance to the χ2

 metric. The 
GSSC is defined in probabilistic form using: 

gssc_score(uh, Ci) = P(uh, Ci) × P(¬uh, ¬Ci) – P(uh, ¬Ci) × P(¬uh, Ci) , 

where ¬uh represents a document that does not involve the feature uh, and ¬Ci (Đ – 
Ci) represents the set of documents labeled with the complement of the pre-
defined class Ci. 

Existing statistical FS techniques other than DIAAF and GSSC include: Mutual 
Information (MI), Relevancy Score (RS), etc. In this section, we further provide a 
brief review of MI and RS. Note that both MI and RS are referenced in the evaluation 
section of this paper (section 5). 
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• MI: Early work on Mutual Information (MI) can be found in [4, 9]. This statistical 
model is used to determine whether a genuine association exists between two text-
features or not. In TC investigations, MI has been broadly employed in a variety 
of approaches to select the most significant text-features that serve to classify 
documents. The calculation of the MI score between a text-feature uh and a pre-
defined text-class Ci, as reported in [10], is achieved in probabilistic form using: 

mi_score(uh, Ci) = log(P(uh | Ci) / P(uh)) . 

This score expresses the proportion (in a logarithmic terms) of the probability with 
which the feature occurs in documents of the given class divided by the 
probability with which the feature occurs in the document-base. 

• RS: The initial concept of Relevancy Score (RS) was introduced by Salton and 
Buckley [21] as relevancy weight. It aims to measure how “unbalanced” a text-
feature (term) uh is across documents in a document-base Đ with and without a 
particular text-class Ci. Salton and Buckley define a term’s relevancy weight as: 
“the proportion of relevant documents in which a term occurs divided by the 
proportion of nonrelevant items in which the term occurs”. In [26] the idea of RS 
was proposed based on relevancy weight with the objective of selecting significant 
text-features in Đ for the TC application. A term’s relevancy score can be defined 
as: the number of relevant (the target text-class associated) documents in which a 
term occurs divided by the number of non-relevant documents in which a term 
occurs. Fragoudis et al. [10] and Sebastiani [23] show that the RS score can be 
calculated in probabilistic form using: 

relevancy_score(uh, Ci) = log((P(uh | Ci) + d) / (P(uh | ¬Ci) + d)) , 

where d is a constant damping factor. In [26] the value of d was initialized as 1/6. 
For the simplicity, we choose 0 as the value of d in our study. 

4   Proposed Statistical Feature Selection 

With regard to language-independent TC, in this section, we introduce a new 
statistical FS technique. In the previous section, two statistical FS techniques DIAAF 
and GSSC were presented in detail. The newly proposed mechanism is a variant of 
the original GSSC approach that makes use of the DIAAF approach, namely Hybrid 
DIAAF/GSSC. 

Recall that the probabilistic formula for calculating the DIAAF score is given by: 

diaaf_score(uh, Ci) = P(Ci | uh) . 

Recall that the probabilistic formula for GSSC is: 

gssc_score(uh, Ci) = P(uh, Ci) × P(¬uh, ¬Ci) – P(uh, ¬Ci) × P(¬uh, Ci) . 

Substituting each of the four probabilistic components in GSSC by its DIAAF related 
function, a DIAAF based formula is derived in a GSSC fashion: 

diaaf-gssc_score(uh, Ci) = P(Ci | uh) × P(¬Ci | ¬uh) – P(¬Ci | uh) × P(Ci | ¬uh) . 
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An example of Hybrid DIAAF/GSSC score calculation is provided in Table 1. Given 
a document-base Đ containing 100 documents equally divided into 4 classes (i.e. 25 
per class), and assuming that text-feature (word) uh appears in 30 of the documents, 
then the Hybrid DIAAF/GSSC score per class can be calculated as shown in the 
Table. 

Table 1. Hybrid DIAAF/GSSC score calculation 

Class # docs 
per class 

# docs 
with uh 

per class 

# docs 
without 
uh per 
class 

# docs 
with uh 
in other 
classes 

# docs 
without 

uh in 
other 

classes 

# docs 
with uh 

in Đ 

# docs 
without 
uh in Đ 

Hybrid 
DIAAF/ 
GSSC 
Score 

1 25 15 10 15 60 30 70 0.357 

2 25 10 15 20 55 30 70 0.119 

3 25 5 20 25 50 30 70 -0.119 

4 25 0 25 30 45 30 70 -0.357 

The algorithm for identifying significant text-features (i.e. key words in the current 
context, with regard to sections 2 – Potential Significant Words) in Đ, based on 
Hybrid DIAAF/GSSC, is given as follows: 

Algorithm: Key Word Identification – Hybrid DIAAF/GSSC 
Input: (a) A document-base Đ (the training part, where  
the noise  

words have been removed); 
(b) A user-defined significance threshold G; 

Output: A set of identified key words SKW; 
Begin Algorithm: 
(1)  SKW  an empty set for holding the identified key 

words in Đ; 
(2)  C  catch the set of pre-defined text-classes within 

Đ; 
(3)  WGLO  read Đ to create a global word set, where the 

word  
document-base support suppGLO is associated with each 

word uh 
in WGLO; 

(4)  for each Ci ∈ C do 
(5)   WLOC  read documents that reference Ci to create a 

local  
word set, where the local support suppLOC is 

associated  
with each word uh in WLOC; 

(6)   for each word uh ∈ WLOC do 
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(7)    contribution  (uh.suppLOC / uh.suppGLO) ×  
(((|Đ| – |Ci|)  

–(uh.suppGLO – uh.suppLOC)) / (|Đ| – 
uh.suppGLO)) –  

((uh.suppGLO – uh.suppLOC) / uh.suppGLO) ×  
((|Ci| – uh.suppLOC) / (|Đ| – uh.suppGLO)); 

(8)    if (contribution ≥ G) then  
(9)     add uh into SKW; 
(10)    end for 
(11) end for 
(12) return (SKW); 
End Algorithm 

The intuition behind the Hybrid DIAAF/GSSC approach is: 

1. The contribution of term uh for class Ci tends to be high if the ratio of the class 
based term support to the document-base term support is high, 

2. The contribution of term uh for class Ci tends to be high if the ratio of the class-
complement based term support of non-appearance to the document-base term 
support of non-appearance is high, 

3. The contribution of term uh for class Ci tends to be high if the ratio of the class-
complement based term support to the document-base term support is low, and 

4. The contribution of term uh for class Ci tends to be high if the ratio of the class 
based term support of non-appearance to the document-base term support of non-
appearance is low. 

5   Experimental Results 

This section presents an evaluation of the proposed statistical FS approach, using 
three well-known text collections (i.e. Usenet Articles, Reuters-21578 and MedLine-
OHSUMED). The aim of this evaluation is to assess the approach with respect to the 
accuracy of classification in statistical “bag of phrases” DR setting. All evaluations 
described in this section were conducted using the TFPC1 associative classification 
algorithm; although any other classifier generator could equally well have been used. 
All algorithms involved in the evaluation were implemented using the standard Java 
programming language. The experiments were run on a 1.87 GHz Intel(R) 
Core(TM)2 CPU with 2.00 GB of RAM running under the Windows Command 
Processor. For the experiments four individual document-bases (textual datasets) were 
used. Each was prepared/extracted (as a subset) from one of the above mentioned text 
collections. The preparation of Usenet Articles (“20 Newsgroups”) based document-
bases adopted the approach of Deng et al. [8], where the entire collection was 
randomly split into two document-bases covering 10 classes each: 20NG.D10000.C10 
and 20NG.D9997.C10. The preparation of Reuters-21578 and the MedLine-
OHSUMED document-bases recalled the idea of Wang et al. [25], where the 
Reuters.D6643.C8 and OHSUMED.D6855.C10 document-bases were generated. 

                                                           
1 TFPC software may be obtained from 
   http://www.csc.liv.ac.uk/~frans/KDD/Software/Apriori-TFPC/aprioriTFPC.html 
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The experiments reported below were designed to evaluate the proposed Hybrid 
DIAAF/GSSC FS approach, in comparison with alternative mechanisms (i.e. DIAAF, 
GSSC, MI, and RS), with regard to the DelSNcontGO statistical “bag of phrases” DR 
approach. Accuracy figures, describing the proportion of correctly classified “unseen” 
documents, were obtained using the Ten-fold Cross Validation (TCV). A support 
threshold value of 0.1% and a Lower Noise Threshold (LNT) value of 0.2% were used, 
as suggested in [6]. A confidence threshold value of 50% was used (as proposed in the 
published evaluations of a number of associative classification studies [5, 15, 28]). The 
Upper Noise Threshold (UNT) value was set to 20%. The parameter K (maximum 
number of selected final significant words) was chosen to be 1,000. Note that the value 
of K was changed to be 900 instead of 1,000 for OHSUMED.D6855.C10. The reason to 
decrease the value of K here was that 1,000 selected final significant words generated 
more than 215 significant phrases; and, for reasons of computational efficiency, the 
TFPC associative classifier limits the total number of identified attributes2 (significant 
phrases) to 215. To ensure that there are enough candidate final significant (potential 
significant) words to be selected for each category, the G parameter was given a 
minimal value (almost zero) so that the G parameter could be ignored. 

Table 2. Classification accuracy – comparison of the five statistical FS techniques in the 
statistical “bag of phrases” DR setting 

 DIAAF GSSC RS MI Hybrid 
DIAAF/GSSC 

20NG.D10000.C10 76.36 0 76.36 76.36 76.43 

20NG.D9997.C10 81.45 0 81.45 81.45 81.62 

Reuters.D6643.C8 87.57 0 87.79 87.79 88.23 

OHSUMED.D6855.C10 78.83 0 79.64 79.53 79.74 

Average Accuracy 81.05 0 81.31 81.28 81.51 

# of Best Accuracies 0 0 0 0 4 

 

The results presented in Table 2 are the classification accuracy values (obtained by 
different statistical FS mechanisms in the DelSNcontGO statistical “bag of phrases” 
DR setting), based on the 4 extracted/prepared document-bases. From Table 2 it can 
be seen that the proposed Hybrid DIAAF/GSSC mechanism outperforms other 
alternative approaches: 

1. The number of instances of best classification accuracies obtained throughout the 
4 document-bases can be ranked in order as: Hybrid DIAAF/GSSC (all cases), 
and DIAAF, GSSC, RS and MI (none of any case), which demonstrates the 
stability of Hybrid DIAAF/GSSC’s good performance; 

                                                           
2 The TFPC algorithm stores attributes as a signed short integer. 
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2. The average accuracy of classification throughout the 4 document-bases can be 
ranked in order as: Hybrid DIAAF/GSSC (81.51%), RS (81.31%), MI (81.28%), 
DIAAF (81.05%), and GSSC (0%), which shows the overall advantage of the 
proposed mechanism; and 

3. The column of GSSC is shown with value ‘0’ for all the records. The reason of 
this is that when applying the GSSC feature selection technique, with the TFPC 
associative text classifier, too many rules were generated thus causing 
computational difficulty and consequently no results were obtained. 

6   Conclusions 

This paper is concerned with an investigation of statistical feature selection for 
(single-label multi-class) language-independent text classification. A description of 
the statistical document-base representation in terms of “bag of phrases” was provided 
in section 2. Both the DIAAF and GSSC statistical FS approaches were reviewed in 
section 3. A new statistical FS technique (Hybrid DIAAF/GSSC) was consequently 
introduced in section 4, which integrates the ideas of DIAAF and GSSC. From the 
experimental results, it can be seen that the proposed Hybrid DIAAF/GSSC approach 
outperforms existing mechanisms regarding the DelSNcontGO (statistical) “bag of 
phrases” DR setting and the TFPC associative text classification. This in turn 
improves the performance of language-independent text classification. 

The results presented in this paper corroborate that the traditional text classification 
problem can be solved, with good classification accuracy, in a language-independent 
manner. Further research is suggested to identify the improved statistical textual data 
pre-processing approach in terms of (statistical) document-base representation and 
(statistical) feature selection, and improve the performance of language-independent 
text classification. 
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Abstract. Social network often serves as a medium for the diffusion
of ideas or innovations. The problem of influence maximization which
was posed by Domingos and Richardson is stated as: if we can try to
convince a subset of individuals to adopt a new product and the goal is
to trigger a large cascade of further adoptions, which set of individuals
should we target in order to achieve a maximized influence? In this work,
we proposed a potential-based node selection strategy to solve this prob-
lem. Our work is based on the observation that local most-influential
node-selection adopted in many works, which is very costly, does not
always lead to better result. In particular, we investigate on how to set
two parameters(θv and buv) appropriately. We conduct thorough experi-
ments to evaluate effectiveness and efficiency of the proposed algorithm.
Experimental results demonstrate that our approximation algorithm sig-
nificantly outperforms local-optimal greedy strategy.

Keywords: social network, greedy algorithm, viral marketing, influence
maximization, information diffusion.

1 Introduction

Social network is a social structure made of nodes that are tied by one or more
specific types of relationship. In recent work, motivated by application to mar-
keting, Domingos and Richardson posed a fundamental algorithmic problem for
such systems [10], [20]. The premise of viral marketing is that by initially tar-
geting a few “influential” members of the network, e.g. giving them free samples
of the product and these “influential” members could trigger a cascading of
influence since their friends will recommend the product to other friends and
many individuals will try it as a result. So, now the problem is how should we
choose k (the value of k is pre-defined) influential individuals as initial target set
to maximize the process? Several node-selection strategies have been proposed
based on node degree or characteristic of diffusion. Actually, we have to consider
both factors during the process of node-selection: structure of network and dif-
fusion model. There are two basic models: Linear Threshold Model(LTM) and
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Independent Cascade Model(ICM). We will introduce these models in Section 2.
While a climbing-hill greedy algorithm that select the “most influential” node
at each step has been proposed, we argue that local optimal (most-influential
node which could provide the largest marginal increase at present) does not al-
ways lead to a global optimal and has an unacceptably high cost. Motivated by
this observation, we propose a new algorithm by identifying some most potential
nodes to maximize the spread of influence in a social network.

Section 2 introduces two most commonly used diffusion models and related
work as well. In Section 3, we propose TW (Target Wise) greedy algorithm and
present a new estimate buv of node influence. Randomized process is also de-
scribed in Section 3. In Section 4, experiments are conducted on two datasets to
evaluate the effectiveness of the proposed TW greedy algorithm. Finally, Section
5 draws some conclusions and discusses future works.

2 Background Knowledge

2.1 Two Fundamental Diffusion Models

We usually model the whole social network as a directed/undirected graph with
each node representing an individual and edge between nodes representing some
kind of relationship (friends, co-authorships etc.). Each node is marked active
(an adoption of an idea or innovation) or inactive. When most adjacent nodes
(neighbors) of one node are active, this node will also tend to be activated ac-
cording to a pre-defined threshold.

LinearThresholdModel. LTM (linear Threshold Model) is at the core of many
diffusion models based on node specific threshold [7], [8]. For a given social network
that is modeled as an undirected graph G(V, E), we define N(v) = {u|(u, v) ∈ E)}
as the neighbor set of node v and buv as influence of active node u on its inac-
tive neighbor v(

∑
u∈N(v) buv ≤ 1). We also define A(v) as set of active nodes in

N(v)(A(v) ⊆ N(v)). Theoretically, for each node v, a node-specific threshold θv

is defined. For a given node if
∑

u∈A(v) buv ≥ θv, node v becomes active. Intuitive
meaning is that for an inactive node v, if total influence exerted by all its active
neighbors exceeds a pre-defined threshold θv, node v becomes active. In turn, it will
exert influence on its inactive neighbors and bring some inactive neighbors active
again. This process will continue until no node can be activated. This diffusion
model could be described briefly as follows: Given initial set A0, buv and node-
specific threshold θv, at step t of diffusion, activate nodes that meet the threshold
based on At−1, and add these newly activated nodes to At−1 to form At. The pro-
cess continues until no more nodes can be activated. Obviously, θv is node-specific
and highly dependent on each individual’s personality. Moreover, each individual
could exert different influence on his/her neighbors under various relation seman-
tics (friends, co-authorship etc.).

Independent Cascading Model. Another diffusion model is Independent
Cascade Model(ICM) based on interacting particle systems. It was first proposed
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in [11] and [12], and the diffusion process is as follows: if node v is activated
at step t and it then tries to activate all its inactive neighbors with success
probability pvu for each inactive neighbor u. If it is successful, then u will be
active in step t + 1, else, v failed and will no longer have chance to activate
u. It is worth noting that pvu is a system variable and is independent to other
attempts to activate u made previously but failed. Each active node v has only
one chance to activate its inactive neighbor u. David Kempe and Jon Kleinberg
[14] think, however, pvu should decrease with the diffusion process unfolding.
That is, if node u has been attempted to be activated many times but all failed,
the influence of newly active node v exerted on u will be weakened. And yet
another new model named Decreasing Cascade Model was proposed. Influence
maximization under the three models discussed so far are all NP-complete, see
[12], [13]. While some other models are proposed [1], [2], [3], [4], [5], [6], [7], [8]
and [9], they are all variations of the two core models we have introduced.

2.2 Related Work

A climbing-up Greedy Algorithm (KK Greedy Algorithm). For a pre-
defined k value, we have to choose one node to place it into target set at each step.
A naive approximate solution to influence maximization is to select the “most
influential” node at each step. We use S to represent target set and define:

1) S0 = Ø

2) I(S) : Set of active nodes throuth diffusion starting from target set S

3) m(u|S) = |I(S ∪ {u}| − |I(S)| : node influence of u given S

Node influence of u given S is defined as extra nodes activated if adding u to
S. I(S) represents set of active nodes produced through diffusion starting from a
given target set S. It is evident that “most influential” node is the node with the
maximum node influence at the moment with current target set S. It is a local
optimal. The goal of influence maximization is to choose Sk wisely with the goal
of maximizing I(Sk). Kempe and Kleinberg in [13] and [14] proposed a climbing-
up greedy algorithm (we name the algorithm by initials of authors) based on the
naive idea: choose most influential node at each step: starting from S0, at step
i, we choose node u as ith member of target set due to local optimal strategy:
u = argmaxv m(v|Si−1) and form Si as Si = Si−1 ∪ {u}. Sk is the target set
which could produce approximate maximized final influence. We say ”greedy”
since the most ”influential” node we chose at each step is a local optimal in term
of ”influence” based on status of each Si. However, it is very clear that the most
influential node is very costly to obtain since we have to compute I(Si ∪{u}) for
every inactive node u currently in the graph. Even for a given node u, I(Si∪{u})
is also very costly since we need to trace the whole diffusion process.

Set Cover Greedy Algorithm and Shapley Value-Based Node Selection.
Set Cover Greedy algorithm [19] was proposed for influence maximization under
ICM. It kept choosing node with highest “uncovered degrees”, once a node is
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chosen, all its neighbors as well as itself are labeled as “covered”. This procedure
continues until k nodes are chosen. This algorithm is computationally fast and
the underlying idea is that selected nodes cover the graph as much as possible.
Obviously, “cover” does not imply “active”. The paper [21] considers a special
case of information maximization problem. For co-authorship network, given a
value for k; we need to find a set of k researchers who have coauthored with max-
imum number of other researchers. The work in [21] does not involve diffusion
process. The problem lies in the characteristic function, which is rather simple
in this special case but computationally heavy in the general case. This makes
it inapplicable to general cases. Heuristic approach is yet another node-selection
strategy totally based on node degree.

3 Target Wise Greedy Algorithm

KK greedy algorithm is very costly. Computing of most influential node (local op-
timal) is extremely expensive since we have to consider all inactive nodes in G cur-
rently. Moreover, local optimal does not guarantee better results. We think it is
more appropriate to choose some inactive nodes that mightnot be optimal at start-
ing phase but could triggermore nodes in later stage of diffusion. Motivated by this
understanding, we propose a novel algorithm named TW (Target wise) greedy al-
gorithm under linear threshold diffusion model. We divide k steps of node selection
in TW algorithm into two phases: “most potential” node selection (Phase 1) and
“most influential” node selection (Phase 2). We introduce a parameter c ([0, 1]) to
indicate the percentage of k steps in Phase 2. It is clear that TW greedy algorithm
will be degenerated into KK greedy algorithm when c equals 1.

3.1 Potential-Based Node Selection Strategy

We define “potential” of node u as

p(u) =
∑

v∈N(v), v/∈A(u)

buv . (1)

p(u) is the total possible influence that u could exert to all its inactive neighbors
when u becomes active. The node with the maximum “potential value” is the
most potential node. Obviously, the value p(u) is determined by two factors:
number of inactive neighbors of u at present as well as value of each buv. The more
its inactive neighbors and the bigger each buv, node u has bigger “potential”. As
the title implies, we think the most potential node we selected in Phase 1 can
accumulate some ”influence” for future use since once it is chosen in target set,
it could exert great influence on its inactive neighbors.

Target Wise Greedy Algorithm. We proposed target wise greedy algorithm
based on potential-based node-selection strategy. The algorithm is depicted as
Algorithm.1. The reason that we partition whole node-selection into two phases
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Algorithm 1. Target Wise Greedy Algorithm
Input: Graph G(V, E), threshold θ, influence buv, target set size k, parameter
c
Initialize S0 = Ø, k1 = k − �ck , k2 = k − k1
for i = 1 to k1 do

Choose node u, u = argmaxv p(v)
Si+1 = Si

⋃
u

Update p(v) for each v which has not been activated
end for
for i = 1 to k2 do

Choose node u, u = argmaxv m(v|Si)
make Si+1 = Si

⋃
u

end for

is that: we want to select some nodes with great “potential” to bring much more
nodes into active in later steps, while at present these “potential nodes” might
not have largest influence. Exact running time of Target Wise greedy algorithm
is difficult to obtain since it is related to how many nodes remained inactive at
present as well as how to partition k steps into two phases in TW algorithm.

New Estimate of buv. Parameter buv is defined as the influence of active node
u on inactive neighbor v and usually is estimated as 1/d(v) (d(v) is the degree
of v), which means that for inactive node v, all its neighbors play the same roles
and have the same influence on v. Obviously , this assumption does not hold in
many real applications. We propose a new estimate of buv by taking account of
not only how many neighbors of v but also how these neighbors connect to each
other. We first review the concept of neighbor graph of a node: NG(v) and then
present the new estimate of buv. It is worth to be noting that degree of node in
new estimate of buv is calculated based on neighbor graph.

NG(v) = G′(V ′, E′), V ′ = {v} ∪ N(v), E′ = {(x, y)|x, y ∈ V ′, (x, y) ∈ E}

buv =
degree(u)∑

w∈N(v) degree(w)
. (2)

Fig. 1 gives neighbor graph of a node v. According to definition of buv given
above, degree of u1, u2, u3 in NG(v) are 2, 2, 1, and accordingly, bu1v, bu2v and
bu3v are 0.4, 0.4 and 0.2 respectively.

Fig. 1. An example of neighbor graph for node v
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4 Experiments and Evaluations

4.1 Datasets

We conduct experiments on two datasets of social network and some statistics are
shown in Table.1. We only consider an undirected graph in this paper. Dataset I
is a medium-size dataset on yeast protein interaction, in which its social network
effects are discussed in [15] and [16]. Dataset II [17] and [18] is a relatively
large dataset. It can be seen from the table that dataset II is rather sparse
while dataset I is much denser. We study influence maximization under linear
threshold model. We first set buv as 1/d(v) and θv as 1/2, which are commonly
adopted in literatures. Parameter c(0 ≤ c ≤ 1) indicates that Phase 2 has �ck 
steps and Phase 1 has k − �ck steps. We will evaluate experimental results in
terms of final influence. As for running time, it is very clear that TW greedy
algorithm is much faster than that of KK greedy algorithm since the cost of
selecting “most potential” node is much lower than selecting “most influential”
node as illustrated in their definition.

Table 1. Statistics of two data sets in Experiments

Data Set node edge Average degree
Yeast protein interaction 2361(73 isolated

point)
13292 11.6

Collaboration network in computa-
tional geometry

7343(1185
isolated point)

11898 3.9

4.2 Experimental Results

Joint Effects of c and k. We first investigate joint effect of parameter c and
k based on final influence on two datasets and results are shown in Fig.2 and
Fig.3. It is clear from Fig.2 that while KK greedy algorithm (c = 1) works better
than the algorithm that are totally based on “potential” node selection(c = 0),
the proposed TW algorithm (including both most potential nodes and most

Fig. 2. Influence Curves with Various k and c values on dataset I



356 Y. Wang and X. Feng

Fig. 3. Final Influence with difference c and k on dataset II

influential nodes) could beat KK greedy algorithm once c is positive and works
much better when c is in the range 0.2 to 0.6.The proposed TW greedy algorithm
achieves the best performance when c is around 0.2.

Fig.3 demonstrates almost the same phenomenon as that in Fig.2 except that
the best performance is achieved when c is between 0.4 and 0.6. It indicates
that when k is of appropriate medium-size, the proposed TW greedy algorithm
outperforms KK greedy algorithm greatly even without the best c and the best
performance could achieve around 15%-20% improvement in terms of final in-
fluence. Since dataset II is rather sparse, we could see from Fig.3 that when k is
small, there is no big difference between TW and KK greedy algorithm and even
for medium-size k, the improvement is also limited comparing with improvement
in Fig.2.

Comparison between Different Algorithms. We compare TW greedy algo-
rithms with other three related algorithms on dataset I. Our comparison is among
four algorithms: TW greedy algorithm (c is 0.2), KK greedy algorithm (c = 1),
heuristic and SCG algorithm (Set Cover Greedy) introduced in [19]. Heuristic

Fig. 4. Influence curves for different algorithms
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algorithm is solely based on highest-degree node-selection. It was demonstrated
in [14] that KK greedy algorithm is better than the heuristic algorithm since
diffusion process should be also considered in addition to network feature. Our
experimental results shown in Fig.4 also agree with this point.

We can see very clear from Fig.4 that TW greedy algorithm outperforms other
three algorithms greatly. With increase of k (size of target set), advantages over
other algorithms become even bigger and more evident.

Detailed Comparison between TW Greedy Algorithm and KK Greedy
Algorithm. We investigate in detail about the difference between TW greedy
algorithm and KK greedy algorithm to understand the merits of our approach
more intuitively. The evaluation metric is average influence of set S(target set),
which is defined as follow: AI(S) = |I(S)|/|S|, where AI represents “average
influence”. Average influence reveals how many active nodes could actually be
triggered by each member of the target set on the average.

In TW greedy algorithm, we partition k steps of node-selection into two
phases, k − �ck steps of most potential nodes selection and �ck steps of most
influential nodes selection. We also partition k steps node-selection of KK greedy
algorithm accordingly into k−�ck steps and �ck steps. We compare correspond-
ing average influence of two target sets produced by two algorithms in terms of
average influence at two phases. It is clear from Table.2 that given a fixed c (e.g.
c is 0.1), average influence of TW greedy algorithm is a little bit lower than
that of KK greedy algorithm at Phase 1(10.4 vs. 12.17), but at phases 2, aver-
age influence of TW greedy algorithm achieves much better (36.8 vs. 10.4). So
in summary, TW greedy algorithm achieves much better performance since in
Phase2, “influential” nodes could activate many more nodes due to “potential”
accumulated in Phase1. We also found that average influence of TW greedy al-
gorithm decreases with the increase of c. It is reasonable since the smaller c is;
the bigger “potential” accumulated which will in turn influence more nodes.

Table 2. TW Greedy vs. KK Greedy based on average influence of two target sets
(k is 50) on Dataset I

A(S)
TW Greedy KK Greedy
Potential Accu-
mulation

Potential Dis-
play

Corresponding
Phase 1

Corresponding
Phase2

c=0.1 10.4 36.8 12.17778 10.4
c=0.2 10.475 24.5 12.45 10.2
c=0.3 10.02941 20.9375 12.55882 10.8125
c=0.4 10.76667 17.15 12.8 10.8
c=0.5 10.48 13.16583 13.16 10.80769
c=0.6 10.84211 13.64516 13.26316 11.22581
c=0.7 11.8 12.28571 13.8 11.22857
c=0.8 12 12.175 14.6 11.35
c=0.9 13.6 11.82222 15.2 11.64444

Improvement Based on New buv. The effects of new estimate buv on two
datasets are show in Fig.5 and Fig.6. We also present comparisons of TW greedy
algorithm (c = 0.5) vs. KK greedy algorithm (c = 1) with old (1/d(v)) and new
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Fig. 5. TW greedy vs. KK greedy with new estimates of buv on dataset II

Fig. 6. TW greedy vs. KK greedy with two estimates of buv on dataset I

estimates (defined in section 3.2)of parameter buv on two datasets as shown
in Fig.5 and Fig.6. It is very clear from the two figures as well as Fig.3 that
the new estimate of buv is very effective on improvement of final influence. By
combing Fig.3 and Fig.5, it is very clear that the proposed new buv is very
effective on performance improvement. This is also true for Fig.6. Even for KK
greedy algorithm, with the help of new estimate of buv, its performance also
improves greatly. As we can see, the two datasets are very different in terms of
network structure as well as data volume, however, the best performances are
all achieved with c as 0.5 when new estimate buv is applied. Another message
conveyed from Fig.5 and Fig.6 is that the improvement of TW over KK is more
evident on dataset I than that of dataset II since structure of network plays a
very important role during the diffusion process.

Randomize Node Specific Threshold θv. The randomized results shown in
Fig.7 and Fig.8 are based on the average results of 5 attempts of randomizing.
Combing Fig.3 and Fig.7, it is very clear that the effect of randomizing is very
effective and double the final influence. Even for very small k, with randomized
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Fig. 7. TW greedy vs. KK greedy with randomized θv and old buv on dataset II

Fig. 8. TW greedy vs. KK greedy with randomized θv and new buv on dataset II

θv, the proposed TW achieves great results and outperforms KK greedy algorithm
significantly.

It is evident from Fig.8 that while both randomized θv and new buv give better
results independently, combing them could give much better results. Moreover,
Fig.8 also conveys the message that the proposed TW algorithm is very stable
and robust under new buv and randomized θv for different datasets.

5 Conclusion

In this paper, we proposed an approximate algorithm to influence maximiza-
tion under a linear threshold model by identifying some “potential” nodes into
the target set. While solutions to influence maximization under LTM and ICM
models are NP-hard, we could only approximate the optimal result with various
heuristics. KK greedy algorithm achieves 63% of the optimal result based on
local optimal in terms of “influence”, that is, at each step, it chooses the most
“influential node” which could provide the largest marginal increase at present.
However, by detailed check, we found that this local optimal is rather costly
and not necessary. The proposed TW greedy algorithm is based on identifying
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some most “potential” nodes at the starting stage of node selection. Moreover,
selecting the most “potential” node is much cheaper and easier than selecting the
most “influential node” as their definitions clearly show. We conducted experi-
ments on two datasets to evaluate joint effects of parameters introduced (c, k).
Comparison of the proposed TW greedy algorithm with other related algorithms
demonstrates that our approach outperforms them significantly both in running
time and final influence. We also investigate how to set appropriate parameters
buv and θv. Our underlying idea is that buv is related not only to number of
neighbors of v but also how these neighbors connect to each other. θv is highly
node specific and should be randomized. We think the new estimate of buv and
randomized are more reasonable and experimental results demonstrate that they
are very effective on performance improvement independently and combine them
can give a even better performance. While the proposed TW greedy algorithm
is very effective and efficient, there is still much work needed to further inves-
tigate, such as how to extend influence maximization to a virtual social web
(social network on the Web), where relationships between nodes are uncertain
and community information are included.

Acknowledgement. This work is supported by China NSF Project (No.
60603042).
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Abstract. This paper presents a component-based model with a novel
ranking method (CMR) for constrained evolutionary optimization. In
general, many constraint-handling techniques inevitably solve two im-
portant problems: (1) how to generate the feasible solutions, (2) how
to direct the search to find the optimal feasible solution. For the first
problem, this paper introduces a component-based model. The model is
useful for exploiting valuable information from infeasible solutions and
for transforming infeasible solutions into feasible ones. Furthermore, a
new ranking strategy is designed for the second problem. The new al-
gorithm is tested on several well-known benchmark functions, and the
empirical results suggest that it continuously found the optimums in 30
runs and has better standard deviations for robustness and stability.

Keywords: component-based model, constraint handling, rank strat-
egy, evolutionary algorithm.

1 Introduction

In the last decades, constrained optimization problems (COPs) have received
much attention by most researchers and practitioners. The models for most
real-world applications, are established in form of constraints imposed upon the
optimization function. The general constrained optimization problems can be
represented as follows:

Minimize f(X), X = [x1, x2, ..., xD]T ∈ �D

s.t. gi(X) ≤ 0, i = 1, 2, ..., m;
hj(X) = 0, j = m + 1, ..., m + p;
Lk ≤ xk ≤ Uk, k = 1, 2, ..., D

(1)
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Where X is the vector of decision variable. The objective function f is defined on
the search space S ⊆ �D, and the feasible solutions exist in the feasible region
F ⊆ S. Usually, S is an n-dimensional space defined by the lower and upper
bounds, whereas F is restricted by a set of additional constraints including in-
equality and equality ones. m and p respectively are the number of inequality
constraints and of equality constraints. It is common practice to transform equal-
ity constraints into form of inequalities: hj(X)− ε ≤ 0, where ε is the tolerance
allowed (a very small value). This allows us to deal only with inequality con-
straints. In COPs, G(X) =

∑m+p
i=1 max[0, gi(X)] reflects the degree of constraint

violation of the solution X .
Many evolutionary algorithms (EAs) have been broadly applied to solve

COPs. The main challenge in these research is simultaneously handling the
constraints as well as optimization of the objective function. According to a
comprehensive survey provided by Michalewicz, Schoenauer and Coello [1], the
constraint-handling methods usually can be classified into four categories:

Penalty function—is the most widely used technique in the conventional meth-
ods. The main difficulty of this method is tuning an appropriate penalty coef-
ficient that adjusts the strength of the penalty. Various designs of the penalty
coefficient have been proposed, such as static, dynamic [2], self-adaptive [3],
death penalties. There are many other highly competitive techniques in recently
including the use of adaptive penalty function with a “Segregational” selection
operator, the use of multimembered evolution strategy with a stochastic ranking
scheme[4], and so on.

Special representations and operators–are used to avoid generating and
rejecting a large number of infeasible solutions. Michalewicz and Janikow pre-
sented a series of methods(GENOCOP I, II, III). Nevertheless, “homomorphous
maps” [5] is the most competitive method in decoder technologies.

Separation of constraints and objectives—handle the value of objective
function and the constraints separately. In this category, there are many differ-
ent approaches including co-evolution, superiority of feasible points, behavioral
memory and multiobjective optimization [6,7,8]. The last type of approach has
been very popular in the recent years.

Hybrid methods— are coupled with another heuristic or mathematical pro-
gramming approach, mainly related to Ant System, Simulated Annealing, Arti-
ficial Immune System, and Cultural Algorithms.

In the above survey on these methods, we found that two crucial concepts—
feasible solution and infeasible solution, frequently appeared. Here constraints
are only used to see whether a candidate solution is feasible or not. Moreover,
most approaches usually take advantage of the valuable information of feasible
solutions, but don’t exploit adequately the information from infeasible ones.

In General, most of constraint-handling techniques previously discussed will
inevitably solve two important problems: (1) how to generate the feasible solu-
tions, (2) how to direct the search to find the optimal feasible solution.
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For the first one, the short-cut is to exploit valuable information from infeasi-
ble solutions, and then direct transformation of infeasible solutions into feasible
ones. A component-based model is presented for recognizing the characteristics
of diverse information extracted from solutions. Supposing an infeasible solution
which does not satisfied all constraints, the solution maybe consists of three parts:
first part are several components related to non-satisfied constraints, another part
are components related to satisfied constraints, the last one are components not
related to all constraints. Therefore, maybe we only needed to change a few com-
ponents of this solution for itself transformation into feasible one. The reason is
that some non-satisfied constraints are merely influenced by the changed compo-
nents not by others. In other words, the correlative components are changed so
that the status of constraints vary from not-satisfied to satisfied. At last, in the
component-based model, the interrelationship between each dimensional compo-
nent of solution and constraints is revealed. A novel measurement of feasibility
is defined. Different from traditional measurement, the definition in this paper
is only related to a component of solution but not to a whole solution. The fea-
sibility of components is measured so as to direct which component needs to be
transformed at a smaller cost. According to feasible components on various dimen-
sions, subpopulation classification and improved genetic operators are adopted for
quickly transforming infeasible component into feasible one.

For the second problem, two situations in COPs are greatly difficult to solve.
One situation is disjoint feasible regions in the whole search space, and the
other is the optimum feasible lies on the boundary of the feasible space. In these
cases, quality measure for the solutions is dominated by the objective function.
Furthermore, reasonable exploration of infeasible regions may act as bridges
connecting different feasible regions or as arrows pointing to the boundary of
the feasible space. To address these concerns, we devise a novel ranking strategy
with a balance between preserving feasible solutions and rejecting infeasible ones.
A common rule, in which all infeasible solutions are regarded worse than feasible
ones, is not followed by our strategy. Demarcated by the objective function value
of the best feasible solution in the current population, infeasible solutions with
superior objective function value are set at a higher rank so that they are given
higher probabilities to survive for population diversity.

2 Generation of Feasible Solutions

How to generate the feasible solutions? We can take full advantage of valuable
information of infeasible solutions. For the characters of diverse information ex-
tracted from solutions, a component-based model is presented. Two main mecha-
nisms are applied in this model–extraction and subpopulation classification. The
former takes each dimensional component as a unit to extract feasible(or infeasi-
ble) information. The information also can be expressed as the interrelationship
between each dimensional component and constraints. The goal of extraction
mechanism is to realize which component of a solution needs to be transformed
at a smaller cost. The latter mechanism divides the population into a lot of sub-
population based on the former’s work, and then classifies each individual into
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these subpopulation according as the feasibility of each dimensional component.
The purpose of classified subpopulation is to direct the transformation of the
infeasible component into the feasible one.

2.1 Extraction Technology

For a constrained optimization problem, each constraint is only correlative with
certain components, namely, each component only impacts upon some specific
constraints. Therefore, the interrelationship between each dimensional compo-
nent of solution and constraints is revealed. Taking g01 function listed in litera-
ture [4] as an example.

The first dimensional component x1 appears in some inequality constraints
including g1, g2 and g4. It means that the change to x1 will impact on whether
the constraints(g1; g2; g4) are satisfied or not. Therefore, if the component x1of
a solution is satisfied with the constraints(g1; g2; g4), some helpful information
can be acquired from this component and can direct other x1 of solutions which
didn’t meet the g1, g2, g4 requirement. By analogy, the correlative constraints of
each dimensional component in this test function can be deduced in Table 2. Sup-
posing the correlative constraint set of the ith dimensional component is marked
as CRGi. The population size is represented as Np and the dimensionality of
constrained problem is D.

Table 1. Interrelationship between Each Dimensional Component and Constraints

xi x1 x2 x3 x4,x5 x6,x7 x8,x9 x10 x11 x12 x13

CRGi {g1, g2, g4} {g1, g3, g5} {g2, g3, g6} {g7} {g8} {g9} {g1, g2,
g4, g7}

{g1, g3,
g5, g8}

{g2, g3,
g6, g9} ∅

At the early evolutionary stage, few feasible solutions are generated. Simultane-
ously,many infeasible solutions are usually consistedby two kinds of components—
ones satisfied their all correlative constraints, and the other didn’t satisfy a correla-
tive constraint at least. Analyzing for generation of feasible solution at a small cost,
the better way may be only change the last kind of components. After the above
deduction, it is known that the ith dimensional component needn’t to change when
all correlative constraints are satisfied, or need to change when one correlative con-
straint isn’t satisfied at least. However, if the correlative constraint set is empty, it
means that the feasibility measure of solution isn’t relevant to this component. In
order to determine whether the component to change, some definitions are given.

definition 1 (Feasible Component)
For xi ∈ X, i = 1, ..., D, ∀gj ∈ CRGi, if max[0, gj] = 0, then xi is a feasible
component.
definition 2 (Infeasible Component)
For xi ∈ X, i = 1, ..., D, ∃gj ∈ CRGi, if max[0, gj] �= 0, then xi is an infeasible
component.
definition 3 (Feasible Solution)
For Xi, i = 1, ..., Np, ∀xj ∈ Xi, if xj is a feasible component, then Xi is a feasible
solution.
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definition 4 (Infeasible Solution)
For Xi, i = 1, ..., Np, ∃xj ∈ Xi, if xj is an infeasible component, then Xi is an
infeasible solution.

According to these definitions, a feasible solution is constituted by feasible
components, and an infeasible solution maybe constituted by feasible and infea-
sible components. Therefore, the infeasible solution merely needs to be modified
its infeasible components for transforming into feasible solution; the rest feasible
components don’t need change.

2.2 Subpopulation Classification

Subpopulation technique is widely applied in many evolutionary algorithms. But
a similar approach in niche evolutionary algorithm has received considerable at-
tentions by lots of researchers. In order to maintain the diversity of population,
the niche algorithm based on crowding mechanism divides population into a
number of niches by the use of the resemblance among solutions [11]. The di-
vided niche seem an another form of subpopulation and is usually measured by
Haiming distance or fitness distance. In this paper, the classified subpopulation
is designed as a genetic breeding pool. A lot of characteristic information be-
tween feasible components and feasible solutions will be collected in the pool and
be ready for generation of feasible components. In other words, many infeasible
components combining with genetic operators can learn some feasible characters
from the subpopulation and generate new feasible components. Different from
niche algorithm, the number of subpopulations in this paper depends on the
dimensionality of constrained problem.

Based on the various dimensional components, classified subpopulations are
applied to direct the transformation of infeasible component into feasible one.
Each dimensional subpopulation will include many solutions which contain the
relevant dimensional feasible components. Namely, if the ith dimensional com-
ponent of a solution is feasible, the ith subpopulation includes this solution. If
the solution includes many various dimensional feasible components, it will be

The current population: Population Size 4
Dimensionality 13feasible solution 

1X

infeasible solution 
2 3, , 4X X X

1X 2X 3X 4X

feasible 
component

all
1 3 4

5 10 13

, , ,
, ,

x x x
x x x

1 2 4 5

8 9 10 13

, , , ,
, , ,

x x x x
x x x x

13x

Subpopulation 1 2 3 4 5 6 7
solutions 

1 2 3, ,X X X 1 3,X X 1 2,X X 1 2 3, ,X X X 1 2 3, ,X X X 1X 1X

Subpopulation 8 9 10 11 12 13
solutions 

1 3,X X 1 3,X X 1 2 3, ,X X X 1X 1X 1 2 3, , ,

Extraction:

Partition:

1. EXTRACT 
Extract all feasible components 
from each solution of the 
current population 

2. PATITION 
Each classified subpopulation 
includes solutions with the 
relevant

4X X X X

Fig. 1. An example on Subpopulation Classification



A Novel Component-Based Model and Ranking Strategy 367

conserved in many related subpopulations. The example of the above proposed
test function is displayed in Figure 1.

According to the number of solutions in each classified subpopulation and
feasibility proportion of the current population, various kinds of multi-parent
crossover operators are designed for solution feasibility or population diversity.
An opposition-based mutation with a probability is embedded in CMR to ac-
celerate its convergence speed. The high performance of this mutation has been
verified in [9]. The generation for the new offspring is shown in Algorithm 1.

Let us define the meeting of the following terms:
Numfcj is the number of solutions in the jth subpopulation; Pm is mutation

rate and Pfr is feasibility proportion of the current population; [Mint
j, Maxt

j ] is
the range of the jth component in the tth generation; rd1, rd2, rd3 are different
random numbers sampled in [-0.5,1.5], simultaneously, rd1 + rd2 + rd3 = 1 .

3 Search for Optimal Feasible Solution

How to direct the searching for the optimum feasible? The key technique is
how to balance the dominance role of penalty and objective function. Many
researchers have done some study on ranking methods for theirs simplicity and
effectiveness. The ranking ways are usually on the basis of various lexicographic
orders, such as stochastic ranking, pareto ranking. In general, feasible solutions
are ranked highest and better than all infeasible solutions. However, infeasible
solutions with superior objective function value are more efficient to guide the
population toward the optimum feasible, especially when the feasible regions are
disjoint or the optimum lies on the boundary of the feasible region. Therefore,
we tend to remain the important feasible and infeasible solutions for ranking
strategy.

A novel ranking strategy is designed to accomplish the above goal. The essen-
tial comparison rules between adjacent pairs can be summarized as the following

Algorithm 1. Offspring Generation with Genetic Operators
for i = 0 to Np do

for j = 0 to D do
if rand(0, 1) < Pfr ∧ Numfcj ≥ 3 then

select three parents Pr1j , Pr2j , Pr3j randomly from the jth subpopulation;
x∗

ij = rd1Pr1j + rd2Pr2j + rd3Pr3j ;
else

select three parents Pr1j , Pr2j , Pr3j randomly from the current population;
x∗

ij = rd1Pr1j + rd2Pr2j + rd3Pr3j ;
end if
if rand(0, 1) ≤ Pm then

x∗
ij = Mint

j + Maxt
j − xij ;

end if
end for

end for
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three points: 1) two feasible solutions are compared only based on their objective
function values; 2) while at least one’s objective function value of infeasible solu-
tion is less than the value of best feasible solution of the current population, two
infeasible solutions are compared only based on their objective function values;
3) In the remaining situations, two solutions are compared based on the amount
of their constraint violations.And the comparison formulation can be described
as follow.

Supposing an adjacent pair are represented as X and Y . The objective func-
tion value of best feasible solution in the current population is fmin.
(i) X and Y are both feasible solutions:

better(X, Y ) =
{

1, if f(X) ≤ f(Y );
0, otherwise.

(ii) X and Y are both infeasible solutions:

better(X, Y ) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, if f(X), f(Y ) ≤ fmin ∧ f(X) ≤ f(Y );
0, if f(X), f(Y ) ≤ fmin ∧ f(X) > f(Y );
1, if f(X), f(Y ) > fmin ∧ G(X) ≤ G(Y );
0, if f(X), f(Y ) > fmin ∧ G(X) > G(Y );
1, if f(X) ≤ fmin ∧ f(Y ) > fmin;
0, if f(X) > fmin ∧ f(Y ) ≤ fmin.

(iii) X is a feasible solutions, and Y is an infeasible solution:

better(X, Y ) =
{

1, if f(Y ) > fmin;
0, if f(Y ) ≤ fmin ∧ f(X) > f(Y );

And vice versa when X and Y are respectively the infeasible solutions and feasi-
ble solution. After the above comparisons, the Ranking result can be concluded.
Infeasible solutions with superior objective function value are ranked highest,
followed by all feasible solutions, and other infeasible solutions with greater con-
straint violation value are ranked to the lowest level.

Considering few feasible solutions for the population at the early evolutionary
stage, the ranking strategy should pay more attention to feasibility or constraint
violation for a solution. So the whole ranking method is described in Algorithm 2.
Where Pr is a proportion constant in [0, 1]. In this section, the main steps of
CMR algorithm can be described as follows.

Algorithm 2. Ranking Method
if Pfr ≤ Pr then

compare the adjacent pair according to the amount of their constraint violations,
regardless of feasible or infeasible solutions;

else
compare the adjacent pair according to the above formulations i),ii),iii);

end if
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The Operational Process of CMR Algorithm

program procedure
begin

1) Create random initial population POP(0).
2) Extract interrelationship between each dimensional component

and constraints of COP.
3) Calculate f(X),G(X) of each solution in POP(0)and check the

feasibility of components or solutions.
4) If stopping criterion has been met, stop; otherwise continue.
5) Apply the proposed subpopulation classification.
6) Apply the genetic operators including multiparent crossover

and mutation to generate subpopulation SubPOP(t).
7) Calculate f(X),G(X) of SubPOP(t) and check the feasibility of

components or solutions.
8) Apply the proposed ranking strategy in interim population

incorporating POP_t with SubPOP(t), and select the former Np
solutions as the members of POP(t+1).

9) Go to step 4).
end.

4 Experiment Verification

Twelve benchmark test functions from Runarsson and Yao [4] are applied in
this paper, and the results of the CMR algorithm are compared against five
state-of-the-art algorithms: the SR[4], the KM [5], the SMES[10], the VY[7] and
the SAFF [3]. For each test case, 30 independent runs are performed. In the
following experiments, the parameters for the CMR algorithm are as follows:
the population size Np = 60, the maximum generations is 5000, the mutation
rate Pm = 0.25 and Pr = 0.3, ε = 10−4. The experiments are performed on a
computer with Intel Core-2 CPU 1.83GHz and 1GB of RAM, by using the visual
C++ compiler.

4.1 Comparison between Six Algorithms

Table 3 summarizes the results from the conducted experiment. The statistical
results include the known optimal solutions for each test function, the best, mean,
worst objective function values, and the standard deviations. ”—” means that
solutions were not found or not available.

In the comparison, CMR can consistently find the optimal solutions in four
test functions (g01, g03, g08, and g11) as other compared algorithms. All best,
mean and worst objective function values of CMR were equivalent to the op-
timums for the above functions. Especially, CMR has better capability to deal
with function g03 and has slightly better standard deviations than SR, SMES
and others. For test functions g02, g07, g09, and g12, the near-optimal solutions
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Table 2. Statistical Results for g01-g12 Functions out of 30 Independent Runs

Alg. Best Mean Worst st.dev Best Mean Worst st.dev

g01(-15.0000) g02(-0.803619)

VY -15.000 — -12.000 8.5E-01 -0.803190 — -0.672169 3.2E-02
KM -14.786 -14.708 — — -0.799530 -0.796710 — —

SAFF -15.000 -15.000 -15.000 0.0E+00 -0.802970 -0.790100 -0.760430 1.2E-02
SMES -15.000 -15.000 -15.000 0.0E+00 -0.803601 -0.785238 -0.751322 1.6E-02

SR -15.000 -15.000 -15.000 0.0E+00 -0.803515 -0.781975 -0.726288 2.0E-02
CMR -15.000 -15.000 -15.000 0.0E+00 -0.799209 -0.786728 -0.776587 1.7E-01

g03(-1.0000) g04(-30665.539)

VY -1.0000 — -0.786 4.8E-02 -30665.531 — -30651.960 3.3E+00
KM -1.0000 -1.0000 — — -30664.500 -30655.300 — —

SAFF -1.0000 -1.0000 -1.0000 7.5E-05 -30665.500 -30665.200 -30663.300 4.8E-01
SMES -1.0000 -1.0000 -1.0000 1.6E-02 -30665.539 -30665.539 -30665.539 0.0E+00

SR -1.0000 -1.0000 -1.0000 1.9E-04 -30665.539 -30665.539 -30665.539 2.0E-05
CMR -1.0047 -1.0047 -1.0047 3.7E-06 -30645.145 -30643.233 -30640.038 1.5E+00

g05(5126.498) g06(-6961.814)

VY 5126.510 — 6112.223 3.4E+02 -6961.179 — -6954.319 1.2E+00
KM — — — — -6952.100 -6342.600 — —

SAFF 5126.989 5432.080 6089.430 3.8E+03 -6961.800 -6961.800 -6961.800 0.0E+00
SMES 5126.599 5174.492 5304.167 5.0E+01 -6961.814 -6961.284 -6952.482 1.8E+00

SR 5126.497 5128.881 5142.472 3.5E+00 -6961.814 -6875.940 -6350.272 1.6E+02
CMR 5128.283 5129.274 5153.765 2.7E+01 -6955.983 -6955.335 -6955.237 2.8E-01

g07 (24.306) g08(-0.095825)

VY 24.411 35.882 — 2.6E+00 -0.095825 — -0.095825 0.0E+00
KM 24.620 26.826 — — -0.095825 -0.089157 — —

SAFF 24.480 26.580 28.400 1.1e+00 -0.095825 -0.095825 -0.095825 0.0e+00
SMES 24.327 26.475 26.426 1.8E+00 -0.095825 -0.095825 -0.095825 0.0e+00

SR 24.307 24.374 24.642 6.6E-02 -0.095825 -0.095825 -0.095825 2.6e-17
CMR 24.404 24.408 24.770 7.3E-01 -0.095825 -0.095825 -0.095825 0.0E+00

g09(680.630) g10(7049.248)

VY 680.762 — 684.131 7.4E-01 7060.553 — 12097.408 7.9E+02
KM 680.910 681.160 — — 7147.900 8163.600 — —

SAFF 680.640 680.720 680.870 5.9e-02 7061.340 7627.890 8288.790 3.7e+02
SMES 680.632 680.643 680.719 1.5e-02 7051.903 7253.047 7638.366 1.3e+02

SR 680.630 680.656 680.763 3.4e-02 7054.316 7559.192 8835.655 5.3e+02
CMR 680.780 680.785 680.792 7.2E-03 7056.234 7059.342 7061.658 2.1E+00

g11(0.7500) g12(-1.0000)

VY 0.7490 — 0.8090 9.3E-03 — — — —
KM 0.7500 0.7500 0.7500 — -0.9999 — —- —

SAFF 0.7500 0.7500 0.7500 0.0E+00 — — — —
SMES 0.7500 0.7500 0.7500 0.0E+00 -1.0000 -1.0000 -1.0000 0.0E+00

SR 0.7500 0.7500 0.7500 8.0E-05 -1.0000 -1.0000 -1.0000 0.0E+00
CMR 0.7500 0.7500 0.7500 0.0E+00 -0.9798 -0.9798 -0.9798 2.3E-05

of CMR were found in all 30 runs. The gap between the best solution and the
optimum value is less than 0.1. For test functions g05, g06, and g10, only SR and
SMES have produced the solutions extremely close to the optimum value known.
However, CMR algorithm reached better mean and worst solutions in these func-
tions, and the difference fluctuated in a small range. For the test function g04,
the optimal solution was not found in CMR. Nevertheless, the probability of
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Table 3. Experimental results on 12 benchmark functions with varying Pm

Pm

Func 0.0 0.2 0.4 0.7 1.0

g01 -15.0000 -15.0000 -14.9996 -10.1795 —
g02 -0.742069 -0.792659 -0.772180 -0.609778 -0.248819
g03 -1.0050 -1.0050 -1.0050 -1.0049 —
g04 -30491.794 -30643.148 -30617.990 -30655.365 -29621.527
g05 5148.744 5128.719 5181.846 5132.800 —
g06 -6956.674 -6932.642 -6884.239 -6953.286 —
g07 24.820 24.450 24.362 24.575 —
g08 -0.095824 -0.095824 -0.095737 -0.095785 -0.091875
g09 680.788 680.773 680.771 680.770 754.070
g10 7377.779 7410.935 7143.321 — —
g11 0.8347 0.8727 0.7489 0.7618 0.7499
g12 -0.9799 -0.9799 -0.9799 -0.9737 -0.9794

reaching the optimal solution would increase when the maximum of generation
number is set more than 8000.

In order to illustrate the effect of the mutation with exploitation capability in
CMR, a set of experiments have been performed. Table 4 summarizes the mean
of the objective function values in the case of the mutation probability Pm being
set to 0.0, 0.2, 0.4, 0.7 and 1.0 over 30 runs.

From Table 4, we observed phenomenon when the parameter was fixed to
different values. Whatever the mutation probability Pm was set, similar results
were obtained for functions g03, g07, g08, g09, and g12. When this parameter
gradually increased, the results were obtained better and better for functions
g04 and g11, but degraded its performance for functions g01 and g02. More
importantly, when this parameter is specified as 0 ≤ Pm ≤ 0.4, this case provides
better quality results for all test functions.

The experimental results illustrate the performance of CMR algorithm is sim-
ilar to the compared algorithms in terms of the solutions quality. With slightly
better standard deviations, CMR seems more robust and stable in obtaining
consistent results.

4.2 Experiments of Feasibility Proportion

In order to detect the ability of CMR in balancing the objective function and
the constraint violations, the feasibility proportion Pfr in the population of each
test function is memorized at each generation over 30 runs. Figure 2 shows the
change curves of Pf r on function g01, g04, g05, g10.

As shown in these curve figures, the feasible solutions can quickly be found
at the early stage. Especially, for test functions g01, g04, g10, the feasibility
proportion in the population attained a high value at the first 300 generations.
The reason is that the subpopulation classification collects lots of characteristics
between feasible components and feasible solutions. And the crossover operator,
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(a) g01 (b) g04

(c) g05 (d) g10

Fig. 2. Feasibility proportion versus generation for test functions out of 30 runs

based on the feasible components in various dimensional partition regions, is
efficient to transform infeasible solutions into feasible ones. Also, note that a
relatively stable feasibility proportion can be attained gradually as the iteration
increases in four functions g04, g05, g10. Considering the diversity for the pop-
ulation, reasonable exploration of infeasible regions is allowed by the ranking
strategy.

In all experiments, feasible solutions are continuously found for all the test
functions in 30 runs. These results revealed that CMR has the substantial capa-
bility to deal with various kinds of COPs.

4.3 Conclusion

This paper has presented a novel algorithm for constrained evolutionary op-
timization, which is based on a component-based model and a new ranking
method. Extraction and subpopulation classification introduced in this model,
are two main technologies. The performance of this algorithm has been exten-
sively investigated by experimental studies of 12 well-known benchmark test
functions. The experimental results illustrate the CMR performance in terms
of the quality of the resulting solutions, especially for robustness and stabil-
ity in obtaining consistent results. It has much smaller magnitude of standard
deviations.
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Abstract. We propose an algorithm to effectively cluster a specific type of text 
documents: textual responses gathered through a survey system.  Due to the pe-
culiar features exhibited in such responses (e.g., short in length, rich in outliers, 
and diverse in categories), traditional unsupervised and semi-supervised cluster-
ing∗ techniques are challenged to achieve satisfactory performance as demanded 
by a survey task. We address this issue by proposing a semi-supervised, topic-
driven approach. It first employs an unsupervised algorithm to generate a pre-
liminary clustering schema for all the answers to a question. A human expert 
then uses this schema to identify the major topics in these answers. Finally, a 
topic-driven clustering algorithm is adopted to obtain an improved clustering 
schema. We evaluated this approach using five questions in a survey we re-
cently conducted in the U.S. The results demonstrate that this approach can lead 
to significant improvement in clustering quality.  

1   Introduction 

Facilitated by the World Wide Web and rapid advances in storage media, storing, 
sharing, and gathering information has become unprecedentedly convenient and even 
trivial. Examples include web blogging, social networks (e.g., facebook.com), and 
online surveys concerning commercial products or an emerging scientific discipline 
(e.g., nutritional genomics). Such information is routinely available in unstructured 
and textual format, and copious in volume. In this article we address a specific type of 
text documents: textual responses to the open-ended questions in an online survey 
questionnaire, where an open-ended question is one that solicits a short textual an-
swer. An example of an open-ended question is “What are your ethical concerns 
about the integration of nutritional genomics into the dietetics practice?” Once the 
data gathering stage of a survey is completed, it is important to analyze these textual 
answers towards gaining an objective and comprehensive understanding of the re-
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sponses. Let us take the above question as one example. One will be interested in the 
following questions: (1) How many different concerns have been expressed? (2) What 
are these concerns?  And (3) what are the dominant concerns? To answer such ques-
tions, text clustering can be employed. This technique categorizes a collection of text 
documents into a number of meaningful clusters through uncovering the underlying 
similarity amongst documents [Dhillon et al. 2001, Parsons et al. 2004, Steinbach  
et al. 2000, Zhong 2006].   

These traditional clustering techniques, however, failed to deliver satisfactory cluster-
ing results.  We applied three different clustering algorithms—modified k-means, single 
link based clustering, and co-occurring term pattern based clustering (Section 2.2)—to 
the datasets we have collected through an online survey. For each of these survey ques-
tions, these algorithms (1) failed to cluster a large fraction of its answers, (2) could iden-
tify up to nine times the number of the real clusters, and (3) resulted in a low clustering 
accuracy. (See Section 3 for a detailed discussion.)  This poor performance is due to the 
following peculiar characteristics of the input text: 

• In contrast to traditional text documents, answers to survey questions are often 
short and right to the point, with an average of two to three sentences. In addition, 
many answers only contain a short phrase.  For instance, “not sure” or “insurance 
costs” are two answers to the above question.   

• These answers tend to be similar to spoken English and involve a relatively small 
vocabulary (400~1,200 unique English words as against ~10,000 in traditional 
documents). 

• Answers to the same question often cover an unusually wide range of variety.  In 
addition, there exist a relatively large number of outliers that are unlike any of the 
other answers. In other words, each of these outliers corresponds to one unique 
cluster. We term such clusters as singleton clusters or singletons. Let us again use 
the above question to illustrate this.  Its 396 answers spread over 122 clusters, 
among which 49 are singletons.   

The issue here is how to improve the clustering quality.  Clearly, one cannot just 
rely on the above (unsupervised) clustering techniques, as their performance counter-
acts the often complicated and time-consuming process of designing an effective  
survey questionnaire and then marketing it to the right population [Galloway 1997].  

To address this issue, we have proposed a semi-supervised, topic-driven clustering 
approach. It is composed of three steps. The first step employs an unsupervised cluster-
ing algorithm such as k-means [Dhillon et al. 2001] to derive a preliminary clustering 
schema over all the answers to a question.  Using this schema, a human specialist then 
identifies a list of major topics presented in these answers and an estimated number of 
answers associated with each topic. The final step finalizes the clustering schema by 
incorporating these major topics. The rationale behind this approach is twofold. First, 
the clustering schema derived in the first stage, though preliminary, should be able to 
sufficiently reduce a human’s cognitive workload to a manageable level towards iden-
tifying the list of important topics. This was validated in our evaluation studies. Sec-
ond, the topics obtained in the second stage are expected to capture the underlying 
structure hidden in the answers. Therefore, the integration of such knowledge signifi-
cantly improves the clustering quality. This was also validated by our empirical results. 



376 H. Yang, A. Mysore, and S. Wallace 

The proposed approach is closely related to two clustering techniques: semi-
supervised clustering [Basu et al. 2002, Basu et al. 2004, Blum et al. 1998, Cohn et al. 
2003, Wagstaff et al. 2001, Zeng et al. 2003, Zhong 2006] and topic-driven clustering 
[Zhao et al. 2005]. The proposed approach is different from the former in that it uses 
topic information as prior (or background) knowledge instead of labeled answers. 
Labeling answers can be a serious issue here since survey answers often spread over a 
large number of categories as discussed earlier. Topic identification on the other hand 
is much more feasible for a human. The proposed approach is also different from the 
topic-driven clustering technique in that it does not require the topics given a priori. 
Instead, the topics are derived by collaboration between computers and humans. Fi-
nally, this approach unifies the two clustering techniques. Also note that although this 
approach does not have constraints over the specific algorithms one can use in the 
first and third stages, it is important to adopt an algorithm that is suitable for the 
documents at hand. This will greatly reduce the workload from the human expert in 
the second step. Our evaluation has shown that a straightforward single-link based 
algorithm (Section 2.2) in general outperforms the commonly recognized top  
performer--the k-means algorithm [Steinbach et al. 2000].  

We have evaluated this approach using the answers to five open-ended questions in 
a survey we have recently conducted in the United States. This survey was designed 
to assess the training needs of health professionals in the U.S. in an emerging disci-
pline—Nutritional Genomics [Ngx-url, Wallace et al. 2007]. The evaluation results 
demonstrate that this proposed approach can lead to significant improvement in  
clustering quality when compared to that of unsupervised clustering algorithms.   

2   Algorithm 

Given a collection of answers to an open-ended survey question, where each answer 
corresponds to one short text document, the proposed algorithm employs three main 
steps to cluster these answers into meaningful groups. Denote this collection of an-
swers as A. These three steps are: Step I—generating a preliminary clustering solution 
of A using an unsupervised clustering algorithm; Step II—extracting the list of main 
topics in A, which is manually carried out by a domain expert based on the previously 
derived clustering solution; and Step III—generating the final clustering solution by 
incorporating the identified topics. Next, we first formulate the problem and describe 
the data preprocessing tasks, and then detail the three main steps.  

2.1   Problem Formulation and Data Preprocessing  

Given an input dataset of N textual answers, denoted as A={a1, a2, …, aN}, the goal is 
to cluster these N answers into k groups such that answers in the same group are re-
lated to the same topic and answers in different groups are related to different topics. 
A number of preprocessing tasks are performed before we proceed to generate the 
preliminary clustering solution, including synonym replacement, stopword removal, 
and stemming. We use the Moby Thesaurus [Ward 2002] to identify the words and 
phrases that are semantically similar and replace them by a representative entry. For 
instance, phrases “lots of”, “a great deal of” and “huge” bear a similar meaning and 
will be replaced by the word “big”.  This step is necessary because, as mentioned in 
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Section 1, this type of documents resembles spoken-English and usually contains 
short phrases such as “not sure”, and “lots of”, and “FYI”. If one conducts stopword 
removal first, phrases such as “lots of” will be converted to “lots” and can lead to un-
necessary ambiguity. The next task, stopword removal, removes the words that fre-
quently occur in documents but do not bear significant semantic meanings, e.g., the 
word “the”. Finally, stemming reduces the syntactic variants of a word to its root. For 
example, the stemming task will reduce “computer”, “computing”, and “computed” to 
their common root “compute”. We use Martin Porter’s stemming algorithm for this 
purpose [Porter 1980]. To represent each answer in the preprocessed input dataset A, 
we adopt the vector space model [Salton 1989].  In this model, each answer a in A is 
represented as a vector <tfidf1, tfidf2, …, tfidfm>, where tfidfi is the term frequency-
inverse document frequency (TFIDF) of the ith term in a and computed as tfi/ log2 
(N/dfi).  Here, tfi is the number of times that the ith term occurs in a, N the number of 
answers in A (i.e., |A|), and dfi the number of documents that contain the ith term. Note 
that TFIDF measures the statistical significance of a term when being used to separate 
one document from the others in the same collection.  This vector-based representa-
tion of A will be used as the input to the algorithms in both Step 1 and Step 3.   

2.2   Step 1—Generating a Preliminary Clustering Solution 

An unsupervised clustering algorithm is used to generate a preliminary clustering solution 
for A. Specifically, we have realized three such algorithms: a modified k-means algorithm, 
a single-link based algorithm, and frequent co-occurring term pattern based algorithm.  

The Modified k-means Algorithm: This algorithm bears similarity with the traditional 
k-means algorithm [Banerjee et al 2003, Dhillon et al. 2001] with two major modifica-
tions: (1) it does not require one to specify the value of k; and (2) the number of clusters 
generated in each iteration varies in the clustering process. Specifically, the algorithm 
proceeds as follows: It begins by randomly selecting a relative large number of seeds 
(i.e., initial cluster centers).  Each document (answer) is then assigned to the cluster 
whose center is the closest to the document and their cosine similarity is greater than δ.  
Given two documents di and dj in the vector space model, their cosine similarity is 
cos(di, dj)=di

t . dj. This measure ranges between 0 and 1, where 0 indicates that the two 
documents have nothing in common and 1 that the two documents are identical.  We set 
δ to 0.395 in our evaluation. Once every document has been put into its corresponding 
cluster, the algorithm identifies the document that is closest to the cluster centroid and 
takes it as the new cluster center.  At this point, it examines the pair-wise similarity be-
tween clusters based on the cosine similarity between the cluster centers. If this similar-
ity is ≥δ, it merges the two clusters and re-computes the center of the merged cluster. 
Once this merging process is done, a collection of new cluster centers will be identified. 
These new cluster centers are then used to re-cluster the documents in the next iteration 
in a similar fashion as described above. This process continues until there is no change 
in the clustering solution.  Note that if the initial number of seeds is set to the number of 
documents in the answer collection, this algorithm also resembles an agglomerative, 
hierarchical clustering algorithm [Kaufman and Rousseeuw 1990].   

The Single-link Based Clustering Algorithm: In this approach, we start with a ran-
domly chosen answer a. We then identify all the answers whose cosine similarity with 
a is greater than δ (=0.395 in our evaluation). We say these answers are similar to a. 



378 H. Yang, A. Mysore, and S. Wallace 

These answers together with a form an initial cluster. For each answer in this initial 
cluster, we then identify all the un-clustered answers that are similar to this answer 
and include them in the cluster until the cluster cannot be expanded any further. We 
then start to form another cluster by starting with another un-clustered answer in the 
same manner as with the answer a. We continue this process until there are no an-
swers left.  This approach assumes that if two answers are similar to the same answer, 
these two answers are also similar to each other. This assumption may not be true for 
traditional documents that are long and written in formal English; however, survey 
answers seem to be tolerant of this assumption. 

Co-occurring Term Pattern Based Clustering: This approach clusters the answers 
based on the frequently co-occurring term patterns [Beil et al. 2002].  A frequent co-
occurring term pattern is a set of terms that co-occur in at least s answers in the col-
lection. Clearly, they are a special case of frequent association patterns [Agrawal et al. 
1994]. We use the Apriori algorithm to identify these frequent co-occurring patterns, 
where s is the minimum support [Borgelt et al. 2002]. Once these patterns are gener-
ated, we next use them to cluster the input answers based on the observation that 
documents containing the same co-occurring patterns are likely to be similar to each 
other. Furthermore, the longer these shared patterns are, the more similar these docu-
ments are. To realize this, we rank the co-occurring patterns by length (number of 
terms involved) and frequency. We start from the longest frequent pattern. We then 
identify all the answers in which this pattern spans over no larger than a certain slid-
ing window (e.g., 20 terms). These answers will form one cluster. We then proceed to 
the second ranked pattern, and use it to identify the next cluster. We continue this 
process until we have exhausted all the frequent patterns or the input documents.  We 
maintain exclusive cluster membership for each answer by removing a clustered an-
swer from further consideration. The rationale behind the sliding window is based on 
the observation that if the term-span of a co-occurring pattern varies significantly in 
two answers, e.g., one spans over 5 terms and the other 20 terms, these two answers 
are unlikely to be similar based on this co-occurring pattern.  

2.3   Step 2—Extracting the Main Topics 

In this stage the domain expert uses the clustering solution generated by one of the 
unsupervised clustering algorithms to identify a set of topics in A.  We discussed in 
Section 1 that it is not feasible for a domain expert to label even a small number of 
documents due to the unusual large number of categories embedded in A. However, if 
provided with a preliminary clustering solution, the human expert finds it much man-
ageable to identify a list of main topics in A, and an estimated number of answers 
associated with each topic. Not surprisingly, the expert often chooses from the survey 
answers the representative terms and uses them to construct the topics. As a result, the 
resulting topics are usually short, e.g., “Patient Confidentiality/Documentation”. For 
each topic, the expert relies heavily on the preliminary clustering solution to estimate 
the number of relevant answers.  It is evident that better the quality of clusters (gener-
ated in Step 1) is, the easier and less time consuming this step will be.  Among the 
three algorithms discussed in Section 2.2, the single link based algorithm is found to 
outperform the other two. This will be discussed further in Section 3. This list of iden-
tified topics is used in the third step to obtain an improved clustering solution.  
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2.4   Step 3—Topic-Driven Clustering 

Given an input dataset of N textual answers A={a1, a2, …, aN} in their vector space 
representation, let T={(t1, x1), (t2, x2), …, (tM,xM)} be the M main topics identified in 
the previous step, where ti is the ith topic and xi the estimated number of answers re-
lated to ti. We first transform A and T into the TFIDF vector space as described in 
Section 2.1. The goal of this step is to cluster A into M clusters {C1, C2, …, CM}, 
where the ith cluster Ci contains all the answers that are closely related to the ith topic 
ti. We adopt three simple topic-driven clustering algorithms to obtain these clusters.  

Topic to Answer Clustering (T2A): For each topic (ti, xi) in T, this method identifies 
the top xi answers in A that are the most similar to ti and form a cluster. The cosine 
similarity between an answer and ti is used. This will result in M clusters, each corre-
sponding to one of the M topics. It is however possible that some answers can be put 
into more than one cluster. To address this issue, this method identifies all such an-
swers and assigns each of them to the topic with which the answer has the highest 
cosine similarity. Note that this method can leave some answers unlabeled.  

Answer to Topic Clustering (A2T): Unlike the T2A method, this approach strives to 
label an answer by the most relevant topic. Additionally, it does not use the xi’s in T.  
It works as follows: for each answer in A, it compares it with all the M topics in T and 
then labels this answer by the topic that gives the highest cosine similarity. This ap-
proach does not leave any answer unlabeled; however, a drawback of this method is 
that an answer can be labeled by a remotely relevant topic due to the singleton  
phenomenon discussed in Section 1.   

T2A+A2T: For a given topic, it is straightforward that the above two methods—T2A 
and A2T—can associate this topic with two different sets of answers. Furthermore, 
T2A relies on the xi’s in T when constructing clusters; and A2T might label an answer 
by an unrelated topic. To combine the strength of T2A and A2T, and at the same time 
to overcome their drawbacks, we implement this third topic-based clustering method.  
Let Ci,T2A and Ci,A2T denote the clusters of the ith topic ti, constructed by the T2A and 
A2T methods respectively. This method first identifies the union of of Ci,T2A and 
Ci,A2T.  For every answer in this union, it then computes its cosine similarity with ti. 
The mean (μ) and standard deviation (σ) of these similarity measurements are also 
computed.  Finally, the answers with cosine similarity ≥(μ- σ) are selected and clus-
tered for the ith topic. The rationale here is that the unselected answers are likely not 
related to the given topic due to low similarity score. Eliminating them therefore is 
expected to improve the clustering quality.  

3   Evaluation 

In this section, we report the evaluation results of the proposed 3-step algorithm  
by applying it to analyze the textual answers gathered in a nationwide survey. The 
purpose of this survey is to assess the educational and training needs of health profes-
sionals in nutritional genomics [Ngx-url, Wallace et al. 2007]. This survey consists of 
19 likert-scale and 5 open-ended questions. Approximately 2,500 invitees took the 
survey with a varying completion ratio.  

Table 1 lists the five open-ended questions in the survey, which are paraphrased for 
brevity. For each question, we have manually identified and confirmed the true clustering 
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Table 1. Summary of the open-ended questions and the textual answers, where N is the total 
number of answers, |V| is the total number of unique words, K is the number of true clusters, Nc 
is the average number of answers in a cluster, and S is the total number of singleton clusters 

 Description N |V| K NC S 
Q1 What are the main sources where you read or 

heard about nutritional genomics or 
personalized nutrition in the past 2 years? 

198 416 72 2.75 48 

Q2 What was your response to the questions asked 
by your clients about nutritional genomics or 
personalized nutrition?  

349 795 140 2.5 27 

Q3 As a practicing dietitian, what are the reasons 
for you to enroll or not to enroll in a continuing 
education certificate program to enhance your 
knowledge in this area in nutritional genomics? 

1196 1286 163 7.34 28 

Q4 What are your personal comments on 
nutritional genomics that you’d like to share? 

578 964 109 5.3 34 

Q5 What are your ethical concerns about the 
integration of nutritional genomics into the 
dietetics practice? 

396 951 122 3.25 49 

 
solution for all the collected answers using the solutions produced by the 3-step algo-
rithm described in Section 2. Information on these true clustering solutions is also given 
in Table 1. One can observe the characteristics discussed in Section 1 with regard to this 
type of text documents, such as small vocabulary and presence of outliers (singletons).  

To evaluate the effectiveness of the proposed 3-step algorithm, we compare the 
clustering solutions generated in Step 1 (unsupervised clustering) and Step 3 (topic-
driven clustering) with the true clustering solutions, respectively. Such comparisons 
will reveal the positive effect and necessity of integrating background knowledge, i.e., 
topics in this study.  Specifically, we have employed the following measurements to 
examine different aspects of a clustering solution:   

• Normalized mutual information (NMI): Given the set of survey answers A, let 
TC={TC1, TC2, …, TCM} be the true clustering solution, and C={C1, C2, …, CN} 
be the solution produced by a clustering algorithm (e.g., K-means and T2A), 
where M and N can be different. NMI is computed as follows [Strehl et al. 2002]:  

 
where n is the total number of textual answers collected for a given survey ques-
tion; h∈[1,M] and identifies a true cluster in TC; l ∈[1,N] and identifies a cluster 
in C generated by the algorithm; nh is the number of answers in the hth cluster in 
TC; nl is the number of answers in the lth cluster in C; and nh,l is the number of an-
swers shared by the hth cluster in TC and the lth in C. The values of NMI range 
from 0 to 1. It is 1 when TC and C are a perfect match with each other and near 0 
when C corresponds to a random partitioning of the input answers.  We will use 
the same notations here to explain the other measurements below.   
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• Clustering accuracy: For each cluster Cl in C, we match it with a true cluster 
TCh in TC that has the highest document overlap with Cl amongst all the M true 
clusters. We say that an answer in Cl is accurately labeled if it also belongs to 
TCh. The clustering accuracy of a given algorithm is then defined as the percent-
age of all the n input answers that are accurately labeled.  

• Accuracy without singletons: As observed in Table 1, the true clustering solu-
tion of a survey question contains a relatively large number of singleton clusters. 
These singletons, as discussed later, can distort the NMI and clustering accuracy 
measurements by boosting them to a higher value (Tables 2-5). We hence design 
this measurement. It is computed in the same manner as for the clustering accu-
racy except that all the singleton clusters in C will be ignored.  

• Document-based coverage: =(Σl|Cl|)/n, where l∈[1,N], Cl∈ C, and |Cl| is num-
ber of answers in the lth cluster. It computes the percentage of answers that are la-
beled by a clustering algorithm. A close-to-1 value is preferred.  

• Cluster-based coverage: =N/M, i.e., the ratio between the number of clusters 
identified by a clustering algorithm and the number of true clusters.  

• Singleton coverage: the ratio between the number of singleton clusters identified 
by a clustering algorithm and the number of true singleton clusters.  

Shown in Table 2 are the NMI values of the three unsupervised algorithms (col-
umns 2-4) and three topic-driven ones (columns 5-7).  The algorithms rendering the 
highest three NMI values are in bold for each question. Note that for the co-occurring 
pattern based algorithm, the results reported in this section are based on a minimum 
support of 5% and a sliding window size of 20 terms. Table 2 presents a mixed pic-
ture, where it seems that the integration of topics does not help much except for the 
first question. This is counterintuitive.  Upon a closer look at the NMI formulation 
above, one can notice that a higher NMI value will be resulted if the two clustering 
solutions (i.e., CT and C) consist of many singletons. This is the case for question 1,  
 

Table 2. The NMI values of all the algorithms for each question with the top three in bold. 
NMI can be misleading in the case of analyzing survey answers. See text for details. 

 K-means Link Based Co-occurring  T2A A2T T2A+A2T 

Q1 0.415900 0.733703 0.351774 0.794156 0.798996 0.750222 

Q2 0.308552 0.766750 0.624530 0.738135 0.729898 0.738335 

Q3 0.161796 0.529060 0.466802 0.484268 0.435182 0.464216 

Q4 0.239076 0.588691 0.609263 0.546632 0.587964 0.573043 

Q5 0.262372 0.770540 0.165190 0.686937 0.656214 0.673072 

Table 3. “Accuracy without singletons” for all the algorithms, with the top 3 in bold 

 K-means Link Based Co-occurring  T2A A2T T2A+A2T 

Q1 50.70% 30.30% 51.78% 58.04% 56.57% 54.29% 

Q2 42.53% 18.29% 30.10% 33.98% 39.60% 40.12% 

Q3 21.41% 9.95% 35.06% 38.64% 37.23% 41.16% 

Q4 22.84% 7.79% 27.23% 39.06% 40.83% 39.54% 

Q5 11.87% 15.91% 22.94% 49.30% 40.92% 44.82% 
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which has the largest ratio of singletons (48/198) among all the questions in terms of 
its true clustering solution. Furthermore, the unsupervised algorithms tend to generate 
a large number of singletons as observed in Table 4. This means that NMI values can 
be misleading when measuring the quality of a clustering solution to a set of survey 
answers. To gain a more accurate understanding of the advantage of incorporating 
topics in the clustering process, we should take singletons out of the equation. We use 
the “accuracy without singleton” measure as described above.    

Table 3 lists the “accuracy without singletons” measurement for the three unsuper-
vised algorithms (columns 2-4) and three topic-driven algorithms (columns 5-7). For 
each question, the top three values are in bold. This table shows several interesting 
results. First, the three topic-driven algorithms outperform the unsupervised ones over 
all the questions except the Q2. This might be caused by that Q2 has an unusually 
large number of true clusters (140) as against its relatively small number of answers 
(349). Second, the single link based algorithm in general achieves the lowest accuracy 
among all the algorithms. This, however, should not be taken as the single evidence 
against this algorithm due to the singleton effect. As shown in Tables 4-5, when one 
takes the other measures into account, this algorithm outperforms the k-means and co-
occurring term patterns algorithm on the whole.  Third, compared with other ques-
tions, Q1 in general has a higher accuracy with regard to all the clustering algorithms.  
This can be attributed to the unique nature of Q1. In contrast to other questions whose 
answers are often in complete sentences, the answers to Q1 are mainly short phrases 
such as “classes or seminars” and “Journal of the American Dietetic Association”. 
Finally, the three topic-driven algorithms are comparable when singletons are not 
included. Table 3 demonstrates the necessity of integrating domain knowledge.  

Although the “accuracy without singletons” measurement is more informative on 
the clustering quality when compared to NMI, it only reflects one facet of a clustering 
algorithm. Especially when one considers the unique properties of survey answers 
(e.g., many singleton clusters), it is necessary to examine other aspects of a clustering  
 

Table 4. Summary of results generated by the unsupervised clustering algorithms 

 Q1 Q2 Q3 Q4 Q5 
K-means 
1. Document-based coverage  
2. Cluster-based coverage 
3. Clustering accuracy  
4. Singleton-based coverage 

 
35.86% 
36.12% 
67.61% 
25% 

 
23.43% 
56.33% 
67.07% 
66.67% 

 
21.41% 
16.63% 
41.02% 
35.71% 

 
22.84% 
30.00% 
50.76% 
44.11% 

 
11.87% 
35.54% 
95.74% 
46.94% 

Link Based 
1. Document-based coverage  
2. Cluster-based coverage 
3. Clustering accuracy  
4. Singleton-based coverage 

 
100% 
140.3% 
70.85% 
168.7% 

 
100% 
71.94% 
80.00% 
800% 

 
100% 
358.9% 
58.95% 
2092% 

 
100% 
259.1% 
55.54% 
811.8% 

 
100% 
261.2% 
88.89% 
589.8% 

Term Co-Occurrence 
1. Document-based coverage  
2. Cluster-based coverage 
3. Clustering accuracy  
4. Singleton-based coverage 

 
28.28% 
16.7% 
53.57% 
2.1% 

 
82.57% 
296.4% 
75.43% 
485.1% 

 
82.27% 
427.6% 
56.30% 
746.4% 

 
75.61% 
887.2% 
71.16% 
564.7% 

 
85.86% 
663% 
74.12% 
355.1% 
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solution. Tables 4-5 catalog the other four measures for all the algorithms, where  
Table 4 lists the results for the three unsupervised algorithms in Step 1 of the  
proposed algorithm and Table 5 for the three topic-driven algorithms in Step 3. 

As shown in Tables 4-5, the k-means and term co-occurrences based algorithms 
fail to label a large portion of input answers (up to ~90%) as evidenced by the low 
document-based coverage, whereas the link-based algorithm has a full coverage. On 
the other hand, among the three topic-driven algorithms, A2T and T2A+T2A show a 
satisfying coverage of input documents. In terms of the cluster-based coverage, k-
means normally identifies a small fraction; co-occurrence based algorithm varies sig-
nificantly from question to question but in general significantly outnumbers the num-
ber of true clusters; the link-based algorithm is reasonably satisfying; finally all the 
topic-driven algorithms cover most of the true clusters. A similar observation can be 
made for all the six clustering algorithms with respect to the singleton-based cover-
age, except that the link-based algorithm tends to drastically outnumber that of the 
true singletons in one case. Finally, based on the clustering accuracy (with singletons  
 

Table 5. Summary of results generated by semi-supervised clustering algorithms 

 Q1 Q2 Q3 Q4 Q5 
Topic to Answer (T2A) 
1. Document-based coverage  
2. Cluster-based coverage 
3. Clustering accuracy  
4. Singleton-based coverage 

 
72.22% 
94.37% 
93.00% 
104.2% 

 
73.14% 
99.27% 
78.13% 
418.5% 

 
56.69% 
96.32% 
57.82% 
464.3% 

 
62.46% 
96.37% 
60.11% 
223.5% 

 
69.69% 
90.09% 
73.55% 
181.6% 

Answer to Topic (A2T) 
1. Document-based coverage  
2. Cluster-based coverage 
3. Clustering accuracy  
4. Singleton-based coverage 

 
100% 
97.2% 
70.71% 
58.3% 

 
98.86% 
98.5% 
57.51% 
229.6% 

 
97.91% 
96.31% 
39.70% 
103.6% 

 
96.2% 
97.27% 
44.25% 
55.88% 

 
98.74% 
91.74% 
49.62% 
69.39% 

T2A+A2T 
1. Document-based coverage  
2. Cluster-based coverage 
3. Clustering accuracy  
4. Singleton-based coverage 

 
88.38% 
98.59% 
72.57% 
66.67% 

 
95.43% 
97.1% 
61.98% 
270.3% 

 
94.65% 
95.10% 
44.35% 
128.6% 

 
91.87% 
98.18% 
43.87% 
67.65% 

 
90.15% 
90.91% 
57.70% 
93.88% 

considered), the link-based algorithm generally outperforms the other two unsuper-
vised algorithms (Table 4), and the 3 topic-driven algorithms outperform all the unsu-
pervised algorithms.  All in all, we can conclude that among the three unsupervised 
algorithms, the link-based algorithm tends to give the best clustering solution. Fur-
thermore, by incorporating the background knowledge, i.e., topics, one can signifi-
cantly improve the clustering quality with respect to a variety of measurements as 
discussed earlier.  

4   Related Work 

Semi-supervised clustering is a methodology that integrates prior (or background) 
knowledge in the clustering process towards improving the clustering quality. The 
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background knowledge is commonly assumed in the form of a small set of labeled 
instances. Based on this knowledge, one can derive the deterministic relationship be-
tween two labeled instances, including the must-link relationship where two instances 
should belong to the same cluster and the cannot-link relationship where two in-
stances should not belong to the same cluster. Previous studies in this area can be 
categorized into three main approaches: seeded, constraint-based, and feedback-based 
approaches.  Seeded approaches utilize the labeled instances as seeds to construct an 
initial set of clusters [Basu et al. 2002]. Constraint-based approaches explicitly adjust 
the objective functions such that the prior knowledge (e.g., must-links and cannot-
links) is kept invariant during the clustering process [Wagstaff et al. 2001]. Feedback-
based approaches on the other hand first generate a clustering schema and then use 
the labeled instances to revise this schema [Cohn et al. 2003]. Recently, Zhao et al. 
proposed a semi-supervised clustering algorithm where the background knowledge 
was in the form of topics instead of labeled instances [Zhao et al. 2005]. They dis-
cussed three approaches that exploit both the similarity between topics and documents 
and the similarity between documents.  

5   Conclusion 

We have described a semi-supervised, topic-driven approach for clustering textual 
answers collected in a survey system. This approach first utilizes an unsupervised 
clustering algorithm to identify a clustering solution. This solution is then provided to 
a human specialist to identify a list of main topics. The final step incorporates these 
topics to arrive at an alternative clustering solution. We evaluated this approach using 
five datasets we have gathered through an online survey system. The results are prom-
ising and show that the proposed approach can significantly improve the clustering 
quality.  We would like to note that instead of inviting a human expert to label  
the “more informative” instances in an unlabeled data, it seems more natural and 
straightforward for us humans to identify main topics.  This is especially the case 
when dealing with survey answers. Furthermore, to reduce the cognitive load laid 
upon the human expert in this process, it is critical to employ an algorithm that is ef-
fective to the dataset of interest. Finally, we are interested in examining the possibility 
of using the topics identified in the second step to directly improve the clustering  
solutions obtained in the first step.  
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Abstract. Multi-task learning utilizes labeled data from other “similar” tasks and 
can achieve efficient knowledge-sharing between tasks. In this paper, a novel 
information-theoretic multi-task learning model, i.e. IBMTL, is proposed. The 
key idea of IBMTL is to minimize the loss mutual information during the clas-
sification, while constrain the Kullback Leibler divergence between multiple 
tasks to some maximal level. The basic trade-off is between maximize the rele-
vant information while minimize the “dissimilarity” between multiple tasks. The 
IBMTL algorithm is compared with TrAdaBoost which extends AdaBoost for 
transfer learning. The experiments were conducted on two data sets for transfer 
learning, Email spam-filtering data set and sentiment classification data set.  
The experimental results demonstrate that IBMTL outperforms TrAdaBoost. 

Keywords: Multi-task learning, transfer learning, information entropy. 

1   Introduction 

A real world learning task can often be viewed as consisting of multiple correlated 
subtasks. For example, in a study of the effectiveness of cardiac treatments, one may 
have multiple sets of data, each collected at a particular hospital; rather than designing 
individual classifiers for each of these classification tasks, it is desirable to share data 
across tasks to enhance overall generalization performance. The phenomenon we are 
observing here is a sort of “borrowing strength”. The classifiers with a paucity of data 
borrow inferential strength from the similar classifiers with abundance of data. This 
represents a typical example of a general learning scenario called multi-task learning 
(MTL) (Caruana, 1997). 

Hierarchical Bayesian models provide the flexibility to model both the individuality 
of tasks, and the correlations between tasks. The hierarchical model can achieve effi-
cient information-sharing between tasks. The estimation of a learning task is affected 
by both its own training data and by data from the other tasks related through the 
common prior. 

Often, the common prior in a hierarchical Bayesian model is specified in a para-
metric form with unknown hyper-parameters, for example, a Gaussian distribution with 
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unknown mean and variance. Information is transferred between tasks by learning 
those hyper-parameters using data from all tasks. However, it is often difficult to know 
what the true distribution should be like, and an inappropriate prior could be mislead-
ing. Further, the model parameters of individual tasks may have high complexity, and 
therefore no appropriate parametric form can be found easily. 

In this paper we propose a novel information-theoretic approach for multi-task 
learning. From the point of view of information theory, the precision of the classifier 
can be judged by the loss in mutual information during the classification. Let the ran-
dom variable sets X, Y and T be the set of instances, features and classification labels 
respectively. Our model make an assumption that the relevant learning tasks should 
have the “similar” conditional distributions pi(y|t). The basic idea of our model can be 
formulated as to constrain the KL divergence of the conditional distribution between 
the multiple tasks to some maximal level, and then try to minimize the loss in mutual 
information, I(X;Y|T). It doesn’t need to know what the true distribution of the data 
should be like. 

2   Related Work 

Multi-task learning has been the focus of much interest in the machine learning com-
munity over the last decade. Multi-task learning is based on the assumption that mul-
tiple tasks share certain structures. Therefore, tasks can mutually benefit from these 
shared structures. Typical approaches to information transfer among tasks include: 
sharing hidden nodes in neural networks (Baxter, 2000; Caruana, 1997); placing a 
common prior in hierarchical Bayesian models (Bakker & Heskes, 2003; Yu et al., 
2005; Zhang et al., 2006); sharing parameters of Gaussian processes (Lawrence & Platt, 
2004); sharing a common structure on the predictor space (Ando & Zhang, 2005); and 
structured regularization in kernel methods (Evgeniou et al., 2005), among others. 

Caruana trained a neural network on several tasks simultaneously as a way to induce 
efficient internal representations for the target task (Caruana, 1997). Modeling data 
from related scenarios is typical done via hierarchical Bayesian modeling. Baxter 
proposed hierarchical Bayesian inference as a model for studying multi-tasks learning 
(Baxter, 2000). Parameters that are shared between tasks are treated as hy-
per-parameters at a higher level than the task-specific model parameters. Heskes pre-
sented a Bayesian framework for learning to learn (Heskes, 2000). In their model all 
tasks are combined in a single back-propagation neural network. The hidden-to-output 
weights, being specific to each task, play the role of model parameters. The in-
put-to-hidden weights, which are shared between all tasks, are treated as hy-
per-parameters. Yu et al. exploited the equivalence between parametric linear models 
and nonparametric Gaussian processed (Yu et al., 2005). Zhang et al. proposed an 
efficient Bayesian hierarchical model for recommendation systems (Zhang et al., 
2007). Roy et al. provided an effective method for transfer learning using the Dirichlet 
Process mixture model as a generative model of data sets (Roy & Kaelbling, 2007). Yu 
et al. introduced a robust framework for Bayesian multi-task learning, t-processes (TP), 
for multi-task learning (Yu et al., 2007). TP allows the system to effectively distinguish 
good tasks from noisy or outlier tasks.  
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3   IBMTL 

3.1   Basic Concepts 

In classification task, let X, Y and T be the instance set, feature set and prediction labels 
respectively. The objective function I(X;Y)-I(T;Y) can be regarded as the loss in mu-
tual information after categorization. A good categorization should keep the mutual 
information between data and features, and minimize the information loss. In other 
words, I(T; Y ) should be close to I(X; Y ). Therefore, in the information bottleneck 
classification setting, the quality of the categorization should be judged by the loss in 
mutual information between the original instances and categorized instances. This idea 
can be formulated in theorem 1. 

Theorem 1. If random variables Y, X, T form a Markov chain (denoted by 
TXY ↔↔ ), then 

);();()|;( YTIYXITYXI −=  (1) 

Here we omitted the proof as it is straightforward. 

3.2   Model 

Assume that there are n relevant learning tasks in the system. Let Xi be the instances set 
for the ith learning task. Let Yi be the features set for the ith learning task. Let Ti be the 
prediction labels for the ith learning task. The conditional distributions of Ti given Xi is 
denoted by pi(t|x). The conditional distributions of Yi given Ti is denoted by pi(y|t). We 
denote expectation by E.  

Definition 1. The expected value of the conditional distribution )|( typ  for all the 

tasks is defined by: 

)|(
1

)|(
1

typ
n

typ
n

i
i∑

=

=  (2)

Figure 1 shows the graphical representation of the IBMTL model: 

 For each learning task i, the edge from Xi to Ti denotes X were classified into T, and 
the edge from Ti to Yi denotes Ti preserves the information contained in Xi about Yi. 
The variational variables in this scheme are the conditional distribution pi(t|x) 
(i=1,…,n). 

 The model makes an assumption that all the conditional distributions pi(y|t) 
(i=1,…,n) are “similar” in relevant learning tasks. Thus the conditional distribution 
pi(y|t) plays the role as the shared structures among multiple relevant tasks. 

The Kullback Leibler (KL) divergence measure, also known as the relative entropy 
between p1(x) and p2(x), measures the “distance” between its two arguments. The KL 
arises in many fields as a natural divergence measure between two distributions. Here 

we use KL divergence, ))|(||)|(( typtypD i , to measure the similarity between 

multiple tasks.  



 An Information-Theoretic Approach for Multi-task Learning 389 

 
Fig. 1. Illustration of the IBMTL model 

According to the IBMTL model, the objective function can be defined as: 
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The variational variables in this scheme are the conditional distribution, 
),,1()|( nixtpi = . β  is a multiplier controlling the trade-off of the generaliza-

tion ability between the single task and the whole tasks. The key idea of our model can be 
formulated as a variational principle of minimizing the loss in the mutual information, 
I(X;Y|T), and constrain Kullback Leibler divergence of conditional distribution between 
the specific task and the whole tasks, ))|(||)|(( typtypD i , to some maximal level. 

Assume that every instance Xx ∈  belongs to precisely one class Tt ∈ , then: 
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The objective function in Equation (5) is difficult to be optimized. Now we are to 
rewrite it into anther form. 

Theorem 2. Given the Markov chain condition TXY ↔↔ , then 

∑∑
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Proof. Given the Markov chain condition TXY ↔↔ , we have: 

)|()|()|,( xyptxptyxp = .     (8) 

Then the first item at the right side of Eq. (5) can be rewritten as 
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The second item at the right side of Eq. (5) can be written as 
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According to Eq. (9) and (10), we have 
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3.3   Algorithm 

For simplicity, set: 
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Theorem 2 provides an alternative way to reduce the objective function value. From 
Equation (7), we know that minimizing ),( txD  for a single instance x could reduce 

the objective function Qi for the ith task. The following theorem 3 will show that the 
global objective function Q would also monotonically decrease.  

Let r
iX  and s

iX  be the train set and the test set for task i respectively. Let 
s
i

r
ii XXX ∪=  be the data set for task i. Based on theorem 2, a formal description of 

the framework is given in Algorithm 1. In each iteration, the algorithm keeps the pre-
diction labels for train set unchanged since their true labels are already known, while 
choosing the best category T for each data instance x in the test set to minimize the 
function ),( txD . Thus we have: 

s
i

k
i

t

k
i XxtxDxh ∈∀=+ ),(minarg)( )()1( .    (12) 

As we have discussed above, this process is able to decrease the global objective 
function.  

Algorithm 1. The IBMTL Algorithm 

Input: n learning tasks, ),,1(),,( niTYX iii = ; multiplier β . 

Output: the final hypothesis ),,1(:* niTXh i
r
ii =→ . 

1. Set the count of iteration k=0. Initialize )|()( typ k
i  

based on the train set ),,1( niX r
i = . 

2. Initialize the average conditional distribution 

)|(
)(

typ
k

 based on Equation (2). 
3. do { k++; 

4.      for each learning task, ni ,,1=  do 

5.          for each instance 
s
iXx ∈  do 

6.              ),(minarg)( )1()( txDxh k
i

t

k
i

−=  

7.          end for 

8.         Update )|()( typ k
i  based on the data set 

s
i

r
ii XXX ∪= . 

9.     end for 

10.     Update )|(
)(

typ
k

 based on Equation (2). 
11.     Set COUNT = the number of instances needed to adjust 

label. 
12. } while (COUNT != 0) 

13. Return the final hypothesis ),,1(:)( niTXh i
r
i

k
i =→ . 
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3.4   Convergence 

Since algorithm 1 is iterative, it is necessary to discuss its property of convergence. The 
following theorem shows that the global objective function in algorithm 1 monotoni-
cally decreases, which establishes that the algorithm converges eventually. Note that, 
although the algorithm is able to minimize the objective function value, it is only able to 
find a locally minimal one. Finding the global optimal solution is NP-hard.  

Theorem 3. The global objective function monotonically decreases in each iteration of 
Algorithm 1. 
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4   Experimental Evaluation 

In order to know how well IBMTL works, the detailed experiments are performed. In 
our experiments, we compare the IBMTL algorithm with TrAdaBoost (Dai et al., 2007) 
which extends AdaBoost for transfer learning. TrAdaBoost allows users to utilize a 
small amount of newly labeled data to leverage the old data to construct a high-quality 
classification model for the new data. The basic idea of TrAdaBoost is to select the 
most useful diff-distribution instances as additional training data for predicting the 
labels of same-distribution techniques. To fit our multi-task learning scenario, in 
TrAdaBoost, the data set for the main task is regarded as the same-distribution data and 
all the train set for the other tasks is regarded as the diff-distribution data. 

For implementation details, we use SVM classifier as the basic learners in TrAd 
aBoost. The maximum number of iterations is set to 50. In each iteration we sampled 30 
percent of the instances to build the classifier. In IBMTL, we set β=0.2 manually. The 
performance in error rate was the average of 10 repeats by random. 

4.1   Email Spam-Filtering Data Set 

This dataset is provided by the 2006 ECML/PKDD discovery challenge. The task is to 
deal with personalized spam-filtering and generalization across related learning tasks. 
The challenge is that the distributions of emails for different users are different. There 
are 15 inboxes from different users. Each inboxes includes 400 emails.  

The emails are in a bag-of-words vector space representation. Attributes are the term 
frequencies of the words. We removed words with less than four counts in the data set 
resulting in a dictionary size of about 150,000 words. The data set files are in the sparse 
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data format used by SVMlight. Each line represents one email, the first token in each 
line is the class label (spam or non-spam). The tokens following the label information 
are pairs of word IDs and term frequencies in ascending order of the word IDs. 

We included a standard feature selection mechanism, where for each dataset we 
selected the 2000 words with the highest contribution to the mutual information be-
tween the words and the documents. More formally stated, for each dataset, we sorted 
all words by, 

∑
∈

≡
Xx xp

yxp
yxpypyI

)(

)|(
log)|()()( , 

and selected the top 2000. 
The error rate was used to evaluate the classification performance of different  

algorithms. To observe the impact of the number of tasks on the performance, we 
randomly select n (=3, 6, 10) tasks from 15 tasks to conduct the experiments. The 
experimental results were shown in from figure 2 to figure 4. The x-axis represents the 
ratio of test data to data set. The y-axis represents the classification error rate. The ratio 
of test data to the data set is gradually increases from 0.5 to 0.98. The error rate was 
average over all the test data of the n tasks. All the three figures show that IBMTL 
significantly outperform TrAdaBoost. It demonstrates that the Kullback Leibler  

divergence, ))|(||)|(( typtypD i , is an appropriate function to measure the simi-

larity between the multiple task. By learning the classifiers in parallel under a unified 
representation, the transferability of expertise between tasks is exploited to the benefit 
of all. This expertise transfer is particularly important when we are provided with only 
a limited amount of training data for learning each classifier. By exploiting data from 
related tasks, the training data for each task is strengthened and the generalization of the 
resulting classifier-estimation algorithm is improved. 

4.2   Sentiment Classification Data Set 

This data set (John et al., 2007) contains product reviews downloaded from Ama-
zon.com from 4 product types (domains): Kitchen, Books, DVDs, and Electronics. 
Each domain has several thousand reviews, but the exact number varies by domain. 
Reviews contain star ratings (1 to 5 stars). Reviews with rating > 3 were labeled posi-
tive, those with rating < 3 were labeled negative. After this conversion, each domain 
has 1000 positive and 1000 negative examples. 

The task is to automatically classify the reviews on a product into positive and 
negative. The challenge is that the distributions of review-data among different types of 
products can be very different.  

Our pre-processing included lowering the upper case characters and ignoring all 
words that contained digits or non alpha-numeric characters. We removed words with 
less than four counts in the data set. The feature selection process is the same as what 
we have done for the spam data set. 

The experimental results were shown in from figure 5. The ratio of test data to the 
data set is gradually increases from 0.2 to 0.95. Figure 5 also shows that IBMTL gain 
the better generalization than that of TrAdaBoost. 
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Since our algorithm is an iterative algorithm, an important issue for IBMTL is the 
convergence property. Theorem 3 has already proven the convergence of IBMTL 
theoretically. The experimental results show that IBMTL always achieves almost con-
vergence points within 20 iterations. This indicates that IBMTL converges very fast. 
We believe that 20 iterations is empirically enough for IBMTL. 
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Fig. 2. Error rate curves on Spam (n=3) Fig. 3. Error rate curves on Spam (n=6) 
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Fig. 4. Error rate curves on Spam (n=10) Fig. 5. Error rate curves on Sentiment 

5   Conclusions and Future Work 

An information-theoretic approach for multi-task learning is presented in this paper. 
Multi-task learning can mine the hidden relation between tasks. Based on the sharing 
structure multi-task learning can achieve efficient knowledge-sharing between tasks. 
The experiments also demonstrate that multi-task learning often help to improve  
performance especially when the data is limited and multiple relative tasks exists.  

However, multi-task learning would hurt the performance when the tasks are too 
dissimilar. An idea multi-task learning algorithm should be able to measure the extent 
of relatedness between tasks and automatically identify similarities between tasks and 
only allow similar task to share information. The Kullback Leibler divergence is used 
to measure the similarity between the multiple tasks. Thus, it would help to select the 
good tasks. As part of ongoing work we are exploring the boundary between positive 
transfer and negative transfer and learning how to pick out good tasks from noisy tasks. 
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Abstract. New event detection (NED) involves monitoring one or multiple 
news streams to detect the stories that report on new events. With the 
overwhelming volume of news available today, NED has become a challenging 
task. In this paper, we proposed a new NED model based on incremental 
PLSA(IPLSA), and it can handle new document arriving in a stream and update 
parameters with less time complexity. Moreover, to avoid the limitation of TF-
IDF method, a new approach of term reweighting is proposed. By dynamically 
exploiting importance of documents in discrimination of terms and documents’ 
topic information, this approach is more accurate. Experimental results on 
Linguistic Data Consortium (LDC) datasets TDT4 show that the proposed 
model can improve both recall and precision of NED task significantly, 
compared to the baseline system and other existing systems.  

Keywords: New event detection, PLSA, Term reweighting, TDT. 

1   Introduction 

The Topic Detection and Tracking (TDT) program, a DARPA funded initiative, aims 
to develop technologies that search, organize and structure multilingual news-oriented 
textual materials from a variety of sources. A topic is defined as a seminal event or 
activity, along with directly related events and activities [1]. An earthquake at a 
particular place could be an example of a topic. The first story on this topic is the 
story that first carries the report on the earthquakes' occurrence. The other stories that 
make up the topic are those discussing the death toll, the rescue efforts, and the 
commercial impact and so on. In this paper we define New Event Detection (NED), is 
the task of online identification of the earliest story for each topic as soon as that 
report arrives in the sequence of documents.  

NED systems are very useful in situations where novel information needs to be 
ferreted out from a mass of rapidly growing data. Examples of real-life scenarios are 
financial markets, news analyses, intelligence gathering etc [2]. In the other side, NED 
is an open challenge in text mining. It has been recognized as the most difficult task in 
the research area of TDT. A performance upper-bound analysis by Allan et al. [3] 
provided a probabilistic justification for the observed performance degradation in NED 
compared to event tracking, and suggested that new approaches must be explored in 
order to significantly enhance the current performance level achieved in NED. 
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Generally speaking, NED is difficult for several reasons: First, has to be done in an 
online fashion, which imposes constraints on both strategy and efficiency. Second, 
similar to other problems in text mining, we have to deal with a high-dimensional 
space with tens of thousands of features. And finally, the number of topics can be as 
large as thousands as in newswire data. 

In this paper we reduce the dependence on TF-IDF weighting by exploiting new 
approaches, which exploits latent analysis of stories and reweighs terms based on 
other information of documents and terms. We also use the age character of story to 
detect new event. Experiments show that this approach can improve recall and 
precision of NED greatly, and it can also identify new stories or old stories as well.  

2   Relate Works 

In currently NED systems, there are mainly two methods to compare news story on 
hand with previous topic. First, each news story is compared to all the previous 
received stories. Papka et al. proposed Single-Pass clustering on NED [11]. The other 
method organizes previous stories into clusters which correspond to topics, and new 
story is compared to the previous clusters instead of stories. Lam et al build up 
previous query representations of story clusters, each of which corresponds to a topic 
[12]. In this manner comparisons happen between stories and clusters, and concept 
terms besides named entities of a story are derived from statistical context analysis on 
a separate concept database. Nevertheless, it has been proved that this manner is less 
accurate [5, 6].  

Recent years, most work focus on proposing better methods on comparison of 
stories and document representation. Stokes et al. [14] utilized a combination of 
evidence from two distinct representations of a document’s content. A marginal 
increase in effectiveness was achieved when the combined representation was used. In 
paper [15], a ONED framework is proposed. It combines indexing and compression 
methods to improve the document processing rate by orders of magnitude. 

However, none of the systems have considered that terms of different types (e.g. 
Noun, Verb or Person name) have different effects for different classes of stories. 
Some efforts have been done on how to utilize named entities to improve 
NED[7,8,9,10]. Yang et al. gave location named entities four times weight than other 
terms and named entities [7]. DOREMI research group combined semantic similarities 
of person names, location names and time together with textual similarity [8,9]. UMass 
[10] research group split document representation into two parts: named entities and 
non-named entities. Paper [4] assumes that every news story is characterized by a set 
of named entities and a set of terms that discuss the topic of the story. It is assumed 
that a new story can at most share one of either the named entity terms or the topic 
terms with a single story. Further, these two stories must themselves be on different 
topics. Named entities are also used in other researches [17,18]. 

There are other methods that use indexing-tree or probabilistic model to improve 
NED. In paper [16] a new NED model is proposed to speed up the NED task by using 
news indexing-tree dynamically. Probabilistic models for online clustering of 
documents, with a mechanism for handling creation of new clusters have been 
developed. Each cluster was assumed to correspond to a topic. Experimental results 
did not show any improvement over baseline systems [19]. 
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In practice, it is not possible to determine the true optimal threshold, because there is no 
knowledge about incoming and future news documents. Thus, to preserve the high 
performance for nonoptimal thresholds, an event analysis algorithm has to be resilient. In 
this paper we use IPLSA to exploit the latent analysis between stories, and it can 
reduce the dependence on optimal threshold because it can identify new story or old 
story more accurately. By using incremental approach, IPLSA can reduce the time of 
parameters reestimating greatly. We reduce the dependence of term weight on TF-
IDF by introducing another term weighting algorithm, which exploit the 
discrimination of documents and topics in terms’ weight. 

3   PLSA Methods and Existing Incremental PLSA Methods 

The Probabilistic Latent Semantic Analysis (PLSA) model incorporates higher level 
latent concepts or semantics to smooth the weights of terms in documents [20]. The 
latent semantic variables can be viewed as intermediate concepts or topics placed 
between documents and terms. Meanwhile, the associations between documents, 
concepts, and terms are represented as conditional probabilities and are estimated by 
the EM algorithm, an iterative technique that converges to a maximum likelihood 
estimator under incomplete data [21]. After the PLSA parameters have been 
estimated, the similarities between new documents (called query documents in [20]) 
and existing documents can be calculated by using the smoothed term vectors. The 
PLSA algorithm, which can be used in text classification and information retrieval 
applications [22], achieves better results than traditional VSM methods [20].  

3.1   PLSA Model 

PLSA is a statistical latent class model that has been found to provide better results 
than LSA for term matching in retrieval applications. In PLSA, the conditional 
probability between documents d and words w is modeled through a latent variable z, 
which can be loosely thought of as a class or topic. A PLSA model is parameterized by 
P(w|z) and P(z|d) , and the words may belong to more than one class and a document 
may discuss more than one “topic”. It is assumed that the distribution of words given a 
class, P(w|z) is conditionally independent of the document, i.e., P(w|z, d) = P(w|z). 
Thus the joint probability of a document d and a word w is represented as: 

( , ) ( ) ( | ) ( | )
z

P w d P d P w z P z d= ∑   
(1)

The parameters of a PLSA model, P(w|z)an d P(z|d), are estimated using the 
iterative Expectation-Maximization (EM)algorit hm to fit a training corpus D by 
maximizing the log-likelihood function L: 

( , ) log ( , )
d D w d

L f d w P d w
∈ ∈

= ∑∑  
(2)

Where f(d,w)is the frequency of word w in document d [11]. Starting from random 
initial values, the EM procedure iterates between 1)the E-step, where the probability 
that a word w in a particular document d is explained by the class corresponding to z 
is estimated as: 
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and 2)t he M-step, where parameters P(w|z)an d P(z|d)are re-estimated to maximize L: 
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Although PLSA has been successfully developed, there are two main 
shortcomings. First, the PLSA model is estimated only for those documents appearing 
in the training set. PLSA was shown to be a special variant of LDA with a uniform 
Dirichlet prior in a maximum a posteriori model [23]. Secondly, PLSA lacks the 
incremental ability, i.e. it cannot handle new data arriving in a stream.  

To handle streaming data, a naive approach is that it can re-train the model using 
both existing training data and new data. However, it is apparently not efficiently since 
it is very computationally expensive. What is more, for some practical applications, 
this is infeasible since the system needs real-time online update. Therefore, we need a 
fast incremental algorithm without compromising NED performance. 

3.2   Existing PLSA Incremental Methods 

There are some existing works on incremental learning of PLSA. Paper [24] provided 
a simple update scheme called Fold-In. The main idea is to update the P(z|d) part of 
the model while keeping P(w|z) fixed. However, P(w|z) can change significantly 
during EM iteration and affect P(z|d) as well. Thus, the result of Fold-In might be 
biased.  

Tzu-Chuan Chou et al [25] proposed Incremental PLSA (IPLSA), a complete 
Bayesian solution aiming to address the problem of online event detection. For the 
time complexity, the algorithm needs O(niter (nnd +nod) (nnw + now) K) operations to 
converge whenever there are new documents added, where nnd is the number of new 
documents, and nod is the number of old documents, and nnw is the number of new 
words and now is the number of old words, and K is the number of latent topics, and 
niter is the number of iterations. Note that the computational complexity is the same 
as that of the batched PLSA algorithm, although less EM iterations are needed. In the 
other paper, Chien and Wu proposed another PLSA incremental learning algorithm 
named MAP-PLSA [26], and the complexity is also great.  

4   A Novel Incremental PLSA Model with Time Window 

There are some issues should be considered for the incremental task in NED systems: 

 Word-topic and document-topic probabilities for new documents. 
 Efficiency of parameters updating. 
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In order to address the above problems a novel incremental PLSA learning 
algorithm and a new term weighting algorithm are proposed. When a new document 
arrives, the probability of a latent topic given the document P(z|d) is updated 
accordingly, and so does the probability of words given a topic, P(w|z) [27]. The 
formulae for incremental update are as follows: 

 E-step 

( ) ( )
( )

( ) ( )

'

( | ) ( | )
( | , )

( ' | ) ( | ')

n n
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n n
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 M-step 

( )
( )

( )

' '

( , ) ( | , )
( | )

( , ') ( ' | , ')

n
n w

n

z w

n q w P z q w
P z q

n q w P z q w

×
=

×
∑

∑ ∑
 (7)

( ) ( 1)
( )

( ) ( 1)

' "

( , ) ( | , ) ( | )
( | )

( , ') ( | , ') ( " | )

n n

n d
n n

d w w

n d w P z d w P w z
P w z

n d w P z d w P w z

α
α

−

−

× + ×
=

× + ×
∑

∑ ∑ ∑
 (8)

Where the superscript (n − 1) denotes the old model parameters and (n) for the new 
ones, w′∈d and w″∈W are words in this document and all other words in the 
dictionary, respectively. The values of α are hyper-parameters that manually selected 
based on empirical results. The time complexity of this algorithm is O(niter ·nnd 
·||nnd||·K), where niter is the number of iterations, nnd is the number of new documents, 
||nnd|| is the average number of words in these documents and K is the number of 
latent topic z. 

When the PLSI algorithm is used in calculation of similarity between any two 
documents, a document d is represented by a smoothed version of the term vector 
(P(w1|d),P(w2|d),P(w3|d)….), where 

( | ) ( | ) ( | )
z Z

P w d P w z P z d
∈

=∑
 

(9)

Then, after weighting by the IDF, the similarity between any two documents can 
be calculated by the following cosine function: 

1 2
1 2

1 2

( , )
| | | |

d d
sim d d

d d

→ →
→ →

→ →

•=
× . 

(10)

Where 

1 1 2 2( ( | ) , ( | ) ,....)d P w d we P w d we
→

= × ×  
(11)

Where wei is the weighting of wi. In our approach the weightings of named entities 
are different to topic terms (terms in the document not identified as named entities). 
Because different types of entities have different effect to NED, for example, to 
distinguish stories about earthquakes in two different places, the named entities may 
play import roles. 
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As for IPLSA model, the number of documents to be processed affects the time 
complexity greatly. We can decrease the time complexity by reducing the number of 
documents to be processed. The rationale behind our approach is that some stories 
belonging to the same topic are very similar, and we can combine them to be one 
story. Then the weights of terms in the new story are updated accordingly. But how 
do we combine two stories to be one story. In the approach, if the similarity between 
two stories is greater than 2*θ(θ is the threshold value that determine whether a story 
is the first story of an event), then the two stories are combined. 

In the online NED, events have “aging” nature, and an old inactive event less likely 
attracts new stories than recently active events. Therefore, temporal relations of 
stories can be exploited to improve NED. Using a lookup window is a popular way of 
limiting the time frame that an incoming story can relate to. An example of a window-
based NED system is shown in Fig.1. In each advance of the window, which can be 
measured in time units or by a certain number of stories, the system discards old 
stories and fold in new ones. 

time 

Old window 

New window 

discarding Folding-in

 
Fig. 1. The discarding and folding-in of a window 

In our approach, when a story is labeled as a first story of an event, the widow 
advances and the EM algorithm reestimates all the parameters of the PLSA algorithm. 
Because we always hold stories in the window, so the number of story is not increase 
with time advance. As a result, the time complexity doesn’t increase along with time 
advancing. The similarity between two documents in the same time window is 
modified by substituting (21) as follows, where T(d) is the time stamp of document d: 

1 2
1 2 1

2
1 21 2

1
( , ) *

| | | || ( ) ( ) |
1

d d
sim d d

d dT d T d

window size

→ →
→ →
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•=
×⎛ ⎞−+ ⎜ ⎟

⎝ ⎠  

(12)

The similarity between a new document and an event is defined as the maximum 
similarity between the new document and documents previously clustered into the 
event. A document is deemed the first story of a new event if its similarity with all the 
events in the current window is below a predetermined threshold θ; otherwise, it is 
assigned to the event that is the most similar. 

5   Term Reweighting 

We use χ2 statistic to compute correlations between terms and topics, and use it to 
select features form documents. For each document, we only keep the top-K terms 
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with the largest χ 2 values rather than all the terms. Here K is a predetermined percent 
constant. Only the top-K terms are used to compute the similarity values of document 
pairs. Reducing the number of saved terms can reduce the time complexity of 
incremental PLSA model greatly. 

TF-IDF has be the most prevalent terms weighting method in information retrieval 
systems. The basic idea of TF-IDF is that the fewer documents a term appears in, the 
more important the term is in discrimination of documents. However, the TF-IDF 
method can’t weight terms of following classes properly: 

 Terms that occurs frequently within a news category. 
 Terms that occurs frequently in a topic, and infrequently in other topics. 
 Terms with low document frequency, and appear in different topics. 

Besides, this method rarely considers the importance of document weight. In fact, 
documents are also important in discrimination of terms. The main assumption behind 
document weighting is as following: the more information a document gives to terms 
the more effect it gives to latent variable, and the less information a document gives 
to terms the less effect it gives to latent variable.  

To address above problems, we propose that term weight is constituted of 
following parts.  

( , ) ( , ) ( ) ( ) ( )W i j LT i j GT i GD j KD i= × × ×  (13)

The notation used in the follow equations is defined as: 

tfij: the frequency of term i in document j 
dfi: the number of documents that contain term i. 
dfci: the number of documents containing term i within cluster c. 
gfi: the frequency of term i in document collection. 
sgf: the sum frequency of all terms in document collection. 
Nc: the number of documents in cluster c. 
Nt: the total number of documents in collection. 

We replace the TF in TF-IDF with following: 

log( 1)
( , )

log 1
ij

j

tf
LT i j

dl

+
=

+
 (14)

Entropy theory is used to set GT(i) and GD( j), and it replaces IDF with following: 

( ) ( | ) ( | )
( ) 1
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GT i
H d H d
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(15)

( | ) ( | ) log ( | )iH d t p j i p j i= −∑      (16)

( | ) ij

i
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p j i
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=

      ( ) log( )tH d N=  
(17)

GD(j) is defined as following, and it mainly computer the importance of document 
to terms: 
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KD(i) is used to enhance weight of term that occurs frequently in a topic, and 
infrequently in other topics, and it is defined as following: 

( ) ( || )ci tiKD i KL P P=  (21)
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6   Evaluation 

In the evaluation, we used the standard corpora TDT-4 from the NIST TDT corpora. 
Only English documents tagged as definitely news topics (that is, tagged YES) were 
chosen for evaluation. 

6.1   Performance Metrics 

We follow the performance measurements defined in [19]. An event analysis system 
may generate any number of clusters, but only the clusters that best match the labeled 
topics are used for evaluation.  

Table 1. A Cluster-Topic Contingency Table 

 In topic Not in topic 

In cluster a b 
Not in cluster c d 

 
Table 1 illustrates a 2-2 contingency table for a cluster-topic pair, where a, b, c, and 

d represent the numbers of documents in the four cases. Four singleton evaluation 
measures, Recall, Precision, Miss, and False Alarm, and F1, are defined as follows: 

 Recall =a/(a+c)  if (a+c) > 0; otherwise, it is undefined. 
 Precision=a/(a+b)  if (a+b) > 0; otherwise, it is undefined. 
 Miss =c/(a+c)  if (a+c) > 0; otherwise, it is undefined. 
 False Alarm=b/(b+d)  if (b+d) > 0; otherwise, it is undefined. 
 F1= 2 *Recall *Precision/(Recall+ Precision). 

To test the approaches proposed in the model, we implemented and tested three 
systems: 
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System 1 (SS), in which the story on hand is compared to each story received 
previously, and use the highest similarity to determine whether current story is about 
a new event. 

System 2 (SC), in which the story on hand is compared to all previous clusters each 
of which representing a topic, and the highest similarity is used for final decision for 
current story. If the highest similarity exceeds threshold θ, then it is an old story, and 
put it into the most similar cluster; otherwise it is a new story and creates a new cluster. 

System 3 (IPLSA), implemented based on IPLSA proposed in section 4, and terms 
are reweighted according to section 5, and 40 latent variable z is used in this system. 

6.2   Evaluation Base Performance and Story Indentation 

In the first experiment we test the recall, precision, miss and F1 of these three 
systems. Figure 2 summarizes the results of Systems based on CS, SS and IPLSA. All 
these systems conducted multiple runs with different parameter settings; here we 
present the best result for each system with respect to the F1 measure. As shown, the 
results of the evaluations demonstrate that the proposed IPLSI algorithm outperforms 
the SS, CS model greatly. 

Table 2. New event detection results 

 CS SS IPLSA 
Recall(%) 62 70 88 

Precision(%) 57 68 85 
Miss(%) 38 30 12 

False Alarm(%) 0.162 0.160 0.157 
F1 0.59 0.68 0.86 

 
In the second experiment, we mainly test the scores distribution of new stories and 

old stories. The main goal of our effort was to come up with a way to correctly identify 
new stories. In practice, it is not possible to determine the true optimal threshold, 
because there is no knowledge about incoming and future news documents. Thus, to 
preserve the high performance for nonoptimal thresholds, an event analysis algorithm 
has to be resilient. This is means that concentration of new story scores and old story 
scores in the low level and high level respectively can make a good identification of 
new event. To understand what we had actually achieved by using the proposed model, 
we studied the distribution of the confidence scores assigned to new and old stories for 
the three systems for the TDT4 collection (Figures 1 and 2 respectively). 

In figure 3, we observe that the scores for a small fraction of new stories that were 
initially missed (between scores 0.8 and 1) are decreased by the system based on 
proposed model and a small fraction (between scores 0.1 and 0.3) is increased by a 
large amount. As to the old story scores, there is also a major impact of using IPLSA 
based system. In figure 4, we observe that the scores of a significant number of old 
stories (between scores 0.2 and 0.4) have been decreased. This had the effect of 
increasing the score difference between old and new stories, and hence improved new 
event identification by the minimum cost. 
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Fig. 3. Distribution of new story scores for the SS, CS IPLSA based model systems 
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Fig. 4. Distribution of old story scores for the SS, CS IPLSA based model systems 

7   Conclusion 

We have shown the applicability of IPLSA techniques to solve the NED problem. 
Significant improvements were made over the ‘SS’ and ‘SC’ systems on the corpora 
tested on. We also have presented a new algorithm of term weighting. This algorithm 
adjusts term weights based on term distributions between the whole corpus and a 
cluster story set, and it also uses document information and entropy theory. Our 
experimental results on TDT4 datasets show that the algorithm contributes 
significantly to improvement in accuracy. NED requires not only detection and 
reporting of new events, but also suppression of stories that report old events. From 
the study of the distributions of scores assigned to stories by the ‘SS’, ‘SC’ and 
IPLSA model systems, we can also see that IPLSA model can do a better job of 
detecting old stories (reducing false alarms). Thus it can be believed that attacking the 
problem as “old story detection” might be a better and more fruitful approach. 
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Abstract. Although the TF -IDF weighted frequency matrix (vector
space model) has been widely studied and used in document cluster-
ing or document categorisation, there has been no attempt to extend
this application to relational data that contain one-to-many associations
between records. This paper explains the rationale for using TF -IDF
(term frequency inverse document frequency), a technique for weighting
data attributes, borrowed from Information Retrieval theory, to sum-
marise datasets stored in a multi-relational setting with one-to-many
relationships. A novel data summarisation algorithm based on TF -IDF
is introduced, which is referred to as Dynamic Aggregation of Relational
Attributes (DARA). The DARA algorithm applies clustering techniques
in order to summarise these datasets. The experimental results show that
using the DARA algorithm finds solutions with much greater accuracy.

Keywords: Vector Space Model, Information Retrieval, Clustering,
Data Summarization, Knowledge Discovery.

1 Introduction

Structured data such as data stored in a relational database that have one-to-
many relationships between records stored in the target and non-target tables
can be transformed into a single table. This process is known as propositional-
isation [10]. Another model that can be used to represent individual object is
vector space model [14]. Vector space model (or term vector model) is an al-
gebraic model for representing text documents (and any objects, in general) as
vectors of identifiers. Although the vector space model has been widely studied
and used in document clustering or document categorisation, there has been no
attempt to extend this application to relational data that contain one-to-many
associations between records.

In this paper, we propose a data summarisation approach to summarise data
stored in non-target tables by clustering them into groups. In order to assist
the clustering process, a technique borrowed from information retrieval theory
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has been used to construct vectors of patterns that represent records stored
in non-target tables. The approach is based on the idea that, for each unique
record stored in non-target tables, there is a vector of patterns that represents
this record. With this representation of data, it is possible to compare records in
order to cluster them. Thus, clustering can then be applied to summarise data
stored in a relational database following the principles of information retrieval
theory [16].

In a relational database, records stored in a target table are associated with
one or more records stored in a non-target table. The one-to-many relation-
ship that exists between these records makes the vector space model suitable to
represent data stored in multiple tables. For instance, an analogy of the repre-
sentation of data for text documents and the representation of data for relational
data with one-to-many relations in the form of a vector space model, for the pur-
pose of summarisation, can be illustrated through the properties outlined below.
With the assumption that the target table T in relational databases has one-to-
many relationships with the non-target tables NT , the following analogies can
be made:

1. word is to the representation of data for text documents as instance of fea-
tures is to the representation of data for datasets stored in a non-target table
with one-to-many relations.

2. document is to the representation of data for text documents as individual
record is to the representation of data for datasets stored in a non-target
table with one-to-many relations.

3. collection of documents is to the representation of data for text documents
as the target table is to the representation of data for datasets stored in a
relational database.

Since the representation of data for text documents can be represented as
vectors of terms, in our implementation, the Dynamic Aggregation of Relational
Attributes (DARA) system adopts the vector space model to represent data
stored in multiple tables with one-to-many relations.

Section II introduces the framework of our data summarisation approach,
DARA. The data summarisation method employs the TF -IDF weighted fre-
quency matrix [14] to represent the relational data model, where the representa-
tion of data stored in multiple tables will be analysed and it will be transformed
into data representation in a vector space model. Then, section III describes the
DARA algorithm, which summarises structured data stored in a multi-relational
setting, in more detail. Section IV describes the experimental design to demon-
strate that the data summarisation method using the proposed DARA algo-
rithm can improve the classification task for data stored in multiple tables with
one-to-many relations. The performance accuracy of the J48 classifier for the
classification tasks using these summarised data will be presented and finally,
this paper is concluded in section V.
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2 The Data Summarization Algorithm

This section defines the framework of the data summarisation algorithm. This
algorithm, as shown in Table 1, is based on the concepts of clustering and ag-
gregation. The recursive function ALGORITHM1 : SUMMARISE accepts 4
input parameters 〈S, RDB, TT , LTT 〉, where S is the schema of the database,
RDB is the relational database, TT is the target table and LTT is the list of
tables visited. The schema of the database provides information on tables that
can be linked to the target table through primary and foreign keys. As a result
of the application of the algorithm, the target table will receive the additional
fields that represent the result of data summarisation, Sdi from the non-target
tables, TNTi (Line 10 in Table 1). The list of visited tables, LTT , is used to handle
a situation when we have a serial relationship of non-target tables with cycles.

The data summarisation algorithm first propagates the unique identifier label
of each individual, stored in the target table TT , to the other, non-target, tables
TNT in a relational database (Line 04 in Table 1). By doing this, all tables can be
virtually joined to relate records stored in the target table with records stored in
the non-target tables. For each non-target table TNT that can be associated with
the target table TT , it then checks if the non-target table TNT has a one-to-many
relationship with another non-target table. If this is the case, recursive function
SUMMARISE is called again and this non-target table becomes the target ta-
ble inserted, as one of the parameters, into the recursive SUMMARISE func-
tion (Line 07 in Table 1). The calling of the recursive SUMMARISE function
stops when there is no other unvisited non-target tables that can be linked to
the current non-target table. It will then perform the data summarisation using
the operation called DARA to summarise each non-target relation based on the
unique identifier label of each individual, I. The summarised data, Sdi , obtained
from each non-target table TNTi is gathered and a new field is appended to TT

that corresponds to the new summarised data Sdi (UTT ←− TT join Sdi) to
represent the result of the newly summarised data.

The ALGORITHM2 : DARA, shown in Table 1, accepts two input param-
eters, a non-target table TNT and a foreign key FKey of TNT that is associated
with the primary key of the target table TT . The DARA algorithm transforms
the representation of the data stored in the non-target table from a relational
model to a vector space model. The DARA algorithm performs two main tasks
to prepare the data for the transformation process. The two tasks in question are
data discretisation and feature construction. Next, the DARA algorithm trans-
forms the representation of each individual record stored in the non-target table
TNT into a vector of patterns, Ifeature−vector ←− Ione−to−many. Each trans-
formed record will be used to form the (n × p) TF -IDF weighted frequency
matrix [13] to represent n records with p patterns. The notation Vf ←− Vf ∪
Ifeature−vector in the algorithm performs this task. After the representation of the
data has been changed to a vector space format, these records are clustered, Sd

←− cluster(Vf ), as a means of summarising the records stored in the non-target
table TNT . The summarised data Sd is then returned to the SUMMARISE
function. The DARA algorithm that transforms the data representation of the
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Table 1. Dynamic Aggregation of Relational Attributes (DARA) Algorithm

ALGORITHM 1: SUMMARISE(S, RDB, TT , LTT
)

INPUT: S: Database Schema, RDB: Database, TT : Target Table, LTT
: List of TT visited

OUTPUT: UTT : Updated Target Table

01) LTT
← LTT

∪ TT

02) Find all n non-target tables TNTi
related to TT

03) FOR each TNTi
in RDB related to TT , TNTi

�= TT and i ≤ n

04) Propagate identifier labels for all target records I in TT to TNTi

05) FOR each TNTi
in RDB related to TT , TNTi

�= TT and i ≤ n

06) IF TNTi
has further relationship with TNTk

, i �= k and TNTk
/∈ LTT

07) TNTi
= SUMMARISE(S, RDB, TNTi

, LTT
)

08) Find FKeyi
; FKey is the foreign key in TNTi

09) Sdi
←− DARA(TNTi

, FKeyi
)

10) UTT ←− TT join Sdi

11) RETURN UTT

ALGORITHM 2: DARA(TNT , FKey)

INPUT: TNT : Non-target Table (TNT �= TT ), FKey . OUTPUT: Sd: Summarised data

12) Vf ←− ∅ ; Initialise feature vector matrix, Vf

13) Sd ←− ∅ ; Initialise summarised data, Sd

14) prepare-data(TNT ) ; Discretisation and feature construction

15) FOR a set of records that uses FKey representing I in TNT

16) Ifeature−vector ←− Ione−to−many ;

17) Vf ←− Vf ∪ Ifeature−vector

18) RETURN Sd ←− cluster(Vf)

data stored in the non-target table TNTi is explained in greater detail in the next
subsection.

3 Dynamic Aggregation of Relational Attributes (DARA)

There are three main stages in the proposed data summarisation approach: data
preparation, data transformation and data clustering.

3.1 Data Preparation Stage

The DARA algorithm performs two types of data preparation process, that
include features discretisation and features construction [8,7] processes. Dis-
cretisation is a process of transforming continuous-valued features to nominal.
Alfred and Kazakov have discussed the discretisation methods for continuous
attributes in a multi-relational setting in greater detail [3]. Alfred has also dis-
cussed how feature construction affects the performance of the proposed DARA
method in summarising data stored in a multi-relational setting with one-to-
many relations [1].
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3.2 Data Transformation Stage

At this stage, the representation of data stored in a relational database is changed
to a vector space data representation.

Data Transformation Process
In a relational database, a single record, Ri, stored in the target table can be
associated with other records stored in the non-target table. Let R denote a
set of m records stored in the target table and let S denote a set of n records
(T1, T2, T3, ..., Tn), stored in the non-target table. Let Si be a subset of S, Si ⊆
S, associated through a foreign key with a single record Ra stored in the target
table, where Ra ∈ R. Thus, the association of these records can be described as
Ra ←− Si. In this case, we have a single record stored in the target table that
is associated with multiple records stored in the non-target table. The records
stored in the non-target table that correspond to a particular record stored in
the target table can be represented as vectors of patterns. As a result, based on
the vector space model [13], a unique record stored in non-target table can be
represented as a vector of patterns. In other words, a particular record stored in
the target table that is related to several records stored in the non-target table
can be represented as a bag of patterns, i.e., by the patterns it contains and their
frequency, regardless of their order. The bag of patterns is defined as follows:

Definition 3.1. In a bag of patterns representation, each target record stored
in the non-target table is represented by the set of its pattern and the pattern
frequencies.

The process of encoding these patterns into binary numbers depends on the
number of attributes that exist in the non-target table. For example, there are
two different cases when encoding patterns for the data stored in the non-target
table. In the first case (case I), a non-target table may have a single attribute. In
this case, the DARA algorithm transforms the representation of the data stored
in a relational database without constructing any new feature to build the (n×p)
TF -IDF weighted frequency matrix, as only one attribute exists in the non-
target table. In the other case (case II), it is assumed that there is more than
one attribute that describes the contents of the non-target table associated with
the target table. The DARA algorithm may construct new features [2], which
results in more riched representation of each target record in the non-target
table. All continuous values of the attributes are discretised and the number
of bins is taken as the cardinality of the attribute domain. After encoding the
patterns as binary numbers, the algorithm determines a subset of the attributes
to be used to construct a new feature.

Data Representation in a Vector Space Model
In this subsection, we describe the representation of data for records stored in
multiple tables with one-to-many relations. Let DB be a database consisting
of n records. Let P := P1,...,Pm be the set of different patterns existing for
the ith target record Oi in DB and let each target record Oi has zero or more



414 R. Alfred

occurrences of each pattern Pi, such that |Pi| ≥ 0, where i = 1, ..., m. Each target
record Oi ∈ DB, where i = 1, ..., n can be described by maximally m different
patterns where each pattern having its frequency,

Oi := P1(Oi) : |P1(Oi)| : |Ob(P1)|, ..., Pm(Oi) : |Pm(Oi)| : |Ob(Pm)| (1)

where Pj(Oi) represents the jth pattern of the ith target record and |Pj(Oi)|
represents the frequency of the jth pattern of the ith target record, and finally
|Ob(Pj)| represents the number of target records exist in the data that have the
jth pattern. If all different patterns exist for Oi, then the total different patterns
for Oi is |Oi| = m else |Oi| < m. In the DARA approach, the vector-space model
[13] is applied to represent each target record. In this model, each target record
Oi is considered as a vector in the pattern-space. In particular, the TF -IDF
weighted frequency matrix borrowed from [13] is employed, in which each target
record Oi, i = 1, ..., n can be represented as(

rf1 · log2

(
n

of1

)
, ..., rfm · log2

(
n

ofm

))
(2)

where rfj is the frequency of the jth pattern in the target record, ofj is the
number of target records that contain the jth pattern and n is the number of
target records.

3.3 Data Clustering Stage

After transforming the dataset, the newly transformed data (in the form of
vector space model) is taken as an input to a clustering algorithm. The idea of
this approach is to transform the data representation for all target records in a
multi-relational environment into a vector space model and find the similarity
distance measures for all target records in order to cluster them. These target
records are then grouped based on the similarity of their characteristics, taking
into account all possible representations and the frequency of each representation
for all target records.

4 Experiments with Data Summarisation

After summarising the data stored in the non-target tables, the actual data
mining takes place in the modeling phase, based on identified goals and the
assessment of the available data, an appropriate mining algorithm is chosen and
run on the prepared data. In this work, the summarised data are coupled with the
C4.5 classifier (from WEKA) [17], as the induction algorithms that are run on
the DARA’s transformed data representation. Then the effectiveness of the data
transformation with respect to C4.5 is evaluated. The C4.5 learning algorithm
[12] is a top-down method for inducing decision trees. These experiments are
designed to investigate two main factors:
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1. The feasibility of using data summarisation to support the data mining task
(e.g. classification) in a multiple tables environment.

2. The performance of the DARA algorithm compared to other relational data
mining approaches including Progol [15], Tilde [4], Foil [6], RDBC [9], RE-
laggs [11].

These experiments use datasets from the Mutagenesis database (B1, B2,
B3) [15], Financial database (Discovery Challenge PKDD 1999) and Hepati-
tis database (PKDD 2005). Table 2 shows the comparison between the results
obtained in these experiments and the other previously published results on Mu-
tagenesis and Financial datasets, such as Progol [15], Foil [6], T ilde [4], RDBC
[9] and RElaggs [11]. Referring to table 2, the DARA algorithm produces better
results compared to the other approaches on relational data mining.

Table 2. Results Previously Published of Mutagenesis (B1, B2, B3) and Financial
(PKDD 1999) Datasets

Mutagenesis
Setting Financial B1 B2 B3
DARA 93.2 88.8 88.3 88.7

Progol - 76.0 81.0 83.0
Foil 74.0 83.0 75.0 83.0
Tilde 81.3 75.0 75.0 85.0
RDBC - 83.0 84.0 82.0
RElaggs 99.9 86.7 87.8 86.7

In short, some of the findings that can be concluded from these experiments
are outlined as follows: (1) Data summarisation for multiple tables with a high
number of one-to-many relationship is feasible in order to get higher accuracy
estimations. (2) Without considering the class information, the DARA algorithm
produced higher accuracy estimation results compared to the other relational
data mining approaches.

5 Conclusions

This paper introduced the concept of data summarisation that adopts the TF -
IDF weighted frequency matrix concept borrowed from the information retrieval
theory [13] to summarise data stored in relational databases with a high number
of one-to-many relationships among entities, through the use of a clustering tech-
nique. Clustering algorithms can be used to generate summaries based on the
information contained in the datasets that are stored in a multi-relational envi-
ronment. This paper also outlined an algorithm called Dynamic Aggregation of
Relational Attributes (DARA) that transforms the representation of data stored
in relational databases into a vector space format data representation that is suit-
able in clustering operations. By clustering these multi-association occurrences
of an individual record in the multi-relational database, the characteristics of
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records stored in non-target tables are summarised by putting them into groups
that share similar characteristics. In this paper, experimental results show that
using the DARA algorithm finds solutions with much greater accuracy. The
experiments show that data summarisation improves the performance accuracy
of the prediction task. By clustering these records based on the multi-instances
that are related to them, the records can be summarised by putting them into
groups that share similar characteristics.
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Abstract. Recently, privacy issues have becomes important in data
mining, especially when data is horizontally or vertically partitioned.
For the vertically partitioned case, many data mining problems can be
reduced to securely computing the scalar product. Among these prob-
lems, we can mention association rule mining over vertically partitioned
data. Efficiency of a secure scalar product can be measured by the over-
head of communication needed to ensure this security. Several solutions
have been proposed for privacy preserving association rule mining in ver-
tically partitioned data. But the main drawback of these solutions is the
excessive overhead communication needed for ensuring data privacy. In
this paper we propose a new secure scalar product with the aim to reduce
the overhead communication.

1 Introduction

Motivated by the multiple requirements of data sharing, privacy preserving and
knowledge discovery, Privacy Preserving Data Mining (PPDM) has been studied
extensively in data mining community. In many cases, multiple parties may wish
to share aggregate private data, without leaking any sensitive information at
their end. For example, different superstores with sensitive sales data may wish
to coordinate among themselves in knowing aggregate trends without leaking
the trends of their individual stores. This requires secure and cryptographic
protocols for sharing the information across the different parties. The data may
be distributed in two ways across different sites: horizontal partitioning where the
different sites may have different sets of records containing the same attributes;
and vertical partitioning where the different sites may have different attributes
of the same sets of records. For the vertically partitioned case, many primitive
operations such as computing the scalar product can be useful in computing
the results of data mining algorithms. For example, [1] uses the secure scalar
product over the vertical bit representation of itemset inclusion in transactions,
in order to compute the frequency of the corresponding itemsets. This key step
is applied repeatedly within the framework of a roll up procedure of itemset
counting. The efficiency of secure scalar products is important because they can
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generate excessive overhead communication. Several works have been carried
out on privacy preserving association rule mining for vertically partitioned data.
Most of them suffer from communication overhead. We challenge this drawback
by proposing a new secure scalar product protocol that reduce drastically the
communication cost between sites. This feature distinguishes our proposal from
the existing ones.

The remainder of this paper is organized as follows. Section 2 provides the
state-of-the-art in privacy preserving data mining. In Section 3, we present our
proposed approach and we give examples to illustrate the practicability of our
protocol. Evaluation of computation and communication costs of our protocol is
presented in Section 4. Section 5 discusses the security aspect of our proposal.
Section 6 evaluates this work by comparing it with related topics in the privacy
preserving association rule mining community. Finally, Section 7 concludes with
a discussion of the contributions of our proposal and our current research plans.

2 Privacy and Data Mining

The problem of privacy preserving data mining has become more important in
recent years because of the multiple requirements of data sharing, privacy pre-
serving and knowledge discovery. Two main problems are addressed in privacy
preserving data mining: the first one is the protection of sensitive raw data;
the second one is the protection of sensitive knowledge contained in the data,
which is called knowledge hiding in database. We can classify the techniques of
knowledge hiding in database in two groups: approaches based on data modifi-
cation and the approaches based on data reconstruction. The basic idea of data
reconstruction is to modify directly the original database D, to obtain a new
database D′. According to the way of modifying the original database we can
still push classification by distinguishing two families of techniques: techniques
based on the distortion and the techniques based on the blocking of the data.
The distortion changes a value of attribute by a new value [2] (i.e. change of value
1 in 0), while blocking [3], is the replacement of an existing value of attribute
by a special value noted by ”?”. However approaches based on data modifica-
tion cannot control the side effects. For example in association rule, hiding a
non sensitive rule Ri witch had confidence bigger than threshold minconf (i.e.
conf(Ri) > minconf), can give a new value such that conf(Ri) < minconf .
They also make many operations of I/O especially when the original database is
too large. Another solution concerns the approaches based on data reconstruc-
tion [4]. The basic idea of these approaches is to extract first the knowledge
K from the original database D. The new database D′ is then reconstructed
from K. The basic idea of data reconstruction is inspired by the recent problem
of Inverse Frequent Set Mining. Opposite approaches use techniques based on
data reconstruction that control directly the side effects. The main proposal to
solve the problem of the protection of sensitive raw data is the secure multi-
party computation. A Secure Multi-party Computation (SMC) problem deals
with computing any function on any input, in a distributed network where each
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participant holds one of the inputs, while ensuring that no more information
is revealed to a participant in the computation than can be inferred from that
participants input and output. Secure two party computation was first investi-
gated by Yao [5,6] and was later generalized to multi-party computation [7,8].
For example, in a 2-party setting, Alice and Bob may have two inputs x and y,
and may wish to both compute the function f(x, y) without revealing x or y to
each other. This problem can also be generalized across k parties by designing
the k argument function h(x1, ..., xk). Several data mining algorithms may be
viewed in the context of repetitive computations of many such primitive func-
tions like the scalar product, secure sum, and so on. In order to compute the
function f(x, y) or h(x1, ..., xk) a protocol will have to designed for exchanging
information in such a way that the function is computed without compromis-
ing privacy. The problem of distributed privacy preserving data mining overlaps
closely with a field in cryptography for determining secure multi-party compu-
tations. A broad overview of the intersection between the fields of cryptography
and privacy-preserving data mining may be found in [9]. Clifton et al. [10] give
a survey of multi-party computation methods.

3 Proposed Approach

3.1 Problem Definition

Scalar product is a powerful component technique. Several data mining problems
can essentially be reduced to securely computing the scalar product. To give an
idea of how a secure scalar protocol can be used, let us look at association rule
mining over vertically distributed data. The association rule mining problem can
be formally stated as follows [11]: Let I = {i1, ..., in} be a set of items. Let D be
a set of transactions, where each transaction T has an unique identifier TID and
contains a set of items, such that T ⊆ I. We say that a transaction T contains
X , a set of items in I, if X ⊆ T . An association rule is an implication of the
form X ⇒ Y , where X ⊆ I, Y ⊂ I, and X ∩ Y = ∅. The rule X ⇒ Y holds
in a database D with confidence c, if c% of transactions in D that contain X
tend to also contain Y . The association rule X ⇒ Y has support s in D, if s%
of transactions in D contain X ∪ Y . Within this framework, we consider mining
boolean association rules. The absence or presence of an attribute is represented
by a value taking from {0, 1}. Transactions are represented under the form of
strings of 0 and 1, while the database can be represented as a matrix of {0, 1}.
The association rule mining algorithm over vertically distributed databases is
based on the classic Apriori algorithm of Agrawal and Srikant [12]. The key issue
of this algorithm is the problem of finding the frequent itemsets in a database.
To determine if a given itemset is frequent or not, we count the number of
transactions, in D, where the values for all the attributes in this itemset are 1.
This problem can be transformed into a simple mathematical problem, using
the following definitions: Let l + m be the total number of attributes, where
Alice has l attributes, {A1, ..., Al}, and Bob has the remaining m attributes,
{B1, ...Bm}. Transactions are a sequence of l+m 1′s or 0′s. Let minsupp be the
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minimal support, and n the total number of transaction in database D. Let −→
X

and −→
Y be the columns in D, i.e., xi = 1 if row i has value 1 for item or attribute

X . The scalar product of two vectors −→
X and −→

Y of cardinality n is defined as
follows: −→X •−→Y =

∑n
i=1 xi ×yi. Determining if the 2-itemset < XY > is frequent

can be reduced to test if −→
X • −→

Y ≥ minsupp. The generalization of this process
to a w-itemset is straightforward. Assume Alice has p attributes a1, ..., ap and
Bob has q attributes b1, ..., bq. We want to compute the frequency of the w-
itemset < a1...ap, b1...bq >, where w = p + q. Each item in −→

X (respectively in
−→
Y ) is composed of the product of the corresponding individual elements, i.e.,
xi =

∏p
j=1 aj (respectively yi =

∏q
j=1 bj).

Now, we can formalize our problem as follows: Assume that 2 parties, for
example Alice and Bob, such that each has a binary vector of cardinality n, e.g.−→
X = (x1, ..., xn) and −→

Y = (y1, ..., yn). The problem is to securely compute the
scalar product of these two vectors, e.g. −→X • −→

Y =
∑n

j=1 xi × yi.

3.2 Security Tools

To define our secure scalar product protocol, we have to use a semantically se-
cure additive homomorphic public-key cryptosystem. Indeed to ensure security
in data transmission, we chose a public-key cryptosystem. The security of a
public-key cryptosystem is determined by a security parameter k. For a fixed
k, it should take more than polynomial in k operations to break the cryptosys-
tem [13](Section 2). The public-key cryptosystem that have chosen is homomor-
phic. This choice is justified by the fact that, if given Enc(x) and Enc(y), one
can obtain Enc(x⊥y) without decrypting x, y for some operation ⊥. Further-
more, the homomorphic public-key cryptosystem is additive; that means that a
party can add encrypted plaintexts by doing simple computations with cipher-
texts, without having the secret key. Informally, this means that for probabilistic
polynomial-time adversary, the analysis of a set of ciphertexts does not give more
information about the cleartexts than what would be available without knowl-
edge of the ciphertexts. This property is very important in our binary context
because an attacker could always encrypt 0 and 1 by using the public key, and
then compare the resulting ciphertexts with the received message to decide the
value of a bit. One of the most efficient currently known semantically secure ho-
momorphic cryptosystems is Paillier cryptosystem [14]. This cryptosystem has
all the four properties described above. In Paillier’s case the plaintext space is
defined by P (sk) = ZN , with N ≥ 21024, e.g. N is a hard-to-factor modulus.

3.3 Algorithm

Before to give our proposed algorithm, we will suppose the following. First, Alice
generates a pair of key and a random value r and it computes Encpk(xi, r) which
she sends to Bob. This message is computationally indistinguishable from the
received message since the semantic security of the encryption system guarantees
that no extra information is revealed. She sends also the public key to Bob. Bob
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Algorithm 1. Private Scalar Product Protocol
Require: N=2 (number of sites; Alice and Bob), Alice vector: −→

X = (x1, ..., xn), Bob
vector: −→

Y = (y1, ..., yn)
1: for Alice do
2: Generates a pair of key (sk, pk);
3: Generates (Encpk(x1), ..., Encpk(xn)) using the public key pk;
4: Sends (Encpk(x1), ..., Encpk(xn)) to Bob;
5: end for
6: for Bob do
7: Computing

∏n
i=1 pi, where pi = Encpk(xi) if yi = 1 and pi = 1 if yi = 0

then uses the additive property of homomorphic encryption for computing∏n
i=1 pi = Encpk(−→X • −→

Y );
8: Sends Encpk(−→X • −→

Y ) to Alice;
9: end for

10: for Alice do
11: Computes Decsk(Encpk(−→X • −→

Y ));
12: Sends the final result to Bob;
13: end for

uses the additive property of homomorphic encryption and computes
∏n

i=1 pi,
with pi = Encpk(xi) if yi = 1 otherwise pi = 1. A public-key cryptosystem is
additive homomorphic when Encpk(x1, r1)×Encpk(x2, r2)×...×Encpk(xn, rn) =
Encpk(x1 + x2 + ... + xn, r1 × r2 × ... × rn), where + is a group operation and
× is a groupoid operation. For the sake of simplicity of notations, we will not
explicitly include, in the rest of the paper, the randomness as an input of the
encryption functions. Then, in step 5, Bob sends Encpk(−→X •−→Y ) to Alice. Having
the secret key, Alice deciphers the final result what she sends to Bob. Now we
describe our proposed algorithm.

To illustrate the behavior of our algorithm, we consider the following first
scenario: we suppose that Alice has the vector −→

X = (1, 0, 0, 1)T and Bob has−→
Y = (1, 0, 0, 1)T . We want to compute securely the scalar product of −→X •−→Y . We
obtain the following:

1. Alice view’s: Alice generates a pair of key (sk, pk); to do that it uses the
public key pk and generates (Encpk(x1), Encpk(x2), Encpk(x3), Encpk(x4)),
what she sends to Bob.

2. Bob view’s: Bob computes
∏n

i=1 pi, where p1 = Encpk(x1) (because y1 = 1),
p2 = 1, p3 = 1 and p4 = Encpk(x4). He uses the additive property of
homomorphic encryption to compute Encpk(x1)×Encpk(x4) = Encpk(x1 +
x4) = Encpk(−→X • −→

Y ). Finally Bob sends Encpk(−→X • −→
Y ) to Alice.

3. Alice view’s: Using the secret key, Alice computes Decsk(Encpk(−→X •−→Y )) and
sends the result to Bob.

As second scenario, we suppose that Alice has the vector −→
X = (1, 1, 1, 1)T

and Bob has −→
Y = (1, 1, 0, 1)T . As for the first scenario, We want to compute

securely the scalar product of −→
X • −→

Y . This computation gives:



422 F. Camara, S. Ndiaye, and Y. Slimani

1. Alice view’s: Using the public key pk, Alice generates a pair of key (sk, pk);
then it generates (Encpk(x1), Encpk(x2), Encpk(x3), Encpk(x4)), what she
sends to Bob.

2. Bob view’s: Bob computes
∏n

i=1 pi, where p1 = Encpk(x1) (because y1 = 1),
p2 = Encpk(x2), p3 = 1 and p4 = Encpk(x4). Using the additive property of
homomorphic encryption, it computes Encpk(x1)×Encpk(x2)×Encpk(x4) =
Encpk(x1 + x2 + x4) = Encpk(−→X •−→

Y ). Finally, Bob sends Encpk(−→X •−→
Y ) to

Alice.
3. Alice view’s: Using the secret key, Alice computes Decsk(Encpk(−→X •−→Y )) and

sends the result to Bob.

In this second scenario, although Alice has a constant vector, Bob cannot
deduce in no manner this one. Semantic security guarantees that it is not possible
for Bob to distinguish between the encryption of a 0 or a 1 value, when r is
randomly chosen.

4 Computation and Communication Evaluation

From the communication view point, our protocol needs the following messages:
(i) for each entry of the vector, our protocol requires one message; (ii) one mes-
sage to send the public key; (iii) Bob needs to send Encpk(−→X • −→

Y ) to Alice;
(iv) finally, Alice must send the result of the scalar product to Bob. Hence, the
number of messages is n+3, where n is the dimension of the vector. In this case
we obtain a total communication cost O(n). From the computation view point,
Alice performs, in our protocol, n encryptions and 1 decryption. Bob performs
less n − 1 additions. Therefore the computational complexity of our protocol is
linear, e.g. O(n).

5 Security Analysis

In this section, we will verify the security of our protocol. This security depends
on the semantic secure public-key cryptosystem used. A public-key cryptosystem
is semantically secure (IND-CPA secure) when a probabilistic polynomial-time
adversary cannot distinguish between random encryptions of two elements, cho-
sen by herself. Paillier [14] recalls the standard notion of security for public
key encryption schemes in terms of indistinguishability, or semantic security
as follows: We consider chosen-plaintext attacks (CPA), because homomorphic
schemes can never achieve security against chosen-ciphertext attacks. To de-
fine security, we use the following game that an attacker A plays against a
challenger:

(pk, sk) ← KG(.)
(St, m0, m1) ← A(find, pk)

b ← {0, 1} at random; c∗ ← Encpk(mb)
b′ ← A(guess, c∗, St).
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The advantage of such an adversary A is defined as follows:

Adv(A) =| Pr[b′ = b] − 1
2 |.

A public key encryption scheme is said to be ε−indistinguishable under CPA
attacks if Adv(A) < ε for any attacker A which runs in polynomial time.

From this definition, it is quite obvious that the role of the randomness r is
crucial to ensure (semantic) security of a public key encryption scheme. In effect,
a deterministic scheme can never be semantically secure, because an attacker A
could always encrypt m0 and m1 by using pk, and then compare the resulting
ciphertexts with the challenge one c∗, to decide the value of the bit b.

At this step, we will now give a proof of security for the entire protocol.

Proof. To analyze security let us examine the information propagated by each
site taking part in the protocol. All propagated informations in our protocol can
be summarized as follows:

1. Alice’s view: In steps 1, 2 and 3, for each xi, i ∈ {1..n}, Alice generates a
random number r and computes Encpk(r, xi); the result of this computation
is sent to Bob.

2. Bob’s view: Bob receives Encpk(xi, r). This message is computationally in-
distinguishable from the received message since the semantic security of the
public key encryption system guarantees that no extra information is re-
vealed [14].

3. In step 4, Bob computes Encpk(−→X • −→
Y ) =

∏
Encpk(xi) if yi = 1. The ho-

momorphic property of encryption system guarantees that this computation
does not reveal the values of xi∈{1..n}.

4. Then, in step 5, Bob sends Encpk(−→X • −→
Y ) to Alice. The security of the

remaining stages is not important because the result of the scalar product
is not private.

6 Related Works

Let us reconsider the most popular secure scalar product in order to compare
them with our protocol. The protocol in [1] is an algebraic solution which uses a
matrix of decision of dimension n×n/2, where n is the dimension of the vectors.
Each part encrypts its vector using the matrix of decision. In first step, the pri-
mary site namely Alice, generates n/2 random values and performs n2 multiply
and addition operations. The responder site, namely Bob, performs n2 + 2 mul-
tiply and addition operations. Finally Alice performs n/2 multiply and addition
operations to obtain the final result. The protocol in [1] thus has a computational
complexity of O(n2). The communication cost is O(n), i.e. 3n/2+2 messages if we
consider that each entry of the vector requires a message. Therefore, the commu-
nication overhead is n/2+1. In [15], the authors proposed a secure scalar product
protocol based on relation 2

∑n
j=1 xiyi =

∑n
j=1 x2

i +
∑n

j=1 y2
i −

∑n
j=1(xi − yi)2.

In this protocol each site needs n messages towards the other for send his vec-
tor. Bob needs to send

∑n
j=1 y2

i , whereas Alice sends the result to Bob. In this
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case the communication cost is 2n + 2 and the communication overhead is n + 1
messages. In order to determine the computational overhead, we performed the
following analysis. Alice will compute

∑n
j=1 x2

i , and Bob will compute
∑n

j=1 y2
i

locally (i.e. 2n− 2 additions and 2n multiply operations). Then, we execute the
protocol Add Vectors Protocol which requires n permutations of values and n
encryptions. Finally, the computational complexity is O(n). If Alice has a con-
stant vector (i.e made up only of 1 values), Bob could deduce the values from
Alice. To solve this problem the authors in [15] propose that Alice generates a
random vector −→r that is added to her random vector −→

X . Thus, even if Alice has
a constant vector −→

X , the fact that −→r was randomly generated will ensure that
(−→X + −→r ) will be always a vector with non-equal values. Now, they can use the
scalar product protocol twice for computing (−→X + −→r ) • −→

Y and −→r • −→
Y . Then,

Alice can obtain −→
X •−→Y = (−→X +−→r )•−→Y −−→r •−→Y and send it to Bob. This solution

obviously will double the cost of the scalar product protocol, but according to
the authors it still will be efficient than all existing ones. In [8], Du and Atallah
propose a protocol called Permutation Protocol. This last uses an additive homo-
morphic encryption as in [15] and our protocol. In first stage Alice generates a
pair of key (sk, pk) and crypt its vector with the public key pk. Then it sends its
n encrypted values and the public key to Bob; this phase needs n + 1 messages.
Using the public key it crypt its vector, then uses the property of additive ho-
momorphism to compute Encpk(−→X )×Encpk(−→Y ) = Encpk(−→X +−→

Y ). It permutes
the entries and sends σ(Encpk(−→X + −→

Y )) to Alice (σ represents the permutation
operation). Site Alice performs Decsk(σ(Encpk(−→X + −→

Y ))) to obtain the result,
then sends it to Bob. The total number of messages exchanged in this protocol
is thus 2n + 2 messages. If we note by encrypted msg time the time to encrypt
a message, decrypted msg time the time to decrypt a message and permuta-
tion time the time to permute the entries, we have 2n × encrypted msg time +
decrypted msg time + permutation time = O(n). Now let us compare our pro-
tocol with the protocols described above. For better analyzing the efficiency of
our protocol, we also compare it with DNSP that is the scalar product com-
putation without privacy constraint. In the DNSP model, Bob would send his
vector to Alice to compute the scalar product and Alice will need to send the
result to Bob. This process requires n + 1 messages. DNSP requires n multiply
and n − 1 addition operations. Hence, the computational complexity is O(n).
Table 1 summarizes comparisons between our protocol and four other ones.

The table 1 highlights the differences between our protocol and four other
ones under three metrics: computational complexity, communication cost and the
communication overhead. If the computational complexity does not constitute

DNSP [8] [1] [15] Our protocol
Communication cost n + 1 2n + 2 3n/2 + 2 2n + 2 n + 3

Communication overhead 0 n + 1 n/2 + 1 n + 1 2
Computational complexity O(n) O(n) O(n2) O(n) O(n)

Fig. 1. Communication overhead and computational complexity
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really a problem because there are several parallel architectures and data mining
algorithms, communications will create a bottleneck that can decrease drastically
the overall performance of a data mining process. In table 1 we observe that
our protocol has a communication overhead of 2. Our protocol needs n + 3,
while DNSP model needs n+1 without privacy. Table 1 shows clearly that our
protocol outperforms of all other protocols.

7 Conclusion and Future Works

The secure scalar product is a very important issue in privacy preserving data
mining. Recently, several protocols have been proposed to solve this problem.
The evaluation of these protocols shows that they generate an important commu-
nication overhead. In this paper, we proposed a private scalar product protocol
based on standard cryptographic techniques. This proposal has two features: (i)
it is secure; (ii) it reduces the amount of communication between sites. The cur-
rent version of this protocol uses only binary contexts. In the future, we plan to
extend this protocol for numerical data and different kinds of databases (dense
and sparse databases).
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Abstract. We often face the situation where very limited labeled data
are available to learn an effective classifier in target domain while there
exist large amounts of labeled data with similar feature or distribution
in certain relevant domains. Transfer learning aims at improving the
performance of a learner in target domain given labeled data in one or
more source domains. In this paper, we present an algorithm to learn
effective classifier without or a few labeled data on target domain, given
some labeled data with same features and similar distribution in source
domain. Our algorithm uses the data edit technique to approach distri-
bution from the source domain to the target domain by removing “mis-
matched” examples in source domain and adding “matched” examples
in target domain. Experimental results on email classification problem
have confirmed the effectiveness of the proposed algorithm.

Keywords: Transfer Learning, Data Edit, Semi-supervised Learning.

1 Introduction

Most machine learning approaches in theory and practice work with the basic
assumption that the learning tasks belong to the same domain and share some
common features. If the distribution keeps unchangeable, these approaches can
work very well and achieve their best performance. However, there exist sev-
eral applications that challenge these traditional machine learning approaches.
Firstly, there may be a lack of labeled training examples due to huge costs of
manually labeling the training example; secondly, in certain situation where the
feature spaces in training set and test set are not the same; thirdly, the distribu-
tion is not stable and can be changed easily. Thus, there is a need for developing
new machine learning techniques to cope with such situations.

Recently, the Transfer Learning is proposed to face these challenges [2]. Simply
speaking, transfer learning uses the experiences gathered from previous learning
tasks in order to improve the performance of a new learning task. In machine
learning community, the transfer learning emphasizes the transfer of knowledge
� This work is supported by the young teacher project in BUCT under contract (Num-

ber QN0824).
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across domains, tasks and distributions that are similar but not the same [2][4]. It
provides a possible solution to the problems described in the above. It is worthy
of noting that the transfer learning relies on the assumption that all tasks are
mutually related or the domains are similar and relevant.

There exist a large body of literatures on the study of transfer learning. The
work that is closely related to ours is self-taught learning, where only a few
labeled examples in target domain are available. In [1], Dai et al. proposed
a boosting algorithm named TrAdaBoost to deal with the inductive transfer
learning problems. Like classical AdaBoost algorithm, TrAdaBoost trains the
base classifier on the weighted source and target data in an iterative way. In [3],
Liao et al. proposed an active learning algorithm called “Migratory-Logit” or
“M-Logit” to select unlabeled data in the target domain to be labeled with the
help of the source domain data. Wu and Dietterich also use source domain data
to improve the performance of SVM classifier [5]. S. J. Pan et al provides a good
overview on transfer learning and also proposes a classification framework based
on the number of labeled data in source and target domain [2].

Differing from the above work, the main contribution of this paper is a new
algorithm proposed to learn robust classifier on the target data with the help of
“valuable” labeled examples selected from the source domain. In detail, we use
the data edit technique to evaluate the most “valuable” labeled examples and
change the distribution of training set from source domain to target domain as
smoothly as possible. Finally, we derive the classifier based on the training set
where the distribution is very close to that of the target domain. The experi-
mental results on email classification problem validate our algorithm.

The remainder of the paper is organized as follows. In Section 2 and Section 3,
we formulate the transfer learning problem and present a new transfer leraning
algorithm with the data edit technique. Next, the experimental results on email
classification problem are presented in Section 4. Finally, Section 5 concludes
the paper.

2 Problem Description

In this section, we introduce some notations that are used in the remainder of
the paper. At first, we give the definition of “domain” and “task”.

Definition 2.1 (Domain). A domain D consists of two components: D =<
X ,P(X) >, X is the feature space, P(X) is the marginal probabilistic distribu-
tion where X = {x1, x2, · · · , xn} ∈ X .

Definition 2.2 (Task). Given a domain D =< X ,P(X) >, a “task” is defined
as T =< Y, f >, of which, Y is the label space, f is a function, which is learnt
from training set {xi, yi}, xi ∈ X , yi ∈ Y, can predict the label of a new example,
say x.

The problem can be described as follows, given a source domain DS and a target
domain DT . The two domains DS and DT are mutually related in the sense that
they share the same representation and similar distribution. All data in the
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source domain are labeled, while no or very few examples in target domain are
labeled. Let P(XS) and P(XT ) be the marginal probabilistic distributions of
the source domain DS and the target domain DT respectively. Our goal is to
predict the labels of data in target domain with the help of labeled data in source
domain.

3 New Approach for Transfer Learning

3.1 Motivation

In general, a classifier trained on the data from source domain will perform badly
on the data from target because of the distribution gap of two different domains.
Our algorithm tries to learn a classifier that can transfer the knowledge at instance
level from source domain to target domain. In other words, the classifier trained it-
eratively on a pool of training instances that consists of labeled examples in source
domain and examples with “predicted” labels in target domain. The distribution
of the pool will gradually approach that of target domain by adding “good” ex-
amples with “predicted” labels from target domain and removing “bad” examples
from source domain. In our algorithm, the “good” and “bad” examples are evalu-
ated using the data edit technique. After the training process is finished, we believe
that the distribution of the pool is a good approximation of that of target domain.
Thus, the classifier can work on the target domain very well.

3.2 Data Edit Technique

We use data edit technique to examine the separability degree in feature space.
Data edit, or separability index is a non-parametric statistics method that char-
acterize class separability from a given learning samples [6]. The technique can be
briefly introduced here. At first, a neighborhood structure, for example, neigh-
borhood graph or relative neighborhood graph is built to describe the local
relationship of data in the domain. Then, some edges are removed to get the
clusters of examples and the number of edges that connect examples with same
or different labels is calculated. Finally, the law of the edge proportion that must
be removed under the null hypothesis is established for the analysis of whether
the classes are separable or not. Without loss of generality, we use relative neigh-
borhood graph to express the proximity of examples in the paper. More details
about data edit are omitted due to the limit of space. Reader of interest can
refer [6] to learn more details.

3.3 Algorithm Description

Initially, the training set consists of all labeled data, i.e. all data in source domain
and sometimes partial data in target domain. Based on the initial training set,
the initial classifier is built to classify the unlabeled data in target data. It is
obvious that the classification performance is not very well because the initial
classifier mainly reflects the data distribution in source domain. Even though,
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there still exist some unlabeled examples that are assigned to correct labels.
We assume that the feature spaces in source and target domain are smooth.
Thus, from the perspective of local learning, there exist some labeled examples
in source domain and the unlabeled examples in the target domain are highly
consistent with their neighborhood regarding the labels.

To improve the performance of classifier on data from target domain, the pool
of training need to be modified to weaken the influences from source distribution
and increase the influences from target distribution. Thus, “good” examples with
“predicted” labels will be kept in the pool while “bad” examples from source
domain are removed in an iterative way. Thus, how to pick these “good” and
“bad” examples in the sense of matching the training pool is key to our approach.
As introduced above, The pickup process of adding and removing examples is
performed using the data edit techniques.

Now, let’s consider binary classification, the data editing technique is required to
perform hypothesis verification process. We know the mean and variance of statis-
tics J is given by formulation (1) and (2). The explanation of the parameter in the
equation is omitted due to the limit of space, you can refer [6] for more details.

μ =S0π1π2 (1)

σ2 =S1π
2
1π2

2 + S2π1π2(
1
4
− π1π2) (2)

The critical value for J1,2 at the significance level α0 is calculated below:

J1,2;α0/2 = S0π1π2 − u1−α0/2

√
S1π2

1π
2
2 + S2π1π2(

1
4
− π1π2) (3)

J1,2;1−α0/2 = S0π1π2 + u1−α0/2

√
S1π2

1π
2
2 + S2π1π2(

1
4
− π1π2) (4)

Now, let’s consider two typical examples xs and xt in the training set, of which
xs comes from source domain, while xt is from the target domain. If the obser-
vation value of J that associates with xs locates in the left rejection region, then
there are significantly less cut edges than expected under hypothesis H0, hence,
we consider it as example that perfectly matches the distribution in the source do-
main. It is obvious that this example xs needs to be removed in order to change
smoothly the distribution of pool set to the target domain. If the observation value
of J locates in the right acceptance region, we will keep the example in the train-
ing set for next iteration. As for the example xt, we will be very careful to perform
the pickup process, because the label given by the classifier is not very reliable
and confident. A commonly used method is to rank the observation values of J
and pick up the unlabeled examples and their predicted labels with most confi-
dence and add to the training set. Our algorithm works in an iterative way, with
the iteration process going, the “mismatched” data from source domain have been
removed and unlabeled example with “reliable” labels are added to the training
set, the distribution of training set will approach gradually to the distribution of
target domain. Thus, it is more likely to build a classifier with better performance.
The algorithm is described in detail below.
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Algorithm 1. Transfer Learning Algorithm with Data Edit
Input: Labeled data in source domain XLS , Labeled data in target domain

XLT , Unlabeled data in target domain XUT , Base classifier learner(),
Maximum iteration times K, Source confidence level αs[K], Target
confidence level αt[K];

Output: The learned hypothesis h;
t = 1;1

LS ← XLS , LT ← XLT , SR = TA = ∅;2

repeat3

αs = αs[t], αt = αt[t];4

TS ← LS ∪ LT ;5

Train a base classifier h on TS: h ← learner(TS);6

Build a RNG or KNN Graph G for D(XL ∪ XU );7

Classify examples xt ∈ (XU − LT ) with base classifier h;8

for each example xs ∈ LS do9

Find the neighborhood Ns of xs in G;10

Compute the distribution function of Js under H0;11

Compute the observation value os of Js;12

if os locates the left rejection region with confidence level αs then13

SR ← SR ∪ xs;14

end15

end16

for each example xt ∈ (XU − LT ) do17

Find the neighborhood Nt of xt in G;18

Compute the distribution function of Jt under H0;19

Compute the observation value ot of Jt;20

if ot locates the left rejection region with confidence level αt then21

TA ← TA ∪ xt;22

end23

end24

LS ← LS − SR, LT ← LT ∪ TA;25

t ← t + 1;26

until t > K or Convergence ;27

return hypothesis h;28

It is worthy of noting that the confidence level in data editing is not fixed. In
fact, after several iterations, it will become more and more difficult to find the la-
beled examples with confidence level α0 under hypothesis H0. In our algorithm,
we adopt a strategy to regulate the confidence level when the unlabeled exam-
ples are added to the training set. Thus, the initial confidence level α0 for the
removing and adding data is required to set at the beginning of the algorithm.

4 Experimental Results

We use email classification problem to verify the algorithm proposed. Email
classification problem is the task of automatically deciding whether a received
email is spam or not. The task is an ideal problem to conduct our experiments.
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In general, the criterion of different people to decide a received email as spam is
different. Obviously, the spam distributions of different people are various. There
exist certain situations where the labeled emails are rare, for instance, when a
user installs a new kind email client or anti-virus software, at the beginning,
there is no labeled emails available, however, it is very easy to get some spam
considered by other people. Our algorithm can provide an effective way to train
classifier with impressive performance by transferring the knowledge from a user
to another user.

Our experiments are tested on the Enron email data set which is a standard
email benchmark available in the machine learning community1. The raw Enron
contains 619, 446 messages belonging to 158 users. We cleaned the email corpus
by removing most folders from each user, but left two folders, namely “inbox” and
“deleted-items” before further analysis. The spam distribution of each user is dif-
ferent and independent. In order to train effective classifier, we also ignore some
users have no large number of emails. The selected users are summarized in table 1.

Table 1. Selected Users in Enron Dataset

User Name Num of Inbox Num of Deleted-Items Distribution Number of Threads
shackleton-s 1058 655 61.76% 38.24% unknown

giron-d 377 415 47.60% 52.24% 632
lavorato-j 277 715 27.92% 72.08% 416
taylor-m 406 632 39.11% 60.89% unknown
dasovich-j 1388 1564 47.01% 52.98% unknown

lay-k 1373 1126 54.94% 45.06% 910
beck-s 752 309 70.88% 29.12% 2630

farmer-d 85 380 18.28% 81.72% 3387
kaminski-v 560 1792 23.81% 76.19% 5550
kitchen-l 141 202 41.10% 58.89% unknown
lokay-m 56 352 13.72% 86.27% 913
sanders-r 81 530 13.25% 86.74% unknown

In each experiment, two users with similar email spam distribution are se-
lected, one user as the source domain, and another user as the target domain.
All emails in source domain are labeled as spam and norm ones, while only par-
tial emails in target domain are labeled. At the beginning, all labeled data in
source and target domain form the the initial training set, then the initial classi-
fier is trained in an iterative way. In the data set from target domain, 1%, 2%, 3%
and 5% examples are labeled in order to evaluate the performance of proposed
algorithm. The evaluation criteria is classification error rate. In all experiment,
the Näıve Bayes and SVM classifier are adopted as the base learner for compar-
ison. When removing examples from source domain and adding example from
target domain, the initial confidence in data editing technique is set to α = 0.01.
In each experiment, the algorithms are performed for 20 times then the mean
classification error is calculated.
1 http://www.cs.cmu.edu/˜enron/
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Fig. 1. Shackleton-s vs beck-s
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Fig. 2. Giron-d vs farmer-d
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Fig. 3. Lavorato-j vs kaminski-v
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Fig. 4. Taylor-m vs kitchen-l
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Fig. 5. Dasovich-j vs lokay-m
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Fig. 6. Lay-k vs sanders-r

In the email data set, 12 users are selected to form 6 transfer learning tasks.
Each task includes one email user as the source domain and another user as the
target. The experimental results are listed fromfigure (1) tofigure (6). In allfigures,
the labeled emails of the first user form the the source domain and emails of the
second user form the target domain. It is obvious that the transfer learning version
of classifier outperforms its standard counterpart in most cases except figure (6).
In our experiments, the SVM classifier has better classification accuracy than the
Näıve bayes classifier in both the standard and the transfer version.However, when
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there isno plenty of data for training, the performancewill certainlybecome worser
as shown in figure (3). The results shown in the figures confirms the effectiveness of
transfer learning with data edit techniques, our approach is very useful when there
is little labeled data in the target domain while plenty of labeled data in the similar
but not same domain is available.

5 Conclusions

In this paper, a new transfer learning algorithm is proposed to learn effective
classifier from a few labeled data set in target domain with plenty of labeled
data in source domain. The algorithm uses the data editing technique to ensure
the smooth shift of distribution from source domain to target domain. The data
editing technique has been confirmed to remove labeled examples that perfectly
match the source distribution and add new unlabeled examples that match the
target distribution. The experimental results on email classification problem have
confirmed the effectiveness of our approach.
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Abstract. This paper addresses the problem of discovering temporal authors  
interests. Traditionally some approaches used stylistic features or graph connec-
tivity and ignored semantics-based intrinsic structure of words present between 
documents, while previous topic modeling approaches considered semantics 
without time factor, which is against the spirits of writing. We present Tempor-
al-Author-Topic (TAT) approach which can simultaneously model authors  
interests and time of documents. In TAT mixture distribution over topics is in-
fluenced by both co-occurrences of words and timestamps of the documents. 
Consequently, topics occurrence and correlations change over time, while the 
meaning of particular topic almost remains unchanged. By using proposed ap-
proach we can discover topically related authors for different time periods and 
show how authors interests and relationships change over time. Experimental 
results on research papers dataset show the effectiveness of proposed approach 
and dominance over Author-Topic (AT) model, due to not changing the mean-
ing of particular topic overtime.  

Keywords: Temporal Authors Interests, Topic Modeling, Unsupervised  
Learning. 

1   Introduction 

Enormous information on the web has provided us with many challenging knowledge 
discovery problems. For example, in Social Networks authors interests’ mining is an 
important issue discussed these years from reviewer and program committee member 
recommendation point of view. Unfortunately, most of the existing topic modeling 
approaches for authors interests discovery ignored the time factor. However, Web is 
highly dynamic, so ignorance of time factor is not a realistic assumption to be made 
by now. Most of the datasets such as research papers, blogs and news do not have 
static co-occurrence patterns; they are instead dynamic. The data are collected over 
time and data patterns keep on changing, by showing rising or falling trends overtime.  
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Previously, two major frameworks used to identify the authors interests and rela-
tionships are 1) stylistic features (such as sentence length), author attribution and fo-
rensic linguistics to identify what author wrote a given piece of text [7,9] and 2) Graph 
connectivity based approaches as a basis for representation and analysis for relation-
ships among authors [8,13,18]. Above mentioned frameworks based on writing styles 
and network connectivity ignored the semantics-based intrinsic structure of words 
present between the documents. While, semantics-based topic modeling approaches 
AT and TOT models [14,17] did not consider authors interests with time information. 

Here it is necessary to mention that exploitation of author interests (who is writing 
on what topic without any discrimination between renowned and not-renowned publi-
cation venues) and expert finding [5] (who is most skilled on what topic with the dis-
crimination between renowned and not-renowned publication venues) are notably two 
different knowledge discovery problems.  

In this paper, we investigate the problem of authors interests discovery with the 
time factor. We combined time factor with the static authors interests modeling idea 
of AT model to propose Temporal-Author-Topic (TAT) approach, whose generative 
model is based on similar framework with ACT1 model [16]. Proposed approach 
models the temporal authors interests and relationships with respect to time and can 
provide promising answers to the questions about temporal authors interests. Experi-
mental results and discussions elaborate the importance of problem and usefulness of 
our approach over AT model.  

The novelty of work described in this paper lies in the; formalization of the tem-
poral authors interests discovery problem, proposal of TAT approach, and experimen-
tal verification of the effectiveness of our approach on the real world dataset. To the 
best of our knowledge, we are the first to deal with the temporal authors interests dis-
covery problem by proposing a topic modeling approach, which can implicitly capture 
word-to-word, word-to-author and author-to-author relationships by taking time factor 
into account. 

The rest of the paper is organized as follows. In Section 2, we introduce generative 
probabilistic modeling towards temporal authors interests discovery and illustrate our 
proposed approach with its parameters estimation and inference making details. In 
Section 3, dataset, parameter settings, baseline approach with empirical studies and 
discussions about the results are given. Section 4 brings this paper to the conclusions. 

2   Probabilistic Generative Topic Modeling 

In this section, before describing our Temporal-Author-Topic (TAT) approach, we 
will first describe how documents and authors interests are modeled in the past. 

2.1   Modeling Documents and Authors Interests with Topics 

Latent Dirichlet Allocation (LDA) [4] is a state of the art topic model used for model-
ing documents by using a latent topic layer between them. It is a Bayesian network 
that generates a document using a mixture of topics. For each document d, a topic 
mixture multinomial distribution θd is sampled from Dirichlet α, and then a latent top-
ic z is chosen and a word w is generated from topic-specific multinomial distribution 
Φz over words of a document for that topic. 
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The Author model [12] was proposed to model documents text and its authors in-
terests. For each document d, a set of authors’ ad is observed. To generate each word 
an author a, is uniformly sampled from the set of authors, and then a word w is gener-
ated from an author-specific multinomial distribution Φa over words of a document 
for that topic. Later, words and authors of documents are modeled by considering 
latent topics to discover the research interests of authors [15]. In AT model, each au-
thor (from set of A authors) of a document d is associated with a multinomial distribu-
tion θa over topics is sampled from Dirichlet α and each topic is associated with a 
multinomial distribution Φz sampled from Dirichlet β over words of a document for 
that topic. In this model time information was not considered.  

2.2   Modeling Temporal Authors Interests with Topics  

In TAT approach for modeling temporal interests of authors, we viewed a document as 
a composition of words with each word having the publishing year of document as 
time stamp along with its authors. Symbolically, a collection of D documents can be 
written as: D = {(w1,a1,y1),(w2,a2,y2),… , (wd,ad,yd)}, where wd is word vector chosen 
from a vocabulary of size V, ad is author vector and yd is the time stamp of document d. 

TAT considers that an author is responsible for generating some latent topics of the 
documents on the basis of semantics-based intrinsic structures of words with time 
factor. In the proposed model, each author (from set of A authors) of a document d is 
associated with a multinomial distribution θa over topics and each topic is associated 
with a multinomial distribution Φz over words and multinomial distribution Ψz with a 
time stamp for each word of a document for that topic. So, θa, Φz and Ψz have a sym-
metric Dirichlet prior with hyper parameters α, β and γ, respectively. The generating 
probability of the word w with year y for author a of document d is given as: 

( , | , , , , ) = ( | , ) ( | , ) ( | , ) (1)

The generative process of TAT is as follows:  
For each author a = 1,…, K of document d 
Choose θa from Dirichlet (α) 
For each topic z = 1,…, T  
Choose Φz from Dirichlet (β) 
Choose Ψz from Dirichlet (γ) 
For each word w = 1,…, Nd of document d 
Choose an author a uniformly from all authors ad 
Choose a topic z from multinomial (θa) conditioned on a 
Choose a word w from multinomial (Φz) conditioned on z 
Choose a year y associated with word w from multinomial (Ψz) conditioned on z 
Gibbs sampling is utilized [1,10] for parameter estimation and inference making in 

our approach, which has two latent variables z and a; the conditional posterior distri-
bution for z and a is given by:  

( = ,  = | = , = , , , )∞ ,( )
,(.) ,( )

,(.) ,( )
,.( )  (2)
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where zi = j and ai = k represent the assignments of the ith word in a document to a 
topic j and author k respectively, wi = m represents the observation that ith word is the 
mth word in the lexicon, yi = n represents ith year of paper publishing, attached with 
the nth word in the lexicon and z-i and a-i represents all topic and author assignments 

not including the ith word. Furthermore, ,( ) is the total number of words associated 

with topic j, excluding the current instance, ,( ) is the total number of years asso-

ciated with topic j, excluding the current instance and  ,( ) is the number of times 
author k is assigned to topic j, excluding the current instance, V is the size of the lex-
icon, Y is the number of years and A is the number of authors. “.” Indicates summing 

over the column where it occurs and  ,(.)  stands for number of all words and years 
that are assigned to topic z respectively, excluding the current instance. 

During parameter estimation, the algorithm needs to keep track of W x T (word by 
topic), Y x T (year by topic) and T x A (topic by author) count matrices. From these 
count matrices, topic-word distribution Φ, topic-year distribution Ψ and author-topic 
distribution θ can be calculated as:  

( | ) = = ,( )
,(.)  (3)

( | ) = = ,( )
,(.)  (4)

( | ) = = ,( )
,.( )  (5)

where,  is the probability of word w in topic z,  is the probability of year y for 
topic z and  is the probability of topic z for author a. These values correspond to 
the predictive distributions over new words w, new years’ y and new topics z condi-
tioned on w, y and z. 

Now finally by deriving Bayes’ Theorem, we can obtain the probability of an au-
thor a given topic z and year y as:  ( | , ) = ( , | ). ( )( , )  , where ( , | ) =  ( | ). ( | ) ( | ) = ∑ ( | ). ( | ) (6)

Here, for calculating P(a) we simply used the number of publications of one author in 
a year. For more simplicity some works assume it uniform [3] and Propagation ap-
proach can also be used to calculate it in a more complex way [11].  

3   Experiments 

3.1   Dataset, Parameter Settings and Baseline Approach 

Our collection of DBLP [6] dataset contains D = 90,124 papers with K= 112,317 au-
thors for Y = 2003-2007 years, to use almost smooth yearly data distribution for getting 
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equalized impact of text and authors information. We processed the dataset by a) re-
moving stop-words, punctuations and numbers b) down-casing the obtained words and 
c) removing words and authors that appears less than three times in the dataset. This 
led to a vocabulary size of 10,788, a total of 469,821 words and 26,073 authors.  

In our experiments, for 150 topics T the hyper-parameters α, β and γ were set at 
50/T, .01, and 0.1 (our approachs application is not sensitive to hyper parameters un-
like some other topic model applications so no need of parameter optimization). Top-
ics are set at 150 on the basis of human judgment of meaningful topic plus measured 
perplexity [4], a standard measure for estimating the performance of probabilistic 
models with the lower the best, for the estimated topic models.  

We attempted to qualitatively compare TAT approach with AT model and used 
same number of topics for evaluation. Dataset was portioned by year and for each 
year all the words and authors were assigned to their most likely topics using AT 
model. The number of Gibbs sampler iterations used for AT is 1000 and parameter 
values same as the values used in [15]. 

3.2   Results and Discussions 

Topically related Authors for Different Years. We discovered and probabilistically 
ranked authors related to a specific area of research on the basis of latent topics for 
different years. Table 1 illustrates 2 different topics out of 150, discovered from the 
1000th iteration of a particular Gibbs sampler run. The words associated with a topic 
are quite intuitive and precise in the sense of conveying a semantic summary of a spe-
cific area of research. The authors associated with each topic for different years are 
quite representative. Here it is necessary to mention that top 10 authors associated 
with the topics for different years are not the experts of their fields, instead are the 
authors who produced most words for that topic in a specific year. For example, Bao-
wen Xu is known for software engineering, by anlaysing DBLP data we have found 
that he has published papers having high probability words related to Data Mining 
(DM) topic during the years he is related to that topic, while he is not related to DM 
topic later because of not producing high probability words for that topic.    

Table 1. An illustration of 2 discovered topics from 150-topics. Each topic is shown with the 
top 10 words (first column) and authors that have highest probability conditioned on that topic 
for each year (second to sixth column). Titles are our interpretation of the topics. 
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In addition, by doing analysis of authors home pages and DBLP data, we found 
that all highly ranked authors for different years have published papers on their as-
signed topics; “no matter where they are publishing and they are old or new re-
searchers”. For example, Jianhua Feng (a new researcher) for XMLDB topic started 
writing on this topic after 2004 and then has published many papers in the following 
years especially in 2006 (he is ranked first) and in 2007 (he is ranked second). He 
published most papers in WAIM (country level conference), DASFAA (continent 
level conference) and some in WWW (world level conference) and here we consi-
dered world level conference among the best (world class conferences) in that area of 
research. While, other top ranked authors for this topic Surajit Chaudhuri (an old re-
searcher) in 2006 (he is ranked second) and in 2007 (he is ranked first) published 
many papers in SIGMOD (world level conference), ICDE (world level conference) 
and VLDB (world level conference) and produced many words for XMLDB topic. He 
is continuously publishing over the years for this topic. Here, Jianhua Feng and Sura-
jit Chaudhuri produced most words for this topic and ranked higher without the dis-
crimination of where they published and from when they are publishing. This matches 
well with the statement stated above and provides qualitative supporting evidence for 
the effectiveness of the proposed approach. 

A direct comparison with the previous approaches is not fair in terms of perplexity 
[4], as previous topic modeling approaches were unable to discover temporal authors 
interests with considering time factor. To measure the performance in terms of preci-
sion and recall [2] is also out of question due to unavailability of standard dataset and 
use of human judgments cannot provide appropriate (unbiased) answers for evaluating 
temporal authors interests. So, we compared TAT approach with AT model [14], TAT 
approach can have same meaning for particular topic overtime, but by ignoring time 
factor AT model changed the meaning of particular topic overtime (inability to dis-
cover similar topics for different years). It concludes that approaches which did not 
consider time factor are unable to discover approximately similar topics for different 
years. We can say that the time-based solution provided by us is well justified and 
produced quite promising and functional results. 

Table 2. Top ten associated authors with Jiawei Han for different years 

 
 

Temporal Social Network of Jiawei Han. TAT approach can also be used for dy-
namic correlation discovery between authors for different years, as compared to only 
discovering static authors correlations [14]. To illustrate how it can be used in this 
respect, distance between authors i and j is calculated by using eq. 7 for author-topic 
distribution for different years. 
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( , ) =  (7)

We calculated the dissimilarity between authors; smaller dissimilarity value means 
higher correlation between the authors. Table 2 shows topically related authors with 
Jiawei Han for different years. Here, it is obligatory to mention that top 10 authors 
related to Jiawei Han are not the authors who have co-authored with him mostly, but 
rather are the authors that tend to produce most words for the same topics with him. 
Again the results are quite promising and realistic as most of the authors related to 
Jiawei Han for different years are also related to DM topic. Especially Jian Pei who is 
ranked first for Jiawei Hans associations had co-authored with him in 2003 (1), 2004 
(6), 2005 (2), 2006 (3), 2007 (1) papers. Comparatively, AT model [14] is unable to 
discover temporal social network of authors, as AT has not considered time informa-
tion, so unable to fine similar topics for different years.  

Temporal Interests. Now by using TAT we will show topic-wise and author-wise  
temporal interests. In figure 1 (left side), for DM topic Jian Pei has a stable publishing 
interest shows his consistency to retain his position, while Franscesco Bonchi and 
George Karypis either started writing less related to this topic or some other auhtors 
have influenced (pushed back) their interests ranking by writing more on the same  
topic. 

 

 

Fig. 1. Topic-wise Authors Interests for Data Mining (Left) and Author-wise Interests Thorsten 
Joachims (Right) 

Thorsten Joachims is pioneer of Support Vector Machines (SVM) and still strongly 
publishing related to that topic (figure 1 (right side) shows clearly the importance of 
temporal authors interests discovery problem and effectiveness of proposed approach  
by matching well with the real world situation). For second and third related interests 
topics clustering and semantic information retrieval he has published very little, by ana-
lyzing his publications in DBLP data we found that he used SVM as a tool to perform 
clustering and information retrieval tasks. Comparatively, AT model [14] is unable  
to discover topic wise temporal authors interests, as AT has not considered time  
information. 
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4   Conclusions 

This study deals with the problem of temporal authors interests discovery through 
modeling documents, authors and time simultaneously, which is significant. Initially 
we discussed the motivation for temporal authors interests modeling. We then intro-
duced TAT approach which can discover and probabilistically rank authors related to 
specific knowledge domains for different time periods. We demonstrated the effec-
tiveness of proposed approach by discovering temporal interests with respect to top-
ics, authors and by presenting authors temporal social network (associations). TAT 
approach can handle the problem of AT model of change in the meaning of topic 
overtime. Empirical results and discussions prove the effectiveness of proposed  
approach. 
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Abstract. Consider a scenario in which a smart phone automatically
saves the user’s positional records for personalized location-based ap-
plications. The smart phone will infer patterns of user activities from
the historical records and predict user’s future movements. In this pa-
per, we present algorithms for mining the evolving positional logs in
order to identify places of significance to user and representative paths
connecting these places, based on which a personalized activity map is
constructed. In addition, the map is designed to contain information
of speed and transition probabilities, which are used in predicting the
user’s future movements. Our experiments show that the user activity
map well matches the actual traces and works effectively in predicting
user’s movements.

1 Introduction

Personal positioning refers to the inference of a mobile user’s current position
based on user’s historical positional records and occasional measurements. It has
inspired many location-aware applications for personal use with the development
of wearable computers that are equipped with position sensors. See, e.g., [4].
The raw data collected from the position sensors, or the user’s log, provides an
important source for mining useful patterns for personal positioning.

The existing data mining techniques for personal positioning can be classified
into two categories: (i) location prediction based on location-to-location tran-
sition probabilities [3], and (ii) position tracking based on Bayesian filters [2].
Techniques in the first category aim at inferring user’s presence at certain loca-
tions (called the significant places) and the transitions among these places; but
these techniques are generally not designed for the purpose of inferring accurate
positions. Techniques in the second category involve online estimation of the
user’s exact positions, and as such, they usually require well-defined dynamics
model of the target. A well-designed model of user activities thus constitute the
basis for accurate prediction of user’s nondeterministic movements.

The challenges for personal positioning lies in the construction and mainte-
nance of this personalized map, and the modeling of the user movements. In
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a mobile and pervasive context, the device may be allowed to access some po-
sitioning sensors, but the large-scale map resources such as central geographic
database may be unavailable. A smart device can assist the user’s movement
only with geometrically accurate map of his environment. In other words, a
smart device needs to figure out the map of user’s activities on its own in many
cases. Unfortunately, the mobile user’s positional records can increase quickly
with regular uses, which poses difficulty in both storage and information re-
trieval. Therefore, the key problem here is to build an internal representation
of user’s environment from user’s own movements. This map should be different
from generic maps in two aspects: (i) it evolves from user’s movement log; (ii) it
highlights the geographical features (locations and paths) of significance specific
to the user.

These challenges motivate the paper. We propose a new data mining approach
to generate a map of user activities for use in personal positioning. Our construc-
tion of the user activity map includes three parts: identifying significant places,
identifying representative paths, and building the speed and transition model.
The experiments show that the position tracking based on user activity map
provides sufficient accuracy.

The paper is organized as follows. Section 2 presents the problem statement and
our approach. Section 2.1 shows the construction of significant places. Section 2.2
shows the construction of representative paths. Section 2.3 shows the construction
of user activity map. Section 3 shows the experimental results. Finally Section 4
concludes the paper.

2 Patterns in User Activities

As “history often repeats itself”, with more and more positional samples of
regular use over a period of time, a repeated path will be accumulated into the
user’s trace log. The user’s trace log is a sequence of position measurements

(a) one week. (b) three months.

Fig. 1. GPS samples of a user collected in Boston-Cambridge (MA) area. Each GPS
sample is marked by a star. The background is shown by Google Earth.
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ordered by time. Fig. 1(a) shows the GPS records gathered from a user over a
week. Fig. 1(b) shows the GPS data of the same user over three months. The
figures suggest that some repetitive patterns exist in the user’s trace log.

The required map of user activities should identify the locations and paths
that are significant to the user. In addition, people establish relationship be-
tween locations to learn the environment. For example, one can tell a direction
by saying “five minutes walk from the shop, you will get to the post-office”.
The shop, the post-office, and the path between them, thus form the significant
components of a map.

2.1 Identifying Significant Places

To extract patterns, one crucial step is to identify “significant places”. A mobile
user might stay at one location for some time, or he may visit this location
frequently (while the device may keep recording). Thus, a location is identified
to be significant if user’s dwelling time at this location is sufficiently long, or if
the density of the location is sufficiently high. A location is defined to be a tuple
(x, y; r) where (x, y) represents the coordinates of a position and r denotes the
radius of the associated circle centered at (x, y). The density of a location is the
number of sample points within the associated circular region. The dwelling time
at each location is approximated by averaging the time staying at this position
for each trace.

We choose two thresholds Tdw, λmin for dwelling time and location density
respectively to identify significant places. Figure 2(a) draws the number of sig-
nificant places against the dwelling time threshold using the 3-month history
of a voluntary user. For example, a point at (60, 53) means that there are 53
significant places whose dwelling time is no less than 60 seconds. The relatively
stable number of SPs implies that the user stays long enough only in places that
are of significance to him. Figure 2(b) draws the number of significant places

(a) The number of significant places re-
mains invariant when the dwelling time
is inside certain interval.

(b) The number of significant places ob-
tained by setting density threshold.

Fig. 2. The number of significant places against Tdw, λmin, resp
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(a) Twenty-six locations are identified
with dwelling time over 5 minutes, which
are office, gym, playground, residence,
and the path points nearing traffic lights.

(b) Thirteen locations are identified with
density >= 100, which are residences, a
gym, an office bldg., and the path points.
Each is marked by a density number.

Fig. 3. Significant places are identified in Google Earth

against the density threshold using the 3-month history. The arrow shows the
point from which the number of SPs changes slowly with the increase of density.

Figure 3(a) shows some locations whose dwelling time is more than 5minutes are
inferred from user’s historical data. These places, identified as office, home, play-
ground etc. on the map, are mostly important to the user’s activities. Figure 3(b)
also shows that the setof the significantplaces obtainedby settingdensity threshold
(=100) is rather similar to the set as seen in Figure 3(a). That is, important places
to user, such as office and residence, are included by both schemes for identifying
significant places.

2.2 Identifying Representative Paths

Multiple traces between two significant places do not necessarily correspond to
the same path. Two nearby traces may actually correspond to two disjoint paths
that only join at the two ends, or they may share some portion of a path but split
at a branching point. In addition, noises are inherent in the trace samples. Con-
sequently, identifying representative paths implies two closely related problems:
(i) The first problem is to classify traces into different paths according to certain
metric of trace similarity. (ii) The second problem is to form a representative
path for those similar traces.

Our path reconstruction is carried out in two steps. Firstly, the user’s log, or
a sequence of position measurements ordered in time, is segmented into multi-
ple disjoint traces according to their similarity under both temporal and spatial
metrics. Secondly, similar traces will be consolidated, and some disjoint but geo-
graphically close traces can be transformed into connected paths. The resulting
representative paths will be further used in map construction.
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A path P is treated as a curve x(t) in the plane. A trace of P is a sequence P
of sample points {zk}k from this path. Denote zk = xk +n(tk), where xk = x(tk)
is the path position at time point tk, and n(tk) is called noise. Let P (i) = {z(i)

k :
k = 1, 2, ..., K(i)} denote a trace. The path reconstruction problem is to estimate
x(t) from a set of Ns traces {P (i)}, 1 ≤ i ≤ Ns for the same path. The distance
between two traces P, Q is defined by their Hausdorff distance dH(P, Q) [1].

A path reconstruction algorithm named PCM (pairwise curve-merging) is pre-
sented below. After path reconstruction, similar traces will be consolidated, and
some disjoint but geographically close traces can be transformed into connected
paths. The resulting representative paths will be further used in map construction.

PCM Algorithm: Reducing Multiple Traces to Repr. Paths: The basic
idea of PCM algorithm is to iteratively compare every two traces and merge
similar segments of the two traces. The algorithm is applied pairwise on the
traces and a predefined distance threshold value, ε, is given. When the iterative
process terminates, the remaining traces will all be distinct based on the distance
metric.

The PCM algorithm (in Algorithm 1) compares every two traces P, Q for a
given tolerance ε: each point p of P is compared with its nearest neighbor q in
Q. If p is within the tolerance distance of q, and if p is closer to q than to any
adjacent point of p in P , then p is replaced by q. Intuitively, the PCM algorithm
enforces two conditions when carrying out the merging operation. Firstly, the
algorithm repeatedly merges two curves whenever nearby (but not the same)
points between the curves are found. Secondly, one polygonal curve partitions
the plane into many zones by bisecting the line segments of the curve. Each
point of the curve dominates one zone. For one point p ∈ P , only the points of
Q that lie inside p’s zone can replace p. The second condition ensures the order
of the curve points.

Lemma 1 below shows that the process of the PCM can terminate. Further-
more, it shows that two nearby curves in Hausdorff distance will still remain
close by after merging. We refer readers to [6] for the proof.

Lemma 1. PCM can finish in finite number of steps. Moreover, let P̄ , Q̄ denote
the new curves obtained from P and Q, respectively, after executing subroutine
Merge(P, Q, ε). If dH(P, Q) ≤ ε, then

max{dH(P̄ , P ), dH(P̄ , Q), dH(Q̄, P ), dH(Q̄, Q)} ≤ ε.

The computational complexity of the PCM algorithm is estimated as follows. Let
n be the number of curves, and m be the maximum number of sample points
on a trace. The PCM algorithm at most runs n(n − 1) iterations of subroutine
Merge(P, Q, ε). For Merge(P, Q, ε), we can firstly construct a Voronoi diagram
for the points of Q to speed up the nearest-neighbor searching. The construction
costs O(m log m) time, and each nearest-neighbor searching costs O(log m) time
[1]. Since Merge(P, Q, ε) traverses all the points of P , the total running time is
O(m log m). As a result, the running time of PCM algorithm is O(n2m log m).
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Input: ε and a set of traces, M
Output: Updated M
changed = True;1

while changed do2

changed = False;3

for P, Q ∈ M and P �= Q do4

for each point p ∈ P do5

q = the point in Q that is nearest to p;6

pleft, pright = p’s left and right point in P , resp.;7

if p �= q and d(p, q) ≤ min{ε, d(pleft, q), d(pright, q)} then8

p = q ;9

end10

end11

if P̄ �= P then12

changed = True;13

end14

end15

end16

Algorithm 1. Merging a set M of traces, by tolerance ε

(a) A user’s raw data segmented into
748 traces, with thresholds Tth = 1200
seconds, Dth =0.2 km, and a total
of 6003 GPS sample points. The dis-
jointed points in the raw data are
pruned off.

(b) Paths are reconstructed from the
user’s traces. The parameter ε =
0.050km. The resulted 197 significant
places are connected by 289 edges.

Fig. 4. Paths are reconstructed from the user’s traces by the PCM algorithm, and
shown in Google Earth

Figure 4(a) shows the user’s traces given as the input of the pairwise curve
merging algorithm. Figure 4(b) shows the corresponding output of the pairwise
curve merging algorithm. To compare the merged results with the actual roads
and streets, the output is also shown on the maps of Google Earth. It can be seen
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that the redundancy in the traces is dramatically reduced, and the reconstructed
paths reflects the actual roads rather well.

2.3 Extracting Transition Probabilities in the Map

A map of user activities can be constructed after identifying significant places
and representative paths from historical log. The map is a 2-dimensional directed
graph G =< V, E > without self-cycles, where V is the set of significant places
and E is the set of edges. Each vertex v ∈ V has associated information of the
x-y coordinates of the center and the radius of the circle representing the place,
dwelling time, and density. The density of a location is defined to be the number
of samples within the associated circular region. Each edge e =< v1, v2 >∈ E
records the connectivity from v1 to v2. Two vertices v1, v2 have an edge when
there is any path crossing from v1 to v2. Moreover, each edge also records the
edge width, the speed and the number of traversals, which are calculated based
on the historical records.

A sample map is given in Figure 5(a). The user speed on the edge e is ap-
proximated by the average speed of the historical traces that constitute e. For
each edge e =< v1, v2 >, its speed is calculated by the distance between v1 and
v2, divided by the time difference.

The number of traversals over the edges provides an approximation of the
transition probabilities among the vertices. Figure 5(b) shows a subset of the map
which contains three vertices and their transitions. Specifically, the transition
probability density function (pdf) from vertex src is approximated by

Prob(z|src) ∼ normalization{λ(src, z) :< src, z >∈ E},

where λ(src, z) is the number of traversals on edge < src, z >. Let π(v) denote
the transition probability density function for vertex v. For example, π(A) =
[2087 , 29

87 , 2
87 , 2

87 , 16
87 , 11

87 , 7
87 ] for vertex A in Figure 5(b).

Supported by the map with transition probabilities, certain inferences con-
cerning the path likely to be used in between the significant places can be carried
out. For example, a “shortest” path from the source vertex to the destination
vertex can be obtained by applying a searching algorithm. We use a classical
heuristic searching algorithm, A* search [5], in order to minimize the total esti-
mated cost. Just like using distance d(v1, v2) as a cost function in the shortest-
path problem, we interpret the transition probabilities as a part of the cost on
the edges. The cost function is chosen to be

J(v1, v2) =
d

log(1 + λ)
,

where λ is the number of traversals on the edge < v1, v2 >, and d is the length
of the edge. The rationale of this cost function is: when the user visits a path
more often than the other paths from the same location, he/she is more likely
to reuse this path than the other paths in future. Each use of a path is thus like
shortening the distance between two locations by a 1

log(1+λ) percent.
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(a) A “shortest” path from source A to
destination B is marked between two
stars on the map. The numbers on the
edge indicate the numbers of traversals.
The numbers of traversals from vertex A
to its neighbors are also marked.

(b) Estimating a trajectory using the
map. Each prediction is indicated by
a triangle, while each measurement is
drawn as a balloon. The predicted tra-
jectory is shown in solid lines.

Fig. 5. A snapshot of user activity map

Figure 5(b) shows a “shortest” path in the map for the given source and
destination. The average speed for this path is evaluated from history to be 2.8
meters per second (by bicycle).

3 Experiments and Performance Evaluation

To verify the effectiveness of the user activity map, we set up experiments for
a position tracking application as follows. Assume that a map of user activities
is given (e.g., Figure 5(a)), which has been extracted from the user’s historical
positional data.

We test the tracking method for a given trace with the known path from source
to destination. The position inference is activated periodically. The method takes
into consideration user’s speed model derived from the map. Specifically, the
average velocity with its standard deviation can be statistically approximated
from the historical traces. In this experiment, the estimated trajectory of the
user is then compared with the actual trajectory at each time step.

Figure 5(b) draws all observed positions of a user’s trajectory and a predicted
trajectory. It shows that the predicted trajectory well matches the user’s actual
movements, which is even better than merely relying on GPS measurements.
This is possible because GPS signals can be momentarily disturbed by external
sources. The Root Mean Squared Error for the estimated trajectory and the
actual trajectory is about 4.3 meters, which should work fairly well for location-
based applications.



452 H. Fang, W.-J. Hsu, and L. Rudolph

4 Discussions and Conclusion

This paper presents the method for mining the pattern of user activity from
historical positional data. The method includes the algorithm for constructing
significant places and representative paths. It also derives the information about
user’s speed and transition probabilities. The map of user activity is then applied
to position tracking applications. The experiments show that the algorithm can
be applied to personal position tracking, and it deals with user’s non-linear
movement behaviors fairly well. Thus we believe that our algorithm for mining
the user activity map can form a basis for many promising personal location-
aware applications.
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Abstract. Most classification problems assume that there are sufficient
training sets to induce the prediction knowledge. Few studies are fo-
cused on the label prediction according to the small knowledge. Hence,
a classification algorithm in which the prediction knowledge is induced
by only few training instances at the initial stage and is incrementally
expanded by following verified instances is presented. We have shown
how to integrate kNN and LARM methods to design a multi-strategy
classification algorithm. In the experiments on edoc collection, we show
that the proposed method improves 4% in accuracy of low-confidence
results of kNN prediction and 8% in accuracy of results of the dominant
class bias of LARM prediction. We also show experimentally that the
proposed method obtains enhanced classification accuracy and achieves
acceptable performance efficiency.

Keywords: k Nearest Neighbors (kNN), Lazy Associative Rule Mining
(LARM), Multi-Strategy Learning, Lazy Learning.

1 Introduction

Machine Learning approaches attempt to induce knowledge from solved cases,
named as training sets (instances), and then use it to predict labels of unknown
cases, named as testing sets (instances). In general, most approaches assume that
there are sufficient training sets for building the prediction knowledge. However,
obtaining enough training sets for learning problems is usually time-consuming
since training instances are labeled and verified by human experts. Few studies are
focused on the label prediction only depending on the small induced knowledge. In
this case, the classification algorithm should be tailored to the unlabeled instance
since the complete prediction knowledge could not be induced by the insufficient
training sets. Also, desirable prediction results maynot be achieved, so the training
sets need to be expanded for updating the prediction knowledge. Thus, classifica-
tion methods are required to perform efficiently when the procedure of updating
� This work is supported by NSC, Taiwan, under grant no. NSC 97-2221-E-194-029-

MY2.
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prediction knowledge is frequently executed. In this paper, we are motivated to
design a classification algorithm in which small prediction knowledge is induced
at the initial step and incrementally updated by following training instances.

Generally speaking, eager and lazy are two major types of classification algo-
rithms. Eager algorithms predict the label of a testing instance after building the
prediction knowledge. Lazy algorithms generate the prediction knowledge until
the testing instance arrives. In other words, eager classification depends on the
whole training set, and lazy classification utilizes the training instances that are
related to the testing instance. Especially, when only few training instances are
available for inducing prediction knowledge, the prediction result of lazy classifi-
cation could be more tailored to the testing instance than that of eager classifica-
tion. Moreover, lazy classifiers apparently require no extra operation for inducing
prediction knowledge when the training set is incrementally updated, but eager
classifiers need to rebuild that additionally. Therefore, the lazy algorithm is a
proper solution for the document classification problem in which small prediction
knowledge induced at the initial stage is incrementally updated.

In recent years, lazy classification was already employed in decision trees [1]
and Bayesian rules [2]. The instance-based algorithm, like k-nearest neighbors
(kNN), is inherently a lazy algorithm. But, kNN prediction results might be not
quite precise when those most relative neighbors have low similarity with the
testing instance. With the advances in data mining, Veloso et al [3,4] proposed a
lazy associative classifier that integrated associative rules and lazy classification
for label prediction, named as Lazy Associative Rule Mining (LARM). It usually
suffers from the dominant (most trained) class bias in prediction because of the
biased instance proportion. Although each learning algorithm contains explicit
or implicit biases and weaknesses in label prediction, it would be wise to combine
different kinds of these appropriately[5].

Some algorithms that take advantages of biases of rule-based and metric-based
methods have been designed in multi-strategy learning[6]. However, [7,8,9] are
partial and entire eager classification. [10] proposes a prediction method that
is based on rules mined from the k nearest instances of the testing instance.
But, the prediction results strongly depend on the selection of k nearest neigh-
bors. In this paper, a multi-strategy lazy learning algorithm based on kNN and
LARM is carefully designed. Our main contribution is to improve low-confidence
prediction in kNN and dominant class bias in LARM simultaneously.

This paper is organized as follows: in Sect. 2, we introduce kNN and LARM
methods. Then, we propose a multi-strategy lazy algorithm in Sect. 3, and
demonstrate the numerical analysis of the proposed method in Sect. 4. Finally,
we give conclusions in Sect. 5.

2 Related Works

2.1 Metric-Based Classification Methods

Metric-based classification methods are instance-based learning algorithms [11].
They simply store the training instances and retrieve relative ones when a
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testing instance arrives. Apparently, metric-based methods have properties of
lazy classification. For example, label prediction of kNN, a traditional metric-
based method, depends on the most relative neighbors that are decided by a
similarity metric. However, low similarity neighbors identified by kNN might
have less confidence to decide the label of a testing instance. Hence, low confi-
dence prediction is an interesting issue in kNN classification.

2.2 Rule-Based Classification Methods

Lazy Associative Rule Mining (LARM) is an integration method of Associative
Ruling Ming [12] and lazy classification. LARM mines associative rules from the
subset of the training set that is related to the testing instance. Originally, [13]
denoted associative rules as class associative rules (CARs) of the form I −→ y,
where the antecedent (I) is composed of features (items) and the consequent (y)
is a class label. Given a training set D and a testing instance xt, Dxt that is the
set of training instances of which features co-occur in xt is generated, and then
associative rules are mined from Dxt for predicting xt’s label. However, if class
yd is a dominant class, rules of the form I −→ yd would be induced more than
those of the form I −→ yi, where yi! = yd. It tends to lead that low-confidence-
value rules effect the prediction results more than high-confidence-value rules
when the number of low-confidence-value rules are large enough. The reason is
that the confidence value summed by low-confidence-value rules might be larger
than that summed by high-confidence-value rules. Hence, LARM tends to suffer
from the dominant class bias when the document proportion is unbalanced.

In the next section, we propose a multi-strategy lazy algorithm in order to
improve classification results made by low-similarity references identified by kNN
and to ease prediction results of the dominant class bias in LARM generated by
the biased instance proportion.

3 The Proposed Method

Motivated by the weaknesses for each of LARM and kNN classification meth-
ods, we proposed a multi-strategy solution to improve the prediction ability of
these two based methods. Compared to the specific references identified by kNN,
LARM extracts more detailed information among training instances because all
possible combinations of features are considered for label prediction. Clearly, our
proposed multi-strategy learning is designed as that kNN prediction is performed
at the first phase. When the references identified by kNN are low-confidence for
classification, LARM takes responsibility, in turn, for predicting labels of testing
instances. Therefore, kNN prediction at the first phase is able to ease the domi-
nant class bias by high-similarity neighbors, and LARM prediction at the second
phase might improve low-confidence kNN prediction by detailed rule mining.

At the first phase, given a training set D, a testing instance xt, an integer k,
Cosine Similarity metric, and a similarity threshold Ts, when testing instance xt

arrives, kNN calculates the similarity value, sti, of each pair (xt, xi), in which xi

is an instance in the training set D, and then extracts k most similar instances,



456 J. Fu and S. Lee

input : training set D, testing instance xt, an integer k, minimum confidence
mconf , similarity threshold Ts, and pruning threshold Tp

output: xt’s predicted label, yt

begin
if the average similarity value of all k most similar neighbors >= Ts then

yt ←− kNN(D, xt, k, Ts) ;
else

yt ←− LARM(D, xt, mconf, Tp) ;
end
Return yt ;

end

Algorithm 1. The proposed multi-strategy classification algorithm

Dxt . After that, if the average similarity value of instances in Dxt exceeds Ts,
xt’s predicted label is decide by the majority voting of all instances in Dxt .
Otherwise, going to the second phase.

At the second phase, only related training instances of which features co-occur
in the testing instance are collected in Dxt . Then, associative rules are mind by
apriori algorithm [14] from Dxt . It is observed that when most of itemsets of
which sizes are j imply the same class label, they could dominate the induced
result among all j-itemsets. In this case, the execution time of mining rules of
(j + 1)-itemsets can be saved. Hence, we define a stop criteria: when the size of
certain j-itemsets that imply the same class is Tp% of the size of all j-itemsets,
apriori algorithm is not necessary to mine (j + 1)-rules.

The proposed multi-strategy method is presented in Alg. 1. Given instances
(training set D and a testing instance xt) and thresholds (similarity threshold
Ts, min confidence mconf , pruning threshold Tp), kNN decides xt’s predicted
label firstly, and LARM also makes the prediction if the average similarity value
of all k most similar references is not qualified.

4 Experiments

In this section we present experimental results for the evaluation of the pro-
posed classifiers in terms of classification accuracy and computational perfor-
mance that is measured on the desktop (Windows 2003/Intel(R) Xeon(R) CPU
2.00GHz/4.00 GB RAM). Our evaluation is based on the comparison against
based lazy classifiers LARM and kNN. The minimum confidence mconf is 0.3
and the threshold Tp in the proposed method is assigned as 0.9. We use two
datasets, edoc and ModApte, in our simulation. The first dataset, edoc, is col-
lected by Chinese official documents in Chung Cheng University and composed of
traditional Chinese characters and short contents. It is utilized for simulation of
inducing small prediction knowledge since short document contents mostly con-
tain insufficient information. Totally, there are 5,332 documents and 81 classes,
and each document belongs to only one class. The document proportion is biased
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Table 1. Classification accuracy of kNN methods in terms of different k and metrics
on edoc, ModApte1287, and ModApte2627

k

1 7 13 17

edoc 66.04% 63.97% 61.40% 60.07%
ModApte1287 48.87% 52.84% 51.67% 51.36%
ModApte2627 50.32% 53.18% 54.17% 53.45%

since 1,663 documents belong to the two specific classes. Each document con-
tent is segmented by Chinese sentence segmentation tool [15], and then 1-length
Chinese terms are removed. Also, remaining terms are weighted by tfidf [16],
(tf ∗ N

DF ), and 80% potentially significant ones are kept. The second dataset,
ModApte, is the split of Reuters-21578 collection [17], and contains 13,307 doc-
uments and 115 categories. Especially, only 10%, and 20% of documents in each
category are randomly picked to simulate the environment of induced the small
prediction knowledge. So, instead of the whole ModApte collection, 1287, and
2627 documents in the two subsets, ModApte1287 and ModApte2627, are simu-
lated in our experiments. Also, only one category is labeled to each document,
and the document proportion is biased since 631 and 1264 documents belong to
the two specific categories (acq and earn). All terms in datasets are weighted by
tfidf, (tf ∗ log10

N
DF ), and 80% potentially significant ones are kept. At the initial

stage of the experiment, no labeled instance is put into the training set, and
then the training set is continually expanded when labels of testing instances
are verified. These two conditions are used for simulating the environment of
incrementally updating the small prediction knowledge.

On each data collection, classification accuracy of kNN methods with different
values of k is presented in Tab. 1 and the highest one is bold-faced. It is observed
that, on edoc, the highest accuracy is achieved by k = 1. So, documents in edoc
are difficultly classified since few instances that are similar to each other locate
closely. For other datasets, the proper values of k are 7 and 13 on ModApte1287
and ModApte2627, respectively.

The similarity threshold, Ts, in the proposed method should be decided, such
that the improvement made by the proposed method in low-confidence prediction
and dominant class bias could be appropriately demonstrated. The classification
accuracy and running time of our methods in different Ts are shown by Tab. 2.
The running time of a method is the time spent by predicting labels of all testing
instances and re-inducing classification knowledge after the label of each testing
instance is verified. In terms of accuracy and efficiency of the label prediction,
0.4 is assigned to Ts on edoc, so the testing documents, of which the average
similarity value of the references is less than 0.4, are required to be classified
by LARM at the second phase. On ModApte1287, the proper Ts=0.4 obtains
acceptable efficiency and high prediction accuracy. However, on ModApte2627,
the highest classification accuracy, 54.25%, is achieved by Ts=0.1. Only little
improvement is made since accuracy of the based classifier, kNN when k=13, is
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Table 2. The prediction accuracy and efficiency of the proposed method by different
values of Ts

k=1 k=7 k=13

edoc ModApte1287 ModApte2627

Ts accuracy time accuracy time accuracy time

0.1 65.81% 0:2:47 52.76% 0:0:48 54.25% 0:3:29

0.4 67.40% 0:11:42 53.38% 0:2:8 53.98% 0:9:39

0.6 66.49% 0:22:34 51.83% 0:30:40 50.97% 2:51:58

0.9 64.80% 0:32:54 51.20% 0:41:4 50.55% 3:24:58

Table 3. Classification accuracy of LARM and the proposed method when the predic-
tion biases to the dominant class Ca and Cb

LARM k=1 LARM k=7 LARM k=13

edoc ModApte1287 ModApte2627

bias to Ca 56.11% 64.89% 44.49% 48.28% 54.83% 55.27%

bias to Cb 55,73% 64.72% 70.93% 81.80% 60.55% 77.91%

bias to Ca and Cb 55.96% 64.83% 58.28% 64.80% 58.52% 67.75%

54.17%. Hence, our method doesn’t work well when the prediction knowledge is
induced by larger than 2,627 documents in ModApte collection.

Prediction of the dominant class bias in LARM and the proposed method
is shown in Tab. 3. The two dominant classes on edoc, ModApte1287, and
ModApte2627 are denoted by Ca and Cb. It is observed that the proposed method
improves the prediction accuracy when the label of a testing instance is decided
as Ca or Cb. This analysis tells that LARM prediction tends to suffer from the
dominant class bias in the unbalanced document proportion. And, the proposed
algorithm is able to avoid the bias since kNN prediction at the first phase is
based on the specific references of the testing instance.

Low-confidence prediction is defined by that, in the metric-based prediction,
the average similarity value of the selected references is less than Ts which is
already decided by previous experiment results. Low-confidence prediction re-
sults performed by kNN and the proposed method, except on ModApte2627,
are shown in Tab. 4. Clearly, it is found that in terms of classification accu-
racy, the improvement of low-confidence prediction is made by our method since
LARM prediction at the second phase extracts sufficiently detailed information
from training instances. Hence, this experiments demonstrate that the results of
low-confidence prediction can be corrected at the second phase.

The last evaluation in Tab. 5 presents the comparison against the based clas-
sifiers LARM and kNN that are also designed by the single strategy. Compared
with LARM and kNN, the proposed method, a multi-strategy algorithm, achieves
better prediction results. Because only small prediction knowledge is induced for
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Table 4. The accuracy of low-confidence prediction performed by kNN and the pro-
posed method

kNN our method kNN our method

Ts = 0.4, k=1, on edoc Ts = 0.4, k=7, on ModApte1287

35.44% 39.70% 26.57% 32.19%

Table 5. The prediction accuracy and efficiency performed by the based methods and
the proposed classifier

LARM kNN the proposed method

accuracy time accuracy time accuracy time

edoc 64.10% 0:33:14 66.04% 0:2:57 67.40% 0:11:42
ModApte1287 49.81% 0:37:20 52.84% 0:0:48 53.38% 0:2:8
ModApte2627 48.99% 3:8:28 54.17% 0:3:31 54.25% 0:3:29

classification, the performance of all classifiers is not impressively accurate. How-
ever, it is noted that their classification performance is very efficient. Therefore,
the experiments show that our method has the ability of obtaining acceptable ac-
curacy and achieving reasonable efficiency in the environment where the small
prediction knowledge induced at the initial stage is incrementally updated.

5 Conclusion

When the prediction knowledge is incrementally updated, lazy algorithms are
suitable for classification since (1) lazy classification is tailored to the testing in-
stance. (2) lazy approaches require no extra operation for re-inducing prediction
knowledge. Notably, each kind of algorithms would encounter special biases and
weaknesses. Therefore, we propose a multi-strategy lazy algorithm to avoid the
dominant class bias in LARM and improve low-confidence classification results
in kNN. In the simulation results, at first, we use numerical analysis to present
the problems of low-confidence prediction in kNN and the dominant class bias
in LARM. Then, the proposed multi-strategy method is demonstrated that it
improves these two kinds of prediction results. Summarily, it is shown that the
proposed multi-strategy lazy algorithm obtains reasonable accuracy and achieve
reasonable efficiency in the environment of incrementally updating the induced
small prediction knowledge.
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Abstract. Search advertising click-through rate (CTR) is one of the major con-
tributions to search ads’ revenues. Predicting the CTR for new ads put a direct 
impact on the ads’ quality. Traditional predicting methods limited to Vector 
Space Model fail to sufficiently consider the search ads’ characteristics of het-
erogeneous data, and therefore have limited effect. This paper presents consis-
tent bipartite graph model to describe ads, adopting spectral co-clustering 
method in data mining. In order to solve the balance partition of the map in 
clustering, divide-and-merge algorithm is introduced into consistent bipartite 
graph's co-partition, a more effective heuristic algorithm is established. Ex-
periments on real ads dataset shows that our approach worked effectively and 
efficiently. 

Keywords: Bipartite Graph, Spectral Clustering, CTR. 

1   Introduction 

Search engine advertising has become a significant element of major search engines 
today. To maximize revenue and user satisfaction, search advertising systems must 
predict the expected user behavior for each displayed advertisement and must maxi-
mize the expectation that a user will act (click) on it.  

The search advertising system can make expected user behavior predictions based 
on historical click-through performance of the ad (CTR). However newly created ads, 
for lack of historical information, it is often difficult to make CTR predictions effec-
tively, thus affecting the probability that a user will see and click on each ad. As a 
result the need for establish an effective prediction model through historical data 
analysis is urgent. In recent years, driven by actual demand, the study of CTR predict-
ing made some achievements, including: Moira Regelson found that using historical 
data aggregated by cluster leads to more accurate estimates on average of term-level 
CTR for terms with little or no historical data[1]. Matthew Richardson used features 
of ads, terms, and advertisers to learn a model that accurately predicts the click-
though rate for new ads[2]. In [3], the authors addressed the problem of computing 
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CTR for existing ads using maximum likelihood estimation and also presented an 
algorithm learning an ensemble of decision rules that can be used for predicting the 
CTR for unseen ads. 

Comparing with popular field of data mining such as social network [4], WWW [5] 
and telephone call graph, it is still lack of research in search advertisement field. As is 
a high-order dataset, it became a new data mining research field that using graph 
model and spectral co-clustering method to describe the complex relationship be-
tween heterogeneous data. 

We summarized our key works on implementing bipartite graph spectral clustering 
in the search advertisement as well. 

1. Propose a consistent bipartite graph model for search ads, then build a basic 
CTR predicting framework using co-clustering. 

2. Introduce the divide-and-merge method to spectral clustering process to com-
pute the ratio cut of the graph. The method can effectively determine whether 
the size of each clustering result is balanced. 

3. Propose a heuristic to redistribute the tiny cluster in divide-and-merge proc-
ess. It can effectively eliminate the diseased clustering result and get a better 
graph partition. 

2   Predicting Framework 

Precise matching with the query and search advertising is a complex heterogeneous 
object clustering problem. It includes the query words, search ads and feature terms of 
the three types of different objects. Weight of the edge between query and ads reflects 
the CTR of the ads in such query words, and the weight of edge between ads and its 
feature terms reflects the frequency of terms happened in the ads. It is clearly that the 
problems can be resolved with a star structure consistent bipartite undigraph [6]. Note 

that the query words collection { }1 2, , , lQ q q q=
, ads collection { }1 2, , , mA a a a= and 

terms collection { }1 2, , , nW w w w= is the three groups of vertexes in the graph. 

{ }{ }, : ,i j i jE q a q Q a A= ∈ ∈  and { }{ }, : ,i j i jF a w a W w W= ∈ ∈  are the edge collec-

tions in the graph. If the times which user clicks one ad ja with query word iq exceed 

the threshold value, there is an edge{ },i jq a in the graph. If term jw happens in ad ia , 

there is an edge{ },i ja w in the graph. There is no edge between both query words, both 

ads, both terms in the graph. In order to mine the rules among the query words, ads 
and terms and predict the CTR, it is necessary to co-cluster those triple heterogeneous 
objects. The optimal clustering result is corresponding to such a graph partition. That 
is, weight of the cross edge between different partition is minimum and the clustering 
result is as far as possible "balanced." 

Clustering result with consistent bipartite graph reveals matching rules between 
query and advertisement, which can be directly used for advertising click-through  



 Predicting Click Rates by Consistent Bipartite Spectral Graph Model 463 

rate on the new forecast. The steps of predicting by search ads log mining are as  
follow: 

 
I. Training Phase 

1. Establishing the consistent bipartite graph model of search ads by its log; 
2. Using the method of semi-definite programming to cluster in the consistent bi-

partite graph, then obtaining the co-clustering results including query words, 
ads and terms; 

3. After using the divide-and-merge algorithm to determine uneven cluster in the 
bipartite graph clustering and redistributing the tiny cluster by heuristic, final 
clustering result will be obtained.  

II. Testing Phase 

1. Pre-processing: feature extracting from the new ads and standardizing those 
feature terms as a sequence; 

2. Comparing with cluster center: computing how the new ads is similar to each 
cluster center by the distance of new ads term sequence and terms in each  
cluster. The distances we used can be seen in Table 1; 

3. CTR predicting: According to the category of new ads, obtaining the corre-
sponding historical information of CTR from graph model. Then predict the 
CTR of new ads as well. 

3   Spectral Co-clustering of Consistent Bipartite Graph 

3.1   Algorithm Overview 

As is shown in Section 2, consistent bipartite graph can not be simply co-clustered 
with the two bipartite graph ( , , )Q A E and ( , , )A W F . This is because the two  

sub-graph clustering is often difficult to guarantee the optimal solution in the cen-
tral object with entirely consistent. Bin Gao et al [6] purposed a semi definite  
planning (SDP) method in theory to solve the partitioning problem. There is a con-
sistent bipartite graph co-partitioning algorithm for search ads as followed, 
which E is the adjacent matrix of the vertex set Q and A , F is the adjacent matrix 

of A andW : 

1. Set parameters λ , 1θ and 2θ , which 0 1λ< < is the weight parameter for bal-

ance of the two sub-issues, while 1θ and 2θ both are planning constraints; 

2. On the basis of adjacent matrix E and F , we denoted 
(1)D , 

(2)D , 
(1)L , 

(2)L  

as the diagonal matrices and Laplacian matrices. As 
(1)
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section 2), we extended (1)D , (2)D , (1)L , (2)L  to 1Π , 2Π , 1Γ , 2Γ , com-

puted Γ  using 1 2
1 2

1
T Te e e e

λ λ−Γ = Γ + Γ
Π Π

; 

3. We obtained 
0 0

min
0H

H
⎡ ⎤
⎢ ⎥Γ⎣ ⎦

i  using SDPA iterative algorithm, which subject 

to: 

1 2 1

1 2 1
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(1) 

4. Extract vector h as a classification sign from matrix H ; 
5. Run clustering algorithm on h such as K-means to obtain the result of  

partition. 

In the clustering process with bipartite graph of search ads, there is often a large 
subset with dense connections in graph or the remaining subgraph. In this case, the 
spectral clustering algorithm usually collects branches which is loosely connected 
with clustering center into several clusters respectively, and collects the subgraph 
with dense connections into one cluster. If all of these disconnected subgraphs  
are independent cluster, the size of cluster result that we obtained becomes huge  
difference. 

To solve this problem, spectral algorithm distinguishes the uneven clustering re-
sult at first. In this paper, a Divide-and-Merge algorithm is used, see Section 3.2. On 
this basis, the algorithm uses a heuristic function to control and correct the cluster 
size.  

3.2   Divide-and-Merge for Uneven Cluster 

The divide-and-merge method for spectral clustering is also a two-phase algorithm 
[7]. In the first phase, the algorithm bisects the graph recursively: through sorting the 
eigenvalues of the Laplacian matrix, we obtained the optimal bisection by computing 
the second eigenvector[8]. The algorithm in the literature [7] applied to document 
clustering. In order to cluster the consistent bipartite graph better, we improved the 
algorithm as follow: In divide phase, we introduced a heuristic to redistribute the tiny 
cluster to eliminate the uneven result. In merge phase, we gave a recursive algorithm 
in which was introduced the ratio cut. 
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Algorithm 1. Divide-and-Merge: Divide Phase 

while(clusters amount < 
0cnum ){ 

Let A is the largest cluster’s adjacency matrix;  

Compute the second largest eigenvector 
'v of 1 2 1 2D AD− − ; 

Let 
1 2 '

1 2
1 2 '

2 1

D v
v

D v

−

−

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 and sort v ; i = _ratio init ; 

while(C  is not discarded){ 

Find 1 1 1i t i≤ ≤ − , the cut 

( , ) ({1, , },{ 1, , })S T t n t n n= ⋅ ⋅ + makes the cluster ratio is 
minimum; 

1( , , )lC C =Redistribute ( , )S T ; 

if( 1l > ) Split C  into 
1( , , )lC C ; 

else if( 3i = ) Discard the cluster C  
else i--;}} 

 
It is very easy to lead to small clusters in the divide phase as we found. In fact,  

partition of graph through the second eigenvector always trends many disconnected 
subgraph. Therefore, we introduced a heuristic algorithm Redistribute ( , )S T for  

processing those tiny clusters.  
We also used a parameter _ratio init to control the graph bisection process. Termi-

nal condition of the loop in algorithm is the denominator 3i = . At this time the bisec-
tion will be continued no longer, and the divide phase is end. 

Algorithm 2. Divide-and-Merge: Merge Phase 

for each(C  from leaf up to root){ 

if(C  is leaf) { ( ,1) 0nOPT C = ; ( ,1)dOPT C C= } 

else{ 
let 

1( , , )lC C  be the children of C ; 

for(i=1;i<=total below C ;i++){ 

 for(all 1 li i i+ + = ){ 

'

'
1

1

( , , ) ( , ) ( , )
l

l j n j jj
jj j

N i i d C C OPT C i
=≠
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'
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1
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Merge phase is designed to optimize the ratio cut of the final clustering, that is, 
the intercluster similarity. Therefore, we adopted the computing process from the 
leaf to the root. For obtaining the optimal ratio cut for a given cluster C which is 
divided into i subgraphs, it is needed to compute all of the

1 li i i+ + = partitions 

one by one. According to the recursive algorithm, we had a hypotheses that a good 
partition

ji can be only established by its subgraph jC . So that the ratio cut of parti-

tion can be drawn as formula 2: 

'

'

'

'

1

1

( , ) ( , )

_
( , )

l

j n j jj
jj j

l

j d j jj
jj j

d C C OPT C i

ratio cut
C C OPT C i

=≠

=≠

+
=

⋅ +

∑ ∑

∑ ∑
. 

(2) 

4   Experiments 

For the experiment we had in total 3284 ads in five categories. They were sampled 
from the finance channel and games channel of Yahoo by our spider and were labeled 
by artificial. Then we randomly selected 20 ads for each category to build training set. 
Here we carried out feature selection for characteristic so that only 332 terms were 
reserved. We also picked 50 query words for these ads and recorded the click rates 

with every query and advertisement. Each category has a category name ( 1C  is Stock, 

2C  is Currency, 3C  is Industry, 4C  is Puzzle, 5C  is Video) and the expected clustering 

results would be 1 2 3{ , , }C C C (which master categories are all Finance) and 

4 5{ , }C C (which are Games). Ads should be clustered according to the categories 

they belong to. 

4.1   Results of Spectral Clustering 

Firstly we ran the spectral clustering algorithm as described in section 3. As there are 
three dimensional data such as query words, ads and terms in the results, we plotted 
the embeddings of query words and terms in a separate sub-figure to show the results 
distinctly, although the embedding values of the three heterogeneous objects were co-
clustered together. 

From Fig. 1 we found that ads from finance channel (the dark-colored points) were 
clustered together with their query words. The others (games channel, the white-colored 
points) were merged into one cluster. To summarize, this experiment showed that 
spectral clustering algorithm can avoid the case of ill partitioning to many extents, 
and these results confirmed that the consistent bipartite graph co-partitioning can 
mine the search advertisement data successfully. 
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(a) Query Words                                              (b) Terms 

Fig. 1. Distribution of Co-Clustering Queries, ads and terms with Consistent Bipartite Graph 

4.2   Predicting Click Rates 

We compared predictions of CTR using several different methods across twenty-four 
one-week periods from March 2008 to September 2008. At this level of resolution the 
majority of terms won’t display periodicity, so the periodicity considerations could be 
disregarded. For each period and each term, we made predictions of the current pe-
riod's CTR based on the following methods: 

1. clustering for terms using vector space model 
2. hierarchical clustering for terms using vector space model 
3. basic bipartite graph model 
4. consistent bipartite graph using vector distance 
5. consistent bipartite graph using edit distance 
6. consistent bipartite graph using largest matching subgraph 

All of these methods are clustering algorithms which are mining the search ads 
dataset. Each prediction method makes use of the historical data from the previous 
period in predicting the current period's CTR. Method 1 to 3 are using only terms in 
the ads to cluster, and method 4 to 6 are co-clustering algorithm which use all of the 
query words, ads and terms. 

For each week, we computed the predicted rate using the methods described above. 
The predicted number of clicks is then equal to the predicted rate times the observed 
number of impressions in the current period. The results are in Table 1. In addition to 
studying how the impressions can impact on the predicted results, we divided the  
 

Table 1. Mean error across terms and weeks 

 Prediction Method Mean error Mean error 
(B1) 

Mean error 
(B2) 

Mean error 
(B3) 

1 Vector space model 0.732 0.462 0.617 1.653 
2 Hierarchical 0.811 0.458 0.704 2.220 
3 Basic bipartite graph 0.775 0.419 0.684 1.771 
4 CBG Vector distance 0.525 0.388 0.476 1.121 
5 CBG Edit distance 0.430 0.263 0.421 0.874 
6 CBG Subgraph match 0,434 0.247 0.535 0.825 



468 W. Guo and G. Li 

terms into buckets based on the number of impressions in the reference week: 10 or 
fewer (B1), 11-50 (B2), and more than 50 (B3). 

To summarize, our experiments on consistent bipartite graph of search ads are less 
error than traditional vector space model. The prediction results with the triples(query, 
ads, terms) is better than the one only used terms. Algorithm presented in this paper 
can well handle the high-order heterogeneous data of search advertisement. 

5   Conclusion 

In this paper, we proposed a consistent bipartite graph model to represent the search 
advertisement referring to query words, ads and terms. We used a divide-and-merge 
algorithm in consistent bipartite graph co-partitioning to balance the size of every 
cluster. The predicting framework in this paper is given a better method to model the 
heterogeneous data of search advertisement, and is also can be used in search ads 
system for online predicting as well. Experiments on real ads dataset showed that our 
approach worked effectively and efficiently. 
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Abstract. It is of high biomedical interest to identify gene interactions
and networks that are associated with developmental and physiologi-
cal functions in the mouse embryo. There are now large datasets with
both spatial and ontological annotation of the spatio-temporal patterns
of gene-expression that provide a powerful resource to discover poten-
tial mechanisms of embryo organisation. Ontological annotation of gene
expression consists of labelling images with terms from the anatomy on-
tology for mouse development. Current annotation is made manually by
domain experts. It is both time consuming and costly. In this paper, we
present a new data mining framework to automatically annotate gene
expression patterns in images with anatomic terms. This framework in-
tegrates the images stored in file systems with ontology terms stored in
databases, and combines pattern recognition with image processing tech-
niques to identify the anatomical components that exhibit gene expres-
sion patterns in images. The experimental result shows the framework
works well.

Keywords: Gene Expression, Mouse Embryo, Pattern Recognition, and
Wavelet Transform.

1 Introduction

Understanding the role of the expression of a given gene and interactions be-
tween genes in a mouse embryo requires monitoring the gene expression levels
and spatial distributions on a large scale. The availability of high throughput
instruments such as RNA in situ hybridization (ISH) method provides the possi-
bility to construct a transcriptome-wide atlas of mouse embryos that can provide
spatial gene pattern information for comprehensive analysis of the gene inter-
actions and developmental mechanisms of the mouse embryo. The ISH employs
probes to detect and visualise spatio-temporal gene patterns in tissues. The out-
puts of the ISH on tissues are images stained to reveal the presence of gene
expression patterns. To understand gene functions and interactions of genes in
depth, we need to transform the raw image data into knowledge. Annotating
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the raw images of the ISH provides a powerful way to address this issue. The
process of annotating gene expression pattern is to label images with terms from
the ontology for mouse anatomy development. If an image is tagged with a term,
it means that the anatomical component is expressing as a gene.

Much effort has been invested into the curation of gene expression patterns in
developmental biology, for example, the EUREXPress-II project [1] has built a
transcriptome-wide atlas database for the developing mouse embryo established
by ISH, which has collected more than 18,000 genes at one development stage of
the mouse embryo and curated 4 Terabytes of images. The research work in [2]
has produced 3375 genes for Genome-wide analysis on Drosophila. Many other
gene expression pattern images generated via ISH such as flybase [3] and mouse
atlas[4] also provide rich information for the genetic analysis on tissues. The
current annotations of gene expressions are made manually by domain experts.
With massive amount of curated images available for analysis, it is a huge task
for domain experts. Therefore, developing efficiently automatic annotation tech-
nique is important. Some existing work [5][6][7] [8] has made attempts on the
automating annotation of the gene expression patterns on fruit fly and mouse
brain [9]and has provided potential opportunities for further genetic analysis.
However, to date, no related work has been done on the automatic annotation
of gene expressions for mouse embryos. Comparing with a fly embryo, a mouse
embryonic structure [15][16] is more complicated and has more anatomic com-
ponents, for example, the EURExpress data have 1,500 anatomical features used
for the annotations of the mouse embryo.

In this paper, we have used image data from the EURExpress-II project [1]
and proposed a new data mining framework for automatic annotation of gene
expression patterns in images from developmental mouse embryos. The initial
result from the pilot is promising and encouraging. The main contribution of
our work consists of following aspects: (1) The combination of statistical pattern
recognition and image processing methods can reduce the cost for processing
large amount of data and improve the efficiency. We employ the image process-
ing method to standardise and denoise images. The wavelet transform is used
to generate and project features from spatial domain to wavelet domain. Con-
sidering the high-dimensional features, we use Fisher Ratio analysis to extract
the significant features and build up the classifiers based on Linear Discriminant
Analysis(LDA). Our classifiers have been evaluated with multi-objective gene
expression patterns coexisting in images and the initial results have shown our
proposed framework functioned well. (2) Due to multi-anatomical components
coexisting in images, this is a typical multi-class classification problem. In this
framework, we have formulated this multi-class classification into a two-class
problem. We have trained one classifier for each anatomical component. As a
result, multi-classifiers for multi-components have been constructed. Each clas-
sifier in our framework is a binary classifier, which will give an answer either
‘yes’ or ‘no’ when an un-annotated image is coming through. The main advan-
tage is a strong extensibility of the framework. If a new anatomical component
to be annotated appears, we can create a new classifier and directly plug it in
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and no need to train previous existed classifiers. The classification performance
will not affected due to introducing a new class under the same observation
dataset. Meanwhile, this design can also improve the scalability and parallel
process capability. Classifiers can be arbitarily assembled and deployed based on
requirements.

The rest of this paper is organised as follows: the problem domain analysis
is described in Section 2; Section 3 presents the methodology used in this pro-
posed framework; Section 4 describes the evaluation result; Section 5 presents
the conclusion and future work.

2 Problem Domain Analysis

Currently, in the EURExpress database, 80% of images (4 Terabytes in total )
have been manually annotated by human domain experts. For cost-effectiveness,
our goal is to automatically perform annotation by classifying the remaining
20% into the correct terms of anatomical components (this would be still 85,824
images to be annotated with a vocabulary of 1,500 anatomical terms). In addition
if this is successful we can also validate existing annotations to find errors and
inconsistencies. This is a significant challenge.

– Firstly the images generated via ISH include variations arising from natu-
ral variation in the source embryos and experimental processing variation
and distortion. The same anatomic components therefore may have variable
shape, location and orientation.

– Secondly, each image for a given gene will in general be annotated with mul-
tiple anatomic terms. This means features for multiple anatomy components
coexist in the image, which increases the difficulty of discrimination.

– Thirdly, the number of images associated with a given anatomy terms is
uneven. Some of terms may be associated with many images others with
only a small number.

– Finally, the dimensionality of each image is high and represented as pixels
m ∗ n. and in the EurExpress case typically 3Kx4K pixels.

To address these challenges, we propose a new extensible data mining frame-
work that integrates both the images in the file systems and annotation databases
and combines image processing with statistical pattern recognition techniques
to automatically identify gene expressions in images, as shown in Fig. 1.

To automatically annotate the remained 20% images, we need to learn these
annotations by machines first and then automate the classification process by
the deployment of classifiers. This would require a training stage to train these
annotated data and build up classifiers, a test and evaluation stage for evaluating
the performance of classifiers and then finally a deployment stage for deploying
the classifiers to perform the classification of un-annotated images.

The processes in the training stage include image integration, image process-
ing, feature generation, feature selection and extraction, and classifier design.
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Fig. 1. The data mining framework of automating annotation of gene expressions

– Image integration: Before starting the data mining, we need to integrate
data from different sources: the manual annotations have been stored in the
database and the images are located in the file system. The outputs of this
process are images with annotations.

– Image processing: The size of the images is variable. We apply median
filtering and image rescaling to reduce image noise and rescale the images to
a standard size. The outputs of this process are standardised and denoised
images, which can be represented as two-dimensional arrays (m ∗ n).

– Feature generation: After image pre-processing, we generate those fea-
tures that represent different gene expression patterns in images. We use
wavelet transform to obtain features. The resulting features of wavelet trans-
form are 2 dimensional arrays (m ∗ n).

– Feature selection and extraction: Due to the large number of features,
the features need to be reduced and selected for building a classifier. This
can be done by either feature selection or feature extraction or both. Feature
selection selects a subset of the most significant features for constructing
classifiers. Feature extraction performs the transformation on the original
features for the dimensionality reduction to obtain a representative feature
vectors for building up classifiers.

– Classifier design: The main task in this case is to classify images into the
right gene terminologies. The classifier needs to take an image’s features as an
input and for each of anatomical features outputs a rating as ‘not detected’,
‘possible’, ‘weak’, ‘moderate’ or ‘strong’ (In the current experimental stage,
we use two types ‘detected as a gene’ and ‘not detected as a gene’). We have
built separate classifiers for each of anatomical components and considered
them independently.

The test and evaluation stage will use the result from the training stage to test
images. During this stage, k-fold cross validation is used for evaluating the clas-
sification performance. With k-fold validation, the sample dataset is randomly
split into k disjoint subsets. For each subset, we train a classifier using the data
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in the other k-1 subsets and then evaluate the classifier’s performance on the
data in that subset. Thus, each record of the data set is used once to evaluate
the performance of a classifier. If 10-fold validation is used, we can build 10 clas-
sifiers each trained on 90% of the data and each evaluated on a different 10% of
the data.

The deployment stage will deal with the configuration on how to deploy clas-
sifiers onto the system, apply classifiers to automatically perform annotation on
un-annotated images, and deliver results to the users.

In the following sections, we will mainly focus on the major methods used in
the training stage and evaluation stage because of their importance.

3 The Methodology

3.1 Feature Generation Using Wavelet Transform

We first obtain samples by integrating both images and manual annotations
using a database SQL query to specify which images should be processed. These
sample images are filtered and standardised in a uniform size suitable for the
feature generation process.

To characterise multi-gene expression patterns in an embryo image, in this
paper, we use wavelet transform to represent and generate features. Wavelet
transform has been well-recognised as a powerful tool for applications in signal
and image processing [10][11][12]. There are two major reasons for using the
wavelet transform in our case: (1) Wavelet transform provides a mathematical
tool for the hierarchical decomposition of functions, which can decompose images
into space and frequency domains, obtain a projective decomposition of the data
into different scales and therefore provide local information of images, unlike
Fourier transform that only provides global information of images in frequency
domain. (2) By using wavelet transform, the image can be decomposed into
different subimages at subbands (different resolution levels). The resolutions of
the subimages are reduced. On the other hand, the computational complexity
will be reduced by operating on a lower resolution image.

In mathematics, wavelet transform refers to the representation of a signal
in terms of a finite length or fast decaying oscillating waveform (known as the
mother wavelet). This waveform is scaled and translated to match the input
signal. In formal terms, this representation is a wavelet series, which is the coor-
dinate representation of a square integrable function with respect to a complete,
orthonormal set of basis functions for the Hilbert space of square integrable func-
tions. The wavelet transform includes continuous wavelet transform and discrete
wavelet transform. In this case, 2D discrete wavelet transform has been used to
generate features from images.

In fact, wavelet transform of a signal can be represented as an input passing
through a series filters with down sampling and deriving output signals based
on scales (resolution levels). This can be done by iteration process. Fig. 2(a)
shows the filter representation of wavelet transform on a 2D array input. LL is
a low-low pass filter that is a coarser transform of the original 2D input and a
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Fig. 2. Wavelet decomposition

circle with an arrow means down sampling by 2; HL is a high-low pass filter that
transforms the input along the vertical direction; LH is a low-high pass filter
that transforms the input along the horizontal direction ; and HH is a high-high
pass filter that transforms the input along the diagonal direction. At the first
iteration of applying these filters into the input (called wavelet decomposition),
the result of wavelet transform will be LL1out, HL1out, LH1out, HH1out.
At the second iteration, we can continue performing wavelet transformation on
LL1out and the output will be LL2out, HL2out,HL2out, HH2out. These steps
can be continuously and the initial input signal therefore is decomposed into
different subbands.

Mathematically, for a signal f(x, y) with 2D array(M ∗ N), the wavelet trans-
form results of applying filters at different resolution levels (e.g., LL1out, HL1out,
LH1out, HH1out, LL2out, HL2out, ... ) can be calculated as follows:

Wφ(j0, m, n) =
1√
MN

M−1∑
x=0

N−1∑
y=0

f(x, y)φj0,m,n(x, y). (1)

W i
ψ(j, m, n) =

1√
MN

M−1∑
x=0

N−1∑
y=0

f(x, y)ψi
j,m,n(x, y), i = (H, V, D). (2)

where Wφ(j0, m, n) is LLout1 and W i
ψ(j, m, n) respectively represents HL1out,

LH1out and HH1out when the wavelet decomposition is performed along the
vertical, horizontal and diagonal direction. j0 is a scale as start point. φ(j0, m, n)
and ψj,m,n are wavelet basis functions. In this case, we use Daubecheis wavelet
basis functions(db3) [13].

An example of wavelet transform on an embryo image at the second resolu-
tion level is shown in Fig. 2(b). The image is decomposed into four subbands
(sub-images). The subbands LH1, HL1 and HH1 are the changes of the image



Automating Gene Expression Annotation for Mouse Embryo 475

along horizontal, vertical directions and diagonal directions with the higher fre-
quency component of the image, respectively. After applying filters, the wavelet
transform of LL1 is further carried out for the second level resolution as LL2,
LH2, HL2 and HH2. If the resolution of the image is 3040x1900, the sizes
of subimages downsampling by 2 at the second resolution level are respectively
LL2(760x475) , LH2(760x475), HL2(760x475), HH(760x475), LH1(1520x950),
HL1(1520x950) and HH1(1520x950). The total wavelet transform coefficients
(features) for the image are 3040*1900=5,776,000.

3.2 Feature Selection and Extraction Using Fisher Ratio Analysis

Due to the resulting of high-dimentional features generated it is necessary to se-
lect the most discriminating features. We use Fisher ratio analysis [14] for feature
selection and extraction. The Fisher ratio finds a separation space for discrimi-
nating features of two classes by maximizing the difference between classes and
minimising within the class.

Assuming two classes, C1{x1, ..., xi, ...xn} and C2{y1, ..., yi, ...yn}, the Fisher
ratio is defined as the ratio of class-to-class variance to the variance of within
classes. The Fisher Ratio can be represented as follows:

FisherRatio =
(m1,i − m2,i)2

(v2
1,i + v2

2,i)
. (3)

where m1,i represents the mean of samples at the ith feature in C1, m2,i repre-
sents the mean of samples at the ith feature in C2. v1,i represents the variance of
samples at the ith feature in C1. Similarly, v2,i represents the variance of samples
at the ith feature in C2.

3.3 Classifier Building Using LDA

We train each classifier for each anatomical component, and formulate our multi-
class problem as a two-class problem. Namely, we treat and divide our sample
dataset into two classes during each training: one class contains all of sam-
ples with a certain gene expression to be annotated and the other contains
all of samples without that gene expression. In this case, we use Linear Dis-
criminant Analysis(LDA) [14] for solving our classification problem. For a given
two-class problem (C1{x1, ..., xi, ...xn} and C2{y1, ..., yi, ...yn}), the linear dis-
criminant function can be formulated as follows:

f(X) = W tX + w0. (4)

The goal is to find W (weight vector) and w0 ( threshold) so that if f(X) > 0,
then X is C1 and if f(X) < 0 then X is C2. The idea is to find a hyperplane
that can separate these two classes. To achieve the goal, we need to maximise
the target function denoted as follows:
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T (W ) =
|W tSBW |
|W tSW W | . (5)

where SW is called the within-class scatter matrix and SB is the between-class
scatter matrix. They are defined respectively as follows:

SB = (m1 − m2)(m1 − m2)t. (6)

where,
m1 = mean of xi ∈ C1 and m2 = mean of yi ∈ C2.

SW = S1 + S2. (7)

where,
S1 =

∑
x∈C1

(X − m1)(X − m1)t and S2 =
∑

y∈C2
(Y − m2)(Y − m2)t.

4 Evaluation

We have implemented and deployed our data mining framework into our testbed
(a distributed environment). Two databases were created: one for annotations
of anatomical components and the other one for feature parameters that is used
to store parameters and results from the processes of feature generation and
extraction and classifier building. All of image files are located in a file system.
Because the features generated are big, we store the features into files hosted in a
file system, with references in annotation and parameter databases. Considering
the large-scale data mining application in this case, 4 Terabytes data we have
curated, we have modularized functional blocks shown in Fig. 1 in order to
parallelize these processes in further experiments in near future.

Currently, we have built up 9 classifiers for 9 gene expressions of anatomi-
cal components(Humerus, Handplate, Fibula, Tibia, Femur, Ribs, Petrous part,
Scapula and Head mesenchyme) and have evaluated our classifiers with multi-
gene expression patterns in 809 images. We use the cross validation with 10 folds.

Table 1. The preliminary result of classification performance using 10-fold validation

������������������Gene expression

Classification Performance
Sensitivity Specificity

Humerus 0.7525 0.7921
Handplate 0.7105 0.7231
Fibula 0.7273 0.718
Tibia 0.7467 0.7451
Femur 0.7241 0.7345
Ribs 0.5614 0.7538
Petrous part 0.7903 0.7538
Scapula 0.7882 0.7099
Head mesenchyme 0.7857 0.5507
Note: Sensitivity: true positive rate. Specificity: true negative rate.
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The dataset (809 image samples) is divided into 10 subsets. 9 subsets are formed
as a training set and one is viewed as a test set. The classification performance
is computed based on the average correct or error rate across all 10 tries. The
advantage of this method is every sample will be in a test set only once and 9
times in a training set.

The preliminary result of the 10-fold cross validation in our case is shown in
table 1. The result shows the correct rate for identifying images with Humerus
can achieve 75.25% and the correct rate for identifying images without Humerus
gene expression can achieve 79.21%. Similarly, the correct rates for identify-
ing with and without gene expressions on Handplate as 71.05% and 72.31% ;
on Fibula as 72.73% and 71.8%; on Tibia as 74.67% and 71.8%; on Femur as
72.41% and 73.45%; on Ribs as 56.14% and 75.38%; on Petrous part as 79.03%
and 75.38%; on Scapula as 78.82% and 55.07%. Except the ribs, all other gene
expression can be identified well. The various morphologies and the number of
ribs in images cause the lower identification rate.

5 Conclusion and Future Work

In this paper, we have developed a new data mining framework to facilitate the
automatic annotation of gene expression patterns of mouse embryos. There are
several important features of our framework: (1) the combination of statistical
pattern recognition with image processing techniques can help to reduce the cost
for processing large amount of data and improve the efficiency. We have adopted
the image processing method to standardise and denoise images. Wavelet trans-
form and Fisher Ratio techniques have been chosen for feature generation and
feature extraction. The classifiers are constructed using LDA. (2) For enhancing
the extensibility of our framework, we formulate our multi-class problem into a
two-class problem and design our classifiers with a binary status:‘yes’ or ‘no’.
One classifier only identifies one anatomical component. Classifiers for each gene
expression are independent on each other. If new anatomical component need
be annotated, we do not have to train previous classifiers again. The classifiers
can be assembled and deployed into the system based on user requirements. (3)
We have evaluated our proposed framework by using images with multi-gene
expression patterns and the preliminary result shows our framework works well
for the automatic annotation of gene expression patterns of mouse embryos.

The future work will focus on the improvement of the classification perfor-
mance and parallelise each functional block proposed in this framework in order
to enhance the scalability for processing large-scale data of this case in further
experiments later on.
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Abstract. So far researchers have done a large amount of work on the structure
of social network, but neglected the correlation between two connected nodes
from structure perspective. In this paper, our primary goal is to acquire structural
properties and detect anomalies in mobile call networks. In order to investigate
the structural properties, we define some metrics which are based on the clique
size vectors of mobile call users. To evaluate our metrics, we explore several real-
world mobile call networks. We find that people tend to communicate with the
one who has similar structure. Moreover, we find that the connected people have
similar structural changes on the whole. Utilizing these results, we detect anoma-
lies and use a visualization toolkit to give a view of the anomalous scenarios in
static and dynamic networks.

Keywords: Social Network, Correlation, Structural Property, Clique Size Vec-
tor, Anomaly, Visualization.

1 Introduction

The study of social network analysis on personal behavior, interactions between a per-
son’s social group and dynamics has been a long standing work for social network
analysts. Recent research [1, 2, 3, 4] has primarily focused on the attributes of people,
without taking their structures into account. Given that two people have interactions,
are their structures similar to each other? Are their temporal structural changes similar
to each other? We are not aware of any of the two research issues that were done be-
fore. In this paper, we solve these two issues in mobile call networks to see that whether
people who have interactions have similar structures and similar structural changes and
to detect anomalies in the networks.

We have three sources of data: (1) the CDR (Call Detail Records) of one network
segment notated by sa in one city notated by A from Oct 2005 to Mar 2006. (2) the
CDR of another network segment notated by sb in the same city A from Oct 2005
to Mar 2006. (3) the CDR in another city notated by B from Jul 2008 to Sep 2008.
Our goal is to find the patterns in mobile call networks and detect anomalies using the
patterns.

We analyze the structural properties through correlation analysis between two con-
nected users in static and dynamic mobile call networks.

Characterizing the correlation in static mobile call networks could provide us the in-
sight into the global structural properties. M. E. J. Newman in [5] analyzes the correlation
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in network from vertex degree perspective, however, we analyze the correlation in mo-
bile call networks from vertex structure perspective. For the vertex structure, we consider
the clique size vector of it. Not like one dimensional vertex degree, our problem falls into
the domain of multidimensional clique size vector. In order to analyze the static struc-
tural properties, we adopt the correlation coefficient matrix of multidimensional random
variable in probability theory.

Characterizing the correlation in dynamic mobile call networks could provide us the
insight into structural changes properties. Amit A. Nanavati et al. [3] analyze the struc-
ture and evolution of massive telecom graphs, without analyzing the correlation from
structural changes of mobile call users perspective. We track the structure of a mobile
call user temporally and examine the structural changes between two consecutive snap-
shots. Moreover, we explore the correlation of the structural changes of two mobile call
users who have interactions.

In this paper, we will show that there is indeed a very strong correlation between
two connected users in mobile call networks from structure perspective. Users tend
to interact with the one who has similar structure. The connected users have similar
structural changes on the whole. Making use of the results, we detect some anomalous
user pairs and explore the egocentric networks [6] of the two connected users through
using the visualization toolkit JSNVA [7].

In short, our contributions are as follows: 1. We propose a new method for correlation
analysis of graph structure, which extends traditional correlation analysis of degree [5].
To the best of our knowledge, the method to solve the particular problem that we tackle
in this paper has not been studied before; 2. We find the static and dynamic structural
properties of connected users through our correlation analysis in mobile call networks;
3. Utilizing the results, we detect some anomalies in the networks.

The outline of the paper is as follows: Section 2 surveys the related work. Section 3,
we will provide the metrics for the problem. Section 4, datasets are described in detail
and some experiments are set up. Section 5 concludes the paper.

2 Related Work

Aris Anagnostopoulos et al. [8] define fairly general models that replicate the sources
of social correlation. Parag Singla et al. [1] attempt to address that if two people are
connected, how the correlation of them will be from person’s age, location, duration
and interest perspective.

Anomaly detection refers to the problem of finding patterns in data that do not con-
form to expected behavior [9]. Alec Pawling et al. [10] discuss the use of data stream
clustering algorithms for anomaly detection.

While initial work neglects the structure correlation between people who have inter-
actions, however, we analyze the correlation from structure perspective. We attempt to
address whether two connected people have similar structures. Moreover, for dynamics
of network, we use similarity to define the temporal graph changes and attempt to ad-
dress whether two connected people have similar structural changes. Furthermore, we
attempt to address the anomalies in the networks using the results we get.
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3 Metrics

A call graph G obtained from CDR is represented by a pair 〈V, E〉, where V is a set
of vertices representing mobile call users and E is a set of edges representing mobile
calls. If user a calls user b, then the vertex-pair 〈a, b〉 is called edge, and b is a neighbor
of a. In particular, we will often consider all the neighbors of a, notated by NG(a). Let
Gi = 〈Vi, Ei〉 be the subgraph at time-stamp i, where Vi is the user set at time-stamp i
and Ei is the call set at time-stamp i. In this paper, edges are undirected.

For a given graph G, we can find all maximal cliques using the algorithm mentioned
in [11]. The vertex structure can be depicted by its egocentric network and formalized
by its clique size vector. In order to reflect the vertex structure more accurately, we
consider the smallest clique size be not 3 but 2, as there are too many vertices whose
degrees are 1. And we neglect the isolated vertices because our research issues are based
on the edge (connected users). Let max be the largest clique size, then the size of vertex
clique size vector is max − 1. The vertex clique size vector is formalized as follows:
X = (x2, x3, ..., xmax) where xi represents the number of maximal cliques containing
the vertex with clique size i.

3.1 Correlation in Static Mobile Call Networks

In order to examine the correlation in static mobile call networks, we bring in the con-
cept of the covariance matrix of multidimensional random variable in probability theory.
Suppose X = (X2, X3, ..., Xmax) is a max − 1 dimensional random variable, where
Xi is a random variable to denote the number of maximal cliques with clique size i. We
define matrix C = (cij) as covariance matrix for X , where cij is defined as follows:

cij = cov(Xi, Xj) = E{[Xi − E(Xi)][Xj − E(Xj)]} , (1)

where i, j = 2, 3, ..., max. Obviously we can get cij = cji and D(Xi) = cii, i =
2, 3, ..., max. Then we can compute correlation coefficient ρij using the following
equation:

ρij =
cov(Xi, Xj)√
D(Xi)

√
D(Xj)

=
cij√

cii
√

cjj
, (2)

where i, j = 2, 3, ..., max and cii �= 0, cjj �= 0. Also, we can easily get ρij = ρji.
For some i, if cii = 0 in covariance matrix C, which means that all the vertices have
the same number of maximal cliques with clique size i, then the clique size i has no
correlation with other clique size. So we define ρij = 0 and ρji = 0 for all j =
2, 3, ..., max if cii = 0. Then we get the correlation coefficient matrix P = (ρij) for
i, j = 2, 3, ..., max where ρij ≥ −1 and ρij ≤ 1.

3.2 Correlation in Dynamic Mobile Call Networks

We address vertex structural changes through the calculation of structure similarities
between two consecutive snapshots in dynamic call graphs. In order to get a better
reflection to the structural changes, we consider them in two aspects. One is the extent
of the changes, and the other is the direction of changes.
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We use Euclidean distance of the two vertex clique size vectors between two con-
secutive timestamps to depict the extent of the changes and the difference of vertex
neighbors between two consecutive timestamps to depict the direction of changes. The
extent of vertex u’s structural changes Sc(u, t) between time-stamp t and t+1 is defined
as follows:

Sc(u, t) = [d(Xt, Xt+1)]
2 =

max∑
i=2

(xt+1,i − xt,i)2 , (3)

where i = 2, 3, ..., max, Xt denotes the vertex clique size vector at time-stamp t and
xt,i denotes the number of maximal cliques containing u with clique size i at time-
stamp t. The direction of vertex u’s structural changes Sd(u, t) between time-stamp t
and t + 1 is defined as follows:

Sd(u, t) =
|NGt+1(u) ∩ NG(u)|
|NGt+1(u) ∪ NG(u)| −

|NGt(u) ∩ NG(u)|
|NGt(u) ∪ NG(u)| =

|NGt+1(u)| − |NGt(u)|
|NG(u)| .

(4)

To have a better reflection to the changes, we combine Sc(u, t) and Sd(u, t) into
S(u, t), where S(u, t) is defined as follows:

S(u, t) =

{
Sc(u,t)Sd(u,t)

|Sd(u,t)| Sd(u, t) �= 0 ,

Sc(u, t) Sd(u, t) = 0 .
(5)

Then from time-stamp 1 to Tmax, the vertex u’s structure similarity vector is defined as
S(u) = (S(u, 1), S(u, 2), ..., S(u, Tmax − 1)).

From time-stamp 1 to Tmax, for two users u and v, correlation coefficient between
S(u) and S(v) is used to depict their structural changes correlation. Let cov(S(u), S(v))
represent the covariance between S(u) and S(v), and sdS represent the standard devi-
ation of S. Then the structural changes correlation coefficient ρS(u, v) is defined as
follows:

ρS(u, v) =

{
cov(S(u),S(v))
sdS(u)sdS(v)

sdS(u) �= 0 and sdS(v) �= 0 ,

0 sdS(u) = 0 or sdS(v) = 0 .
(6)

We define the average vertex structural changes correlation coefficient ρ̄S in the
temporal call graphs as follows:

ρ̄S =

∑
〈u,v〉∈E ρS(u, v)

|E| . (7)

4 Experiments

4.1 Datasets

Our analysis is based on three sources of datasets provided by telecom service providers
in two cities in China. We acquire the mobile call pairs from the CDR (Call Detail
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Records) of the datasets. And also we get rid of the call pairs with duration less than
5 seconds, which can not be considered as a valid call. Our study is not for all outer
calls which contain long distance and international calls and so on, but for all local
calls (intra-region calls). As sa segment dataset and sb segment dataset are from the
same city A and at the same time period, they can be merged into another dataset called
merge dataset. In order to analyze the structural changes, we organize the call pairs
from Oct 2005 to Mar 2006 monthly in A city and the call pairs form Jul 2008 to Sep
2008 half-monthly in B city. The call graphs are shown in Table 1 and 2.

Table 1. Call graphs in A city

Nodes(sa,sb,merge,B) Edges(sa,sb,merge) Period Avg.Deg(sa,sb,merge)
30578,151136,198706 62688,300563,525082 Oct 2005 4.10,3.98,5.29
30075,153323,200418 62171,301195,522294 Nov 2005 4.13,3.93,5.21
29786,156153,202685 62330,316437,542335 Dec 2005 4.19,4.05,5.35
30073,154752,201881 61915,305771,528726 Jan 2006 4.12,3.95,5.24
29358,159733,207783 55191,290916,492510 Feb 2006 3.76,3.64,4.74
28085,160825,207728 51128,284983,471043 Mar 2006 3.64,3.54,4.54
44971,238718,298399 167424,976262,1659948 Oct 2005 to Mar 2006 7.45,8.18,11.13

Table 2. Call graphs in B city

Nodes Edges Period Avg.Deg
930934 2797077 1st half of Jul 2008 6.01
921327 2671521 2nd half of Jul 2008 5.78
928975 2603032 1st half of Aug 2008 5.60
925983 2530894 2nd half of Aug 2008 5.47
934535 2831904 1st half of Sep 2008 6.06
935920 2826932 2nd half of Sep 2008 6.04

1129521 6032414 Jul 2008 to Sep 2008 10.68

4.2 Structure Correlation in Static Mobile Call Networks

After we compute the clique size vectors of all users, the correlation coefficient matrix
is easily got using equations 1 and 2. Then we can have a good view of the structure
similarity by drawing a scaled image of correlation coefficient matrix.

Fig. 1 (a), (b) and (c) depict the vertex structure correlation coefficient of sa, sb and
merge segments in A city respectively. Fig. 1 (d) depicts the vertex structure correlation
coefficient in B city. The space of the value above 0.5 is about seventy-five percent of
the whole space in average, that is to say two connected users have very similar clique
size vectors, or the value above 0.5 is impossible to hold so much space. This means
that two connected users have similar structures. However, we find in the first half part
of Fig. 1 (b) that the value decreases fast with the growth of the distance away from the
diagonal and the value above 0.5 is about fifty-five, which means that their structures
don’t have very strong correlation.
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Fig. 1. Vertex Structure Correlation Coefficient

Anomaly Detection. The importance of anomaly detection is due to the fact that
anomalies in data translate to significant (and often critical) actionable information in a
wide variety of application domains [9]. As we find the pattern that the two connected
users have similar structures, and we compute and sort the correlation coefficient be-
tween all two connected users, we detect some anomalies which don’t conform to the
pattern. Fig. 2 (a) shows the correlation coefficient distribution and Fig. 2 (b) shows
the anomaly. From Fig. 2 (a), we can get that most two connected users have simi-
lar structures. From Fig. 2 (b) we can get that one user’s structure is very sparse and
the other user’s structure is very dense. The correlation coefficient ρ of their structures
is −0.61.
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Fig. 2. The anomaly in static mobile call network
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4.3 Structural Changes Correlation in Dynamic Mobile Call Networks

After we get the structure similarity vector S of all users using equations 3, 4 and 5,
the structural changes correlation coefficient between two connected users can be easily
got using equation 6. Then we can have ρ̄ using equation 7.

In A city, the average correlation coefficient ρ̄ is 0.1297 of sa segment, 0.1301 of sb
segment and 0.1042 of merge segment. In B city, the average correlation coefficient ρ̄
is 0.1458. As the value of ρ̄ is all more than zero and around 0.13, a conclusion that the
two connected persons have similar structural changes on the whole could be made.

Anomaly Detection. As we find the pattern that the two connected users have similar
structural changes, and we sort the structural changes correlation coefficient between
all two connected users, we detect some anomalies which don’t conform to the pat-
tern. Fig. 3 shows the anomaly. In Fig. 3, for the two connected users u and v, the user
u’s structure similarity vector is S(u) = (29, 29, 43, 79,−9) and the user v’s structure
similarity vector is S(v) = (52, 67,−22,−73, 195), and the structural changes correla-
tion coefficient ρ of them is −0.97. We can make a conclusion that they have different
structural changes processes.

(a) Oct 2005 (b) Nov 2005 (c) Dec 2005

(d) Jan 2006 (e) Feb 2006 (f) Mar 2006

Fig. 3. The anomaly in dynamic mobile call network

5 Conclusion

In this paper, our analysis is based on the clique size vector. By defining some met-
rics for static and dynamic call graphs and exploring several real-world mobile call
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networks, we find that users who have interactions have similar structures and similar
structural changes on the whole. With the results we find, some anomalies are detected
in the static and dynamic networks. By visualizing the anomalous scenario, we can
get details of the structures of the two connected users. To the best of our knowledge,
this is the first study on our two research issues mentioned in this paper from structure
perspective. We believe that these issues pave the way for further study of structural
properties in mobile call networks.
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Abstract. Like other iterative refinement clustering algorithms, the
Neighborhood Expectation-Maximization (NEM) algorithm is sensitive to
the initial state of cluster separation. Therefore, the study of the initializa-
tion methods is of great importance for the success of finding a better sub-
optimal solution in practice. However, existing initialization methods for
mixture model based clustering using EM-style algorithms do not account
for the uniqueproperties of spatial data, such as spatial autocorrelation. To
that end, this paper incorporates spatial information into the initialization
and compares three representative initialization methods. Our experimen-
tal results on both synthetic and real-world datasets show that the NEM
algorithm usually leads to a better clustering solution if it starts with ini-
tial states returned by the spatial augmented initialization method based
on K-Means.

Keywords: Initialization, Neighborhood Expectation-Maximization,
Spatial Clustering.

1 Introduction

Compared to conventional data, the attributes under consideration for spatial
data include not only non-spatial normal attributes, but also spatial attributes
that describe the object’s spatial information such as location and shape. The
assumption of independent and identical distribution is no longer valid for spa-
tial data. In practice, almost every site is related to its neighbors. Traditional
clustering algorithms, such as the Expectation-Maximization (EM) algorithm
[1], do not consider spatial information and only optimize criteria like likeli-
hood over non-spatial attributes. To that end, [2] proposed the Neighborhood
Expectation-Maximization (NEM) algorithm, which extended EM by adding a
spatial penalty term into the objective function. Such a penalty favors those
solutions where neighboring sites are assigned to the same class.

Like other iterative refinement clustering algorithms such as K-Means and
EM, NEM can obtain a sup-optimal solution in practice and its solution is de-
pendent largely on the initial state of cluster separation. Since it is usually impos-
sible to achieve the global optimization, which has been shown to be NP-hard,
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the study of the initialization methods is of great value, which aims to provide
a better initial state for clustering algorithms to yield a sub-optimal solution in
practice. However, conventional initialization methods do not account for spatial
information. Along this line, we consider incorporating spatial information early
into the initialization methods and compare three representative methods. Our
experimental results show that such a practice generally provides a better initial
state, from which NEM is able to obtain a better final cluster separation in the
output solution. We choose NEM in our experiments mainly for two reasons: (1)
NEM for spatial clustering is a representative of the model based clustering using
EM-like algorithms. (2) The principle of incorporating spatial information early
into initialization methods can be applied to other constrained or regularized
model based clustering algorithms, such as in consensus clustering [3].

Overview. The rest of the paper is organized as follows. Section 2 introduces
the problem background and related work. In Section 3, we present the three
initialization methods and then describe the spatial augmented versions. Ex-
perimental evaluation is reported in Section 4. Finally, we draw conclusions in
Section 5.

2 Background and Related Work

2.1 NEM for Spatial Clustering

In a spatial framework of n sites S = {si}n
i=1, each site is described not only

by a feature vector of normal attributes xi ≡ x(si), but also by its spatial
information, e.g., (latitude, longitude). Often the neighborhood information can
be represented by a contiguity matrix W with Wij = 1 if si and sj are neighbors
and Wij = 0 otherwise.

NEM belongs to the class of models that mainly come from image analy-
sis where Markov random fields and EM style algorithms are intensively used.
In detail, we assume the data X = {x}n

i=1 come from a mixture model of K

components f(x|Φ) =
∑K

k=1 πkfk(x|θk), where πk is k-th component’s prior
probability, missing data(cluster label) y ∈ {1, ..., K} indicates which compo-
nent x comes from, i.e., p(x|y = k) = fk(x|θk), and Φ denotes the set of all
parameters. Let P denote a set of distributions {P ik ≡ P (yi = k)} governing
{yi}. As highlighted in [4], the penalized likelihood U in NEM can be written
as U(P , Φ) = F (P , Φ) + βG(P ), where F (P , Φ) = EP [ln(P ({x, y}|Φ) )] + H(P ),
and G(P ) = 1

2

∑n
i=1

∑n
j=1 Wij

∑K
k=1 P ikP jk. β > 0 is a fixed spatial coefficient

that weighs the spatial penalty G and determines the degree of smoothness in
the solution clustering. U can be maximized by alternately estimating its two
parameters P in E-step and Φ in M-step.

2.2 Related Work

This paper focuses on the cluster initialization for NEM and we consider the sub-
sequent cluster refinement in NEM a sub-task of the whole spatial clustering.
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Input: a set of n instances {xi}n
i=1.

Output: K centers {mk}K
k=1.

Steps:
1. For k = 1 : K Do
2. set mk = xi, where i ∼ unif(1, n).
3. End of for

Fig. 1. The random sampling method

In particular, we only investigate those inexpensive initialization methods that
provide an initial set of centers. The data are then assigned to the closest center
and thus an initial clustering is obtained for NEM to refine. Roughly speaking,
the cluster initialization methods fall into three major families: random sam-
pling, distance optimization and density estimation. They will be introduced in
more detail later. There is another class of work that focuses on refining the
initial state of clustering methods, such as Randomized Local Search [5]. Guided
with a specific evaluation function, they perform a heuristic search for the sub-
optimal setting of the initialization method. Finally, to avoid strong dependence
on initial states and to escape local traps, stochastic versions of EM have been
proposed. For instance, between E-step and M-step, the Stochastic EM algo-
rithm [6] assigns data to a component stochastically according to current soft
P (y) and hence obtains a hard version of P (y). In the Classification Anneal-
ing EM algorithm [6], the variances of random assignments are decreasing to
zero as the number of iterations increases, which is achieved with a sequence of
decreasing temperatures.

3 Cluster Initialization Methods

In this section, we outline three representative methods for clustering initializa-
tion. Then we present the spatial augmented versions of them.

3.1 Random Sampling

Based on the statistical assumption that a randomly sampled subset would reflect
the distribution of the original set, the random sampling method returns K seed
centers by uniformly selecting K input instances, as shown in Fig. 1. Despite its
simplicity, it is very efficient and has shown to produce satisfactory results in
prior studies, especially when K is relatively large compared to n, the dataset
size. However, the assumption may fail when K is too small or much smaller than
the “natural” number of clusters. Although it is a common practice to train the
mixture model with random initialization several times and finally output the
best solution, the computation cost is multiplied considerably.
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3.2 Within-Cluster Scatter Minimization

Probably being the most widely used clustering algorithm, the K-Means algo-
rithm can be regarded as a simplified version of EM on Gaussian mixture in
that all components share the same prior probability and a fixed covariance ma-
trix. As shown in Fig. 2, it essentially estimates its two parameters, K centers
{mk} and a partition C, to minimize the within-cluster scatter Sw({mk}, C) =∑K

k=1
∑

C(x)=k dis(x, mk) . Starting from an initial {mk}, it derives a partition
C in the E-step. Then it re-estimates the new centers using C in the M-step.

K-Means has shown satisfactory clustering results in various studies in the
literature, especially when the data are convex in shape. It is often used first in
mixture model based clustering with EM to provide an initial clustering and to
speed up convergence subsequently [6]. Note that although K-means is used as
the initialization method in EM, it needs initialization too.

Input:
{xi}n

i=1: a set of n instances.
{mk}K

k=1: the initial K centers.
Output: K centers {mk}K

k=1.
Variable: a clustering C : {xi}n

i=1 → {1, ..., K}
Steps:
1. While (criterion not met) Do
2. For i = 1 : n Do
3. C(xi) = argminkdis(xi, mk)
4. End of for
5. For k = 1 : K Do
6. mk = mean{xi | C(xi) = k}
7. End of for

Fig. 2. The K-Means method

3.3 Between-Cluster Scatter Maximization

Because many clustering methods essentially minimize the within-cluster scatter
during the iterative refinement process, it may be beneficial to provide them with
an initial complementary clustering that optimizes the between-cluster scatter.
To avoid costly computation, the between-cluster scatter is often reduced to
the between-center scatter, that is, we need to select K maximally separated
instances {mk = xk(i)}K

k=1 to maximize
∑K

k=1
∑K

j=1 dis(mk, mj). To minimize
such a scatter, a greedy search method was proposed in [7], which utilizes the
sorted pairwise distances for initialization. Termed KKZ in this paper, it is de-
scribed in Fig. 3. For consistency, we augment K centers with m0 = 0, that is,
m1 is set to the instance x with the largest dis(x, 0). The computation could be
expensive if K is large, for we need to compute the minimum distance to exist-
ing centers. However, since generation of new centers does not affect the existing
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Input: a set of n instances {xi}n
i=1.

Output: K centers {mk}K
k=1.

Variables: minimum distance to existing centers {d(xi)}.
Steps:
1. For k = 0 : K Do
2. For i = 1 : n Do
3. d(xi) = minl∈[1:k]dis(xi, ml)
4. End of for
5. mk+1 = argmaxxi

{d(xi)}
6. End of for

Fig. 3. The KKZ method

ones, the computational complexity of KKZ can be comparable to one K-Means
iteration using a buffering mechanism that stores the distances between each
instance and the existing centers.

3.4 Spatial Augmented Initialization

We can see that all initialization methods above only consider normal attributes
without accounting for spatial information. If the positive autocorrelation is the
major trend within data, then most sites would be surrounded by neighbors from
the same class. Based on this observation, we propose to augment feature vector
xi of site si with xNi, the average of its neighbors. That is, the augmented vector
becomes x′

i = [xi, αxNi] , where α > 0 is a coefficient to weigh the impact of
the neighbors, and xNi =

∑n
j=1 Wijxi∑

n
j=1 Wij

. Then the initialization methods can be
run on the augmented {x′

i}.
As for the computational cost, the random sampling method remains un-

changed. The cost is generally increased for the distance optimization methods,
depending on the particular distance function used. In the case of squared Eu-
clidean distance used in this paper, the cost is doubled, since the new distance
computation is on vectors of double length.

4 Experimental Evaluation

In this section, we first introduce the clustering validation measures used in our
experiments. Then we report comparative results on both synthetic and real
datasets.

4.1 Performance Criteria

Let C, Y ∈ {1, ..., K} denote the true class label and the derived cluster label,
respectively. Then clustering quality can be measured with conditional entropy
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H(C|Y ) and error rate E(C|Y ). Both reach a minimum value of 0 in case of
a perfect match. When the target variable C is continuous, we calculate the
weighted standard deviation defined as S(C|Y ) =

∑K
k=1 PY (k) std(C|Y = k).

4.2 Comparison Methodology

We evaluate random sampling, K-Means and KKZ on both original and aug-
mented data. For fair comparison, in all our experiments, we first compute the
augmented version of vectors and then randomly draw K vectors. They are
treated as the initial centers returned by the random sampling method on the
augmented data. The first half of these vectors are treated as those on origi-
nal data. These vectors also play the role of initial centers for K-Means that
runs 10 iterations. Euclidean distance is used in K-Means and KKZ. For random
sampling and K-Means, we report average results of 20 runs.

NEM’s detailed settings are as follows. Gaussian mixture is employed as the
model. β is tuned empirically for each dataset, though the optimal β is usually
the same for all methods. The number of internal iterations of E-step is set to
10. The outer iteration in NEM is stopped when |(U t − U t−1)/U t| < 0.0001 .
In the augmented vector x′

i = [xi, αxNi] , often α = 1 led to the best results,
so we only report results with α = 1.

4.3 Experimental Results

In the following, we report comparative results on five datasets. Some data char-
acteristics are listed in Table 1. The last row gives the smoothness of the target
variable measured with contiguity ratio.

Table 1. Some data characteristics

Data Im1 Im2 Satimage House Election
size 400 400 4416 506 3107

#attribute 1 1 4 12 3
#class 4 4 6 n/a n/a
ratio 0.78 0.84 0.96 0.58 0.61

Synthetic Datasets. We first compare various initialization methods for NEM
on a series of simulated images. The images are synthesized in the following way:
First, a partition in four classes was simulated from a Potts Markov random field
model with four neighbors contexts on a 20 × 20 rectangular grid. Then, the
observations are simulated from this partition based on four Gaussian densities.
Fig. 4 shows two sample partitions Im1 and Im2 of different smoothness, together
with their observations. The observations for both partitions are drawn from four
Gaussian densities: N(0, 0.52), N(1, 0.52), N(2, 0.82), N(4, 0.82). Their clustering
results are given in Table 2, where the best results are in bold numbers. “A-X”
means initialization methods “X” on the augmented data. For comparison, we
also list the results under supervised mode where each component’s parameters
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Table 2. Comparison with discrete target variables

Data Method Entropy Error
Im1 Sup 0.8252 0.3400

r = 0.78 Rand 0.9333 ± 0.1112 0.4610 ± 0.0682
A-Rand 0.9027 ± 0.0527 0.4450 ± 0.0336
KMeans 0.8306 ± 0.0069 0.3890 ± 0.0080

A-KMeans 0.8145± 0.0234 0.3747± 0.0297
KKZ 0.9578 0.4425

A-KKZ 0.8947 0.4025
Im2 Sup 0.8045 0.3275

r = 0.84 Rand 0.9900 ± 0.1899 0.4888 ± 0.1026
A-Rand 0.9558 ± 0.1749 0.4755 ± 0.1091
KMeans 0.7405± 0.0028 0.3483 ± 0.0016

A-KMeans 0.7540 ± 0.0175 0.3442± 0.0092
KKZ 0.9362 0.4100

A-KKZ 0.7834 0.3550
Satimage Sup 0.6278 0.2058
r = 0.96 Rand 0.5970 ± 0.0906 0.2691 ± 0.0591

A-Rand 0.6243 ± 0.1031 0.2711 ± 0.0593
KMeans 0.5170 ± 0.0689 0.2016± 0.0393

A-KMeans 0.5142± 0.0557 0.2022 ± 0.0345
KKZ 0.8468 0.3653

A-KKZ 0.8630 0.4337

a
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Fig. 4. (a) and (b) show Im1’s true partition and observations, respectively. The coun-
terpart of Im2 is shown in (c) and (d).

are estimated with all data from a single true class. One can see that among
three methods, the initializations based on K-Means lead to the best results,
though the improvement of using augmented data is more obvious with random
sampling and KKZ.

Satimage Dataset. We then evaluate them on a real landcover dataset, Satim-
age, which is available at the UCI repository. It consists of the four multi-spectral
values of pixels in a satellite image together with the class label from a six soil
type set. Because the dataset is given in random order, we synthesize their spa-
tial coordinates and allocate them in a 64 × 69 grid to yield a high contiguity
ratio of 0.96 with four neighbor context. From Table 2, one can see that although
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K-Means still gives best results, using augmented data fails to bring about im-
provement. The reasons may be that Satimage’s contiguity ratio is so high that
almost every site is surrounded by sites from the same class with very similar
observations. Thus using augmented data does not make much a difference to
the initialization results.

House Dataset. The initialization methods are also evaluated on a real house
dataset with a continuous target variable. The 12 explanatory variables, such
as nitric oxides concentration and crime rate, are originally used to predict the
median value of owner-occupied homes, which is expected to has a small spread
in each cluster of a reasonable partition. After normalizing the data to zero mean
and unit variance, we try two Gaussian mixtures, one with two components, the
other with four components. The results are shown in Table 3. One can see the
random sampling method on the augmented data achieves best results, though
its variance is also the highest.

Table 3. Comparison with continuous target variables

Method House(K=2) House(K=4) Election(K=2) Election(K=4)
Rand 8.0918 ± 0.0460 7.7830 ± 0.2855 0.1088 ± 0.0046 0.0992 ± 0.0037

A-Rand 8.0011± 0.0565 7.7768± 0.5366 0.1011 ± 0.0048 0.0953 ± 0.0045
KMeans 8.0633 ± 0.0003 7.8401 ± 0.1612 0.0968 ± 0.0009 0.0927 ± 0.0009

A-KMeans 8.0624 ± 0.0001 7.8170 ± 0.0992 0.0965± 0.0002 0.0919± 0.0008
KKZ 8.0632 7.8145 0.1077 0.1007

A-KKZ 8.0642 7.8145 0.1077 0.0962

Election Dataset. Finally we evaluate them on a real election dataset for
1980 US presidential election results covering 3107 counties. Originally the three
attributes, fraction of population with college degree, fraction of population with
homeownership and income, are used to predict voting rate. Here voting rate is
used to evaluate clustering performance. Again, we normalize the data and test
two Gaussian mixtures with two and four components respectively. Table 3 shows
that the initializations with K-Means on the augmented data achieve the best
results.

5 Conclusions

In this paper, we studied the initialization issue of the NEM algorithm for spatial
clustering. To provide a good initial state, we propose to push spatial information
early into the initialization methods. Along this line, we also evaluated three
representative initialization methods including random sampling, K-Means and
KKZ. As demonstrated by our experimental results on various data sets, starting
from initial states from spatial augmented initialization methods, NEM generally
leads to a better clustering result, especially on those data with low contiguity
ratio. Among these three initialization methods, the experiments also highlighted
that the initialization method based on K-Means usually provided the best initial
state for NEM.
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Abstract. Managing an organization’s talents, especially in assigning the right 
person to the right job at the right time is among the top challenge for Human 
Resource (HR) professionals. This article presents an overview of talent man-
agement problems that can be solved by using classification and prediction 
method in Data mining. In this study, talent’s performance can be predicted by 
using past experience knowledge in HR databases. For experiment purposes, we 
used the possible classification and prediction techniques in order to find out 
the suitable techniques for HR data. An example demonstrates the feasibility of 
the suggested classification techniques using selected employee’s performance 
data.  Finally, the initial experiment results show the potential classification 
techniques for talent forecasting in Human Resource Management (HRM). 

Keywords: Classification, Prediction, Talent Forecasting, Human Resource 
Management.  

1   Introduction  

Nowadays, there are many areas adapting Data mining (DM) approach as their prob-
lem solver tool such as in finance, medical, marketing, stock, telecommunication, 
manufacturing, health care, customer relationship and many others. However, the 
application of DM have not attracted much attention in Human Resource Manage-
ment (HRM) field[1,2].  HR data actually provide a rich resource for knowledge dis-
covery and for decision support tools development.  HRM is a comprehensive set of 
managerial activities and tasks concerned with developing and maintaining a work-
force that is the human resource[3]. Recently, among the challenge of HR profession-
als is managing talent, especially to ensure the right person for the right job at the 
right time. This task involves a lot of managerial decisions, which are sometimes very 
uncertain and difficult. The current HR decision practices are depends on various fac-
tors such as human experience, knowledge, preference and judgment. These factors 
can cause inconsistent, inaccurate, inequality and unexpected decisions.  As a result, 
especially in promoting individual growth and development, this situation can often 
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make people feel injustice. Besides that, to identify the existing talent task in an or-
ganization is among top talent management challenges[4]. In this case, DM approach 
can be employed as a tool to predict the potential talent by using the past employee 
performance data in databases.  For that reasons, in this study we attempts to use clas-
sification techniques in DM to handle issue on talent forecasting.   The purpose of this 
paper is to suggest the possible classification techniques for talent forecasting 
throughout some experiments using selected classification algorithms. 

This paper is organized as follows. The second section describes the related work 
on DM for talent management, talent forecasting and the possible techniques for clas-
sification.  The third section discusses the experiment setup.  Section 4 shows some 
experiment results and discussion. Finally, the paper ends with Section 5 where the 
concluding remarks and future research directions are identified. 

2   Related Work 

Recently, data mining has given a great deal of concerns and attentions in the infor-
mation industry and in society as a whole. This is  due to the wide accessibility of 
enormous amounts of data and the important need for turning such data into useful 
information and knowledge [5, 6].   

2.1   Data Mining for Talent Management 

HR application such as Decision Support System (DSS) interfaces with DM tool can 
help executives to make more informative and objective decisions.  Besides that, it 
can help managers to retrieve, summarize and analyze information in the related data 
to make wiser and more informative decision. Over the years, data mining has 
evolved various techniques to perform the tasks including database oriented tech-
niques, statistic, machine learning, pattern recognition, neural network, rough set and 
etc.  DM has been applied in many fields as mentioned before, but its application in 
HRM is very rare[2]. In recent times,  there are some research showing interest on 
solving HRM problems using DM approach[1].  In that case, DM techniques used are 
Decision tree, Rough set theory, Fuzzy DM and etc.  Besides that, some of them use 
hybrid DM techniques to enhance the capability of the techniques[7]. In HRM, DM 
techniques are usually used in personnel selection, to choose the right candidates for a 
specific job. However, prediction applications in HRM are infrequent, there are some 
examples such as to predict the length of service, sales premiums, persistence indices 
of insurance agents and analyze mis-operation behaviors of operators[2]. In fact, until 
now there have been little discussions on talent forecasting, project assignment and 
recruitment of talent using DM approach. 

In any organization, talent management is becoming an increasingly crucial ap-
proach in HR functions.  Talent is considered as the capability of any individual to 
make a significant difference to the current and future performance of the organiza-
tion[8]. In fact, managing talent involves human resource planning that regards proc-
esses for managing people in organization. Besides that, talent management can be 
defined as an outcome to ensure the right person is in the right job; process to ensure 
leadership continuity in key positions and encourage individual advancement; and 
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decision to manage supply, demand and flow of talent through human capital en-
gine[9].  Talent management is very important and need some attentions from HR 
professionals. TP Track Research Report finds that among the top current and future 
talent management challenges are developing existing talent; forecasting talent needs; 
identifying existing talent and etc[4].  In this study, we focus on talent management 
challenge which is to identify the existing talent regarding to the key talent in an or-
ganization by predicting their performance.  In this case, we use the past data from the 
employee databases to implement the prediction process by using classification tech-
niques.  The talent management process consists of recognizing the key talent areas in 
the organization, identifying the people in the organization who constitute its key tal-
ent, and conducting development activities for the talent pool to retain and engage 
them and have them ready to move into more significant roles[9] as illustrated in  
Fig. 1.  The processes can be incorporated with DM tool in order to solve some talent 
management tasks. 

 

 

Fig. 1. Data Mining for Talent Management  

Talent management processes involve HR activities that need to be integrated into 
an effective system[10].  In recent year, with the new demands and the increased visi-
bility, HRM seeks a strategic role by turning to DM approach[1].  DM analysis tool 
can be used to identify generated patterns from the existing data in HR databases as 
useful knowledge.  In this study, we focus on identifying the patterns that relate to the 
organization talent. The patterns can be generated by using some of the major data 
mining techniques such as clustering to list the employees with similar characteristics, 
to group the performances and etc. From the association technique, patterns that are 
discovered can be used to associate the employee’s profile for the most appropriate 
program/job, associate employee attitude with performance and etc. For prediction 
and classification, the pattern can be used to predict the percentage accuracy in  
employee performance, predict employee’s behavior and attitudes, predict the per-
formance progress throughout the performance period, identify the best profile for 
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different employee and etc.[7].  The matching of data mining problems and talent 
management needs are very crucial. For some reason, it is very important to deter-
mine the suitable data mining techniques with the problem to be solved. 

2.2   Classification Techniques for Talent Forecasting 

Prediction and classification abilities are among the methods that can produce intelli-
gent decision. Besides that, these abilities are two forms of data analysis that can be 
used to extract models describing important data classes or to predict future data 
trends[6]. The classification process has two phases; the first phase is learning process 
where training data are analyzed by classification algorithm.  The learned model or 
classifier is represented in the form of classification rules.  The second phase is classi-
fication process, where the test data are used to estimate the accuracy of classification 
rules.  If the accuracy is considered acceptable, the rules can be applied to the classifi-
cation of new data. Some of the techniques that are being used for data classification 
are decision tree, Bayesian methods, Bayesian networks, rule-based algorithms, neu-
ral network, support vector machine, association rule mining, k-nearest-neighbor, 
case-based reasoning, genetic algorithms, rough sets, fuzzy logic.   

In this study, we focus our discussion on three classification techniques for talent 
forecasting i.e. decision tree, neural network and k-nearest-neighbor.  Decision tree 
and neural network are found useful in developing predictive models in many 
fields[5].  The advantage of decision tree technique is that it does not require any do-
main knowledge or parameter setting, and is appropriate for exploratory knowledge 
discovery. The second technique is neural-network which has high tolerance of noisy 
data as well as the ability to classify pattern on which they have not been trained. It 
can be used when we have little knowledge of the relationship between attributes and 
classes. The K-nearest-neighbor technique is an instance-based learning using dis-
tance metric to measure the similarity of instances. All these three classification tech-
niques have their own advantages and for that reasons, we attempt to explore these 
classification techniques for HR data.  

3   Experiment Setup  

In this study, we have two phases of experiment; the first phase is to identify the pos-
sible techniques for classification. In this experiment, we focus our study on the accu-
racy of the classification technique in order to identify the suitable classifier algorithm 
for the selected HR data. The second phase of experiment is to compare the accuracy 
of the techniques with attribute reduction.  The employee data contains 53 related 
attributes from five performance factors that are shown in Table 1. In this case, the 
performance factors are depends on the nature of the particular job; different em-
ployee has different of evaluation criteria. Due to the confidential and security of data, 
for the exploratory study purposes, we simulate one hundred employee performance 
data that are based on the talent performance factors. In this case study, the simulated 
data is for professional and management employees in higher education institution 
that known as academic staff. 
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Table 1. Attributes for Each Factor 

Factor Attributes Variable Name Meaning 

Background 7 D1,D2,D3,D5,D6,D7,D8 

Age ,Race, Gender, 
Year of service, 
Year of Promotion 1, 
Year of Promotion 2, 
Year of Promotion 3 

Previous  
performance 
evaluation 

15 
DP1,DP2,DP3,DP4,DP5,DP6, 
DP7,DP8,PP9,DP10, 
DP11,DP12,DP13,DP14,DP15 

Performance  
evaluation marks for 
15 years 

Knowledge 
and skill 

20 

PQA,PQC1,PQC2,PQC3,PQD1, 
PQD2,PQD3,PQE1,PQE2,PQE, 
PQE4,PQE5,PQF1,PQF2,PQG1, 
PQG2,PQH1,PQH2,PQH3, 
PQH4 

Professional  
qualification  
(Teaching,  
supervising, research, 
publication and  
conferences) 

Management 
skill 

6 
PQB,AC1,AC2,AC3,AC4, 
AC5 

Student obligation and 
administrative tasks 

Individual 
Quality 

5 T1,T2,SO,AA1,AA2 
Training, award and 
appreciation 

Total 53  

 
The process of classification includes the input variables i.e. talent factors for aca-

demic staff; and the outcome of the classification process i.e. talent patterns for dif-
ferent positions in academic domain such as for senior lecturer, associate professor 
and professor. The most important performance factors are extracted from the previ-
ous performance data, knowledge and expertise records.  Besides the performance 
factors, the background and management skill are also important in order to identify 
the possible talent for that position. In addition, to identify the talent patterns in the 
existing HR databases, several classification techniques are used for the simulated 
data.  The selected classification techniques are based on the common techniques used 
for classification and prediction especially in DM. As we mentioned before, the clas-
sification and prediction techniques chosen are neural network which is quite popular 
in data mining community as pattern classification technique[11], decision tree as 
‘divide-and–conquer’ approach from a set of independent instances for classification 
and nearest neighbor for classification that based on distance metric. 

4   Result and Discussion  

The experiment on each classification technique is using 10 fold cross validation for 
the training and test dataset. The first experiment uses all attributes in the dataset. 
The accuracy for each of the classification technique using full attributes is shown 
in Table 2. It shows that the accuracy of C4.5 is 95.1% and K-Star is 92.1%  
which can be considered as indicators for the suitable data mining techniques for 
HR data.  
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Table 2. The Accuracy for Each Classifier for Full Attributes 

Classifier Algorithm Accuracy 
C4.5  95.14% 
Random forest  74.91% 
Multi Layer Perceptron (MLP)  87.16% 
Radial Basis Function Network  91.45% 
K-Star  92.06% 

 
The second experiment is considered as relevant analysis in order to find out the 

accuracy of the selected classification technique using the dataset with attribute reduc-
tion. The purpose of attribute reduction is to choose the most relevant attributes only 
in the dataset. The reduction process is implemented using Boolean reasoning tech-
nique by selecting the shortest length of attributes. Table 3 shows the relevant analy-
sis results for attribute reduction, 20 attributes are selected from background and pre-
vious performance evaluation input.  

Table 3. Attributes for Each Factor with Reduction 

Factor Attributes      Variable Name 

Background     5 D1,D5,D6,D7,D8 
Previous performance 

evaluation 
   15 DP1,DP2,DP3,DP4,DP5,DP6, 

DP7,DP8,PP9,DP10, 
DP11,DP12,DP13,DP14,DP15 

Total    20  

 
In this case, with attribute reduction, we can decrease the preprocessing and proc-

essing time and space. By using these attributes reduction input, the second stage of 
experiments is implemented. The purpose of this experiment is to find out the accu-
racy of the classification techniques with attribute reduction. Table 4 shows the accu-
racy of the classification technique using dataset with attribute reduction are lower 
than the accuracy using dataset with full attributes.   

For this initial experiment results, the C4.5 for decision tree and K-star for Nearest 
Neighbor have the highest percentage of accuracy (Fig.2.) i.e. for both full  
attributes and attributes reduction. Besides that, the low accuracy in Table 4 shows that 
most of the attributes used are important in these experiments. This result also shows 
us the suitability of the classification techniques or classifier for the selected HR data. 

Table 4. The Accuracy for Each Classifier with Attribute Reduction 

Classifier Algorithm Accuracy 
C4.5  61.06% 
Random forest  58.85% 
Multi Layer Perceptron (MLP)  55.32% 
Radial Basis Function Network  59.52% 
K-Star  60.22% 
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Fig. 2. The Accuracy of Classifier Algorithm for Full Attributes and Attribute Reduction 

5   Conclusion  

This paper has described the significance of the study and the literature study on DM 
in human resource, especially for talent forecasting. However, there should be more 
DM classification and prediction techniques to be applied to the different problem 
domains in HRM field of research; in order to broaden our horizon of academic and 
practice work on DM for HRM.  Besides that, other DM classification techniques 
such as Support Vector Machine (SVM), Artificial Immune System (AIS), Fuzzy 
Clustering and etc, should be considered as alternative classifier for HR data. For that 
reason, the actual HR data can be tested using those techniques to find out the highest 
classification accuracy. In addition, the relevancy of the attributes should also be con-
sidered as a factor to the accuracy of the classifier. For future work, the attribute re-
duction process should be implemented using other reduction techniques and the 
number of training data should be more. Finally, the ability to continuously change 
and obtain new understanding of the classification and prediction techniques in HRM 
has become the major contribution to DM in HR. 
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Abstract. The performance of traditional classifier skews towards the majority 
class for imbalanced data, resulting in high misclassification rate for minority 
samples. To solve this problem, a combination classification algorithm based on 
outlier detection and C4.5 is presented. The basic idea of the algorithm is to 
make the data distribution balance by grouping the whole data into rare clusters 
and major clusters through the outlier factor. Then C4.5 algorithm is imple-
mented to build the decision trees on both the rare clusters and the major  
clusters respectively. When classifying a new object, the decision tree for 
evaluation will be chosen according to the type of the cluster which the new ob-
ject is nearest. We use the datasets from the UCI Machine Learning Repository 
to perform the experiments and compare the effects with other classification al-
gorithms; the experiments demonstrate that our algorithm performs much better 
for the extremely imbalanced data sets.  

1   Introduction 

A dataset is imbalanced if the classes are not equally represented and the number of 
examples in one class (majority class) greatly outnumbers the other class (minority 
class). Imbalanced data sets exist in many real-world domains, such as gene profiling, 
text classifying, credit card fraud detecting, and medical diagnosing. In these do-
mains, the ratio of the minority to the majority classes can be drastic such as 1 to 100, 
or 1 to 1000.But what we are really interested in is the minority class rather than the 
majority class. Thus, we need a fairly high prediction for the minority class. However, 
the traditional data mining algorithm behaves undesirable in the instance of imbal-
anced data sets, since it tends to classify almost all instances as negative and maxi-
mize the overall prediction accuracy. A number of algorithms solving imbalance 
classification problem have been developed so far[1], the representatives are re-
sampling methods[2],[3], boosting-based algorithm[4],[5], methods based on SVM 
such as kernel methods[6], and Knowledge acquisition via information granulation[7]. 
However, the technique applied in the previous work is to correct the skewness of the 
class distribution in each sampled subset by using over-sampling or under-sampling. 
Over-sampling may make the decision regions of the learner smaller and more  
specific, thus cause the learner to over-fit. There is an inherent loss of valuable  
information in the process of under-sampling[3].  

Many classifiers such as C4.5 tree classifier perform well for balanced datasets  
but poorly for imbalanced datasets. To remedy drawbacks of the random sampling, we 
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introduce a combination classification algorithm based on outlier detection and C4.5 
which balance datasets by clustering them instead of simply eliminating or duplicating 
samples. The basic idea of our algorithm is to combine the one-pass clustering [8] and 
C4.5 to build decision trees on the two relatively balanced subsets respectively to achieve 
better classification accuracy. The experimental results demonstrate that the presented 
algorithm performs much better than C4.5 for the extremely imbalanced data sets. 

2   A Clustering-Based Method for Unsupervised Outlier Detection   

Some concepts about the clustering-based method for unsupervised outlier detection 
[8] are described briefly as follows: 

Definition 1. For a cluster C and an attribute value iDa ∈ , the frequency of a  in 

C with respect to iD  is defined as: }.,{)(| aDobjectCobjectobjectaFreq iDC i
=∈= . 

Definition 2. For a cluster C, the cluster summary information (CSI) is defined as: 
},,,{ SummaryClusterIDnkindCSI = ,where kind  is the type of the cluster C with the 

value of ’Major’ or ’Rare’), n is the size of the cluster C( || Cn = ), ClusterID  is the set 
of class label of the objects in cluster C, and Summary  is given as the frequency 

information for categorical attribute values and the centroid for numerical attributes: 
)},,,(,1},))(,{(,{ 21| NCCCi mmmmCiDCii cccCenmiDaaFreqaStatCenStatSummary +++=≤≤∈=><= . 

Definition 3. The distance between clusters 1C  and 2C  is defined as 
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while for numerical attribute, )2()1()2()1( ),( iiii ccCCdif −= . 

From the definition 3, when the cluster only include one object, the definition of 
the distance between two objects and the distance between the object and the cluster 
can also be generated. 

Definition 4. Let },,,{ 21 kCCCC = be the results of clustering on training data 
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∩∪ . The outlier factor of cluster iC , )( iCOF  is defined as 

power means of distances between cluster iC  and the rest of clus-
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The one-pass clustering algorithm employs the least distance principle to divide 
dataset. The clustering algorithm is described as follows: 
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(1) Initialize the set of clusters, S, as the empty set, and read a new object p. 
(2) Create a cluster with the object p. 
(3) If no objects are left in the database, go to (6), otherwise read a new ob-

ject p , and find the cluster 1C  in S that is closest to the object p . Namely, 

find a cluster 1C  in S, such that ),(),( 1 CpdCpd ≤  for all C  in S. 

(4) If rCpd >),( 1 , go to (2). 

(5) Merge object p  into cluster 1C  and modify the CSI of cluster 1C , go to (3). 

(6) Stop. 

3   Combination Classification Algorithm Based on Outlier 
Detection and C4.5 

3.1   A Description of Algorithm 

The classification algorithm is composed of model building and model evaluation, the 
details about model building are described as follows: 

Step 1  Clustering: Cluster on training set D and produce clusters },,,{ 21 kCCCC = ; 

  Step 2 Labeling clusters: Sort clusters },,,{ 21 kCCCC = and make them satisfy:  

   ).()()( 21 kCOFCOFCOF ≥≥≥ Search the smallest b , which satisfies  

  )10(1 <<≥
∑

= εε
D

C
b

i
i

, and label clusters bCCC ,,, 21 with ‘Rare’, while 

  kbb CCC ,,, 21 ++  with ‘Major’. 
Step 3 Building classification model: Build the decision tree named RareTree on the 

clusters labeled ‘Rare’ and the decision tree named MajorTree on the clusters 
labeled ‘Major’ respectively by C4.5 algorithm. Both the RareTree and Ma-
jorTree will be considered as the classification model of the whole data. If 
the clusters labeled ‘Rare’ or ‘Major’ are composed of only one class, the de-
cision tree can not be built, thus, the only one class will be labeled as the de-
fault class of the cluster. 

 

The details about model evaluation are described as follows: 
When classify a new object p, compute the distance between object p and each clus-

ter ( },,,{ 21 kCCCC = ) respectively. Find out the nearest cluster jC , if jC  is labeled 

‘Rare’, the decision tree RareTree will classify the object p; otherwise the decision tree 
MajorTree will classify the object p. Besides, if the decision tree can not be built on the 
corresponding clusters, label the object p the default class of the corresponding cluster. 

3.2   Factors for the Classification Performance 

①Selecting neighbor radius r 
We use sampling technique to determine neighbor radius r. the details are de-

scribed as follows: 
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(1) Choose randomly N0 pairs of objects in the data set D. 
(2) Compute the distances between each pair of objects. 
(3) Compute the average mathematical expectation EX and the average vari-

ance DX of distances from (2). 
(4) Select r in the range of [EX-0.5*DX, EX]. 

 

The experiments demonstrate that as r locates in the range of [EX-0.5*DX, EX], 
the results are stable. We set r as EX-0.5*DX in the following experiments. 

② Selecting Parameter ε  
ε  can be specified twice as much as the ratio of minority samples based on the 

prior knowledge about the data distribution. If there is no prior knowledge or the data 
set is moderately imbalanced, ε  can be set as 30%.  

4   Experimental Results 

Here we use Recall, Precision, F-measure and Accuracy to evaluate our algorithm. If 
the number of minority class is more than one, the values of Recall, Precision and F-
measure are set as the average weighted results of the minority classes respectively.11 
extremely imbalanced data sets and 5 moderately imbalanced data sets from UCI 
machine learning repository[9] are chosen to run experiments respectively. The data 
set KDDCUP99 contains around 4900000 simulated intrusion records. There are a 
total of 22 attack types and 41 attributes (34 continuous and 7 categorical). The whole 
dataset is too large. We random sample a subset with 249 attack records (neptune, 
smurf) and 19542 normal records. A summary of 16 data sets is provided in table 1. 

Table 1. Summary of Datasets 

Data sets Instance 

Size 

Number of 

Features 

 Data sets Instance 

Size 

Number of 

Features 

Anneal 798 38  Musk_clean2 6598 166 

Breast 699 9  Mushroom 8124 22 

Car 1354 6  Page-block 5473 10 

Cup99 19791 40  Pendigits 3498 16 

German 1000 20  Pima 768 8 

Glass 214 9  Satimage 2990 36 

Haberman 306 3  Sick 3772 29 

Hypothyroid 3163 25  Ticdata2000 5822 85 

We ran our algorithm, C4.5 and Ripper by conducting a 10-fold cross validation on 
each data set respectively in order to make the comparison. In our experiment, our 
algorithm is implemented by C++ program; C4.5 and Ripper are implemented as J48 
and JRip respectively in WEKA.  
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4.1   Performance Comparison on Extremely Imbalanced Data Sets 

The performance of the 11 extremely imbalanced data sets is reported in table 2. 

Table 2. The classification evaluation of minority classes on the extremely imbalanced data 

Data sets 
Classification 

algorithm 
Recall Precision F-measure Accuracy 

C4.5 85.26 89.41 86.65 92.61 
Ripper 94.12 96.66 95.26 94.11 Anneal 

Our algorithm 90.20 93.25 90.87 93.36 
C4.5 59.25 62.87 60.63 90.77 

Ripper 50.48 49.94 50.21 84.27 Car 
Our algorithm 67.96 67.34 67.65 90.92 

C45 99.6 98.79 99.18 99.98 
Ripper 98.36 99.19 98.77 99.97 Cup99 

Our algorithm 100 100 100 100 
C4.5 41.03 52.31 45.7 67.29 

Ripper 43.6 53.58 46.86 66.82 Glass 
Our algorithm 58.97 59.04 58.65 66.36 

C4.5 91.4 92.6 92 99.24 
Ripper 92.1 90.8 91.4 99.18 Hypothyroid 

Our algorithm 91.39 92.62 92 99.24 
C4.5 89.4 90.3 89.8 96.88 

Ripper 84.9 90.6 87.6 96.3 Musk_clean2 
Our algorithm 92.53 93.63 93.08 97.88 

C4.5 81.46 84.54 82.84 96.88 
Ripper 84.31 84.47 84.35 97 Page-block 

Our algorithm 84.11 84.49 84.19 97.06 
C4.5 49.1 50.9 50 86.12 

Ripper 52 62.8 56.9 86.15 Satimage 
Our algorithm 49.46 52.67 51.02 85.08 

C4.5 88.3 91.5 89.9 98.78 
Ripper 87.9 84.6 86.2 98.28 Sick 

Our algorithm 87.01 95.26 90.95 98.94 
C4.5 0 0 0 93.97 

Ripper 1.1 23.5 2.2 93.87 Ticdata2000 
Our algorithm 1.33 25 2.53 93.38 

C4.5 64.71 75 69.19 92.08 
Ripper 64.71 76.99 62.12 89.11 Zoo 

Our algorithm 76.47 74.51 74.78  92.08 
C4.5 68.14 71.66 69.63 92.24 

Ripper 68.51 73.92 69.26 91.37 Average 
Our algorithm 72.68 76.16 73.25 92.21 
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4.2   Performance Comparison on Moderately Imbalanced Data Sets 

The performance of the 5 moderately imbalanced data sets is reported in table 3. 

Table 3. The classification evaluation on the moderately imbalanced data 

Data sets Classification 
algorithm 

Recall Precision F-measure Accuracy 

C4.5 94.4 94.42 94.39 94.28 
Ripper 95.71 95.69 95.7 95.57 Breast 

Our algorithm 95.21 95.20 95.20 95.1 
C4.5 70.36 68.55 69.01 70.3 

Ripper 70.84 68.45 68.91 70.8 German 
Our algorithm 72.63 71.17 71.57 72.53 

C4.5 100 100 100 100 
Ripper 100 100 100 100 Mushroom 

Our algorithm 99.99 99.99 99.99 99.98 
C4.5 94.2 94.22 94.2 94.17 

Ripper 93.76 93.8 93.77 93.74 Pendigits 
Our algorithm 94.88 94.91 94.89 94.86 

C4.5 72.1 71.45 71.62 72.01 
Ripper 71.7 70.86 71.03 71.61 Pima 

Our algorithm 73.03 72.34 72.5 72.95 
C4.5 86.21 85.73 85.84 86.15 

Ripper 86.40 85.76 85.88 86.34 Average 
Our algorithm 87.15 86.72 86.83 87.08 

 
The experiments imply that the presented algorithm performs much better than 

C4.5 in terms of F-measure when the dataset is extremely imbalanced, while showing 
slight improvement or comparable results on moderately imbalanced data, and does 
not sacrifice one class for the other but attempts to improve accuracies of majority  
as well as minority class. Above all, for any degree of imbalance in dataset, our  
algorithm performs better or at least comparable to C4.5. 

4.3   Performance Comparison with the Classifiers for Imbalanced Datasets 

In order to make the comparison with the Classifiers for imbalanced datasets, we 
make some other experiments whose evaluation is the same as the kernel-based two-
class classifier[6]. The performance comparison of each data set is reported in table 4, 
table 5 and table 6 respectively. 

The results from the table 4 to table 6 imply that the algorithm presented in this  
paper performs better than the other Classifiers for imbalanced datasets such as  
k-nearest neighbor (1-NN and 3-NN), a kernel classifier and LOO-AUC+OFS in 
terms of Accuracy and is comparable in terms of Precision, F-measure and G-mean.  
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Table 4. Eight-fold cross-validation classification performance for Pima data set 

Algorithm Precision F-measure G-mean Accuracy 
KRLS with all data as centres 0.68±0.07 0.61±0.04 0.69±0.03 0.71±0.02 
1-NN 0.58±0.06 0.56±0.04 0.65±0.02 0.66±0.02 
3-NN 0.65±0.07 0.61±0.04 0.69±0.04 0.70±0.03 
LOO-AUC+OFS(ρ=1) 0.70±0.09 0.63±0.05 0.71±0.03 0.72±0.03 
LOO-AUC+OFS(ρ=2) 0.62±0.07 0.67±0.05 0.74±0.04 0.74±0.04 
Our algorithm 0.62 0.62 0.7 0.74 

Table 5. Two-fold cross-validation classification performance for Haberman data set 

Algorithm Precision F-measure G-mean Accuracy 
KRLS with all data as centres 0.63±0.07 0.41±0.05 0.54±0.04 0.61±0.03 
1-NN 0.36±0.01 0.38±0.02 0.50±0.02 0.56±0.01 
3-NN 0.30±0.07 0.22±0.04 0.38±0.04 0.51±0.03 
LOO-AUC+OFS(ρ=1) 0.61±0.05 0.31±0.03 0.45±0.02 0.58±0.01 
LOO-AUC+OFS(ρ=2) 0.51±0.02 0.44±0.06 0.57±0.05 0.63±0.03 
Our algorithm 0.44 0.52 0.68 0.71 

Table 6. Ten-fold cross-validation classification performance for Satimage data set 

Algorithm Precision F-measure G-mean Accuracy 
LOO-AUC+OFS(ρ=1) 0.6866 0.5497 0.6689 0.7187 
LOO-AUC+OFS(ρ=2) 0.5279 0.5754 0.7708 0.7861 
Our algorithm 0.59 0.58 0.72 0.87 

5   Conclusion and Future Work 

In this paper, we present a combination classification algorithm based on outlier de-
tection and C4.5 which groups the whole data into two relatively balanced subsets by 
outlier factor. As a result, the skewness of the datasets of the both major clusters and 
rare clusters has been reduced so that the bias towards the majority class of the both 
decision trees built on the clusters respectively will be alleviated. The experiments on 
datasets from UCI imply that the performance of our algorithm is superior to C4.5, 
especially in case of extremely imbalanced data sets. In the further research, other 
classification algorithm will replace C4.5 to combine with data division by clustering 
to solve the imbalance classification problem. 

 

Acknowledgments. This work is supported by the National Natural Science Founda-
tion of China (No.60673191), the Natural Science Research Programs of Guangdong 
Province’s Institutes of Higher Education (No.06Z012). 

References 

1. Weiss, G.M.: Mining with Rarity: A Uinfying Framework. Sigkdd Explorations 6(1), 7–19 
(2004) 

2. Marcus, A.: Learning when data set s are imbalanced and when costs are unequal and un-
known. In: Proc. of t he Workshop on Learning from Imbalanced Data Sets II, ICML, 
Washington DC (2003) 



 A Combination Classification Algorithm Based on Outlier Detection and C4.5 511 

3. Liu, X.-Y., Wu, J., Zhou, Z.-H.: Exploratory Undersampling for Class-Imbalance Learning. 
IEEE Transactions on Systems, Man, and Cybernetics, Part B: Cybernetics 39(2), 539–550 
(2009) 

4. Han, H., Wang, W.-Y., Mao, B.-H.: Borderline-SMOTE: A New Over-Sampling Method in 
Imbalanced Data Sets Learning. LNCS, pp. 878–887. Springer, Heidelberg (2005) 

5. Guo, H., Viktor, H.L.: Learning from Imbalanced Data Set s with Boosting and Data Gen-
eration: The DataBoost-IM Approach. Sigkdd Explorations 6, 30–39 (2003) 

6. Hong, X., Chen, S., Harris, C.J.: A Kernel-Based Two-Class Classifier for Imbalanced Data 
Sets. IEEE Transactions on Neural Networks 17(6), 786–795 (2007) 

7. Su, C.-T., Chen, L.-S., Yih, Y.: Knowledge acquisition through information granulation for 
imbalanced data. Expert Systems with applications 31, 531–541 (2006) 

8. Jiang, S., Song, X.: A clustering-based method for unsupervised intrusion detections. Pattern 
Recognition Letters 5, 802–810 (2006) 

9. Asuncion, A., Newman, D.J.: UCI Machine Learning Repository (2007),  
  http://www.ics.uci.edu/~mlearn/MLRepository.html 



R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 512–519, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

A Local Density Approach for Unsupervised Feature 
Discretization 

ShengYi Jiang and Wen Yu 

School of Informatics, Guangdong University of Foreign Studies, 
510006 Guangzhou, Guangdong 

{jiangshengyi,yuyu_588}@163.com 

Abstract. Discretization is an important preprocess in data mining tasks. Consid-
ering the density distribution of attributes, this paper proposes a novel discretiza-
tion approach. The time complexity is )log**( nnmO as EW and PKID, so it can 
scale to large datasets. We use the datasets from the UCI repository to perform the 
experiments and compare the effects with some current discretization methods; 
the experimental results demonstrate that our method is effective and practicable.  

1   Introduction 

Various discretization methods have been developed so far. The representatives are 
equal width discretization(EW),equal frequency discretization(EF),statistic test 
method[1,2],entropy-based discretization[3,4],clustering based discretization[5] and so 
on. The quality of discretization method can only be executed through the learning 
process on discretized data afterwards. The existing methods of discretization can be 
classified mainly into two categories: unsupervised and supervised. Many experimental 
studies[6] show that supervised methods which use the class membership of examples 
perform much better than their unsupervised counterparts. But if no class information 
is available, unsupervised discretization is the sole choice. Histograms are one of the 
most useful tools in exploratory data analysis. The frequently used histograms are 
either equal width where the range of observed values is divided into k intervals of 
equal length, or equal frequency where the range of observed values is divided into k 
bins so that the counts in all bins are equal. But different data distributions require 
different ideal interval frequencies, so the unsupervised approach(EW,EF) is very 
sensitive to outliers. Data density distribution is closely related to the class label. As a 
result, both EW and EF potentially suffer much attribute information loss since k is 
determined without reference to the density distribution information. PKID (propor-
tional k-interval discretization)[7] adjusts discretization bias and variance by tuning the 
interval size and number, and further adjusts the NaiveBayes probability estimation 
bias and variance to achieve lower classification error. But PKID also ignore the data 
distribution information as EW and EF. To remedy the above-mentioned drawbacks, 
we present a new approach called a local density approach for unsupervised feature 
discretization which has two merits: (1) It makes the best use of the density distribution 
of each numeric attribute to find the natural interval. (2) Our approach has the flexibil-
ity of having different number of partitions in different numeric attributes.  
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2   The Local Density Approach for Unsupervised Feature 
Discretization 

The basic idea of the presented discretization approach is to take account of the den-
sity distribution of all numeric attributes to find the natural interval. The density of the 
transition zone between any two intervals must be the minimum density since the 
density of the internal interval is much greater than boundary.  

2.1   Description of the Discretization Approach 

Our approach is programmed in C++ language. The discretization process can be 
described as follows:  n is the instance number; m is the numeric attribute number. 
We assume that the numeric attribute A can be split into k intervals: 

)1,,1,0(],( 1 −=+ kibb ii , +∞=−∞= kbb ,0 , freq[i] denotes the frequency of records 

contained in the interval )1,,2,1,0(],( 1 −=+ kibb ii , min[i] denotes the array element 

subscript of the minimum value in the interval )1,,2,1,0(],( 1 −=+ kibb ii , and max[i] 

denotes the array element subscript of the maximum value in the interval 
)1,,2,1,0(],( 1 −=+ kibb ii . MaxF and MinF are the parameters which describe the 

maximum interval frequency and the minimum interval frequency respectively.  
An array of structures is defined to store the summary information of attributes. 

 

We assume that the array a of structures named stru is used to store the summary 
information of attribute A including n records as a[0],a[1],…,a[n-1]. 

The details about our approach are as follows:  

Step 1. Compute the neighbor radius r.  
Step 2. Sort data in ascending order and remove the repetition: sort the members x of 

array a in ascending order, remove the same members  x of original array 
a[0]~a[n-1] so that the members x of array a[0]~a[n-1] do not have repetition, 
the frequency of x are stored in the member num of array a[0]~a[n0-1], at the 
same time, set member sum of array a[0]~a[n0-1] as 0. Then a new array of 
structures a[0]~a[n0-1](n0 ≤ n) has been made.(n0 is the number of attribute 
A without repetition,) 

Step 3. Compute the local density of each attribute value: compute the number of 
instances which are contained within the neighbor radius r of each point a[i].x 
and store it in a[i].sum,  

Step 4. Compute the initial cutpoints: compute the local minimums },,,{ 110 −kbbb  of 

the sequence a[i].sum (0<i<n0-1). 
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Step 5. Compute the frequency and the range of position in each initial interval: com-
pute the frequency of each interval )1,,1,0(],( 1 −=+ kibb ii  stored in freq[i] 

and the array element subscript of the minimum value in the interval 
],( 1+ii bb stored in min[i], simultaneously, the array element subscript of the 

maximum value in the interval ],( 1+ii bb  stored in max[i]. 
Step 6. Merge intervals of low frequency: calculate each interval’s frequency, if the 

frequency of the interval ],( 1+ii bb  as freq[i]/n is lower than MinF, merge the 
interval to the nearest adjacent interval, and update its interval frequency and 
the range of position; This step may be repeated several times, because it is 
possible that the interval frequency is still lower than MinF after merging. 

Step 7. Split the interval of high frequency: recalculate each interval’s frequency, if 
the frequency of the interval ],( 1+ii bb as freq[i]/n ≥  MaxF, the interval will 

be split into ⎡ ⎤]))[(log(log])[(log ifreqifreq −  subintervals which are the same in-
terval frequency(like  equal-frequency method).  

Step 8. A sequence of values in the numeric attribute is replaced by the nominal at-
tribute corresponding to the interval it belongs to. 

For simplicity, we just describe this approach of only one numeric attribute’s discreti-
zation processing; a multiplicity of numeric attributes can be discretized simultaneously.  

2.2   Factors for the Discretization Performance 

(1) The method of computing the neighbor radius r 
We use sampling technique to determine neighbor radius r. the details are  

described as follows: 

(a) Randomly choose N0 pairs of objects in the array a. 
(b) Compute the distances between each pair of objects. 
(c) Compute the average EX of distances from (b). 
(d) Select r in the range of [0.5EX, EX]. 

The experiments demonstrate that as r locates in the range of [0.5EX, EX], the  
accuracy is stable which implies that our approach is robust. We set r as 0.7ex in the 
following experiments. 

(2)Parameters in step 6 and step 7 
In the following experiments, we set MaxF=0.4,MinF=0.03.The number of cut 

points in the high frequency interval is appropriate in the range from ⎡ ⎤ 1])[(log −ifreq  

to ⎡ ⎤ 1]))[(log(log])[(log −− ifreqifreq , in the following experiments, we set the number 

of cut points as ⎡ ⎤ 1]))[(log(log])[(log −− ifreqifreq . 

3   Experimental Results 

Here we use the results of classification tasks on discretized data to test the perform-
ance of our algorithm, we run experiments on 29 datasets from UCI machine learning 
repository[8] and a salary dataset which is from the real-life dataset. Table 1 describes 
each dataset. In our experiment, C4.5, Ripper, Naïve-Bayes, EW, PKID and MDL[6] 
are provided in WEKA. 
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Table 1. Summary of Experimental Datasets 

Dataset Nominal/Continuous  
attributes 

Instance 
size 

Number of 
Class 

Adult 8/6 20000 2 

Aneal 32/6 898 6 
Austra 8/6 690 2 
Breast 0/9 699 2 
Credit 9/6 690 2 

Dermatology 33/1 366 6 

Diabetes 0/8 768 2 

Ecoli 1/8 336 8 

Flag 10/18 194 6 
German 7/13 1000 2 
Glass 0/9 214 6 

Haberman 0/3 306 2 
Heart 7/6 270 2 

Hepatitis 6/13 155 2 
Horse-colic 7/19 368 2 

Hypothyroid 7/18 3163 2 
Ionosphere 0/34 351 2 

Iris 0/4 150 3 
Labor 0/8 57 2 

Letter-recognition 0/16 20000 26 
Liver 0/6 345 2 

Musk_clean2 0/188 6598 2 

Pendigits 0/16 10992 10 
Pima 0/8 768 2 

Satimage 0/36 6435 6 
Segment-test 0/19 2310 7 

Sonar 0/60 208 2 

Vehicle 0/18 846 4 

Vowel-context 1/10 990 11 
Wine 0/13 178 3 
Salary 0/1 80 4 

Table 2. The distribution of the salary data set 

Professional title Number of the people Salary range 
Professor 8 5266.08-4858.24 

Associate professor 22 4272.34-3644.98 
Instructor 40 3438.55-2885.22 

Teaching assistant 10 2702.28-2420.35 
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Table 3. The cutpoints of the salary data set by different discretization methods 

Discretization method cutpoints 
Our approach 2793.75, 3161.81, 3541.77,4565.29 

MDL 2793.75, 3541.77, 4565.29 
PKID 2793.75, 2913.11, 2974.46,3099.82,3541.77,3990.89,4155.65 

Salary dataset contains salary data of 80 employees in a department of a university, 
it contains 2 attributes: professional title and salary. Table 2 gives the distribution of 
the salary data set and Table 3 gives the cutpoints of the salary data set by different 
discretization methods, our approach finds an optimal result that each interval only 
corresponds to one title and outperforms PKID. 

Table 4. Accuracy of C4.5 with different discretization (10-fold cross validation) 

Data sets without discretization Our approach EWD PKID MDL 

Adult 86.24% 84.66% 84.25% 85.95% 86.55% 
Aneal 91.53% 90.01% 88.75% 92.36% 91.62% 
Austra 84.93% 87.00% 84.93% 85.14% 85.22% 
Breast 94.56% 95.77% 94.99% 94.41% 95.71% 
Credit 85.22% 87.33% 84.64% 85.10% 87.10% 

Dermatology 93.99% 93.96% 93.99% 93.85% 93.99% 
Diabetes 72.40% 74.77% 74.61% 74.04% 78.13% 

Ecoli 82.65% 77.29% 72.35% 65.77% 83.10% 
Flag 59.33% 60.98% 61.65% 62.11% 62.63% 

Haberman 71.57% 72.65% 71.34% 73.53% 71.34% 
Hepatitis 64.19% 63.94% 65.24% 65.48% 65.24% 

Hypothyroid 99.28% 98.49% 97.51% 95.23% 99.27% 
German 70.50% 72.61% 71.70% 70.80% 72.10% 
Glass 72.90% 61.87% 51.40% 51.21% 74.77% 
Heart 76.67% 80.07% 73.33% 77.78% 81.48% 

Horse-colic 67.93% 68.67% 67.12% 67.69% 66.30% 
Iris 94.00% 96.00% 92.00% 91.53% 93.33% 

Ionosphere 91.45% 87.15% 87.75% 89.12% 89.17% 
Labor 73.68% 76.84% 64.91% 69.82% 80.70% 

Letter Recognition 88.20% 81.33% 77.60% 77.92% 78.76% 
Liver 66.67% 63.91% 56.81% 57.45% 63.19% 

Musk_clean2 96.89% 94.66% 96.17% 93.86% 96.83% 
Pendigits 94.92% 88.78% 85.10% 60.62% 89.43% 

Pima 73.96% 73.91% 74.35% 73.93% 77.73% 
Satimage 85.94% 84.29% 84.10% 79.42% 83.23% 

Sonar 74.18% 71.59% 69.09% 68.89% 80.05% 
Vehicle 72.72% 68.20% 70.60% 62.25% 70.60% 

Vowel-context 80.11% 60.09% 75.05% 49.33% 79.23% 
Wine 93.26% 82.98% 78.65% 79.72% 94.38% 
average 81.37% 79.30% 77.59% 75.67% 81.76% 
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3.1   Performance Comparison 

The experimental datasets were discretized separately by the proposed approach and 
other methods such as EWD, PKID and MDL. Each dataset is shuffled randomly for 
10 times during each discretization to make sure that the class distribution in the train-
ing and test data are not biased or clustered in any form. We implement the classifica-
tion algorithm on the discreted data and the numeric data respectively in order to 
make the comparison with the performance of different methods. The accuracy values 
of three classifications are reported in table 4, table 5 and table 6.  

Table 5. Accuracy of RIPPER with different discretization(10-fold cross validation) 

Data sets without discretization Our approach EWD PKID MDL 

Aneal 93.58% 91.49% 92.19% 94.50% 94.55% 

Austra 84.93% 85.19% 85.25% 84.99% 86.01% 

Breast 94.56% 95.67% 93.98% 93.83% 95.26% 

Credit 85.22% 85.28% 84.83% 84.99% 86.64% 

Dermatology 88.58% 89.54% 89.51% 89.73% 88.33% 

Diabetes 72.40% 72.99% 73.11% 74.74% 77.51% 

Ecoli 82.23% 80.51% 74.85% 78.69% 82.26% 

Flag 59.90% 60.88% 61.65% 62.58% 61.70% 

German 70.50% 70.00% 69.86% 70.15% 71.91% 

Glass 72.90% 60.56% 50.19% 60.42% 70.65% 

Haberman 72.81% 71.47% 73.33% 72.25% 72.12% 

Heart 76.67% 77.33% 78.26% 78.89& 82.33% 

Hepatitis 62.97% 67.29% 69.10% 69.74% 68.07% 

Horse-colic 67.93% 72.80% 84.62% 72.20% 86.09% 

Hypothyroid 99.16% 98.40% 97.19% 97.72% 99.14% 

Ionosphere 91.45% 88.77% 87.44% 88.69% 91.74% 

Iris 94.00% 95.33% 92.53% 92.60% 94.87% 

Labor 73.68% 89.30% 83.51% 80.70% 87.02% 

Liver 66.67% 58.58% 62.09% 54.84% 63.19% 

Pendigits 94.27% 91.11% 89.44% 82.46% 90.46% 

Pima 73.96% 73.46% 74.01% 74.05% 77.30% 

Satimage 85.79% 82.83% 83.40% 76.30% 83.56% 

Sonar 74.71% 70.87% 66.88% 57.50% 79.18% 

Vehicle 68.91% 65.74% 63.42% 58.39% 67.74% 

Vowel-context 70.64% 56.73% 66.65% 43.41% 73.62% 

Wine 93.26% 88.03% 83.99% 90.00% 94.66% 

Average 79.68% 78.47% 78.13% 76.22% 81.77% 

According to the experimental results from table 4 to table 6, the local density ap-
proach for unsupervised feature discretization outperforms EW and PKID. Meanwhile 
the average accuracy of the three classifiers on nominal data discretized by our ap-
proach is better or at least comparable to that on numeric data without discretization.  
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Table 6. Accuracy of Naive-Bayes with different discretization(3-fold cross validation) 

Data sets without discretization Our approach EWD PKID MDL 

Adult 83.38% 82.57% 81.86% 83.75% 83.88% 

Aneal 79.91% 93.46% 92.17% 95.81% 95.79% 

Austra 77.19% 86.17% 85.29% 86.42% 85.65% 
Breast 96.01% 97.00% 97.25% 97.25% 97.22% 
Credit 77.74% 86.30% 84.81% 85.67% 86.23% 

Dermatology 97.46% 97.92% 97.68% 97.46% 97.89% 

Diabetes 75.42% 74.11% 75.36% 73.54% 77.92% 

Ecoli 84.88% 79.58% 80.51% 80.71% 85.77% 

Flag 43.35% 59.69% 59.38% 59.95% 59.23% 

German 74.52% 74.82% 75.43% 74.78% 74.67% 
Glass 46.54% 65.47% 57.01% 65.00% 72.34% 

Haberman 74.97% 74.28% 75.26% 72.06% 72.55% 

Heart 84.33% 83.48% 83.30% 81.81% 83.04% 

Hepatitis 69.74% 68.45% 68.28% 67.35% 71.10% 

Horse-colic 67.28% 68.97% 68.97% 69.84% 66.44% 

Hypothyroid 97.51% 97.10% 96.87% 97.62% 98.60% 

Ionosphere 82.85% 89.63% 90.51% 88.15% 90.94% 

Iris 95.40% 93.27% 94.13% 92.60% 94.47% 

Labor 91.93% 95.44% 92.81% 91.93% 93.51% 

Letter recognition 64.14% 71.26% 69.78% 73.21% 73.72% 

Liver 55.77% 66.61% 64.12% 62.26% 63.19% 

Musk_clean2 83.76% 84.01% 79.81% 90.96% 91.56% 

Pendigits 80.37% 83.34% 85.63% 85.45% 87.18% 

Pima 73.45% 74.22% 74.26% 72.04% 77.28% 

Satimage 79.55% 81.45% 80.59% 82.18% 82.23% 

Sonar 68.17% 75.91% 75.91% 72.55% 85.10% 

Vehicle 44.53% 59.15% 60.07% 61.02% 62.07% 

Vowel-context 61.89% 57.92% 62.37% 55.72% 64.19% 

Wine 96.85% 96.97% 96.35% 95.06% 98.88% 

Average 76.17% 79.95% 79.51% 79.73% 81.82% 

4   Conclusion 

In this paper, we propose the local density approach for unsupervised feature discreti-
zation, the time complexity is )log**( nnmO , and thus it scales up well in large data-
sets. Meanwhile, it adopts a more flexible strategy to handle interval size so as to 
efficiently update discretized intervals upon the data density distribution. The experi-
ments demonstrate that our approach could find out the natural discretization intervals 
so that it could discretize the numeric attributes efficiently. The comparison of the 
experimental results on datasets from UCI with the counterparts shows that our ap-
proach outperforms the existing unsupervised methods such as EW and PKID in 
terms of classification accuracy.  
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Abstract. As a branch of modern biomedical study, genetic epidemiology re-
search on complex diseases usually aims to identify the genetic influences on 
phenotypes. This paper presents a hybrid method named MDS-C, which com-
bines the multidimensional scaling method and a clustering algorithm, to unveil 
the genetic relationships among phenotypes by using phenotypic information 
only. In MDS-C, the cross-twin cross-trait correlation between any two pheno-
types is designed to measure the genetic similarity. MDS-C is verified by a se-
ries of simulation studies. Then it is applied to a real bone mineral density 
(BMD) dataset collected by the St Thomas’ UK Adult Twin Registry. Its results 
suggest that the genetic influence on BMD is site-specific. 

Keywords: Biomedical study, MDS-C, twins, BMD. 

1   Introduction 

Phenotypes in complex diseases usually are determined by a combination of multiple 
genetic and environmental factors [1]. One of important objectives of genetic epide-
miology research on complex diseases is to separate and identify the genetic influence 
on the phenotypes. However, in some cases, the genetic information is not available, 
so the genetic influence on the phenotypes cannot be measured directly. In this situa-
tion, the knowledge of the genetic characteristics of twins can be used to separate the 
effects of genes and environment and to estimate the genetic influence on the pheno-
types. The principle is based on the fact that there are two types of twins: 
monozygotic (MZ) twins sharing 100% of their genes, while dizygotic (DZ) twins 
only having 50% of their genes in common.  

In this paper, we present a hybrid method named MDS-C, which combines the mul-
tidimensional scaling (MDS) [2, 3] with a clustering algorithm, to discover genetic 
similarity among phenotypes by using phenotypic information only. In the process of 
the MDS-C, we applied a modified MDS method using the cross-twin cross-trait 
correlation to calculate the genetic similarities among multiple phenotypes, and visu-
ally represents these phenotypes in a two dimensional Euclidian space. Then, a clus-
tering algorithm, the average-linkage clustering [4], is applied onto the outputs of  



 A Hybrid Method of Multidimensional Scaling and Clustering 521 

the MDS to discover the clusters of phenotypic variables. These phenotypic clusters 
suggest that the phenotypes in one cluster should be influenced by a same genetic 
factor, while the phenotypes in different clusters should be influenced by different 
genetic factors.  

This paper is organized as follows. In Section 2, we introduce the methods involved 
in the analysis, namely multidimensional scaling and clustering, as well as the hybrid 
MDS-C method. The cross-twin cross-trait correlation used in MDS is presented in 
Section 2.1. The method of MDS-C is described in Section 2.2. In Section 3, we show 
the simulation studies of verifying MDS-C. Finally, in Section 4, the MDS-C is ap-
plied to a real twin dataset collected by St Thomas’ Adult Twin Registry to discover 
the genetic influence in the appearance of the bone mineral density (BMD) on differ-
ent human body sites.  

2   Methods 

2.1   Cross-Trait Cross-Twin Correlation 

As we aim to find out the underlying genetic relationships among the phenotypes, the 
similarity measure between phenotypes must reflect the genetic influence. In this 
paper, we apply a metric, namely the cross-twin cross-trait correlation. 

 

   
(a) MZ twins dataset                                                     (b) DZ twins dataset 

Fig. 1. A sample of phenotypes (A and B) in MZ (sample size: n pairs of twins) and DZ (sam-
ple size: m pairs) twin datasets 

The twin data containing the selected phenotypes can be divided into two sub-
datasets according to the twin types: one for MZ twins and the other for DZ twins (see 
Fig. 1). The genetic similarity between two phenotypes (e.g., bone mineral density on 
two different body sites) can be indicated by comparing the cross-twin cross-trait 
correlations in MZ and DZ twins. For example, we use A and B to represent any two 
phenotypes (Fig. 1), two sets of cross-twin cross-trait correlations are generated from 
MZ and DZ datasets. For MZ twins: rMZ (AT1, BT2) and rMZ (AT2, BT1), DZ twins: rDZ 

(AT1, BT2) and rDZ (AT2, BT1); where rMZ (AT1, BT2) and rMZ (AT2, BT1) denote the Pear-
son correlations between AT1 and BT2, and between AT2 and BT1 in MZ twins, respec-
tively. rDZ (AT1, BT2) and rDZ (AT2, BT1) are the Pearson correlations between AT2 and 
BT1, and between AT2 and BT1 in DZ twins, respectively. 
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So, for phenotypes A and B, the mean values of cross-trait cross-twin correlations 
in MZ and DZ twins are: 

2
)B ,(Ar )B ,(Ar

),( T1T2MZT2T1MZ +=BAr MZ
; 

2
)B ,(Ar )B ,(Ar

),( T1T2DZT2T1DZ +=BArDZ
. (1)

Thus, genetic similarity (the general cross-twin cross-trait correlation) between any 
two phenotypes, e.g., A and B, can then be measured by: 

)],(),([2),( BArBArBAr DZMZ −×= . (2)

Equation 2 applies the fact that MZ twins share 100% genes while DZ twins share 
50% of them. This application of cross-twin cross-trait correlation is used as the met-
ric of genetic dissimilarity between any two phenotypes in this paper. 

2.2   MDS-C Method 

MDS-C is a hybrid method designed to unveil the genetic relationships among pheno-
types by using phenotypic information only. It includes two phases (i.e. MDS and 
clustering) to identify the genetically determined clusters existing in the phenotypes. 
Firstly, a modified MDS method using the cross-twin cross-trait correlation calculates 
the genetic similarities among multiple phenotypes, and represents these phenotypes 
in a two dimensional Euclidian space. Then, the average-linkage clustering is applied 
onto the outputs of the MDS to discover the clusters of phenotype variables. Pheno-
types in one cluster should be influenced by a same genetic factor, while the pheno-
types in different clusters are influenced by different genetic factors.  

Multidimensional Scaling (MDS) is a method of visualizing the similarity of a set 
of objects into a low dimensional Euclidean space. The objects often represent the 
samples, and each of them is characterized by a collection of variables. In addition, 
when the relationships among variables are concerned, MDS can also be applied to 
capture the distance between variables, rather than record samples [5]. In the present 
paper, MDS is used to represent the genetic similarities among the phenotypic vari-
ables by Euclidean distances, and the genetic similarity between any pair of pheno-
types is attained by the application of the cross-twin cross-trait correlation. 

Three steps are considered in the procedure of the MDS [6]: Firstly, obtaining the 
comparative distances between all pairs of variables. In the present paper, cross-twin 
cross-trait correlations between all pairs of phenotypic variables are applied to repre-
sent the comparative distances; Secondly, estimating the constant as the difference 
between the comparative distances and the converted absolute distances that allows 
the variables to be fitted by a Euclidean space of the smallest possible dimensionality. 
The last step in MDS is to determine the Euclidian space in which the variables lie 
and obtain the projections of the variables on axes based on the absolute distances.  

MDS is capable of producing the plot of approximating Euclidian configuration to 
represent the distance between variables. However, in this paper, though MDS con-
vert the genetic similarity to the Euclidian distance, the relationships among the phe-
notypic variables are still vague. Clustering is then applied to the output of the MDS 
to determine clusters among the variables.  
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Clustering analysis is a process of automatically grouping objects into a number of 
clusters using a measure of association, so that the objects in one group are similar 
and objects belonging to different groups have less similarity [7]. Hierarchical cluster-
ing is a general approach to cluster analysis. The traditional representation of 
hierarchical clustering is a tree (called a dendrogram), with individual objects at the 
leaves and a single cluster containing all elements at the root. Cutting the tree at a 
given height will give a clustering result at a selected precision. Average-linkage 
clustering [4], which is used in this study, is a method of hierarchical clustering that 
specifies the distance between two clusters as the average distance between objects 
from one cluster and objects from another cluster. For example, the distance between 
clusters X and Y is:  
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Where ),( ji yxd  is the Euclidean distance between objects xi and yj; NX and NY are the 

numbers of objects in clusters X and Y respectively. 
As shown above, MDS-C is designed to identify the clusters of phenotypes that re-

veal the genetic relationships among these phenotypes. In this paper, we use cross-
twin cross-trait correlation in the MDS-C to analyze twin datasets. 

3   Simulation Designs 

3.1   Simulation Scenarios 

In order to evaluate the performance of the MDS-C, three different simulation scenar-
ios are designed (see Fig. 2). Fig. 2 represents 10 phenotypes with three different 
relationships in three scenarios respectively. Scenario 1 attempts to represent the 
situation where 10 phenotypes (P1…P10) are grouped into 3 clusters determined by 3 
shared genetic factors (Ac1, Ac2 and Ac3) respectively. Residual genetic factors 
(A1…A10) account for the remaining heritability of each of the variables. In addition, 
individual environmental factors (E1 … E10) influence each of the 10 phenotypic vari-
ables, respectively. The aim is to see if the MDS-C could distinguish the existence of 
the 3 genetically determined clusters of variables.   

Scenario 2 represents the situation that 10 phenotypes are grouped into two clusters 
determined by two shared genetic factors respectively; the important feature is that, 
these two genetic factors are correlated to some degree. The cluster controlled by Ac1 

correlates to the cluster determined by Ac2 at certain degree (in the present paper, the 
correlation is 0.2). 

Scenario 3 is designed based on Scenario 1. This simulation is considered to repre-
sent the situation that underlying genetically determined clusters and environmentally 
determined clusters are both working on the phenotypes. Comparing to Scenario 1, 
the difference is that the group P1 … P5 and the group P6 … P10 are influenced by 
environmental factors (Ec1 and Ec2) respectively. The aim of this simulation study is 
to reveal the clusters controlled by the shared genetic factors only. The shared  
environmental factors are used to test whether they would confound the MDS-C. 
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Scenario 1 

 
Scenario 3 

 
Scenario 2 

Fig. 2. Pi (i=1 …, 10) represents the disease phenotypic variables; Acn (n=1, 2, 3) represents the 
shared genetic factors; Ai and Ei represent individual genetic and environmental factors which 
influence each phenotype (Pi). Rc is the correlation coefficient between Ac; Ecm (m=1, 2) the 
shared environmental factors. 

3.2   Procedure of Simulations 

All three simulated scenarios are generated and processed in the following steps: 

Step 1. Data simulation: generate simulated twin data based on the models designed 
in each scenario; 

Step 2.  Genetic similarity calculation: calculate the cross-twin cross-trait correlations; 
Step 3. MDS-C application; 
Step 4. Assessment: As the underlying genetic models are known, we evaluate the 

performance of the MDS-C by comparing the clustering results with the 
simulated models. The validation coefficient ARI(HA) [8] is applied. 

In the procedure, the values of genetic factors (Ac) shared within the clusters are 
stepped up from 0.1 to 0.5, simultaneously; The sample size of the simulated data is 
stepped up from 150 pairs (50 MZ and 100 DZ) to 1500 pairs (500 MZ and 1000 DZ) 
with a step size of 150 (50 for MZ and 100 DZ, respectively); at each point, the ex-
perimental procedure is implemented 1000 times to get average assessment measures. 

3.3   Results 

MDS-C is applied to detect the genetically determined clusters existing in the pheno-
types. Fig. 3 uses the accuracy coefficients, ARI(HA) [8], to represent the performance 
of the MDS-C in three scenarios with different sample size and shared genetic factors.  

In these three scenarios, the accuracy coefficients for different Ac values improve 
with the increase of the twin data sample size. The outputs of Scenario 1 and Scenario 
3 are similar: when Ac1, Ac2 and Ac3 are larger than 0.3 and the sample size exceeds 
900 pairs (300 MZ and 600 DZ), the genetic determined clusters can be detected with 
more than 90% accuracy. In Scenario 2, the existence of the genetic correlation (Rc) 
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influences the performance of the MDS-C, as Rc increases the probability that the two 
clusters overlap with each other. However, even so, the accuracy in Scenario 2 can 
still reach a high level (larger than 0.8) when Ac ≥ 0.3. The results of these simulation 
experiments show that the MDS-C method can detect reliably the underlying genetic 
relationships among the phenotypes. Accordingly, we move our analysis to a real data 
application. 

 

   

            Scenario 1                                                    Scenario 2 

 

                         Scenario 3 

Fig. 3. Accuracy in the three scenarios 

4   Bone Mineral Density (BMD) Data Analysis 

The real bone mineral density (BMD) data comes from St Thomas’ UK Adult Twin 
Registry. It contains 905 female twin pairs who were identified and invited to partici-
pate in the study. These twin pairs were 19-80 years old and were recorded by an 
extensive range of clinical phenotypes related to cardiovascular disease, obesity, dia-
betes and osteoporosis. Here we only use the data relevant to the study of bone  
mineral density (BMD). 

This BMD data set contains the information of bone mineral density on different 
body sites (spine, hip, and forearm) of twins. The underlying genetic relationships of 
these bones’ phenotypes are expected to be found. Table 1 shows the phenotypes exist-
ing in the BMD data. We apply MDS-C to this BMD dataset. As Fig. 4 shows, MDS-C 
reveals 3 clusters which are based on the genetic similarity among these phenotypes. 
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Table 1. BMD phenotypes on three body sites (the explanation for each phenotype is in the 
brackets) 

Spine Hip Forearm 
S1 (spine 1) 
S2 (spine 2) 
S3 (spine 3) 
S4 (spine 4) 

 

HN (hip neck) 
HT (hip trochanter) 
HW(hip wards triangle) 
HI (hip inter trochanter) 
 

RT (radius third) 
RM (radius mid) 
RU (radius ultradistal) 
UT (ulna third) 
UM (ulna mid) 
UU (ulna ultradistal) 

        

                                (a)                                                                      (b) 

Fig. 4. MDS-C output: (a) MDS output of BMD data analysis (b) Clustering dendrogram 

According to the outputs, the BMD phenotypes from three sites of body (spine, hip 
and forearm) share or partly share three different genetic factors respectively. Fur-
thermore, the genetic factors existing in hip and forearm correlate with each other to a 
minimal degree. The ultradistal region on both of radius and ulna may have less corre-
lation to the genetic factor comparing with other phenotypes on the forearm. 

5   Conclusion 

In this paper, a hybrid method MDS-C is developed to discover genetic influence on 
phenotypes using phenotypic information only from the twin dataset. Another useful 
feature of this approach is its ability of reducing the dimensionality of the problem 
whilst preserving the patterns of genetic influence in phenotypes, and therefore it 
contributes to solve the challenge of the numerous phenotypes with limited sample 
size in current biomedical studies. 

The MDS-C is verified by three simulated models. The results show that, the 
MDS-C is capable of unveiling the genetically determined clusters among phenotypes 
from the twin dataset by using cross-trait cross-twin correlation as the distance metric. 
The MDS-C is then applied to a real bone mineral density (BMD) data collected by St 
Thomas’ UK Adult Twin Registry. The results suggest that the BMD phenotypes on 3 
body sites (spine, hip and forearm) share 3 different genetic factors respectively, and 
imply that the genetic effects on BMD are site-specific. Further medical research can 
be carried on using this result as a guideline. 
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Abstract. The main objective of network monitoring is to discover the event 
patterns that happen frequently. In this paper, we have intensively studied  
the techniques used to mine frequent patterns from network data flow. We de-
vel-oped a powerful class of algorithms to deal with a series of problems when 
min-ing frequent patterns from network data flow. We experimentally evaluate 
our algorithms on real datasets collected from the campus network of Peking 
Uni-versity. The experimental results show these algorithms are efficient.  

1   Introduction 

Network monitoring is critically important for network administrators to make sure 
the whole network running regularly and working availably. The main objectives in 
network monitoring can be summarized as two aspects: understanding traffic features 
which appear especially most frequently, and detecting outburst network anomalies 
[1-3]. No matter understanding traffic load or anomaly detection, it is necessary to 
find frequently happened features in data packets. Therefore, it is a primary task in 
network monitoring to mine frequent patterns from network data flow. 

However, the varying and dynamic characteristics of network traffic, which are fast 
transfer, huge volume, shot-lived, inestimable and infinite, make it very difficult to 
implement efficient on-line mining algorithms. So we choose a sliding window as 
data processing model to make sure the mining result novel and integrated. Then, we 
develop a powerful class of algorithms, which are vertical re-mining algorithm, multi-
pattern re-mining algorithm, fast frequent multi-pattern capturing algorithm, fast  
frequent multi-pattern capturing supplement algorithm to deal with problems when 
mining frequent patterns from network data flow. Finally, we evaluate our algorithms 
on real datasets collected from the campus network of Peking University. The  
experimental results show that these algorithms are efficient. 
                                                                        
∗ Supported by the National High-Tech Research and Development Plan of China under Grant 

No.2009AA01Z136 
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The remainder of the paper is organized as follows. The data processing model  
is given in Section 2. Four algorithms for mining frequent patterns from network  
data flow are developed in Section 3. Experimental results are presented in Section 4. 
Section 5 summarizes our study and points out some future research issues. 

2   Data Processing Model 

In this section, we introduce the sliding window model to handle network data flow. 
Sliding window [4] is a typical data model for flow control, especially for network 
data transfers. So we build a sliding window in fixed length, which means the size of 
this window is decided by a fixed length period of time, such as ten minutes or five 
minutes. The sliding window should contain all the fresh data in network; so once  
a new piece of data appears, the sliding window should move forward to capture it. 
Because there are hundreds even thousands of new data generated in one second in 
network data flow, to avoid updating sliding window too frequently, we use basic 
windows with equal length to divide a sliding window into several continuous parti-
tions. So only when a new basic window comes, the sliding window will moves  
forward to capture it and drop the oldest one at the same time. 

3   Algorithms 

3.1   Vertical Re-mining Algorithms 

Vertical method [5] [6] is one classical frequent pattern mining methods. A simple 
method is to run vertical algorithm for each sliding window. We call it vertical  
re-mining algorithm. By this algorithm, we can directly get complete set of frequent 
patterns. The problem is that, whenever the sliding window moves forward to a new 
position, we have to call this algorithm to scan the whole dataset in current sliding 
window and mine them from beginning to update results. However, one move only 
changes a small part of the sliding window, most of the data within the window un-
changed. It also means that one move of the sliding window only brings a small 
change of the frequent patterns. So vertical re-mining algorithm will do a lot of  
repeated scan and repeated mining work. Obviously, it is inefficient. 

 3.2   Fast-Update Mining Algorithm 

Since most part of two neighbouring sliding windows is the same, we develop a fast-
update mining algorithm to avoid repeated scanning and mining between them. The 
fast-update algorithm works based on an independent coding technique within each 
basic window. 

When we use vertical mining algorithm to mine frequent patterns from a sliding 
window, remember that each transaction is numbered with a unique ID at first in that 
sliding window, denoted by IDSW. And each frequent pattern keeps a Tid-list, which 
contains all the IDSW in which this pattern occurs. In our fast-update algorithm, we 
first number transactions based on basic window instead of sliding window, denoted 
by IDBW. See example in Table 1. Suppose that there are thirty transactions in a  



530 X. Li et al. 

sliding window and the sliding window is equably divided by five basic windows. So 
these transactions are numbered from 1 to 30 by IDSW, but numbered from 1 to 6 by 
IDBW within the corresponding basic window. So in our fast-update algorithm, each 
frequent pattern keeps n TidBW-lists, where n is the number of basic windows in a 
sliding window. The advantage of using IDBW is that when a new basic window 
comes, all overlapped basic windows in the current sliding window just keep the 
original TidBW-lists without repeated computation. It only needs to collect the TidBW-
list from the new incoming basic window, and updates the support by totalizing the 
length of all overlapped TidBW-lists and this new TidBW-list. So this independent cod-
ing greatly reduces the mining time. 

Figure 1 shows the mining structure based on the data in Table 1. When we calls 
the fast-update mining algorithm for the first time, it runs the same processes with 
vertical mining in Table 1 except using the independent TidBW-lists to calculate the 
support instead of the uniform TidSW-list. Figure 1(a) shows the complete mining 
process during the first mining. Every pattern keeps five TidBW-lists there, and only 
the TidBW-lists belongs to the same basic window intersect together to obtain a new 
TidBW-list. When all the frequent patterns are mined out, we delete all the TidBW-lists 
but record their lengths in the pattern tree, showed in Figure 1(b). The support of each 
frequent pattern can be easy calculated by totalizing the record of each basic window 
together. From then on, whenever the sliding window moves to a new position, our 
fast-update mining algorithm only need to scan and calculate the TidBW-list for each 
frequent pattern in that new basic window, add the length of the new TidBW-list into 
pattern tree for every frequent pattern, and delete the oldest record at the same time. 
Then output the frequent patterns with the updated support in pattern tree and all the 
infrequent ones can be directly cut down from the pattern tree. 

The fast-update mining algorithm gets the frequent patterns with their support in 
the current sliding window by just dealing with a small part of data within the newest 
basic window, so it improves the performance quite a lot compared with vertical re-
mining algorithm. However, it only updates all frequent patterns that already exist in 
pattern tree. Besides these patterns, there are many other patterns, which were not fre-
quent before but may become frequent later. To use the fast-update mining algorithm, 
we must find means to capture these new emerging frequent patterns. The situation is 
 

Table 1. Transctions in A sliding window with five basic windows 

IDSW IDBW Transaction IDSW IDBW Transaction 
1 1 A B  16 4 A C 
2 2 A 17 5 C 
3 3 A B 18 6 B C 
4 4 B 19 1 C 
5 5 B C 20 2 C 
6 6 B C 21 3 A C 
7 1 A B C 22 4 A  
8 2 A  23 5 A B C 
9 3 A C 24 6 A B C 
10 4 A  25 1 A B  
11 5 A 26 2 A 
12 6 A B C 27 3 A B 
13 1 A B C 28 4 A B  
14 2 A  29 5 A C 
15 3 B C 30 6 B C 
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(a) (b) 

Fig. 1. The first running of fast update algorithm and the pattern tree 

complex, so we divide this problem into two sub-problems: capturing new frequent  
1-patterns and capturing new frequent multi-patterns, and settle them separately in the 
following two sections. 

3.3   Capturing New Frequent 1-Patterns by Candidate Queue 

The core advantage of fast-update mining algorithm is that it avoids the repeated 
scanning and mining of the data in all overlapped basic windows. However, fast-
update mining algorithm fails to get the support of a frequent 1-pattern that is not in 
the pattern tree as not frequent in the last sliding window, but appears frequent in the 
new incoming basic window. 

To avoid repeated scanning still, here we develop a method called candidate queue 
to capture all the new emerging frequent 1-patterns. Once there is one such 1-pattern 
appearing at the first time, we put it in a queue as a candidate pattern, and record its 
corresponding TidBW-list collected from that new incoming basic window. The next 
time another basic window comes, we check if it still keeps frequent locally in these 
two basic windows together. If not, we delete it from the candidate queue, else, record 
its new TidBW-list collected from the second basic window. The same step is per-
formed until when there are n record of TidBW-lists for that 1-pattern in the queue (n is 
the number of basic windows in a sliding window). At this time, we can make sure it 
is a new frequent 1-pattern. So we allocate a new node in pattern tree to denote it and 
delete it from candidate queue. Since the pattern is placed in the pattern tree, we can 
use the fast-update mining algorithm to calculate its support quickly from then on. 

Our candidate queue is worked based on the actual distribution of network flow. 
Usually, there are two types of 1-patterns transferred in network data flow: (1) common 
practice, appearing with a steadily frequency; (2) sudden events, appearing very fre-
quently at some point, and maybe continue from then on or disappear at once. For the 
first type, if it is frequent, which means that network administrators may get interested 
with it, our pattern tree has already captured it. For the second type, if it is a meaningful 
sudden events, which means it suddenly becomes frequent at some point and continues 
for a while, our candidate queue will successfully capture it finally. In addition, once a 
1-pattern appears frequent at some point, even re-scanning of the original data is almost 
useless and time wasting, because it hardly appears before that point. 
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The problem of capturing new frequent 1-patterns has been solved by candidate 
queue without repeated scanning. Here we introduce a multi-pattern re-mining  
algorithm to evade the problem of capturing new frequent multi-patterns which fast-
update mining algorithm failed to mine. Simply speaking, the multi-pattern  
re-mining algorithm contains four steps: 

(1) Scan the new incoming basic window BW to collect 1-patterns that exist in 
pattern tree, or exist in candidate queue, or appear frequent in BW with their 
TidBW-list; 

(2) Use fast-update mining algorithm to calculate only frequent 1-patterns in  
pattern tree; 

(3) Update candidate queue: a) add new 1-patterns into it, b) delete unsatisfied 
ones, c) for the ones that are frequent globally, delete them as well and  
allocate new nodes in pattern tree to denote them; 

(4) Calculate the support of frequent (k+1)-patterns using the Tid-lists of frequent 
k-pattern. 

 3.4   Fast Frequent Multi-pattern Capturing Algorithm 

The multi-pattern re-mining algorithm is not effective enough from the algorithm 
point of view. Because it can not avoid the repeated mining of multi-patterns, where 
fast-update mining algorithm has already deal with it. So to use the fast-update min-
ing algorithm furthest, we still need to solve the problem of capturing new emerging 
multi-patterns that may be potentially frequent. 

We first discuss the situations that may produce new frequent multi-patterns. Theo-
retically speaking, if a multi-pattern becomes frequent from infrequent, it must belong 
to one of the following situations. 

(1) Combined by all new emerging frequent 1-patterns; 
(2) Combined by new and old frequent 1-patterns which still keep frequent  

currently; 
(3) Combined by all old frequent 1-patterns already in pattern tree and keeping 

frequent currently. 

For the first situation, it is easy to calculate the support, because we have saved all 
the TidBW-lists of every new frequent 1-pattern in candidate queue, we can directly in-
tersect them to obtain the TidBW-lists of this new multi-pattern as well as its support. 
However, for the last two situations, we lost the detailed information of old frequent 
patterns to calculate the new one. Because we can not store all patterns’ TidBW-lists in 
the pattern tree, especially for the multi-pattern’ TidBW-lists in the pattern tree which 
is space-consuming and may use up all the memory. So it is very difficult to capture 
this part of new multi-patterns, especially for the third situation that combined by all 
old frequent 1-patterns. Even we store the complete TidBW-lists for every old frequent 
1-pattern in the pattern tree, we have to do the intersection from the first level of the 
pattern tree to the last level again to estimate if a new leaf node may generate which 
denotes a new frequent multi-pattern. So it does a lot of repeated calculations for all 
the multi-patterns already known frequent in the pattern tree. 

Since the steps used to capture all new frequent multi-patterns are so complicated 
and may destroy the performance, we turn to observe the distribution and characteris-
tics of network data flow again, and find that maybe we can ignore a part of new 
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multi-patterns produced under some situations discussed before. We find that usually 
a server that appears very active in the network almost always is combined within a 
fixed pattern. That is, if the server is active, the corresponding pattern is active, vice 
versa. So we abstract this observation and give the following supposition: 

If the sub-pattern of an infrequent multi-pattern is frequent all the while, 
there is hardly any chance for this multi-pattern to become frequent. 

Based on the above supposition, we develop two algorithms: fast frequent multi-
pattern capturing algorithm and fast frequent multi-pattern capturing supple-
ment algorithm. The former one only consider new multi-patterns combined by new 
frequent 1-patterns besides using fast-update mining algorithm and candidate queue 
method; the latter does all the same process but makes a supplement by considering 
the new multi-patterns combined by new and old frequent 1-patterns. The fast fre-
quent multi-pattern capturing algorithm is shown as follows. 

Input: dataset in the new incoming basic window DBb, the 
minimum support ξ, the pattern tree Ptree, the candidate 
queue Qcan. 

Output: the complete set of frequent patterns 
Scan DBb once to find L[1]= {1-patterns in  Ptree or  
Qcan, or new local frequent ones in  DBb}; 
Scan DBb again to collect TL[1] = {the TidBW-list of 
each 1-pattern in L[1]}; 
Call fast-update mining algorithm on Ptree to update it; 
Update Qcan 
Obtain new local frequent ones in L[1] ; 
Delete unsatisfied ones; 
Collect new frequent 1-patterns N[1], and delete them 
from Qcan. 

Make nodes in Ptree for  N[1]={ new frequent 1-patterns}; 
for ( k = 2; N[k-1]≠∅; k++) do begin 

for all p∈N[k-1] and q∈N[k-1], where p[1]= q[1],…, 
p[k-2] = q[k-2], p[k-1]< q[k-1] do begin 
c = p[1], p[2],…,p[k-1],q[k-1]; //Candidate k-
pattern 
c.TidBW-lists= intersection(p.TidBW-lists, q.TidBW-
lists); 
If (c.support ≥ |DB|×ξ) then 
N[k]= N[k] ∪{c}; 
NL[k]= NL[k] ∪{c.Tid-list}; 
Construct a new node for c in Ptree as the children 
of p; 

end if 
end for 
Delete NL[k-1]; // No use of NL[k-1] any more 

end for 
Answer = all nodes in Ptree. 
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The fast frequent multi-pattern capturing supplement algorithm is the same as the 
fast frequent multi-pattern capturing algorithm except increasing a sub-procedure be-
fore returning the final results. The increased sub-procedure is used to mine frequent 
multi-patterns composed by both old and new added frequent 1-patterns in pattern tree. 

4   Performance Evaluation 

To evaluate our algorithms, we gather network flow data from the campus network of 
Peking University. In our experiment, we set the size of the sliding window 5 minutes 
and the size of basic window 1 minute. Table 2 shows the dataset used in our experi-
ment. By setting the minimum support to 0.1%, we can mine about 2,000 frequent 
patterns in every five minutes. Our experiments are performed on a Pentium(R) 4 
CPU 3.00GHz computer with 512 memory, running Microsoft Windows XP. All  
algorithms are coded in C++ and compiled by Microsoft visual studio.NET 2003. 

Table 2. The dataset used in our experiments 

The end 
moment of SW 

Number of 
transactions 

The end 
moment of SW 

Number of 
transactions 

The end 
moment of SW 

Number of  
transactions 

16:01 3,640,511 16:06 3,711,287 16:11 3,661,745 
16:02 3,661,418 16:07 3,698,435 16:12 3,663,615 
16:03 3,682,325 16:08 3,685,583 16:13 3,665,485 
16:04 3,703,232 16:09 3,651,824 16:14 3,667,355 
16:05 3,724,139 16:10 3,659,875 16:15 3,669,229 

 

Fig. 2. Comparison of runtime of four mining algorithms 

Figure 2 and Figure 3 shows the total comparison of our proposed four mining al-
gorithms. We have conclusions as follows: (1) The vertical re-mining algorithm can 
find the complete set of frequent patterns, where time-consuming is on a middle level; 
(2) The multi-pattern re-mining algorithm can also find the complete set of frequent 
patterns but with a delay, because of the candidate queue’s temporal cache operation. 
However, the efficiency is worst; (3) These two fast multi-pattern capturing algo-
rithms speed up the total mining process while they cover more than 85% of the  
complete set of frequent patterns. 
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Fig. 3. Comparison of mining results of four mining algorithms 

5   Conclusions 

In this paper, we propose the problem of applying frequent pattern mining in the field 
of network monitoring. We proposed four algorithms to mine frequent patterns from 
Network flow data. The experimental results on real datasets show that our algorithms 
are effective. In future, we plan to adopt the methods of mining closed pattern [7] to 
improve this work. 
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Abstract. Imbalanced data learning (IDL) is one of the most active and impor-
tant fields in machine learning research. This paper focuses on exploring the  
efficiencies of four different SVM ensemble methods integrated with under-
sampling in IDL. The experimental results on 20 UCI imbalanced datasets show 
that two new ensemble algorithms proposed in this paper, i.e., CABagE (which 
is bagging-style) and MABstE (which is boosting-style), can output the SVM 
ensemble classifiers with better minority-class-recognition abilities than the ex-
isting ensemble methods. Further analysis on the experimental results indicates 
that MABstE has the best overall classification performance, and we believe that 
this should be attributed to its more robust example-weighting mechanism.  

Keywords: Imbalanced data learning, Under-sampling, SVM, Ensemble. 

1   Introduction 

The main task of Imbalanced Data Learning (IDL) is to tackle the so-called “Class 
Imbalance Problem” (CIP), in which some classes have more learning examples than 
others [1]. In IDL, the overall performance of traditional learning algorithms will 
degenerate significantly, since they readily output classifiers which are biased towards 
majority class severely [1]. Therefore, how to deal with CIP efficiently has become 
one of the top challenges in machine learning research [2]. 

One of the most important approaches to address CIP is data preprocessing [1], 
which can be further subdivided into two categories: over-sampling [3] and under-
sampling [4]. No evidences or theoretical justifications show that over-sampling pre-
vails over under-sampling and vise versa. So, both of them are widely used in IDL 
[5]. Compared with over-sampling, one merit of under-sampling is that it can build a 
smaller balanced training sample and further reduce the subsequent training time. But, 
after being under-sampled, the majority class will lost some useful information for 
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training, and this may degrade the classifier’s performance to some extent. To over-
come this drawback, we may consider combining under-sampling with ensemble 
learning [6-8]. More specifically, we can train multiple different classifiers on multi-
ple different training subsets by means of under-sampling the majority class several 
times, and then combine them into an ensemble classifier. Making the best use of the 
information of the training data, such ensemble classifier usually achieves more satis-
fying overall classification performance.  

Motivated by the recent encouraging results on the support vector machine (SVM) 
ensemble for pattern classification [6, 9-10], we focus on exploring the efficiencies of 
SVM ensemble integrated with under-sampling in IDL. Four different ensemble algo-
rithms are studied, and two of them are newly proposed in this paper, which are Clus-
ter Based Asymmetric Bagging Ensemble (CABagE) and Modified Asymmetric 
Boosting Ensemble (MABstE). The experimental results on 20 benchmark datasets 
from UCI [19] show that both CABagE and MABstE can output the SVM ensemble 
classifiers of better minority-class-recognition abilities, and MABstE has the best 
overall classification performance among of four ensemble algorithms.  

2   SVM Ensemble Methods Integrated with Under-Sampling 

Consider a binary CIP, whose training set is TS={(xi,yi)|xi∈Rd, yi=±1, i=1,…,n}, we 
let P and N denote the positive (majority) and negative (minority) class training subset 
respectively, i.e., TS=P∪N. Assume |P| =n+ and | N |= n-, then the imbalance ratio 

IR is defined as n-/n+, which is far greater than 1 in a typical CIP. 
For a binary CIP, SVM can output the classifier sign(f(x)) with the following form: 

1
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where K is a predefined kernel function (say, the most frequently used RBF kernel 
( , )K x x = 2exp{ || || }x xσ− − with 0σ >  as the kernel parameter). The coefficients αis 

and the bias term b in (1) can be obtained by solving the following problem’s Lagran-
gian dual [16]: 
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where : ( )x xφ φ→  is a mapping determined by the kernel function implicitly such 

that ( , ) ( ), ( )K x x x xφ φ=< > , and C+ (C-) is the penalty factor trading off between the 
classifier’s margin and its empirical error for positive (negative) class. 

2.1   Bagging-Style Ensemble Algorithms 

Bagging is one of the most popular ensemble methods [11-12]. In standard bagging, 
multiple classifiers are trained on the bootstrap subsets of the whole training set in 
parallel, and then they are aggregated by the majority-voting mechanism. However, 
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for imbalanced data, here we only consider under-sampling the negative class, i.e., all 
the positive examples are kept so as to form a relatively balanced training subset. This 
kind of bagging is also called as asymmetric bagging in [14]. Now, we present the 
first SVM ensemble approach based on the normal asymmetric bagging as follows, 
where round() denotes the (nearest integer) rounding function.  

 

Normal Asymmetric Bagging Ensemble (NABagE) 
1) Set T (the number of base SVM classifiers) and r (under-sampling ratio, r∈[0,1]). 

1t ⇐ . 
2) Draw a subset N from N with size |N | =round(rn-＋ (1-r)n+) by using random  

replacement sampling method (bootstrapping). Let S= ∪N P . 

3) Train SVM on S and get the base classifier ( ) ( ( ))t th x sign f x= . 

4) If t<T Then 1t t⇐ + , goto 2); Else output the following SVM ensemble: 

1

( ) ( ( ))
T

t

t

h x sign h x
=

= ∑ . 

 

For drawing as many representative examples as possible from N (especially in the 
limitation of sample capacity), it would be better to partition N into several subsets by 
using clustering technique firstly, and then draw examples from these subsets propor-
tionally. Base on this consideration, we proposed the following cluster based asym-
metric bagging ensemble method: 

 

Cluster Based Asymmetric Bagging Ensemble (CBABagE) 
1) Set T (the number of base SVM classifiers), r (under-sampling ratio, r∈[0,1]) and l  

(expected cluster size, 1 ≤ l ≤ n-). 1t ⇐ . 
2) Use k-means clustering technique to partition N into k subsets N1,…,Nk, where  

k=round(n-/ l ).  
3) Allocate the sub-sample size mi= round(m|Ni|/n-) for each Ni ( 1, ,i k= ), where 

m=round(rn-＋(1-r)n+) is the size of total negative sample. 
4) Draw a subset 

iN from Ni with size 
i| N |=mi by bootstrapping for 1, ,i k= . Let 

1 k∪ ∪N = N N  and S= ∪N P . 

5) Train SVM on S and get the base classifier ( ) ( ( ))
t t

h x sign f x= . 

6) If t<T Then 1t t⇐ + , goto 4); Else output the following SVM ensemble: 

1

( ) ( ( ))
T

t

t

h x sign h x
=

= ∑ . 

2.2   Boosting-Style Ensemble Algorithms 

Boosting is another popular ensemble method, and AdaBoost is its outstanding repre-
sentative [12-13]. Unlike Bagging, in AdaBoost, all the base classifiers are trained 
sequentially, not parallelly. In addition, an adaptive example-weighting mechanism is 
adopted in AdaBoost to improve the ensemble classifier’s recognition ability on the 
hard classified examples. Similar to Normal Asymmetric Bagging Ensemble, we can 
easily get Normal Asymmetric Boosting Ensemble as follows:  
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Normal Asymmetric Boosting Ensemble (NABstE) 
1) Set T (the number of base SVM classifiers) and r (under-sampling ratio, r∈[0,1]). 

2) Initialize the weight value wi=1/n for every example (1 ≤ i ≤ n). 1t ⇐ . 
3) Recompute the weight value of each negative example as follows: 

1

/
n

i i i
i

w w w
−

=

= ∑  (1 ≤ i ≤ n-). 

4) Draw a subset N from N with size |N |=round(rn-＋(1-r)n+) by replacement sampling 

according to the current weight distribution w over N. Let S= ∪N P . 

5) Train SVM on S and get the base classifier ( ) ( ( ))
t t

h x sign f x= . 

6) ,  { | ( )}t i i t i
i I

w I i y h xε
∈

⇐ = ≠∑ ; 0.5 ln(1 / 1)
t t

β ε⇐ − . 

7) Adjust the weight values as follows: 

1
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8) If t<T Then 1t t⇐ + , goto 3); Else output the following SVM ensemble: 

1

( ) ( ( ))
T

t t
t

h x sign h xβ
=

= ∑ . 

Obviously, in NABstE, more weight a negative example gets, more frequently it 
will be sampled into the next training subset. However, such weighting mechanism 
may have some potential risk of giving too large weight to the outliers and thereby 
result in the overfitted ensemble classifier. To overcome this deficiency, we propose a 
kind of simple but more robust weighting mechanism as follows. 

Firstly, we define a covering set Cov(x) for every negative example x 
as ( ) { | ( , ) , ( , ) }i i x i iCov x x D x x d x y= ≤ ∈N , where

2( , ) || ||D x x x x= − is the Euclidean 

distance between x  and x , and min{ ( , ) | ( , ) }x j j jd D x x x y= ∈P , i.e. the minimal 

value of the distances between x and all positive examples. Then, based on Cov(x), we 
can reweight the negative examples in a more robust way as depicted at the step 3 in 
the following Modified Asymmetric Boosting Ensemble. 

 

Modified Asymmetric Boosting Ensemble (MABstE) 
1)~2) are the same as the corresponding steps in NABstE. 
3) Recompute the weight value of each negative example as follows: 

/i iw w w= , where 
1

n

i

i

w w
−

=

=∑  and , { | ( )}
i

i j

j J

i j iw w J j x Cov x
∈

= = ∈∑  (1 ≤ i ≤ n-). 

4)~8) are the same as the corresponding steps in NABstE. 
 

It is worthy to point out that Cov(x) can be found in the feature space, since we can 
calculate the distance by using the “kernel trick” as follows: 

( ( ), ( )) || ( ) ( ) || ( ), ( ) 2 ( ), ( ) ( ), ( )D x x x x x x x x x xφ φ φ φ φ φ φ φ φ φ= − = < > − < > + < >  

( , ) 2 ( , ) ( , )K x x K x x K x x= − +                                                       (3) 
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3   Numerical Experiments 

3.1   Settings 

Twenty UCI imbalanced datasets summarized in Table 1 are used to evaluate the 
different SVM ensemble algorithms. For each dataset, its nominal attributes (if exist) 
are converted into numerical ones, and then all attributes are rescaled to [-1, 1]. We 
randomly divide each dataset into two subsets by stratified sampling. One containing 
80% of the whole data is used for training, and the other containing the remaining 
20% for testing. Then, we run the ensemble algorithms on the training set and  
evaluate them on the testing set. Such process is repeated 10 times for each dataset. 

Table 1. Summary of datasets used in this paper 

n: the size of each dataset; Pos: positive class label; Neg: negative class label. 

 
 

LIBSVM [18] is adopted as the trainer to produce the base SVM classifiers, where 
the RBF kernel with parameter σ =0.1 is used. The penalty factor for the negative 
class C- is fixed as 100, but for positive class C+ is tuned such that | | / | |/C C+ − = N P , 

and it depends on the specific training set. For T, we consider four different values: 
10, 50, 100 and 150. For r, we also consider four different values: 0, 0.2, 0.5 and 0.8. 
As for l , which is used in CABagE as the expected cluster size, we just fix it as 20. 
Thus, we get 4 4 16× =  different settings for every ensemble algorithm. For every 
setting, we run the ensemble algorithm 10 times on each dataset. So, there are total 
16 10 160× =  testing results on each dataset. 

3.2   Results 

In IDL, we should adopt some reasonable metrics to measure the quality of classifica-
tion. True Positive Rate (TPR) and True Negative Rate (TNR) are two important met-
rics. Both of them are expected to be high for a good classifier, but they are often 
conflict. BAC (Balance Accuracy), which is defined as 0.5(TPR+TNR), and GMean,  
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Table 2. Average TPR (%) 

No. NABagE CABagE NABstE MABstE 

1 99.38 99.72 99.58 99.58 
2 71.15 95.87 68.51 84.33 
3 21.67 22.29 13.96 16.88 
4 89.00 91.50 89.50 94.75 
5 22.85 56.48 21.52 36.99 
6 48.23 63.02 50.63 76.46 
7 77.92 81.67 78.54 84.38 
8 90.00 91.58 91.35 90.98 
9 96.56 97.19 96.65 96.98 
10 96.49 98.16 94.77 97.65 
11 42.60 50.29 42.16 55.24 
12 29.77 34.38 26.48 39.30 
13 60.41 88.80 59.08 78.40 
14 98.16 99.01 97.16 97.93 
15 63.10 72.97 64.84 66.23 
16 56.98 96.96 56.37 64.58 
17 20.75 20.88 17.44 44.56 
18 18.50 20.75 6.63 5.88 
19 60.58 76.35 62.88 85.19 
20 98.73 99.74 97.99 98.70 

 

Table 3. Average TNR (%) 

No. NABagE CABagE NABstE MABstE 

1 97.03 96.03 71.83 96.00 
2 79.60 57.25 80.27 71.45 
3 90.72 89.09 95.88 93.45 
4 99.48 99.17 97.64 97.00 
5 91.53 63.74 91.41 86.16 
6 93.84 91.94 94.49 89.60 
7 98.24 97.89 99.04 97.75 
8 95.30 90.37 92.22 93.57 
9 97.64 92.05 96.79 95.83 
10 96.26 95.44 96.24 95.68 
11 96.45 95.65 97.78 94.73 
12 96.12 95.77 98.53 95.57 
13 83.47 55.52 83.11 67.50 
14 97.47 96.58 97.82 97.59 
15 66.97 53.71 62.88 62.96 
16 77.65 6.51 75.96 66.27 
17 95.80 95.71 97.63 92.67 
18 89.08 86.78 96.18 93.66 
19 98.01 98.14 99.28 96.76 
20 98.71 97.39 98.88 97.94 

Table 4. Average BAC (%) 

No. NABagE CABagE NABstE MABstE 

1 98.07 98.00 76.75 97.98 
2 74.30 76.74 74.35 77.28 
3 55.73 55.22 55.02 54.23 
4 93.45 94.65 93.31 93.95 
5 56.70 59.72 56.32 58.74 
6 69.38 76.85 71.88 84.04 
7 87.32 89.03 87.93 91.29 
8 92.54 91.06 90.24 92.20 
9 97.22 95.08 97.08 96.56 
10 95.65 96.35 95.50 96.71 
11 68.91 71.91 68.52 72.69 
12 62.22 64.08 61.76 65.19 
13 71.11 72.12 71.12 72.42 
14 97.59 97.74 97.42 97.34 
15 64.44 63.61 63.92 64.20 
16 67.09 51.53 66.84 66.78 
17 58.15 58.20 57.31 66.21 
18 53.66 53.25 50.91 49.72 
19 77.18 84.95 77.90 89.37 
20 98.71 98.63 98.50 97.59 

Table 5. Average GMean (%) 

No. NABagE CABagE NABstE MABstE 

1 98.17 97.83 73.16 97.75 
2 73.11 73.38 73.02 76.86 
3 18.23 17.59 16.01 20.09 
4 93.69 94.99 92.19 94.73 
5 33.54 49.75 35.88 54.40 
6 52.47 69.64 60.41 81.63 
7 86.23 88.57 86.90 90.01 
8 92.54 90.88 91.39 92.19 
9 97.08 94.55 96.70 96.38 
10 96.35 96.78 95.48 96.64 
11 58.56 65.97 60.15 70.71 
12 39.02 45.47 40.04 53.80 
13 70.34 69.80 69.50 72.39 
14 97.80 97.78 97.48 97.75 
15 64.69 62.23 63.67 64.35 
16 66.27 24.46 65.21 65.25 
17 20.72 21.08 21.02 58.01 
18 15.83 15.43 9.22 7.43 
19 68.71 84.90 73.92 90.18 
20 98.72 98.56 98.43 98.32 
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which is defined as (TPR×TNR)0.5, are two reasonable tradeoffs between TPR and 
TNR [15]. So, we decide to report our algorithms’ performance on 20 datasets under 
TPR, TNR, BAC and GMean. All the metric values are reported as their averages over 
the 160 testing results, and they are listed in Table 2~5 respectively. In each table, the 
first column denotes the dataset number and we highlight the maximum of each row 
in boldfaced and italic type. 

As mentioned before, the classifiers trained by using traditional learning algorithms 
are easily to bias towards the majority class, i.e., they often have high TNR but low 
TPR. According to Table 2 and 3, it seems that NABagE and NABstE still can not 
escape from such dilemma. Contrastively, Table 2 indicates that both CABagE and 
MABstE have the abilities to improve TPR. In other words, they may output the ‘bias-
rectified’ classifiers. But, if we consider combining TPR and TNR into BAC as the 
measure metric, we can find that both NABagE and MABstE are competitive and  
have better performance according to Table 4. Similar conclusion can be drawn from 
Table 5 for GMean metric. 

To compare these algorithms further, we calculate their average ranking values un-
der different metrics by using Friedman’s method [17]. Take GMean as an example, 
we sort the GMean values of four algorithms on the testing dataset in descending 
order for each run. Then, we assign rank 1 to the algorithm of highest GMean value, 
and rank 2 to the algorithm of second highest GMean value, … , until rank 4 to the 
algorithm of lowest GMean value. If some algorithms have the same GMean values, 
then we reassign each of them with their average ranking values. Finally, we average 
all the ranking values for each algorithm. The corresponding results are reported in 
Table 6. Notice that the smaller the average ranking values is, the better performance 
has for the corresponding algorithm. Under both BAC and GMean metrics, MABstE 
has the smallest average ranking values. Therefore, from a comprehensive point of 
view, we believe MABstE is more suitable for tackling CIP than the other three en-
semble algorithms. 

Table 6. Average ranking values 

Metric NABagE CABagE NABstE MABstE 

TPR 2.75 1.69 2.47 2.01 

TNR 1.62 2.69 2.00 3.00 

BAC 2.20 2.26 2.44 2.18 

GMean 2.23 2.25 2.49 2.12 

4   Conclusion 

By adopting SVM as the base classifier trainer, we proposed and studied four ensem-
ble algorithms integrated with under-sampling in this paper. We have carried out 
numerical experiments on 20 UCI imbalanced datasets to compare these ensemble 
algorithms.  

First of all, the experimental results show that two new ensemble algorithms, in-
cluding CABagE and MABstE, have higher TPR than the others. This implies that they 
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can produce SVM ensemble classifiers which are less biased to the majority class. 
However, by using BAC and GMean as metrics, we found that both MABstE and 
NABagE are competitive and have better performance than the others. Further  
comparison between these four algorithms by way of Friedman’s ranking show that 
MABstE overall outperforms the others. We believe that it should be attributed to our 
proposed more robust example-weighting mechanism, which may efficiently prevent 
the classifiers from overfitting the training data. 

Acknowledgments. This work has been supported by Program for Excellent and 
Creative Young Talents in Universities of Guangdong Province (LYM08074). 
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Abstract. In this paper, we address the design and implementation of a support-
ing system for process-based searches. This supporting system can efficiently 
crawl the Web and extract processes from obtained data. The retrieved proc-
esses can then be used in a Process-Based Search Engine (PBSE). In this work, 
a process is defined as a sequence of activities for achieving a goal. A PBSE 
uses the extracted processes to transform an original query into multiple sub-
queries, and then performs keyword search for each transformed sub-query. To 
facilitate effective process-based searches, a large number of high quality proc-
esses are required. This paper focuses on how to efficiently and effectively 
build a database of processes by exploring the Web. 

Keywords: Process-based search, information extraction, supervised learning, 
wrapper generation. 

1   Introduction 

In earlier work, we have created a novel Web search system, referred to as “Process-
Based Search Engine (PBSE)”. PBSE requires a large number of high quality proc-
esses in order to successfully perform process-based searches. In this paper, we  
address the approaches to building this supporting system (a database of processes, 
referred to as Process Base). 

Traditional general-purpose Web search engines (for example, Google) were de-
signed based on the assumption that one query is answered by one document. In the 
PBSE, this traditional model of Web search is extended by assuming that one query 
may be answered by the combination of multiple documents. One way to implement 
this extended model is illustrated as follows. 

1. Decide the multiple sub-concepts implied by the initial query, if they exist. 
2. Transform the initial query into a sequence of sub-queries, each of which 

represents a sub-concept. 
3. Use a traditional general-purpose Web search engine to search for each  

sub-query. 
4. Integrate and format the results obtained from searching these sub-queries and 

display them to the user. 

In the current implementation of the PBSE, processes are used to discover the sub-
concepts implied in an initial query. Following is a simple example to illustrate this 
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approach. When an initial query: “How to drive a car in Lawrence, KS,” is fired to a 
search engine, a relevant process is first searched out from the process base. The title 
of the process is “How to drive a car.” This process contains five steps: 1) Go to a 
driving school; 2) Take the driver’s license test; 3) Buy a car; 4) Buy auto insurance; 
5) Arrange parking spaces. These steps are considered as the sub-concepts of the 
initial query. Each step in the process is used to form one query sent to a traditional 
search engine. Obtained results from all sub-queries are integrated and presented to 
the user. We name this category of search as process-based search because of the 
adoption of processes in transforming the initial query. A system which implemented 
such functionalities is called Process-Based Search Engine (PBSE). 

PBSE must have access to a large number of high quality processes before it can 
possibly perform effective process-based searches. This paper introduces the ap-
proach to semi-automatically building such a database of processes. There are two 
sources as follows which can be explored to achieve this. 

1. Retrieve the processes explicitly published on the Web. For example, the how-
to articles published on eHow (http://www.ehow.com). 

2. Retrieve implicit processes. These processes are not explicitly published on 
any Web documents, but recorded as usage track logs on Web servers or Web 
search engines. 

In this paper, we focus on the first source. As for the second one, it is possible to 
discover processes from the huge usage track logs kept by most Web search engines 
[1]. However this is not the focus of this writing. 

2   Related Work 

There has not been any existing work on accumulating processes from the Web  
because of the lack of need. However, process mining, also called workflow mining, 
or process discovery has been investigated for more than one decade. Process mining 
rediscovers explicit control flow models given their workflow event logs [2, 3, 4, 5, 
6]. In a similar situation, the Web search engines keep query tracks [1]. However, due 
to the fact that the number of possible activities is too big to be managed, compared to 
the problem in process mining, it is difficult to extract processes by simply using the 
same techniques as process mining. In the area of software engineering, the process 
mining problem has also been studied [7, 8]. The big success of open source devel-
opment in recent years has attracted interests from commercial software vendors. The 
same approaches of log analysis in process mining have been used to discover  
software processes in open source communities [9, 10]. 

3   Process Base 

Web pages which possibly contain processes are very sparsely distributed on the 
Web. In order to efficiently extract more processes while downloading relatively 
fewer pages, a simple topic crawler has been developed, based on the following two 
observations: 1) The title of the homepage of a Web site generally describes the con-
tent stored on the site; 2) Inside a Web site, a seemly topic-unrelated link may be a 
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navigation page which links to many relevant documents. We uses Google SOAP 
Search API to filter process-related Web sites, by search process-related keywords 
(for instance, “process”, “howto” or “how to”) in the homepage titles of Web sites. 
Then the filtered candidate sites are crawled in order of breadth-first. 

The documents collected by the process crawler are sent to the process extractor. 
The process extractor uses supervised learning and wrapper induction approaches to 
extract processes from the crawled semi-structured documents. Because the PBSE 
needs the title of the processes (for instance, “How to drive a car”, denoted by proc-
ess_title) and the title of the steps (for instance, “Go to a driving school”, denoted by 
step_title) to perform process-based searches, the process extractor must obtain both 
of these elements in order to claim a successful extraction. 

The process extractor is developed based on the wrapper generation techniques 
[11], which have been used in crawling the deep Web [12, 13, 14]. Wrapper genera-
tion creates rules (for instance, the symbols or HTML tags which always occur before 
or after a retrieving target) to retrieve structured data from the response pages. The 
procedure of extracting processes contains three steps: 1) Learn rules from a couple of 
manually created samples; 2) Apply generated rules on documents collected by the 
process crawler to extract processes; 3) Validate and store obtained data into the proc-
ess base. This procedure is based on the assumption that the documents collected 
from an identical source share common structures. They are dynamically rendered by 
identical programs or templates. Thus, a supervised learning program can be created 
to discover the regularities by observing a few positive samples, and then induce a 
wrapper which can extract the desired target from unseen documents. 

function pt_wrapper_generator 
input: Positive sample documents d1, d2, …, dn and  
processes p1, p2, …, pn, identified from the sample  
documents by a human user.  
output: A disjunctive rule as shown in (1).  
rule = NULL 
for (each pair of processes pi and pj from p1, p2, …, pn)  
  ti = title of pi 
  tj = title of pj 
  pt_start = common consecutive tokens occurring  
             before ti in di and before tj in dj 
  pt_end = common consecutive tokens occurring after 
       pt_start + ti in di and after pt_start + tj in dj 
  if (pt_start is not empty and pt_end is not empty)  
   then 
    rule = rule OR <pt_start, pt_end> 
return rule 

Fig. 1. Process title wrapper generator 

n (1 < n < 10) positive documents, denoted by d1, d2, …, dn, containing processes are 
randomly selected from an identical Web site as training samples. A human user iden-
tifies a process from each page. Identified processes, denoted by p1, p2, …, pn, contain 
at least process_title and step_titles. Let ti denote the title of process pi, i = 1, 2, …, n. 



548 Y. Liu and A. Agah 

The algorithm of generating process_title wrappers (illustrated in Figure 1) finds 
common consecutive tokens occurring before and after ti in di and tj in dj respectively, 
1 ≤ i, j ≤ n. These two common strings are referred to as the “beginning landmark” 
and “ending landmark” of process_title. To minimize the error rate of the later extrac-
tion, landmarks with maximum length are identified and are output by the wrapper 
generator. For each pair of documents in the sample collection, a process_title wrap-
per may be generated, denoted by <pt_start, pt_end>. If more than one wrapper is 
generated, then a disjunctive rule combining all induced wrappers is created. Let p 
represent the number of identical wrappers generated. The disjunctive rule for extract-
ing process_title is denoted as follows. 

<pt_start1, pt_end1> OR <pt_start2, pt_end2> OR … <pt_startp, pt_endp> (1)

function st_wrapper_generator 
input: Positive sample documents d1, d2, …, dn and  
processes p1, p2, …, pn, identified from the sample  
documents by a human user.  
output: A disjunctive rule as illustrated in (2).  
rule = NULL 
for (each process pi from p1, p2, …, pn)  
  t1 = the first step title of pi 
  t2 = the second step title of pi 
  st_start = common consecutive tokens occurring  
             before t1 in di and before t2 in di 
  st_end = common consecutive tokens occurring  
           after st_start + t1 in di and  
           after st_start +  t2 in di 
  if (the token occurring before st_start + t1 in di  
      is a number) then 
      st_start_before_number = common consecutive token 
            occurring before the first non-number token 
            before st_start + t1 in di and  
            before st_start + t2 in di 
  if (st_start_before_number is not empty and st_start 
      is not empty and st_end is not empty) then 
    rule = rule OR <st_start_before_numbe,  
                    st_start, st_end> 
  else if (st_start is not empty and st_end is not  
           empty) then 
    rule = rule OR <st_start, st_end> 
return rule 

Fig. 2. Step title wrapper generator 

Given a process p and its source document d, a step_title wrapper can be induced. 
Let si denote the title of step i in process p, i = 1, 2, …, m. Similar to the algorithm of 
generating process_title wrappers, we look for the common strings occurring before 
and after si in d, i = 1, 2, …, m. The difference is that, for step_title, a wrapper can  
be generated by observing the steps in one document, while for process_title, a wrap-
per is induced by observing process titles in at least two documents. These two  
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discovered common strings are referred to as the “beginning landmark” and “ending 
landmark” of step_title. Again, to minimize the error rate, the longest landmarks are 
identified and are output by this component. 

For each document in the positive sample collection, a step_title wrapper may be 
generated, denoted by <st_start, st_end>. If more than one wrapper is generated, a 
disjunctive rule combining all induced wrappers is created. Let q represent the num-
ber of identical wrappers generated. The disjunctive rule for extracting step_title is 
denoted as follows. 

<st_start1, st_end1> OR <st_start2, st_end2> OR… <st_startq, st_endq> (2)

function process_extractor 
input: disjunctive rules of process_title and 
step_title wrappers, and crawled documents from  
identical Web site.  
output: extracted process candidates.  
for (each crawled document d)  
  process_title = NULL 
  for (each process_title wrapper in the disjunctive 
       rule)  
     process_title = apply the process_title wrapper 
                     on d 
     if (process_title is not empty) then break 
 step_list = NULL 
 for (each step_title wrapper in the disjunctive rule)  
    step_list = apply the step_title wrapper on d 
                repeatedly from the beginning of d  
                until the ending of d 
    if (step_list contains more than one step)  
        then break 
 output the extracted process candidate 

Fig. 3. Process extractor 

Many step_titles are numbered in their beginning landmarks. Therefore, if numbers 
are found at the same position before all steps, then these numbers are skipped to 
assure a common string can be properly identified in front of the step_title. In this 
case, the representation of a step_title wrapper in (2) is replaced by (3). This type of 
step_title wrapper is referred to as “numbered wrapper” in contrast to the “non-
numbered wrapper” in (2). Numbered wrappers and non-numbered wrappers can be 
mixed to form a disjunctive rule for extracting step_title. The algorithm for generating 
this rule is illustrated in Figure 2. 

<st_start_before_number, st_start_after_number,  st_end> (3)

After the wrappers for process_title and step_title for a specific Web site are gen-
erated, these wrappers are applied to each collected document from the identical Web 
site to extract process candidates, as illustrated in Figure 3. 
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4   Experiments 

In the experiments, the keywords “how to” were used to search the Web. The process 
crawler and extractor were applied to the filtered top three Web sites to extract data. 
When crawling each Web site, the level of bread-first traverse was set to two. Table 1 
shows the number of documents crawled from each site and the number of crawled 
documents that contain a process. 

Table 1. Number of the crawled documents and processes 

 www.eHow.com www.wikiHow.com www.howtodothings.com 
Crawled documents 16,651 3,591 2,419 
Crawled documents 
containing process 

887 1,547 1,228 

 
After crawling, a human user manually created six positive samples for each one of 

the three collected Web sites. These samples were used to generate a set of wrappers 
for each Web site. The created wrappers were then applied to the document collection 
crawled from the identical Web site to extract processes. 

In the experiments, the performance of the process extractor was measured by pre-
cision and recall. The precision and recall measures have been used to evaluate vari-
ous information retrieval algorithms. In the specific problem of this writing, precision 
is defined as the number of correctly extracted processes over the number of extracted 
processes. Recall is defined as the number of correctly extracted processes over the 
number of processes. 

Table 2. Precision and recall of process_title extractions 

 eHow wikiHow howtodothings 
Processes 887 1,547 1,228 
Extracted process_title 870 1,510 1,201 
Correct extraction 870 1,510 1,201 
Precision 100% 100% 100% 
Recall 98% 98% 98% 

 
Table 2 shows the precision and recall of the trained process_title extractor. As 

process_title is an element which is well regulated in HTML pages regardless of the 
differences of Web sites, the precisions for all three Web sites were perfect and the 
recalls were also close to 100%. 

Table 3. Precision and recall of step_title extractions 

 eHow wikiHow howtodothings 
Processes 887 1,547 1,228 
Extracted step_title 660 475 756 
Correct extraction 640 247 696 
Precision 97% 52% 92% 
Recall 72% 16% 57% 
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Table 4. Precision and recall of process extractions 

 eHow wikiHow howtodothings 
Processes 887 1,547 1,228 
Extracted process 660 475 737 
Correct extraction 640 247 678 
Precision 97% 52% 92% 
Recall 72% 16% 55% 

 
Table 3 shows the precision and recall of the trained step_title extractor. As the de-

grees of structure and regularity of step_title vary in different Web sites, the preci-
sions and recalls differ dramatically. The step_title extractor for “eHow” exhibited 
high precision and relatively high recall, because the crawled Web pages from 
“eHow” are relatively well structured and follow the identical regularities, which 
make it easier for the program to generate effective wrappers. The precision of 
“www.howtodothings.com” is as high as 92% and therefore also acceptable, though 
only half of the targets have been found. The Web pages from “wikiHow” exhibit a 
relatively lower degree of regularities because of the characteristic of open editing, 
which caused the relatively low precision and recall. 

Table 4 shows the precision and recall of the process extractor after validation. A 
process is defined as being extracted if its process_title and at least two step_titles are 
extracted. The extractions were successful for two Web sites out of three as indicated 
by the precisions and recalls. Overall, the proposed approach and developed program 
proved to be efficient and effective. The extracted processes in the experiments met 
the requirements of PBSE. 

5   Conclusion 

In this paper, a supporting system for process-based searches has been developed to 
efficiently and effectively retrieve processes from the Web. This supporting system 
consists of two major components: a process crawler and a process extractor. The 
process crawler collected process-related documents from the Web. Then the col-
lected documents were sent to the process extractor. The process extractor was trained 
with a few manually created positive samples. A set of extraction rules was generated 
during the training. These rules were then applied to the crawled documents to extract 
processes. In the experiment, a total of 22,661 documents were downloaded, in which 
3,662 documents contain process content. From the 3,662 documents, 1,565 processes 
have been successfully extracted using the extractor trained by only 18 manually 
created samples. Therefore the approach we proposed can provide valuable data to the 
PBSE and facilitate effective process-based searches. 
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Abstract. Border Gateway Protocol (BGP), which is the defacto standard  
inter-domain routing protocol in the Internet today，has severe problems，such 
as worm viruses，denial of service (DoS) attacks, etc. To ensure the stability and 
security of the inter-domain routing system in the autonomy system, it is critical 
to accurately and quickly detect abnormal BGP events. In this paper, a novel 
feature selection algorithm based on the asymmetric entropy named FSAMI is 
proposed to evaluate the characteristics of describing the BGP abnormal events, 
which is independent on the machine learning methods. Meanwhile the  
under-sampling, neural network (NN) and feature selection are introduced to 
predict BGP abnormal activities to treat the imbalance problem. Numerical  
experimental results on RIPE archive data set show that the FSAMI method 
improves the g_means values of abnormal events detection and helps to improve 
the prediction ability. 

Keywords: Feature Selection, Asymmetric Mutual Information, Neural  
Networks, BGP. 

1   Introduction 

With the rapid development of the information technologies, Internet has become an 
important part of society infrastructure. However, Border Gateway Protocol (BGP), 
which is the defacto standard inter-domain routing protocol in the Internet today, has 
severe problems, such as worm viruses, DoS attacks and lack of security mechanisms, 
etc. To ensure the stability and security of the inter-domain routing system in autonomy 
systems, it is critical to detect abnormal BGP routing dynamics.  

In the past few years, several well-known BGP events have been reported. For 
example, in April 2001, a misconfiguration caused AS 3561 to propagate more than 
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5,000 invalid route announcements from one of its customers, causing connectivity 
problems throughout the entire Internet [1]. In January 2003, the Slammer worm 
caused a surge of BGP updates [2]. In August 2003, the East Coast electricity blackout 
affected 3,175 networks and many BGP routers were shut down [3]. 

There has been a flurry of recent work focusing on the detection of routing anoma-
lies using BGP update message data. A new approach proposed and implemented in [4] 
describes anomalies as deviations from normal behavior. When facing evolving net-
work topologies and traffic conditions, this method may perform poorly and may not 
scale gracefully. In [5] the authors devise a mechanism to detect anomalies in BGP 
routing. In [6] the researchers use a change point detection algorithm to detect several 
types of network anomalies.  

In order to detect abnormal routing dynamics of BGP, we introduce under-sampling, 
neural networks and feature selection to classify the BGP routing dynamics. Our BGP 
data was the RIPE archive which is a huge archive of BGP updates and routing tables 
continuously collected by RIPE monitors around the world. Each instance of BGP data 
contains 35 characteristics [7]. For building robust models, good features should be 
selected while still describing the data with sufficient accuracy. 

Unlike the feature selection for imbalanced problems addressed in [8,9] by balanc-
ing the ration of training data set, here the mutual information entropy is extended to 
asymmetric mutual information entropy to rank the features and the distribution of 
mutual information is applied to feature selection. Since the BGP classes are imbal-
anced, under-sampling [10] is used in training neural networks that was used to classify 
BGP routing dynamics and detect the abnormal ones. Then, we use feature selection 
method to find optimum features. The effectiveness of our algorithm is analyzed 
theoretically and empirically. 

The rest of this paper is organized as follows. Section 2 introduces BGP on the 
Internet. Section 3 presents the learning methods studied in this paper. Section 4 reports 
on the empirical study. Conclusion is drawn in section 5. 

2   Learning Methods 

2.1   Under-Sampling  

Like over-sampling, under-sampling also changes the training data distribution such 
that the costs of the examples are explicitly conveyed by the appearances of examples. 
However, the working style of under-sampling opposites that of over-sampling in the 
way that the former tries to decrease the numbers of inexpensive examples while the 
latter tries to increase the number of expensive examples.  

Concretely, the k th− class will have kN ∗  training examples after re-sampling, 
which is computed according to equation (1). Here the λ class has the smallest number 
of training examples to be eliminated, which is identified in equation (2).  

]
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If k kN N∗ < , ( k kN N ∗− ) training examples of the k th− class should be eliminated.  

2.2   Feature Selection Based on Asymmetric Mutual Information 

For any pattern classification problem, the selection of useful features constitutes a 
significant part of the solution. Although feature selection for imbalanced data sets was 
studied in [8, 9], only the traditional feature selection method was used after they ap-
plied the over-sampling, under-sampling and asymmetric bagging to training data. In 
our scheme, the features were ranked by asymmetric mutual information (for short 
FSAMI), which is considered unequal probability distribution of training data. In ad-
dition, the FSAMI can be used for high dimension data set not like [8] that will take 
much time to evaluate every feature by machine learning methods, and is independent 
on the machine learning methods. 

Only the definition of asymmetric mutual information is given here as it is one of the 
key points of these ideas and because of the confine of space for research proposal. Let 
p design the probability to be “abnormal”, 1-p being for the probability of “normal”. 
We need the maximal uncertainty to be reached for a given probability of “abnormal”, 
noted p=w. This criterion should verify the classical properties of the entropy measures 
shown bellow. More formally, we seek a non negative function h of p. In real applica-
tion, p is estimated at each leaf by the frequency. This function h should respect the 
entropy properties, except that the maximum should be reached for p=w. If there are 
only two classes and the data distribution is balanced, p=0.5. But our BGP data is 
imbalanced. So the requested properties are [12]: 

A rational function could be expressed as follow: 
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][minarg

][min

][

minarg=λ
 (3)

where the reference probability w  is given by the user. By construction, H  reaches is 
maximum at ),...,( 1 kwww = . 

We adopt the above idea from asymmetric entropy in [19] to define asymmetric 
mutual information ),( YXI  to be the difference between entropy on X , entropy on 

Y and entropy on ),( YX that is ),()()(),( YXHYHXHYXI −+= . Accord-

ing to this measure, a feature X is regarded more correlated to Y  than feature Z , 
if ),(),( YZIYXI > . 

The feature selection by asymmetric mutual information procedures as follow: 

1) Let the size of n  training data set: X =( 1X , 2X ….. nX ). The training sample 

iX =( 1
ix , 2

ix ,….., T
ix ) has the T features with the target iY . fsNum _  is the 

number of user preferring features 
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2) Rank the feature t  by calculating asymmetric mutual entropy ),( YXIt = 

∑
= ni

i
t
i YxI

:1

),( ; 

3) Order the features by the ),( YXIt ; 

4) Choose the top fsNum _  features as the optimal features. 

3   Empirical Results 

3.1   Configuration  

Back propagation (BP) neural network is used in the empirical study. Each network has 
one hidden layer containing ten units, and is trained to 200 epochs. Note that since the 
relative instead of absolute performance of the investigated methods are concerned,  
the architecture and training process of the neural networks have not been finely tuned. 
After under-sampling the training data, neural networks were achieved. Here we set 
90% of the data as the training set, the left 10% as the testing set. Each trial was  
repeated 10 times. At last, we get the average results. 

3.2   Data Set 

The BGP data archive that we used to prepare database tables was the RIPE archive. 
We used the BGP update data from six randomly selected peers. (We did not use the 
Oregon Route Views archive, as it does not contain BGP updates for the Code Red and 
Nimda worm periods that we want to study). 

BGP data is cleaned and processed according to [7]. To obtain worm events that can 
affect BGP, we collected BGP data as follows. Using the data from an eight-hour period 
immediately after each worm started to propagate as abnormal data, we also prepared 
data from ten randomly chosen “normal” days (dispersed within a two-year period from 
July 2001 to August 2003), in which no major events were known to have happened. 

To test the rules obtained from the training, we further prepared data from the half 
day when the Slammer worm was active (January 25, 2003). To provide a basis of 
comparison when testing the rules, data from another set of four randomly chosen 
“normal” days were also collected. We choose 2001.12.10, 2001.12.12, 2002.8.10 as 
our BGP normal data set. These normal data set and abnormal data construct the BGP 
data set, marked as AS 513, AS 4777 and AS 13129.  

To eliminate the effect of boundary, we delete the first row and the last row of  
data set. In total, the three BGP data used contains 5733 rows of normal data and 504 
rows of (CodeRed and Nimda) worm data. Each worm and normal period is further 
divided into 1-minute bins, with each bin represented by exactly one data row. As a 
result, for each bin, a new row is added to a corresponding database table used for 
training or testing. When used for training, a new row will also be labeled as either 
“abnormal” or “normal”. The 35 parameters of BGP data is illustrated in table 1. 
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Table 1. Parameter list 

 

3.3   Algorithm Effectiveness  

In this paper, we adopt Geometric Mean, which considers both the accuracies of the 
minority class and the majority class equally. A+, the accuracy of the minority class, is 

computed by 
)( FNTP

TP

+
. A-, the accuracy of the majority class, is computed by 

)( TNFP

TN

+
. Then, geometric mean (g_means) is computed by )()( −×+ AA . 

3.4   Experiment Results in BGP Data Set   

In order to demonstrate the effect of imbalanced learning methods and FSAMI, we 
have performed the following series experiments by using neural networks approach 
(NN) as base classifiers. 

The experiment is as follows: 

1) un_NN is a baseline method, which applies the under-sampling method to 
training data sets with all features before using NN . 

2) un_FS_NN is adopt the under-sampling before applying FSMI, which uses NN 
as base learners 

3) un_aFS_NN is adopt the under-sampling before applying FSAMI, which uses 
NN as base learners 
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Experiments are performed to investigate if under-sampling and feature selection  
by asymmetric mutual information help to improve performance of abnormal BGP 
events detection. We test the learning methods on AS 513, AS 4777 and AS 13129 
respectively. 

The comparison of un_NN , un_FS_NN and un_aFS_NN algorithm which select 7 
features, w=0.2 in 3 BGP data sets is shown in figure 1(a). Number 1, 2, 3 in x-axis 
respectively means 3 BGP data sets: AS 513, AS 4777 and AS 13129. The y-axis 
illustrates the average geometric mean of different algorithms. In figure 1(b), all 
algorithms use 9 features and w=0.2. 

An analysis of the results from BGP data set in test data sets shows that, on average, 
the average geometric mean was approximately 32% with online algorithm, about 
90% with un_FS_NN and 93% with un_aFS_NN. 

 

       

(a)  7 Features                                                       (b) 9Features 

Fig. 1. The comparisons of un_NN, un_FS_NN and un_aFS_NN algorithm with different fea-
tures and fixed reference probability w=0.2 in 3 BGP datasets 

 

 

        (a) Dataset: AS 513                (b) Dataset: AS 4777                  (c) Dataset: AS 13129 

Fig. 2. The comparisons of un_NN, un_FS_NN and un_aFS_NN algorithm with different ref-
erence probability w and fixed features (8) in 3 BGP datasets 
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Figure 2 show the results of 3 BGP data sets with different values of w, 8 features. 
One can observe that, except for un_FS_NN, different values of the reference prob-
ability do not highly affect the performance of the other methods. The x-axis uses 
different values of w, w respectively selects 0.1, 0.2, 0.3, 0.4. The y-axis illustrates 
the average geometric mean of different algorithms.  

From figures 1-2, we can obviously find that: 

1) applying asymmetric feature selection for BGP Abnormal Events Detection 
is affective, and aFs_NN does improve performance of Fs_NN and has a 
higher average geometric mean. 

2) un_FS_NN does fail in every cases, it does not improve performance of 
un_NN as in [9] for protein sequence problem. 

3) un_aFS_NN slightly improve results of un_NN with several features. We 
also observed that there was little difference results between un_aFS_NN.  

4) The results obtained by un_FS_NN are great different. 

The above results show that FSAMI and under-sampling perform better than the 
other several methods of un_NN, un_FS_NN.  Here we give some insights on these 
results: 

1) Since this is a abnormal events detection problem, we pay more attention to 
abnormal events. un_aFS_NN improves the g_means values of ordinary 
un_NN with several features. Simultaneously, the result shows un_aFS_NN is 
proper to solve the imbalanced abnormal BGP events detection problem.  
Under-sample wins in two aspects, one is that it makes the individual data 
subsets balanced, the second is that it pay more attention to the abnormal data 
by leaving the abnormal data always in the data set. 

2) FSAMI achieves slightly better results than un_NN does. FSAMI using 
asymmetric mutual information as criteria also makes un_aFS_NN win in two 
aspects, one is that independent the machine learning, it will be feasible to high 
dimension data, the second is that different features selected for different in-
dividual data subsets, which improves their whole performance. The results 
improved by un_aFS_NN than un_NN are slightly, we consider the reason is 
that un_NN already get high values that are difficult to improve with several 
features.  

4   Conclusion 

To address the imbalance problem of BGP abnormal events detection, we propose to 
apply feature selection by asymmetric mutual information and under-sampling to the 
modeling of detection of BGP abnormal events. A novel algorithm FSAMI are com-
pared with under-sampling of NN on a large BGP data set, experiments show that 
feature selection by asymmetric mutual information and under-sampling can improve 
the prediction ability of NN in terms of g_means.  

This work proposed the feature selection by asymmetric mutual information to pre-
diction of BGP abnormal events and furthermore extends FSAMI to under-sampling. 
Although this work does experiment by the under-sampling, asymmetric bagging and 
over-sampling are also good optional methods to verify. 
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Abstract. Algorithms and methods for analyzing large amounts of data are 
studied and developed. This paper presents a Data Mining (DM) method oper-
ated in grid computing environment. Because DM technology uses large 
amounts of data and requires costs to compute, utilizing and sharing computing 
data and resources are key issues in DM. Therefore, a Dynamic Load Balancing 
(DLB) algorithm and a decision range readjustment algorithm are proposed  
and applied to the Grid-based Data Mining (GDM) method. And we analyzed 
the average waiting time for learning and computing time. For a performance 
evaluation, the system execution time, computing time, and average waiting 
time for learning are measured. Experimental results show that GDM with  
the DLB method provides many advantages in terms of processing time  
and cost. 

Keywords: Data Mining, Dynamic Load Balancing, Grid Computing. 

1   Introduction 

Data Mining (DM) [6], [7] is the process of finding a correlation, pattern, or rule from 
large amounts of data. DM has been noticed because of the increasing demand  
for information acquisition and utilization in the past decade. Recently most of or-
ganizations restore excessive amounts of data by computerizing the most part of their 
operations. Thus, the need for data analysis methodologies that can discover useful 
knowledge from large amounts of data is increased. DM is widely used in a field of 
information technology recently because improved principles and methods can be 
applied to many research areas including machine learning, pattern recognition, statis-
tics, and so on. However, DM technology use large amounts of data and requires costs 
to compute. It is necessary to process a DM operation efficiently. Therefore, a Grid-
based Data Mining (GDM) and a Dynamic Load Balancing (DLB) are performed for 
effective task execution. 

Grid computing [3], [4] is a new computing paradigm that has the potential to change 
the way computation and data access are performed. Grid computing can solve large-
scale computing problems by utilizing geographically distributed resources owned by 
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different users or organizations. The grid can also reuse data. A grid computing system 
requires a real-time linkage among multiple and geographically distributed systems. 
Thus, complex large-scale execution and the collaborative sharing of geographically 
dispersed data sets and computing resources are important in grid computing. 

In this paper, we present a GDM with DLB. A decision range readjustment algo-
rithm [12] is applied to the GDM method. This paper focuses on an analysis of  
the GDM with DLB for reducing the processing time for DM and cost required by 
data analysis and processing. To evaluate the performance, the system execution time, 
computing time, and average waiting time for learning are measured. For experiments 
in grid computing environment, an inter-federation communication system with  
High-Level Architecture (HLA) middleware for supporting communications among 
distributed components is employed. Finally, GDM with DLB is compared with other 
GDM methods. 

2   Related Works 

2.1   Overview of Load Balancing  

Communication mechanisms and interconnection networks play a fundamental role in 
increasing overhead in a distributed computing environment such as a grid computing 
system. The overhead is caused by the exchange of load estimates, synchronization 
messaging, migration of tasks, and intercommunications. As such, there are two major 
research motivations to apply a load balancing paradigm [1], [8] to such an environ-
ment: (i) to improve the resource utilization of the system by redistributing the load 
among nodes, and (ii) to optimize the average response time of the system. 

In recent years, massive amounts of data must be processed in biological applica-
tions. Therefore, DLB technology, which provides low processing and communica-
tion cost, is widely used. A notable example is random polling [11], a simple yet 
effective and commonly used DLB scheme. In the random polling scheme, when a 
processor becomes idle, the processor polls randomly determined processors until it 
finds a busy one. After the processor selects a donor processor, the processor receives 
one divided part from the selected processor. Zaki et al [10] showed that different 
load balancing schemes are optimal for different applications under varying program 
and system parameters. They selected the best scheme that automatically generates a 
parallel code by calling to a run-time library for load balancing. Therefore, a custom-
ized DLB can be realized and good performance is provided. Flexible Agent System 
for Heterogeneous Cluster (FLASH) [13] supports load balancing in the system with 
respect to heterogeneous clusters. FLASH offers an agent-based framework for the 
creation of distributed and load balanced applications. 

This paper uses DLB for a large-scale work distribution. Equal amounts of work-
load are allocated to each middle group. A customized DLB that allocates workloads 
according to the status of subgroups is employed. The DLB method makes the execu-
tion time in each processor equivalent and provides benefits in processing time and 
communication cost. 
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3   Grid-Based Data Mining with Dynamic Load Balancing 

In GDM, the workload of large-scale data processing is extremely high. The workload 
greatly influences the processing time for DM and the cost to evenly distribute such a 
workload. Therefore, in large-scale data processing for DM, it is necessary to disperse 
workloads through DLB. In this paper, we use an Artificial Neural Network (ANN) 
[2], [5] for DM. We define processing for DM as a DM job or a job and each job 
divided by a resource broker as a task. A DM job can be tested when a DM result 
integrated from the results of resource providers is obtained. Therefore, it is important 
to allocate the job to resource providers according to the status of the resource provid-
ers. We propose a customized DLB algorithm in order to disperse workloads of a 
large-scale DM job. We only consider the computing resources of the resource pro-
viders, because this paper focuses on efficient processing of a large-scale DM job. 
Other issues will be addressed in future works. A DM job is divided into several tasks 
that are uniformly assigned to resource brokers in the middleware layer. As a result, 
all resource brokers can receive equal amount of tasks. The allocated tasks are dis-
persedly reassigned to resource providers with inferior computing resources. Each 
resource broker monitors the computing abilities and updates the status information of 
the resource providers. This procedure is illustrated in Fig. 1. 

 

Fig. 1. Procedure of DLB 

GDM with DLB monitors the computing abilities of resource providers, establishes 
a connection between the resource broker and the resource provider dynamically, and 
allocates a large-scale DM job to resource providers dynamically. In GDM with DLB, 
resource utilization can be very high and little waiting time is incurred, since DLB is 
only executed based on the computing ability of the resource providers. The process-
ing time for DM can be reduced, since GDM with DLB can dynamically respond to 
requests to use resources. Meanwhile, some time is needed to monitor and update the 
status of the resource providers. 

GDM with DLB flexibly divides a job into N number of tasks considering each 
node’s ability and conditions whenever the divided job arrives. This method divides a 
large-scale DM job into several tasks considering the computing ability of each re-
source provider. In addition, GDM with DLB distributes tasks to suitable resource 
providers, thus distinguishing it from SLB. 
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4   Performance Analysis 

We analyze the average waiting time for learning and the computing time in order to 
evaluate the performance of ANN optimum DM [12], GDM, GDM with SLB, and GDM 
with DLB. The average waiting time for learning represents the average waiting time 
from the aspect of resource providers. Waiting time for learning is generated when a job 
allocated to a resource provider exceeds its computing ability. Computing time represents 
the processing time of components and is the sum of the computing time based on each 
task carried out by the central manager, resource brokers, and resource providers. 

Table 1 presents the results of an analysis of the average waiting time for learning. 
WTL is divided into four types according to the job allocation method; WTLS, WTLD, 
WTLSLB, and WTLDLB. Nadj varies for every experiment, because it is directly affected 
by the decision range readjustment algorithm [12]. Therefore, the average waiting 
time for learning is determined by the waiting time for learning (WTL) generated in 
each resource provider. WTL is obtained by equation (1), where N is the number of 
resource providers and J is the job allocated to a resource provider. 

N
i i

i 1 i

J CA
WTL

CA=

−
=∑ ,       0≤WTL 

N; number of decision range adjustments, WTL; waiting time for learning, 
J; allocated job, CA; computing ability of a resource provider 

(1)

 

In equation (1), WTL is affected by J, because each method is different in the allo-
cated job J. In ANN optimum DM method, WTLS depends on the JS, the job allocated 
to a resource provider. WTLD, WTLSLB, and WTLDLB depend on the job allocated to each 
resource provider; JD, JSLB, and JDLB. WTL is generated when a job allocated to a re-
source provider exceeds the computing ability of the resource provider. If WTL does 
not exceed the computing ability of the resource provider, WTL has a lower value than 
0. This value is ignored because a WTL lower than 0 means that the waiting time for 
learning is lower than 0. In GDM, a resource provider having low computing ability 
generates more WTL because jobs are sequentially allocated to resource providers. In 
GDM with SLB, WTL varies according to the computing ability of the resource pro-
vider, because jobs are equally allocated to resource providers. However, a resource 
provider is not allocated a job that is too large, even if the computing ability is low, 
because the allocated job is almost equal to the average. Therefore, the average waiting 
time for learning of GDM with SLB is less than that of ANN optimum DM and more 
than that of GDM with DLB. In GDM with DLB, little WTL is generated, because 
WTL allocates jobs in consideration of the computing ability of the resource provider. 

The difference in WTL was as follows: WTLS≒WTLD≥WTLSLB>WTLDLB. Thus, the 
waiting time for learning of GDM with DLB is mostly affected by communication 
time and is certainly shorter than that of the other two methods. The rate of reduction 
of the average waiting time for learning is presented in Table 1 and /DLBi SiWTL WTL  

is close to 0. Therefore, the rate of reduction of the average waiting time for learning 
of GDM with DLB is the smallest among all of the methods. It appears that GDM 
with DLB provides a greater reduction of 1-WTL/N of the average waiting time for 
learning than the other methods. 
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Table 1. Analysis of average waiting time for learning (N; Number of resource providers, Nadj; 
Number of decision range adjustments, CA; Computing ability of a resource provider) 

 Average waiting time for learning 

Reduction rate of 
average waiting time for learning 

when compared with ANN  
optimum 

ANN  
Optimum 

( ) / /
adjN N

Si adj
j 1 i 1

WTL N N
= =

⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ∑  100% 

GDM ( ) / /
adjN N

Di adj
j 1 i 1

WTL N N
= =

⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ∑  (

N
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i 1 Si

WTL
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⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
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WTL
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GDM with 
DLB 
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Table 2. Analysis of computing time (Nadj; Number of decision range adjustments, TRB; 

Computing time of resource brokers), CMD≒CMSLB≒CMDLB, D
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GDM ( )adj G RB DN T T CM× + +  ( D D
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GDM with 
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T CM
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+ )×100% 

GDM with 
DLB 

( )adj DLB RB DLBN T T CM× + +  ( DLB DLB

S S

T CM

T CM
+ )×100% 

 
Table 2 presents the results of an analysis of computing time. Nadj is the number of 

decision range readjustments and TRB is the computing time of the resource brokers. 
TS, TD, TSLB, and TDLB are the computing time of resource providers in each method. 
CM, the computing time of the central manager, is divided into four types according 
to the job allocation methods: CMS, CMD, CMSLB, and CMDLB. Computing time of 
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resource providers includes learning and the testing time of resource providers,  
including the waiting time for learning. As mentioned before, waiting time for learn-
ing is the shortest in GDM with DLB. The computing time of resource providers in 
each method varies according to the waiting time for learning. CM is the time for 
resource allocation and job scheduling. We assume that CM is almost uniform in the 
four methods. Therefore, CM depends on T, the computing time of resource provid-
ers, and Nadj. Since the computing time of resource providers depends on the waiting 
time for learning, the difference in T is as follows: TS≒TD≥TSLB>TDLB. Thus, the com-
puting time is shortest in GDM with DLB. We assume that the computing time of the 
central manager is very similar in each method; the real reduction rate of each method 
is shown as Table 2. If we disregard the computing time of central mangers, the re-
duction rate of GDM with DLB is the lowest, because TDLB is the lowest. There is 
likely a slight difference according to Nadj; we anticipate that GDM with DLB can 
provide a greater reduction of 1-TDLB/TS, 1-TDLB/TD, and 1-TDLB/TSLB for computing 
time than can ANN optimum DM, GDM, or GDM with SLB. 

5   Experiments and Results 

In order to evaluate the system performance, we experiment and compare four Grid-
based Data Mining (GDM) methods, ANN optimum DM (ANN Optimum), GDM, 
GDM with SLB, and GDM with DLB. To simulate GDM, we design and develop a 
grid testbed using HLA middleware specifications and RTI (Run-Time Infrastructure) 
[9] implementation. The GDM system with DLB consists of some federates. Inter-
federate communication works on the GDM system. The RTI message passing for 
data management among federates depends on the inter-federate communication in-
side the federation. For the platform setting, we develop a grid system using a RTI 
implementation that operates on Windows operating systems. A total of 16 federates 
are allocated to machines, respectively, and they are connected via a 10 Base T 
Ethernet network. 

For experiments, we need to implement DM in grid computing environment. We 
assume that the reliable recognition rate is 90% for the experiment on measuring 
performances and do not consider environmental aspects such as a failure in the  
network connection. We also assume that the large-scale data has already been  
preprocessed prior to classification. 

5.1   Comparison of Computing Time 

This experiment compares the ANN optimum DM method operated in a single machine 
with GDM methods. In this experiment, we compare the computing time of ANN opti-
mum DM (ANN Optimum), the GDM, GDM with SLB, and GDM with DLB. The 
computing time includes the processing time and the training and testing time of the 
learning machine only, and does not include communication time, waiting time, net-
work interference, and so on. We calculate the computing time by subtracting the com-
munication time including network interference and waiting time for learning from the 
system execution time. The computing time of ANN optimum DM, GDM, and GDM 
with SLB increases irregularly. However, the computing time of GDM with DLB is 
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comparatively regular. In this experiment, GDM with DLB shows a 63.88% greater 
reduction than GDM and a 46.40% greater reduction than GDM with SLB. In addition, 
GDM with DLB shows a 67.65% greater reduction than ANN optimum DM. In terms 
of reduction of the computing time, GDM with DLB is a more effective method than 
ANN optimum DM, GDM, and GDM with SLB, respectively. Fig. 2 shows the comput-
ing time in each method. 
 

Fig. 2. The computing time Fig. 3. The average waiting time for learning 

5.2   Comparison of Average Waiting Time for Learning 

The waiting time for learning is the sum of waiting time for learning of all learning 
machines. Each learning machine has a different learning time, because resources in a 
grid-based system have different computing abilities. Waiting time for learning is 
generated in each learning machine, because a learning machine that has completed 
its learning waits for the completion of others. Even if other learning machines 
already complete their computation, they wait for the completion of learning machine 
which has the longest computing time. Thus, task completion time of all learning 
machines is uniform. The average waiting time for learning is obtained by equation 
(2), where WTL is the waiting time for learning and n is the number of learning 
machines. Fig. 3 represents the average waiting time for learning of each GDM 
method. In section 4, we projected that the average waiting time for learning of GDM 
with DLB would be the shortest. In this experiment, GDM with DLB shows a 63.71% 
greater reduction than GDM and 43.03% more than GDM with SLB. 
 

Average Waiting Time for Learning
1 1

= ( ) / /
adjN n

ij adj
i j

WTL n N
= =

⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠
∑ ∑  

Nadj; number of decision range adjustments, 
n; number of learning machines, WTL; waiting time for learning 

(2)

6   Conclusion 

This paper presents a GDM with DLB in order to provide improved performance. Gen-
erally, DM requires high performance computing ability for large-scale data processing. 
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We solve the computing problem of large-scale DM by a distributed environment such 
as grid computing environment, since the grid computing environment can effectively 
and rapidly process information by using distributed computing resources. Some advan-
tages in terms of processing time for DM and cost are obtained by applying a decision 
range readjustment algorithm to DM. A DLB algorithm that can disperse the workload 
of large-scale DM job to the GDM method is implemented. The GDM with DLB 
method proposed in this paper divides a large-scale DM job into several tasks consider-
ing the computing ability of each learning machine. Tasks are then distributed to suit-
able learning machines. 

For a performance evaluation, ANN GDM experiments were conducted on a grid 
testbed using HLA. The performance of GDM using DLB was compared with GDM 
with non-load balancing and GDM using SLB. Experimental results demonstrate that 
GDM with DLB outperformed GDM with non-load balancing and GDM with SLB, 
respectively. 
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Abstract. In this paper, we propose a new approach based on graph model  
and enhanced IncrementalDBSCAN to solve incremental document clustering 
problem. Instead of traditional vector-based model, a graph-based is used for 
document representation. By using graph model, we can easily update graph 
structure when a new document is added to database. Meanwhile, Incremen-
talDBSCAN is an effective incremental clustering algorithm suitable for mining 
in dynamically changing databases. Similarity between two documents is meas-
ured by hybrid similarity of their adapting feature vectors and shared-phrase  
information. Our experimental results demonstrate the effectiveness of the  
proposed method.  

Keywords: Incremental document clustering, graph model, shared phrases,  
enhanced IncrementalDBSCAN. 

1   Introduction 

With the tremendous growth of digital content in Internet, databases, and archives, 
document clustering has attracted a great deal of attention in information retrieval and 
text mining community. Document clustering (also called as Text clustering) is a 
more specific technique for unsupervised document organization, automatic topic 
detection, document content summarization, and efficient information retrieval or 
filtering. The goal of document clustering method is automatically group a set of 
documents into subsets or clusters, so that documents within a cluster have high simi-
larity, but are very dissimilar to documents in other clusters.  

Most of existing clustering methods process statically on the whole collection of 
documents (i.e., all documents are collected before clustering). However, in many 
applications the document collection is dynamic in the sense that new documents are 
continuously added to the database and need to be processed. Hence, an incremental 
clustering solution is needed to process documents as soon as they arrive. Various 
approaches have been proposed, including Suffix Tree Clustering [14], Single-Pass 
clustering [10], DC-tree clustering [13], SHC [5], and others. 
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Furthermore document representation model is one of the important factors in-
volved in text clustering. The widely used model is to represent documents by key-
word vectors according to standard vector space model with TF-IDF term weighting 
[7]. However, this traditional vector model suffers from the fact that it loses important 
structural information in original text, such as the order in which terms appear or the 
locations of terms within the text. In order to overcome the limitations of vector space 
model, graph-based document representation model was introduced [4], [8], and [9]. 
The main benefit of graph-based techniques is that they allow us to keep inherent 
structural information of original document. Schenker et al. [8] used graph based  
k-means algorithm for clustering web documents. Yoo and Hu [12] represent a set of 
documents as bipartite graphs using domain knowledge in ontology. Then documents 
are clustered based on average-link clustering algorithm. However, these approaches 
relying on graph based model are not intended to be used in an incrementally growing 
set of documents. 

This paper presents an incremental document clustering approach. Our method con-
sists of three important parts. The first part concentrates on document representation 
model based on graph because graphs can model additional information which is often 
not present in commonly used data representations, such as vectors. To save clustering 
time, the method incrementally extracts shared phrases from graphs when building 
graphs representing documents. The second part proposed hybrid similarity measure 
between documents based on shared phrases and adapting document vectors. The last 
part presents the enhanced IncrementalDBSCAN algorithm for clustering document 
sets. It assigns document to their respective clusters incrementally. Though the perform-
ance of IncrementalDBSCAN algorithm [3] is excellent, it tends to merge document 
clusters which less connected into the large one. Then the enhanced Incremen-
talDBSCAN algorithm proposed by this study is used to cluster the document set.  

The rest of paper is organized as follows. Section 2 describes graph based document 
representation model. Section 3 introduces our measure for calculating similarities 
between documents and incremental feature selection method. Section 4 presents the 
enhanced IncrementalDBSCAN for grouping documents. An extensive experimental 
evaluation on news articles is conducted and the results are reported in section 5.  
Finally, we conclude the paper and present our future work in section 6. 

2   Graph Based Document Representation Model 

In graphic model, documents are transformed into a graph or set of graphs. There are 
numerous methods for creating graphs from documents. The authors of [9] described 
six major algorithms: standard, simple, n-distance, n-simple distance, absolute fre-
quency, and relative frequency. All these methods are based on adjacency of terms. In 
our case we used simple document representation and represent a set of documents as 
a graph to indicate proximity and occurrence relationship between terms.  

The simple model is a labelled nodes directed graph G = (V, E), where V is a set of 
nodes, E: is a collection of edges. Under this model, each node v represents a unique 
term in the whole document set. Each node is labelled with the term it represents. 
Each edge e is an ordered pair of nodes (vi, vj) representing a directed connection from 
vi to vj. If the term vj immediately precedes the term vi somewhere in a document, then 
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there is a directed edge from vi to vj. The above definition of graph suggests that the 
number of nodes in a graph is the number of unique terms in the document set.  

In order to deal with incrementally growing set of documents, we have used DIG 
(Document Index Graph) algorithm [4] to index the documents while maintaining the 
sentence structure in the original documents. This algorithm incrementally builds 
graph by processing one document at a time. When a new document appears, new 
terms are added to the graph as necessary and connected with other nodes to reflect 
the adjacency of terms. The DIG algorithm can be used for incremental finding over-
lapping subgraphs or shared phrases from previous documents when building the 
graph at the same time. These shared phrases are input of the process in next section. 

3   Document Similarity Measure and Incremental Feature 
Selection 

Similarity measure is one of decisive factors for the success of clustering method in 
general and document clustering method in particular. Based on the observation that 
the use of a combination of single terms and phrases together might improve clustering 
results, we used DIG algorithm [4] to incremental find shared phrases between docu-
ments. These shared phrases can provide both text and document structure information. 
Then, we cluster documents based on integration of two similarity measures (call as 
hybrid): their similarity on the shared phrases (simsp) and cosine similarity of document 
vectors (simdf). Given two documents (d1 and d2), the hybrid similarity is defined as 
(λ=0.2 in the experiments) 

. ),()1(),(),( 212121 ddsimddsimddsim spdf •−+•= λλ  (1)

where λ ∈ [0, 1] as weights. 
The hybrid similarity measure takes into account the structural information of a 

document by considering shared phrases, thus capturing the subtopic structure of the 
document. Our hybrid similarity is a superior measure of term order similarity. 

The similarity between documents on shared phrases (simsp) is derived from 
phrase-based similarity measure of [4] with some modifications.  
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where: P: the number of shared phrases, f1i, f2i: the frequencies of shared phrases i in 
the documents d1 and d2 respectively, li: the length of the shared phrase, |sij|: the 
length of the sentence j in the document di, avg(|si|) : the average length of sentences 
containing shared phrases i.  

The simdf is calculated based on cosine correlation similarity measure [7] which is 
defined by the cosine of the angle between the two document vectors of single term 
weights. The weight of each term is usually calculated using TF-IDF weighting 
scheme. However, the TF-IDF weighting scheme is not suitable for an incremental 
document clustering algorithm [13] so we used proposed TF-IG (Term Frequency – 
Information Gain) function to identify the goodness of terms not only in a document 
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but also in all clusters. This term weight scheme can reflect importance of a specific 
term in a document and easily involve in incremental clustering process. Besides that 
this TF-IG function can be used in incremental feature selection process. The term 
weights of document vector are calculated as  

. 
)(

ijij tf
MinIG

jIG
w ×=  (3)

where wij  is the weight of a single term tj in a document di, the term frequency tfij de-
notes the frequency of term tj  in a document di,  MinIG is the minimum information 
gain value of terms, and IG(j) is the Information Gain [11] of term tj in all the collection. 

In order to further improve clustering efficiency for our method, feature selection 
(or dimensionality reduction) is used to reduce the size of the feature space without 
sacrificing clustering quality. Based on the idea that clustering performance and fea-
ture selection can be reinforced by each other [6], we propose a novel incremental 
feature selection technique, which utilizes Information Gain (IG) - supervised feature 
selection method for text clustering. Our feature selection technique calculates the 
relevant score for each term using IG method whenever a new document is clustered 
and there are changes in cluster structure (i.e., a new cluster is formed or two clusters 
are merged). Then some irrelevant terms are removed based on the calculated score of 
each term. Finally, selected terms form new feature space and document vectors are 
adapted to cluster new coming document.  

In our experiment, we select 10% single terms to form feature space and create 
adapting document vectors. Because the number of shared phrases between documents 
is relatively small, we do not carry out feature selection on them. 

4   Clustering Algorithm 

IncrementalDBSCAN algorithm [3] is an efficient incremental clustering algorithm suit-
able for mining in a data warehousing environment. This algorithm is based on the 
DBSCAN algorithm [2] which is a density based clustering algorithm. Due to its density-
based qualities, in IncrementalDBSCAN the effects of inserting and deleting objects are 
limited only to the neighborhood of these objects. IncrementalDBSCAN requires only a 
distance function for pairs of objects and is applicable to any data set from a metric 
space. In addition, IncrementalDBSCAN algorithm is not easily affected by noise (or 
outliers) while noise is one of the well-known characters of document set. Since Incre-
mentalDBSCAN algorithm has excellent performance on clustering, therefore, this study 
modifies original IncrementalDBSCAN algorithm to prevent it from merging less con-
nected clusters into large one. 

We list the basic idea of IncrementalDBSCAN algorithm and some our modifica-
tions for document set. 

Let D be the set of objects and p be an object to be inserted. Then, UpdSeedIns = {q 
| q is the core object in D∪{p}, ∃q’: q’ is the core object in D∪{p} but not in D and 
q ∈NEps(q’)}. 

When inserting a new object p into the data set, new density connections can be es-
tablished so clustering process just restricts on UpdSeedIns set. When inserting an 
object p into the database D, there are some cases: 
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(1) Noise: UpdSeedIns is empty, i.e. there are no “new” core objects after insertion of 
p. Then, p is a noise object and nothing else is changed. 

(2) Creation: UpdSeedIns just contains core objects which did not belong to any clus-
ter before the insertion of p, i.e. they were noise objects or equal to p. In this case, 
a new cluster including these objects and p will be created. 

(3) Absorption: UpdSeedIns contains core objects which were members of exactly one 
cluster C before insertion. The object p and some noise objects can be absorbed 
into the cluster C. 

(4) Merge: UpdSeedIns contains the core objects which were members of several clus-
ters before the insertion. All these clusters and the object p will be merged into 
one cluster. 

When processing with document set IncrementalDBSCAN algorithm tends to 
merge document clusters which less connected into one. To overcome this weakness, 
we make some modifications for the case (4). When UpdSeedIns contains core objects 
which were members of several clusters before insertion, we first check the document 
density of these clusters. If the number of documents in a cluster containing core 
objects belonging to UpdSeedIns is smaller than a specific value α, we do not merge 
the cluster into new one. Otherwise, these clusters having amount of documents not 
less than α and the new document p are merged into one cluster.  

Based on hybrid similarity, the enhanced IncrementalDBSCAN algorithm assigns 
document to their respective clusters incrementally and effectively. 

5   Experimental Evaluation 

We conducted a series of experiments using our proposed graph model, hybrid simi-
larity measure, and incremental clustering method. We first tested the effectiveness of 
the graph–based model document representation, and hybrid similarity between 
documents based on shared phrases versus single terms only. The second set of ex-
periments was to evaluate the accuracy of the incremental document clustering 
method, based on enhanced IncrementalDBSCAN. The web pages of VnExpress1, 
TuoiTre2 are used as the targets for verification. Among news categories provided in 
these newspapers, documents in 7 different domains: economy, tourism, music, 
sports, fashion, informatics, and society are extracted as a data set of documents to be 
used in these experiments. After retrieving the data sets, we generate various docu-
ment collection whose numbers of classes are 3 to 7 using the document sets. Cluster-
ing methods have been evaluated in many ways. Among them we adopted the widely 
used Entropy measure and F-measure [1] to score the cluster quality. 

We conduct some experiences on the corpus sets using different document represen-
tation models. Table 1 presents the F-measure and Entropy results for the following 
data models: graph–based document representation model with the hybrid similarity 
measure based on shared phrases and adapting document vectors; vector space model, 
the cosine similarity measure with TF-IDF single term weights; and vector space 
model, the cosine similarity measure with our proposed TF-IG single term weights. We 

                                                           
1 http://vnexpress.net 
2 http://tuoitre.com.vn 
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used incremental feature selection method for all models. IncrementalDBSCAN algo-
rithm is used to clustering documents. As shown in Table 1, our proposed method 
consistently produces better clustering results for various corpus set. In addition, our 
TF-IG function gives improvement on the clustering quality compared to traditional 
TF-IDF term weights in vector model. It is obvious that the graph based representation 
model with hybrid similarity plays an important role in accurately judging the relation 
between documents.   

Table 1. Performance evaluation of different document representation models  

Vector space model 
TF-IDF term weights 

Vector space model 
TF-IG term weights 

Proposed method : 
Graph model 

Hybrid similarity 
Corpus 

ID 

No 
of 

Docs F-measure Entropy F-measure Entropy F-measure Entropy 
DS31 1066 0.976 0.089 0.986 0.088 0.997 0.035 
DS32 3023 0.847 0.058 0.858 0.052 0.995 0.047 
DS51 1798 0.758 0.574 0.776 0.563 0.915 0.175 
DS52 4082 0.815 0.396 0.834 0.336 0.969 0.141 
DS71 5319 0.791 0.485 0.812 0.454 0.966 0.214 

Table 2. Comparison of F-measure, Entropy, and number of cluster found for SHC and pro-
posed method with enhanced IncrementalDBSCAN 

SHC algorithm 
Proposed method : 

Enhanced IncrementalDBSCAN 
Corpus 

ID 

No of 
reference 
clusters 

No of 
clusters 
found 

F-measure Entropy 
No of 

clusters 
found 

F-measure Entropy 

DS31 3 7 0.956 0.019 3 0.997 0.035 
DS32 3 12 0.958 0.021 3 0.995 0.047 
DS51 5 21 0.843 0.115 6 0.915 0.175 
DS52 5 45 0.899 0.122 6 0.969 0.141 
DS71 7 83 0.856 0.196 8 0.966 0.214 

In order to evaluate our proposed method, we compare it with SHC algorithm [5]–
an incremental document clustering algorithm, based on the cluster cohesiveness 
measure using similarity histograms. SHC was reported to provide better clustering 
quality [5] than other methods such as Hierarchical Agglomerative Clustering (HAC), 
Single-Pass or k-Nearest Neighbor clustering. We used the same graph model and 
hybrid similarity between documents for SHC algorithm and our approach with en-
hanced IncrementalDBSCAN. Table 2 compares the F-measure as well as the Entropy 
for our method and SHC for all corpus sets. The parameters chosen for different algo-
rithms were the ones that produced best results. The average performances of  
F-measure have increased 7%. The number of founded clusters is also under control. 
Entropy values are not good as SHC. Because Entropy favors small clusters and SHC 
algorithm tends to splitting data set to smaller clusters. Hence there is a large mismatch 
between the number of reference clusters and those found by the SHC algorithm. 



 Incremental Document Clustering Based on Graph Model 575 

 

Fig. 1. Performance of enhanced IncrementalDBSCAN and original IncrementalDBSCAN 

We compare the enhanced IncrementalDBSCAN algorithm with the original In-
crementalDBSCAN algorithm in terms of Entropy and F-measure. Figure 1 shows 
enhanced IncrementalDBSCAN achieves improvement over original one, 15% aver-
agely in terms of F-measure and 18% in terms of Entropy. We note that the enhanced 
IncrementalDBSCAN performs better than the original one on same data representa-
tion model, especially when the number of documents and clusters increase. 

6   Conclusions 

Due to massive volumes of unstructured data generated in the globally networked 
environment, the importance of document clustering will continue to grow. In this 
paper, we present our new approach for incrementally clustering documents. The 
proposed scheme consists of three main steps: (1) graph representation for documents, 
(2) incrementally extract features from graph sets and calculate pair wise document 
similarity based on shared phrases and gradually adapting feature space, (3) use en-
hanced Incremental DBSCAN algorithm to cluster documents based on these similari-
ties. The results show that our approach is competitive to existing schemes in term of 
performance. Our method can provide a meaningful explanation of each document 
cluster by identifying its frequent shared phrases.  

As for future research, some issues are still open: 

 We need do more experiments with larger data to affirm the effectiveness 
of our method. 

 Some method should be developed to automatically adapting the input 
parameters for Incremental DBSCAN over time. 
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Abstract. This paper presents an impact assessment for the imputation
of missing data. The assessment is performed by measuring the impacts
of missing data on the statistical nature of the data, on a classifier, and
on a logistic regression system. The data set used is HIV seroprevalence
data from an antenatal clinic study survey performed in 2001. Data im-
putation is performed through the use of Random Forests, selected based
on best imputation performance above five other techniques. Test sets
are developed which consist of the original data and of imputed data with
varying numbers of specifically selected missing variables imputed. Re-
sults indicate that, for this data set, the evaluated properties and tested
paradigms are fairly immune to missing data imputation. The impact
is not highly significant, with, for example, linear correlations of 96 %
between HIV status probability prediction with a full set and with a set
of two imputed variables using the logistic regression analysis.

Keywords: Impact, imputation, missing data, random forest, sensitivity.

1 Introduction

Missing data are a common difficulty encountered in many real-world situations
and studies resulting in difficulty with data analysis, study and visualisation [1,2].
The missing information also reduces insight into the data, and the underlying
cause for the fact that data are missing may make the data of particular interest.
Decision making system often cannot make use of decision policies to make a
decision without all the information at hand and such systems are thus reliant
on data imputation techniques to determine the values of missing data. The
impact of the imputation of missing data should be considered such that insight
is gained into the validity of decisions made by such systems.

This paper evaluates the concept of missing data and presents a brief back-
ground of the methodology and main paradigm used. The data set is examined,
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and thereafter feature selection on the data is described for the purpose of the
impact assessment. The impact and sensitivity analysis is described and results
are presented. Finally, conclusions are drawn.

2 Background

2.1 Missing Data

Missing data are an inherent problem common to data mining and collection
for real world data sets, especially large ones. Missing data impacts on decision
making systems and statistical methods fall short when data are unknown [1].
Studies have highlighted the need to research decision support systems when
key information is missing or inaccessible [3]. The effect of missing data on such
decision support systems is marked, and it is shown that results are degraded by
simply assigning arbitrary values to the missing data elements. In the context
of surveys, missing data may result for a number of reasons such as incomplete
variable collection from subjects, non-response from subjects, poorly defined
surveys, and data being removed for reasons such as confidentiality [1,2]. A
discussion on the categorisation of missing data and the missing data mechanism
is available in [4]. This discussion also evaluates a number of existing methods
for dealing with missing data.

2.2 Random Forests

“Random Forest” (RF) is an algorithm first introduced in 2000 by Breiman [5]
which generalises ensembles of decision trees through bagging (bootstrap ag-
gregation), thus combining multiple random predictors in order to aggregate
predictions [6,7]. RFs allow for complexity without over-generalising the train-
ing data [8]. RF can be used for both regression and classification, and has been
used with success in the context of missing data [9]. “Out-of-bag” (oob) data,
which are unused training data, are used in predicting variable importance.

RFs have been an area of research in the last few years for their advantageous
features and success [5]. RFs are said to work fast, have excellent accuracy offer-
ing improvements over single classification and regression trees, be impervious
to over-fitting the data, have no dimensionality problems, give an unbiased self-
assessment and variable importance assessment, and have effective methods for
missing data estimation and for outlier location [5,6]. These properties make the
RF algorithm a logical candidate for this missing data study.

3 Methodology

This study is performed by making use of data imputed using the RF algorithm.
For details of the techniques used for the imputation of the missing data, and
for comparisons between RFs and other investigated imputation paradigms for
the data set used, the reader is referred to [4]. The paradigms compared include
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RFs, auto-associative neural networks with genetic algorithms, auto-associative
neuro-fuzzy configurations, and two RF and neural network based hybrids. RFs
are superior in imputing the missing data in terms of computation time and in
terms of accuracy of prediction for the given data set [4]. RFs are thus used in
their regression capacity for imputing the missing data for this impact study
and for forming the sets discussed in section 3. RFs are further used in their
classification capacity in classifying HIV status in the impact study in order to
measure comparatively the impact of missing data on a classifier.

Once missing data are imputed, we measure in three ways the impact of
imputing the missing data. We measure the changes in the statistical properties
of the data, the impact on a two-variable classifier, and the impact on a logistic
regression (LR) system. This is done by creating a number of test sets. We
take a complete set and remove specifically chosen variables. The variables are
chosen according to their mutual correlations and importance, as discussed in
section 3.2. The missing values of these variables are thereafter imputed and they
are also guessed as uniform random numbers. This yields three sets: a complete
set, a set with missing data imputed, and a set with random guesses. Analysis
of the sets and exposure of the classifier and the LR system to the sets yield
results which are compared to test for the impact of missing data imputation.

3.1 Data Evaluation and Preprocessing

The data set used is based on a national human immunodeficiency virus (HIV)
and syphilis seroprevalence survey of women attending antenatal clinics in South
Africa, and is taken from the study performed in 2001 [10]. The data consist of
survey information from 16 743 pregnant women (however, just under 12 000
instances are deemed viable, indicating the significance of missing data in a real
world study). The variables contained in the data set include: province (location);
age; education; gravidity; parity; father’s age; HIV status; rapid plasma reagin
(RPR) test status and race as indicated in table 1. Gravidity refers to the number
of times a woman has been pregnant, and parity to the number of times the
woman has given birth. Father’s age indicates the age of the father responsible
for the current pregnancy. Education is specified as 0 (no education); 1 - 12 (for
grades 1 through to 12); and 13 (tertiary education). An individual’s location
is categorised through the province variable into one of the nine South African
provinces; and race categorised in to one of six race categories [11]. The data
are preprocessed to acceptable ranges and are normalised. Categorical data is
binary encoded to prevent interference with the machine learning paradigms.

3.2 Feature Selection and Multiple Missing Values

The RF algorithm allows for feature selection by providing estimates of the
importance of each variable in the data set in predicting a given output (a
missing value) [6]. On predicting variables in the given data set, it is found, as
expected, that variables for which effective estimates are obtained when data are
missing have high correlations with other known variables in the set.
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Table 1. Variable importance for imputing each potentially missing variable

Variable High Importance Variables Low Importance Variables

Age Father’s Age; Parity HIV Status; RPR
Education All approximately of equal importance (Age slightly dominant)
Gravidity Parity All others

Parity Gravidity All others
Father’s Age Age All others
HIV Status Education; Race All others
RPR Status Province All others

Province Race; Parity Age; Education
Race Province All others

If we are to test the impact of two or more missing variables, there are a
large number of permutations that require testing. However, feature selection
allows us to select and test combinations of variables which have been selected
according to their mutual correlations. This allows for a more meaningful analysis
to be performed, since variables with high correlations can be specifically and
purposefully selected to best test the impact of missing data imputation. In this
paper, therefore, we test highly correlated variables to obtain a worst-case impact
for this data set. This analysis also offers insight into why certain variables
are certainly removable when predicting other certain variables. The analysis
also offers a rationale for performing fewer tests on multiple missing variables.
The insight gained through this analysis is applied in the impact assessment
of section 4. Table 1 presents the notable importance of the other variables
for each examined variable. The predictions are generally logically sensible, for
example, gravidity is highly correlated with parity, and age with the father’s
age. It is interesting to note that education has all other variables listed as
equally important. The learning paradigm performs relatively badly in predicting
education [4]. This means that in imputing education, other variables are more
likely equally non-important, offering an explanation as to why education is a
difficult variable to impute.

4 Impact and Sensitivity Assessment

The impact of estimating the missing data is evaluated within this section by
evaluating three aspects: the statistical impact on the data, the impact on HIV
classification, and the impact on a decision making system (a logistic regression
system). This assessment gives an overall picture, since it offers insight into the
effects of imputation on the data internally (statistical assessment [12]), and on
the effects the imputation has on two systems dependent on the imputation:
a classifier [3,13] and a decision making system. Study variables are selected
based on their mutual correlations as discussed in section 3.2, and based on the
prediction performance of the RF predictor. Note that for missing variable(s),
two sets are defined, one which has the variable(s) imputed with RFs (sets RFx )
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and one which has the variable(s) uniformly randomly assigned (sets Rx ). The
randomly defined sets act as an experiment control to ensure that the imputed
results presented are not spurious, and to show that the statistical properties
and the tested cascaded systems are in fact sensitive to the data presented. Note
that when these sets are used in conjunction with an HIV classifier or decision
making system, as in sections 4.2 and 4.3, HIV data is not used as an input
to impute the missing data. Using the variable selection technique discussed in
section 3.2 the following sets are defined:

– The original complete target data set (set T ),
– a single missing variable with average prediction performance - age (sets

RF1A & R1A),
– a single missing variable with poor prediction performance - education (sets

RF1B & R1B) - (important for HIV prediction as per table 1),
– a single missing variable with good prediction performance - gravidity (sets

RF1C & R1C),
– two missing variables which are of high mutual importance (as per table 1)

- age and father’s age (sets RF2A & R2A),
– four missing variables - age, education, father’s age, gravidity (set RF4A &

R4A).

The three studies were also performed on three missing variables - age, education
and father’s age - the results of which are similar, but are not indicated here in
detail. Some of the evaluation techniques include the goodness of fit measures
in terms of the KS test [12] and the Mahalanobis Distance (the mean distance
is taken) [14]. These give a statistical measure of the similarity between the
data sets, and are regarded as a good measure of the fit between results. The
mean squared error (MSE) offers a relative indication of the difference between
data sets. If N is the entire data set, Ti represents the ith target value and Pi

represents the ith predicted value, the MSE is calculated as follows:

MSE =
1
N

N∑
i=1

(Ti − Pi)
2
. (1)

4.1 Statistical Impact

The statistical impact on the data is quantified through a number of statistical
measures. Table 2 presents statistical results for the missing variable age. Note
the similarity between the statistical properties of the original set and of the
imputed set, and the deviation in the properties for the set where values are
randomly assigned to age. This is particularly evident with the large change in
variance and in the combined MSE. Similar results are observed for the study
on the variables education and gravidity. Also note the similarity in linear cor-
relation for the original set and the imputed set, and, as expected, the great
dissimilarity in linear correlation between the original set and the randomly as-
signed set. A quantile-quantile plot (QQ plot) allows one to view the deviation in
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Table 2. Statistical impact for single missing variable: age

Measure Age (years)
Set T Set RF1A Set R1A

Mean 25.00 25.3 31.2
1st Quartile 20 21 22

Median 24 25 31
3rd Quartile 29 29 41

Standard Deviation 6.3 5.4 11.0
Variance 40.0 29.0 120.3

Combined MSE - 10.5 195.5
Mean Mahalanobis Distance - 0.73 3.96

Linear Correlation (with Target Set) - 85.92 % 2.01 %
Maximum Percentage Deviation - 84.2 % 163.2 %

Fig. 1. QQ Plots of the target data set (T) of the age variable with the RF imputed
set RF1A (left) and with the set with age randomly assigned values R1A (right)

the distributions of a given variable [12]. The extent of deviation from a straight
line indicates distribution deviation. Figure 1 presents QQ plots first, for the real
set (T) and the RF imputed variable (RF1A) and second, for the real set (T)
and randomly guessed values (R1A). Note the former plot is fairly linear, with
the interpolated line intercepts close to the origin and to the co-ordinates (1, 1),
indicating a good distribution match, whereas the latter plot is fairly non-linear.

4.2 Impact on HIV Classification

HIV status of an individual is one of the variables included in the data set, as
discussed in section 3.1. Thus, we can attempt to classify the HIV status of
an individual by training an RF classifier and then removing the HIV status
of the individual in a test set and providing the classifier with the remaining
(known) variables. We define for classification the categories in table 3 [13].
From the definitions, we can define evaluation metrics in order to quantify the
performance of the classifiers. First, the accuracy of the classifier is defined as

TN+TP
TN+TP+FN+FP . [13]. Sensitivity allows one to assess how well the classifier can
recognise positive samples, and is measured as TP

TP+FN . Specificity measures how
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Table 3. Errors for binary classification [13]

Predicted Negative Predicted Positive
Actual Negative True Negative (TN) False Positive (FP)
Actual Positive False Negative (FN) True Positive (TP)

Table 4. HIV classification results for data sets with one, two and four imputed
variable(s)

Set T RF1A R1A RF1B R1B RF1C R1C RF2A R2A RF4A R4A
TP 837 936 506 926 768 839 310 947 308 1122 109
TN 2986 2787 3057 2766 2463 2955 4040 2391 3589 1825 4358
FP 487 388 1577 1868 2171 1679 594 2243 1045 2809 276
FN 1648 1847 818 398 556 485 1014 377 1016 202 1215

Accuracy (%) 64.2 62.5 59.8 61.2 54.2 63.7 73.0 56.0 65.4 49.5 75.0
Sensitivity (%) 63.2 70.7 38.2 79.9 58.0 63.4 23.4 71.5 23.3 84.7 8.2
Specificity (%) 85.9 87.8 78.9 87.4 81.6 85.9 79.9 86.4 77.9 90.0 78.2

F Measure 0.44 0.46 0.29 0.45 0.36 0.44 0.28 0.42 0.23 0.43 0.13

well the classifier recognises samples as negative, and is evaluated as TN
(TN+FN) .

Precision is a measure of the percentage of samples correctly specified as positive,
TP

TP+FP [15]. Note that recall (Re) is the same measure as sensitivity [16]. The F
measure is used to assess a system when a single number is preferred, and is given
by 2×Precision×Recall

Precision+Recall [16]. It is important to note is that the performance of the
classifier is not of much interest, but the relative performance of the classifier
given imputed data is of interest.

In order to assess the impact of imputed data on HIV classification, a number
of imputed data sets and data sets with randomly assigned values are propa-
gated through an RF classifier. Table 4 compares these results with that of the
classification results of the target (complete set). Evident from this table is that
the classifier, though indicated to be of average performance generally from the
F measure, shows resilience and almost immunity to the sets with estimated
data, especially with 1 or 2 imputed variables. Note that the performance is not
degraded when the missing variable is education, which has high importance for
HIV prediction as indicated by table 1. The effects of the random data sets are
evident, with F measures dropping into the 0.2 range. One can observe this result
by comparing the F measure results across the table. The experimental control
of using randomly assigned variables ensures that the variables do impact on the
classifier, and thus indicates that the experimental results are not spurious.

4.3 Impact on Decision Making System

A logistic regression (LR) decision making system is designed, which, based on
input, computes the probability that the output variable belongs to a given
set [17]. The output variable is chosen to be HIV status, and we thus obtain
probability of an individual’s membership to an HIV positive class or an HIV
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Table 5. Measures of the result of logistic regression analysis for the original data set
and sets with one, two and four imputed variable(s) for comparative purposes

Set T RF1A R1A RF2A R2A RF4A R4A
1st Quartile (%) 18.7 18.8 19.1 19.7 19.1 20.6 23.9

Median (%) 24.6 24.8 26.2 26.2 26.2 26.8 34.4
3rd Quartile (%) 27.9 27.9 32.8 27.9 32.5 27.9 44.1

Mean (%) 22.6 22.6 25.3 23.1 25.3 23.4 33.4
Variance (%) 89.7 89.8 130.8 88.5 128.1 92.4 230.4

Linear correlation (%) - 98.9 87.7 96.4 87.3 95.3 77.8
KS test - 0.02 0.21 0.12 0.21 0.18 0.49

Mean squared error - 1.8 38.3 6.7 37.9 9.23 214.3

negative class. The original set T is propagated through the LR system, and
a set of probabilities that individuals are HIV positive is obtained. Thereafter,
the sets with various imputed variables are propagated through the regressor, to
yield a set of probabilities that individuals (with imputed demographics) are HIV
positive. The probabilities resulting from the original set (T ) are compared with
the probabilities resulting from the imputed sets (RF1A, etc.). The probabilities
are expressed as percentages, and where tests of fit are involved (e.g. the KS
test) the relevant result data are compared with the results from the original set
T. The results are fairly similar for the various different single imputed variable
sets (note that only age is presented here). Results in table 5 present statistical
differences in the regressor outputs due to set T, and due to the sets with one,
two and four imputed variables.

Once again, the results indicated in table 5 predict a fair amount of immunity
to imputed data on the probabilities given by the LR analysis. The original data
set and the set with one, two and even four imputed values do not significantly
change the predictions of the LR. This is emphasized in figure 2 which indi-
cates the QQ plot of the two probability distributions from the LR analysis: the
prediction from the LR analysis given the original data is plotted against the

Fig. 2. QQ plot of result from logistic regression probability analysis on HIV status for
the true set (T ) and for the set with 2 imputed variables (RF2A) (left); and QQ plot
of result from logistic regression probability analysis on the HIV status for the true set
(T ) and the set with 4 imputed variables (RF4A) (right)
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prediction for the 2 imputed variable set; and the prediction from the LR analysis
given the original data is plotted against the prediction for the 4 imputed vari-
able set. Note that the plots are fairly linear, indicating high similarity between
probability results from the LR. As the number of imputed variables increases,
the correlation decreases. This indicates that the number of imputed variables
does, as expected, have an effect on the results. Note that the randomly gen-
erated sets (R1A, R2A and R4A) indicate significant deviation on propagation
through the LR analysis. These sets cause the variance in the data to increase
by a significant amount. These indicators show that the LR analysis is sensitive
to the data that are tested, thus validating the experiment.

5 Discussion

Through the imputation of missing data and the study of the impact this has
on the statistical nature of the data and on the examined systems, it is notable
that the missing data imputation does not significantly negatively impact on the
statistical properties of the data and on classifiers and decision-making systems
reliant on the imputed data. A considerable impact on society can be noted. A
decision-based system for preliminary HIV classification in a health-care or study
context is invaluable. This has further consequences in fields such as risk analysis,
for example, and a number of data mining applications. Furthermore, missing
data which renders potentially useful information in a given study meaningless
can, through appropriate imputation, be recovered as meaningful information.
This can help in studies to uncover the statistical trends that are said to be lost
and discarded through the removal of missing entries (in, say, a complete-case
method [1,18]). Decisions can therefore be made with fair confidence on instances
which were previously unusable due to missing information.

6 Conclusion

It is useful to measure the impact of imputing missing data since a number of
systems may be reliant on the provided estimations. RFs are chosen for impu-
tation due to their superiority in both prediction accuracy and in computation
time taken. Through the use of survey data of results, data sets for impact anal-
ysis are generated with one, two, three and four imputed variables each, and
these sets are used for evaluating impact. Impact is determined in three ways:
through evaluating statistical deviations of the imputed variables relative to the
true values; through the performance of an HIV classifier; and through a logistic
regression analysis for probability prediction. Results indicate that for this data
set the statistical properties and the decision making systems are in fact rather
immune to the imputation of missing data, when an adequate imputation tech-
nique is used. A great impact is observed for missing data which are randomly
assigned values, while the impact is considerably decreased when the data are
imputed rather than simply “guessed”. This validates appropriate imputation
techniques in providing a viable means to solving the problem of missing data.
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Furthermore, systems which are reliant on predicting the missing data seem to
operate similarly to when the data are known. These results imply that using
appropriate imputation techniques on instances with missing information allows
for decision based systems to make informed decisions that may have been pre-
viously impossible to make or may have been prone to error.
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Abstract. Previous studies show that using significant classification rules to  
accomplish the classification task is suitable for bio-medical research. Discov-
ery of many significant rules could be performed by using ensemble methods in 
decision tree induction. However, those traditional approaches are not useful for 
incremental task. In this paper, we use an ensemble method named Cascading 
and Sharing to derive many significant classification rules from incrementally 
inducted decision tree and improve the classifiers accuracy.  

Keywords: Classification rules, Incremental tree induction, Ensemble method, 
Cascading and Sharing. 

1   Introduction 

Decision trees are commonly used for gaining information for the purpose of decision 
making. For inductive learning, decision tree is attractive for 3 reasons: (1) Decision 
tree is a good generalization for unobserved instance, only if the instances are  
described in terms of features that are correlated with the target concept. (2) The 
methods are efficient in computation that is proportional to the number of observed 
training instances. (3) The result of decision tree provides a representation of the 
concept that explainable to human. 

The basis of many existing decision trees is Hunt's algorithm and developed trees 
are ID3 [1], C4.5 [2], and C5.0 [3]. Tree induction of those non-incremental ap-
proaches is based on a consistent set of labeled examples and the process for inducing 
a decision tree is quite inexpensive because exactly one tree is generated and maps a 
single batch of examples to a particular tree. ID4 [4], ID5R [5] and ITI [6] are incre-
mental approaches and the results are as correct as non-incremental approaches do.  

For improving the classifier’s accuracy, ensemble methods are used to construct a 
set of base classifiers from training data set and perform the classification work by 
voting on the predictions made by each classifier. The ensemble of classifiers can be 
constructed in many ways [7] and most widely used is by manipulating the training 
set like Bagging and boosting. Three interesting observations are described in [8] 
based on the study of many ensemble methods: (1) Many ensembles constructed by 
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the Boosting method were singletons. Due to this constraint, deriving classification 
rules have a limitation: decision trees are not encouraged to derive many significant 
rules and they are mutually exclusive and covering the entire of training samples 
exactly only once. (2) Many top-ranked features possess similar discriminating merits 
with little difference for classification. This indicates that it is worthwhile to employ 
different top-ranked features as the root nodes for building multiple decision trees. (3) 
Fragmentation problem is the another problem does those ensemble methods have: as 
less and less training data are used to search for root nodes of sub-trees. 

Base on those observations, we need a method that can break the singleton cover-
age constraint and solve the fragmentation problem. Also, the method should be pos-
sible to deal with incrementally collected large data set and handle the data set with 
growing models and guarantee for the accuracy.  

2   Related Works 

In this section, we will describe some non-incremental and incremental decision tree 
induction. Also, we will illustrate some widely used ensemble method and the use in 
incremental induction task. 

2.1   Non-incremental Decision Induction Trees 

One approach to the induction task would be ID3 which is a simple decision tree 
learning algorithm developed by Ross Quinlan. The construction of ID3 is based on 
information theory and constructs the tree by employing a top-down, greedy search 
strategy through the given sets to test each attribute at every tree node. In order to 
select an attribute that is most useful for classifying an instance, it uses information 
gain [1], [10]. Suppose there is a given an example data set S, the entropy of S could 
be derived from the Equation 1: 

)(log)()(log)()( 22 nPnPpPpPSEntropy −−=  (1) 

Where P(p) is the proportion of positive examples in S and P(n) is the proportion of 
negative examples is S. Then the information gain is as shown in Equation 2: 
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Where A is an attribute and the value of i from 1 to V is the domain of A, and SV is the 
number of records which contains the value V. 

The decision tree algorithm C4.5 [2] is developed from ID3 in the following ways: 
Handling missing data, handling continuous data, and pruning, generating rules, and 
splitting. For splitting purpose, C4.5 uses the Gain Ratio instead of Information Gain. 
C4.5 uses the largest Gain Ratio that ensures a larger than average information gain. 
Given a data set D, and it is split into s new subsets S = {D1, D2, ... , Ds}: 
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C5.0 (called See 5 on Windows) is a commercial version of C4.5 now widely used in 
many data mining packages such as Clementine and RuleQuest. It is targeted toward 
use with large datasets. The decision tree induction is close to the C4.5, but the rule 
generation is different. However, the precise algorithms used for C5.0 are not public. 
One major improvement to the accuracy of C5.0 is based on boosting and it does 
improve the accuracy. Results show that C5.0 improves on memory usage by about 
90 percent, runs between 5.7 and 240 times faster than C4.5, the error rate has been 
shown to be less than half of that found with C4.5 on some data sets, and produces 
more accurate rules [3]. 

2.2   Incremental Decision Induction Trees 

An incremental classifier can be characterized as ID3 compatible if it constructs al-
most similar decision tree produced by ID3 using all the training set. This strategy is 
maintained by classifiers such as ID4, ID5, ID5R and ITI. ID4 was the first ID3  
variant to construct the incremental learning.  

ID4 applies the ID3 in an incremental manner to allow objects to be presented one 
at a time. The heart of this modification lies in a series of tables located at each poten-
tial decision tree root. Each table consists of entries for the values of all untested at-
tributes and summarizes the number of positive and negative instances with each 
value. As a new instance is add into the tree, the positive and negative count for each 
attribute value is incremented and those count are used to compute the E-score for a 
possible test attribute at a node. Each decision node contains an attribute that has the 
lowest E-score and if the attribute does not contains the lowest E-score, then the at-
tribute is replaced by a non-test attribute with lowest E-score and sub-trees below the 
decision node are discarded. ID4 builds the same tree as the basic ID3 algorithm, 
when there is an attribute at each node that is the best among other attributes.  

ID5 expanded this idea by selecting the most suitable attribute for a node, while a 
new instance is processed, and restructuring the tree, so that this attribute is pulled-up 
from the leaves towards that node. This is achieved by suitable tree manipulations that 
allow the counters to be recalculated without examining the past instances.  

ID5R is a successor of the ID5 algorithm. When have to change the test attribute at 
a decision node, instead of discarding the sub-trees, ID5R uses a pull-up process to 
restructure the tree and retains the training instances in the tree. This pull-up process 
only recalculates the positive and negative counts of training instances during the 
manipulation. An ID5R tree is defined as: A leaf node (answer node) contains a class 
name and the set of instance descriptions at the node belonging to the class. A non-
leaf node (decision node) contains an attribute test with a branch to another decision 
tree for each possible value of the attribute, and a set of non-test attribute at the node. 
Each test or non-test attribute is combined with positive and negative counts for each 
possible value. When classifying an instance, the tree is traversed from the root node 
until a node is reached that contains the all instances from same class. At that point 
the class label for the instance is assigned either the node is a leaf or non-leaf node. 
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The basic algorithm of ITI follows the ID5R, but adds the ability to handle numeric 
variable, instances with missing values, and inconsistent training instances, also han-
dle multiple classes, not just two. Updating the tree, ITI uses two steps: incorporating 
an instance into the tree and restructuring the tree as necessary so that each decision 
node contains the best test. When picking a best attribute it uses the Gain Ratio which 
is described in C4.5. A table of frequency counts for each class and value combina-
tion is kept at a decision node and used for ensuring a best test at a decision node and 
for tree revision.  

2.3   Ensemble Methods 

Bagging and boosting are first approach they construct multiple base trees, each time 
using a bootstrapped replicate of the original training data. Bagging [11] is a method 
for generating multiple decision trees and using these trees to get an aggregated predic-
tor. The multiple decision trees are formed by bootstrap aggregating which repeatedly 
samples from a data set and the sampling is done with replacement. It is that some 
instances may appear several times in the same training set, while others may be omit-
ted from the training set. Unlike bagging, boosting [12] assigns a weight to each train-
ing example and may adaptively change the weight at the end of each boosting round.  

However, bagging and boosting are difficult to be used in incremental induction 
tree process because of the expensive cost and they have to manipulate the training 
data. In CS4 algorithm [8], [13], instead of manipulating the training data, it keeps the 
original data unchanged and but change the tree learning phase. It forces the top-
ranked features to be the root of tree and remain nodes are constructed as C4.5. This 
is called tree cascading, and for classification, the algorithm combines those tree 
committees and shares the rules in the committee in a weighted manner. Together, the 
cascading idea guides the construction of tree committees while the sharing idea  
aggregates the discrimination powers made by each individual decision tree.  

3   Incrementally Inducted Decision Tree Ensemble 

In bio-medical research mining area, the useful diagnostic or prognostic knowledge 
from the result is very important. Only explainable result could be analyzed and easy 
to understand for the application to the bio-medical and diagnosis of a disease [14], 
[15]. Among many classification approaches, using classification rules derived from 
the decision tree induction may helpful to perform this work and previous studies 
show that it is powerful. We define a rule as a set of conjunctive conditions with a 
predictive term. The general form of rules is presented as: IF condition1 & condition2 
& ... & conditionm, THEN a predictive term. The predictive term in a rule refers to a 
single class label. For useful clinical diagnosis purpose, using those rules we can 
address issues in understanding the mechanism of a disease and improve the discrimi-
nating power of the rules. A significant rule is one with a largest coverage which the 
coverage satisfies a given threshold. For example, the given threshold is 60%, if one 
rule’s coverage is larger than 60% then it is called significant rule.  

However, using traditional ensemble method to build and refine the tree committee 
and derive significant classification rules is still impossible. So, we introduce a new 
incremental decision learning algorithm which uses the skeleton of ITI and accepts 
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the cascading and sharing ensemble method of CS4 to break the constraint of single-
ton classification rules by producing many significant rules from the committees of 
decision trees and combine those rules discriminating power to accomplish the predic-
tion process. We call this algorithm as ICS4 and the main steps of the process could 
be 3 as shown in three functions below: 

 
incremental_update(node, training_example) 
{ 

add_training_example_to_tree(node, training_example) 
{ Add examples to tree using tree revision; } 
ensure_best_test(node) 
{ Ensure each node has desired test ; } 
sign_class_label_for_test_example(test_example) 
{ 

if there are test examples 
        for each kth top-ranked tests  

//except the first best test 
            force the test to installed at root node 
            for remaining nodes 
                ensure_best_test(node); 
     from each constructed decision tree  
        Derive significant classification rules; 
} 

} 

Algorithm 1. The skeleton of ICS4 

Details of add_training_example_to_tree and ensure_best_test function are shown 
in [6]. The third function sign_class_label_for_test_example only works at the point 
when there are test examples or unknown instances that need to be assign a class 
label. For constructing tree committees, there are two options: construct at the point 
when we need to perform classification or start from the beginning of tree induction 
and using incremental manner to construct them. However, at the point when the tree 
committees are constructed, the top-ranked features used are same for both two 
strategies because the used examples are no difference. It means that using incre-
mental manner to construct the tree committees is just wasting time and storage. After 
derived those rules, we use the aggregate score to perform the prediction task. The 
classification score [9] for a specific class, say class C, is calculated as:  
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Here, KC denotes the number of rules in the class C, ruleC
i denotes ith rules in class C, 

if the score for one class C is larger than other classes, then the class label for the 
instance T is assigned as C. 
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4   Experiments and Results 

Breast cancer is a cancer that starts in the cells of the breast in women and men. 
Worldwide, breast cancer is the second most common type of cancer after lung cancer 
and the fifth most common cause of cancer death. Breast cancer is about 100 times as 
frequent among women as among men, but survival rates are equal in both sexes. In 
this section, we report empirical behavior of the algorithm discussed above by using 
the data source named Wisconsin Breast Cancer Dataset which is taken from the Uni-
versity of California at Irvine (UCI) machine learning repository [16]. This dataset 
consists of 569 instances and have 32 features. Here, we only use 20 top-ranked  
features to construct tree committees. 

Table 1. Attribute information 

Feature Name Description 
ID number Not used for training 
Diagnosis M = malignant, B = benign 
3-32 features are: Ten real-valued features are computed for each cell nucleus 
radius mean of distances from center to points on the perimeter 
texture standard deviation of gray-scale values 
perimeter  
area  
smoothness local variation in radius lengths 
compactness perimeter^2 / area - 1.0 
concavity severity of concave portions of the contour 
concave points number of concave portions of the contour 
fractal dimension “coastline approximation” - 1 
symmetry  

 
The mean, standard error, and “worst” or largest (mean of the three largest values) 

of these features were computed and resulting in 30 features. For instance, field 3 is 
Mean Radius, field 13 is Radius SE, and field 23 is Worst Radius. 

In the following tables, for example, that 50 vs. 50 means that the example data set 
is divided into 50% of training and 50% of test. 

Table 2. Confusion Matrix 

Predicted  Predicted 50 vs. 50 
Actual Benign Malignant  

70 vs. 30 
Actual Benign Malignant 

Benign 169 10  Benign 114 5 
Malignant 6 100  Malignant 4 66 

       

Predicted  Predicted 80 vs. 20 
Actual Benign Malignant  

All 
Actual Benign Malignant 

Benign 88 1  Benign 207 5 
Malignant 7 46  Malignant 4 353 

 
 



 Discovery of Significant Classification Rules 593 

Table 3. Detailed accuracy by class 

 FP rate Precision Recall F-measure Class 
0.057 0966 0944 0955 Malignant 50 vs. 50 
0.056 0909 0943 0926 Benign 
0132 0926 0989 0957 Malignant 80 vs. 20 
0011 0979 0868 092 Benign 
0057 0966 0958 0962 Malignant 70 vs. 30 
0042 093 0943 0936 Benign 
0011 0981 0976 0979 Malignant All 
0024 0986 0989 0987 Benign 

 

Fig. 1. Comparison of accuracy 

At Figure 1, ITI and ICS4 are tested in incremental mode, and C5.0 is tested in 
batch mode (non-incremental) for both rule based and tree based classifier. As shown 
in above results, the ICS4 algorithms can achieve high performances on different 
manipulation of the example data and with different types of decision tree learning 
algorithms. It means that using the Cascading and Sharing method in incremental 
induction tree to derive significant rules could provide competitive accuracy to incre-
mental induction algorithm and even non-incremental approaches when tested on 
consistent size of example data. Consider the execution time and storage mechanism, 
because it just constructs the tree committees on the point of beginning of test or there 
are new unknown instances, so it can finish the work on acceptable time as ITI. 

5   Conclusion 

In this paper, base on well-accepted design goals we introduced an approach for dis-
covering many significant classification rules from incrementally induced decision 
tree by using the Cascading and Sharing ensemble method. Tree induction offers a 
highly practical method for generalizing from examples whose class label is known 
and the average cost of constructing the tree committee is much lower than the cost of 
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building a new decision tree committee. For testing the performance of ensembles  
of incremental tree induction, we used the example data which is about diagnosis of 
Wisconsin Breast Cancer Dataset. All 31 features are used without variable selection 
and the threshold of the feature choice was given as 20 to construct the 20 number of 
trees by forcing 20 top-ranked features iteratively as the root node of a new tree. The 
first tree is constructed in incremental induction manner, and others are constructed 
when there are instances that need to be assign a class label. The results show that this 
new approach is suitable for the bio-medical research. 
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Abstract. In this paper, cross entropy method is used for solving dual Lagrange 
support vector machine (SVM). Cross entropy (CE) method is a new practical 
approach which is widely used in some applications such as combinatorial 
optimization, learning algorithm and simulation. Our approach refers to Kernel 
Adatron which is solving dual Lagrange SVM using gradient ascent method. 
Hereby, the cross entropy method is applied to solve dual Lagrange SVM opti-
mization problem to find the optimal or at least near optimal Lagrange multipli-
ers as a solution. As known, the standard SVM with quadratic programming 
solver suffers from high computational time. Some real world datasets are used 
to test the algorithms and compare to the existing approach in terms of compu-
tation time and accuracy. Our approach is fast and produce good results in 
terms of generalization error.  

Keywords: Cross entropy, generalization error, kernel adatron, Lagrange, 
Support vector machine, computation time. 

1   Introduction 

Support Vector Machine (SVM) is an algorithm which is commonly used in data 
mining for both classification and regression tasks. Basically, SVM is based on the 
following idea: input points are mapped to a high dimensional feature space where a 
linear separating hyperplane can be found. To find a separating hyperplane, SVM 
works by choosing one that maximizes the distance from the closest patterns of two 
different classes. This is achieved by formulating the problem into a quadratic pro-
gramming problem which is then usually solved with optimization routines. This step 
is computationally intensive, required high computing time as the problem getting 
large. SVM has a proven impressive performance on a number of real world problems.  

The Cross Entropy (CE) method is one of the most significant developments in 
stochastic optimization and simulation in recent years. Firstly, CE was proposed as an 
adaptive algorithm for rare-event simulation [9]. It was soon realized that the underly-
ing ideas of CE had wider range of application than just rare-event simulation. In the 
next development, CE could also be applied for solving combinatorial, multi-extremal 
optimization and machine learning problems [10,2,7].  

In this paper, cross entropy method is applied to solve dual Lagrange SVM optimiza-
tion problem to find the optimal or at least near optimal solution, Lagrange multipliers. 
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To judge our approach, the resulting algorithm is applied to some real world datasets 
with binary output label such as Breast Cancer, WDBC, Pima Indian, Sonar, Bupa and 
Ionosphere. The experiments shows promising results in terms of computational time 
and generalization error compared to the standard quadratic programming SVM.  

This paper is organized as follows. The second section reviews SVMs and Kernel 
Adatron (KA) which is the basis of the proposed approach. Section 3 recapitulates  
the CE method. In section 4, we  describe our proposed algorithm. Section 5 explaines 
the experimental setting and section 6 discusses the results. In section 7, we conclude 
the results of this research. 

2   Support Vector Machines (SVM) 

SVM can be explained as follows. Consider a classification problem with two classes 
of points.  The SVM formulation can be written as follows [3], 
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where C is a parameter to be chosen by the user. A larger C corresponds to assigning 
a larger penalty to errors. Introducing positive Lagrange multipliers, αi, to the ine-
quality constraints in model (1) we obtain the following dual formulation to be 
minimized: 
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where m is the number of pattern used to train our model. The resulting decision 
function is  

bxxKysignxf
SVi

iii += ∑
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),(()( α
 

where α is the solution resulting from Lagrange problem in 2, and b is bias. Solving 
the problem sometime require high computing time especially for large scale  
problem. We also need a QP solver for solving this problem. Some algorithms were 
proposed to cope with this high computing time problem. Hsu and Lin [4] proposed 
simple decomposition method for bound constrained SVM. Plat proposed SMO to 
fasten the training phase of SVM [8], Joachim [5] proposed svm light to solve large 
scale SVMs and many others works had been proposed. Kecman et al. [6] observed 
the equality between Kernel Adatron and SMO. One of the previous works, what 
proposed by  Frieβ et al. [3] is the simplest one. They used Kernel Adatron (KA) to 
solve the dual Lagrange SVM problem which basically adopt from gradient ascent 
method. By introducing kernels into the algorithm it is possible to maximize the  
margin in the feature space which is equivalent to nonlinear decision boundaries in 
the input space. The result is a fast robust and extremely simple procedure which 
implements the same ideas and principles as SV machines at much smaller cost. The 
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kernel K(x, x’) can be any kernel function. In this paper RBF kernel function is used 
for doing all experiments. 

3   The Cross Entropy Method 

Cross entropy is a quite new approach in optimization and learning algorithm. Rubin-
stein and Kroese. [10], provides complete description on cross entropy method. The 
basic idea of the CE method is to transform the original (combinatorial) optimization 
problem to an associated stochastic optimization problem, and then to handle the 
stochastic problem efficiently by an adaptive sampling algorithm. Through this proc-
ess one constructs a random sequence of solutions which converges (probabilistically) 
to the optimal or at least a reasonable solution. Once the associated stochastic optimi-
zation is defined, the CE method follows these two phases: 

1. Generation of a sample of random data (trajectories, vectors, etc.) according to a 
specified random mechanism. 

2. Update of the parameters of the random mechanism, on the basis of the data, in 
order to produce a “better” sample in the next iteration. 

CE method now can be presented as follows. Suppose we wish to minimize some cost 
function S(z) over all z in some set Z. Let us denote the minimum value of S by γ*, thus  

γ * = 
Ζ∈z

min S(z)              (3) 

We randomize our deterministic problem by defining a family of auxiliary pdfs 
{f(·; v), v ∈ V} on Z and we associate with Eq. (3) the following estimation problem 
for a given scalar γ: 

Pu(S(Z) ≤ γ) = Eu[I{S(Z)≤γ}] where u is some known (initial) parameter. We consider 

the event “cost is low” to be the rare event I{S(Z)≤γ} of interest. To estimate this 

event, the CE method generates a sequence of tuples {( tt v̂,γ̂ )}, that converge (with 

high probability) to a small neighborhood of the optimal tuple (γ*, v*), where γ* is 
the solution of the program (3) and v* is a pdf that emphasizes values in Z with a low 
cost. We note that typically the optimal v* is degenerated as it concentrates on the 
optimal solution (or a small neighborhood thereof). Let ρ denote the fraction of the 
best samples used to find the threshold γ. The process that is based on sampled data is 
termed the stochastic counterpart since it is based on stochastic samples of data. The 
number of samples in each stage of the stochastic counterpart is denoted by N, which 
is a predefined parameter. The following is a standard CE procedure for minimization 
borrowed from Rubinstein and Kroese [10].  

We initialize by setting uvv == 00ˆ  and choose a not very small ρ, say 10−2 ≤ ρ. 

We then proceed iteratively as follows: 

1. Adaptive updating of γt.  

For a fixed vt−1, let γt be a ρ100%-percentile of S(Z) under vt−1. That is, γt satisfies Pvt−1 

(S(Z) ≤ γt) ≥ ρ and Pvt−1 (S(Z) ≥ γt) ≥ 1−ρ where Z ~ f(·; vt−1).  A simple estimator tγ̂ of   

γt can be obtained by taking a random sample Z(1), . . . , Z(N) from the pdf f(·;vt−1),  
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calculating the performances S(Z(ℓ)) for all ℓ, ordering them from smallest to biggest as 

S(1) ≤ . . . ≤ S(N) and finally evaluating the ρ100% sample percentile as tγ̂  = S([ρN]). 

2. Adaptive updating of vt. For a fixed γt and vt−1, derive vt from the solution of the 
program 

);(logmax)(max })({1 vZfIvD tZSvt
vv

γ≤−Ε=       (4) 

The stochastic counterpart of (4) is as follows: for fixed tγ̂  and 1ˆ −tv , derive tv̂ from 

the following program: 
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We note that if f belongs to the Natural Exponential Family (e.g., Gaussian, Ber-
noulli), then Eq. (5) has a closed form solution (see [10]). In this paper we will  
assume that f belongs to a Gaussian family. In our case Z ∈{0,C}n and v is an n di-
mensional vector of numbers between 0 and 1, where C is constant defined by users. 
The constant C is upper bound of Lagrange multiplier αs which we seek for. The 
update formula of the kth element in v (Eq. (5)) in this case simply becomes: 
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This formula has the interpretation that it counts how many times a value of 1 (in I{Z(ℓ) 

k =1}) led to a significant result (matches with the indicator I{S(Z(ℓ))≤
 tγ̂ }), how  many 

times a value of 0 led to a significant result, and normalize the value of the parameter 
accordingly. Instead of the updating the parameter vector v directly via the solution of 
Eq. (5) we use the following smoothed version 

tv̂  = β tv̂  + (1 − β)
 1ˆ −tv ,     (6) 

where tv̂ is the parameter vector obtained from the solution of (5), and β is a smooth-

ing parameter, with 0.7 < β < 1.  
Recently, CE had been applied in credit risk assessment problems for commercial 

banks [12]. Numerical experiments have shown that the cross entropy method has a 
strong capability to identify the credit risk and it is a good tool for credit risk early 
warning system. Mannor et al. [7] used cross entropy method to solve support vector 
machines. Different from other approaches, they use the number of support vectors 
(the “L0 norm”) as a regularizing term instead of the L1 or L2 norms. The experimental 
results of the method produces generalization errors that are similar to SVM, while 
using a considerably smaller number of support vectors. Kroese et al. [2] applied the 
cross-entropy (CE) method to clustering and vector quantization problems.  
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4   The Proposed Approach 

Adopting the idea of gradient ascent method on dual Lagrange SVM as applied in 
Kernel Adatron, the proposed approach, named CE-SVM, can be explained as follows. 
The method starts with generate N (number of samples) Lagrange multiplier, α and 
generate μ and σ values with the size N. Lagrange multiplier α represents Z and pa-
rameters μ and σ functioned as v in Section 3. This vector α then inputted to the score 
function L as denoted in equation 2. L is functioned as S(z) in Section 3. The values of 
L are sorted descendently. Ne elite samples selected from the Ne smallest values of L. 
From these L values, the corresponding α can be identified. If of these α values <=0, as 
formulated in the second constraint in 2, set αi=0. If not, then we have to choose 
min(alpha,C). From the Ne α values, take the average and standard deviation and use 
smooth updated procedure to compute parameters μ and σ. Use this μ and σ to update α 
values in the next iteration. The same procedures are repeated until the parameter σ 
reach specified value epsilon. Fig 1 shows the pseudocode of CE-SVM algorithm. 
 
Input: pattern X, label Y, kernel function, kernel 

parameter, C, Number of sample N and Number of 
elite sample Ne 

Assign beta=1; 
Compute kernel Matrix K  
Compute H as y(i) * y(j) * K 
Generate  initial random vector μ between [0,1],with size 
1 x b (b is number of data points)   
Intialize vector σ=1 with size 1 x b 
while absolute value of (sum(σ)) > epsilon do, 

For each data point,   
assign α=mu+σ*normally distribution random number  
For all sample points N 

For all α do 
If α <=0 then set α =0 

     Else 
    If α >C then set α =C 
      EndIf 

Endfor 
  For all sample points N 

Compute ∑∑∑
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Sort L in descending order 
Select α corresponding to Ne sample points with 
lowest L, and compute the average and standard 
deviation of these α values, denote as α  and σ  
Update μ using μ = beta*α +(1-beta)*μ;  
Update σ using σ = beta*σ +(1-beta)*σ; 

Endfor 
Output: α= μ 

Fig. 1. Pseudocode for CE-SVM algorithm 
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In this paper the following classifier is used  

∑
∈

=
SVi

iii xxKysignxf ),(()( α
 

where α obtained from implementing algorithm CE-SVM which are nonzero (denoted 
as support vector, SV). Note that the bias b is not used in the classifier.  

5   Experiments 

In the experiments, the CE based Lagrange SVM (CE-SVM) algorithm was compared 
to the standard SVM algorithm and Kernel Adatron on six real world of two class 
problem datasets taken from the UCI repository [17]. For each data set, it is splitted 
into two samples: training-testing sets where the ratio is 70:30. To have valid results, 
for each data set,  we ran 10 experiments with 10 different pairs of training-testing 
sample on CE-SVM and SVM. For both SVM and CE-SVM, the same RBF kernel 
and parameter values, C and σ were used. The generalization error is computed by 
taking the average of 10 misclassification values. The computational time is com-
puted with the same manner. The experiments were done on core duo processor 2.1 
GHz and 2GB RAM. 

Table 1. Six real world data sets 

No.  Name # 
Features 

# 
Patterns 

1 Breast cancer 9 683 
2  Ionosphere  34 351 
3 Pima  8 768 
4 Wdbc     30 569 
5 Bupa      6 345 
6  Sonar      60 208 

6   Results and Discussion 

The experimental results are summarized in Tabel 2. We ran on six datasets with the 
same C and σ values for both SVM and CE-SVM. The results show, in general CE-
SVM produced the comparable accuracy even better than SVM and Kernel Adatron 
(KA) yet with faster computational time than SVM. Our purpose of this paper is to 
tackle the high computing time of using standard SVM. Since we do not need to solve 
the optimization problem analytically, the computational time can be reduced 
significantly. Different from what Mannor et al. did [11], which more focused on 
reducing the number of support vectors through L0-norm SVM formulation, in this 
paper we concern more on the computational time. Using standar SVM with L2-norm, 
the computation is highly intensive since we have to solve the problem through a 
quadratic programming. Using CE-SVM, we do not require to utilize any optimiza-
tion solver.  
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The main part of the algorithm is how to update αs using specific machanisme 
through parameters μ and σ by utilizing Gaussian distribution. The updating mecha-
nism mostly affected by the values of fitness function and the corresponing α values. 
In this context, σ which is used in updating αs is different with those used in RBF 
kernel. As mentioned in [6], in the classifier function f(x) we did not employ bias or 
set bias to 0. Based on the experiments, the most significant parameter in finding the 
α values is the kernel parameter σ. Though not shown in this paper, the experimental 
results indicate that the value of C did not affect much on the accuracy. 

Table 2. Comparison of Misclassification Error with Gaussian/rbf kernel 

No Data Method Parameter C 
and σ for RBF 
kernel 

Misclassification 
average (%) 

Computation 
Time Average 
(CPU) 

SVM C=.1, σ=1 5.39 15.1 

CE-SVM 0.49 0.21 

1 Breast 
cancer 

KA 
 

0.49 11.8 
SVM 8.77 11.9 
CE-SVM 8.77 0.0 

2 WDBC 

KA 

C=.1, σ=1 

8.77 0.0 
SVM 24.94 24.01 
CE-SVM 25.97 0.47 

3 Pima 

KA 

C=.5, σ=20 

25.11 0.7 

SVM 1.90 5.19 
CE-SVM 1.90 0.2 

4 Ionosphere 

KA 

C= .5 ,  σ=1 

1.90 0.15 

SVM 32 3.16 

CE-SVM 31 0.0 

5 Bupa 

KA 

C=.1, σ=10 

31 0.0 

SVM 30.65 1.1 
CE-SVM 30.65 0.0 

6 Sonar 

KA 

C=.1, σ=.5 

30.65 0.0 

 
Preliminary results of using polynomail kernel functions without preprocessing the 

input patterns, indicated poor accuracy. Normalizing the input patterns improved the 
accuracy signifantly. This finding confirms the investigation in [1]. Because of 
limited space, the rerults of using polynomial kernel are not presented. 

7   Conclusions 

We have presented an algorithm cross entropy method to solve dual Lagrange SVM 
problem. The main advantage of applying CE on SVM is the generalization perform-
ance is comparable to SVM while the computational time to find the classifier is  
significantly lower. The method does not require any optimization routine to find 
optimal or near optimal solutions, αs. Testing on six real world datasets prove that the 
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proposed  method shows promising results. More investigation by applying other 
kernels rather than RBF and other datasets might reveal interesting insight on the 
application of CE on SVM. 
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Abstract. In this research, a new method to predict and diagnose medical dataset 
is discovered based on outlier mining method using Rough Sets Theory (RST). 
The RST is used to generate medical rules, while outliers are detected from the 
rules to diagnose the abnormal data. In detecting outliers, a computation of set of 
attributes or known as Non-Reduct is proposed by proposing two new formula of 
Indiscernibility Matrix Modula(iDMM D) and Indiscernibility Function Modulo 
(iDMFM D) based on RST. The results show that the proposed method is a fast 
detection method with lower detection rate. In conclusion, the computation of the 
Non-Reduct is expected to give medical knowledge that able to predict abnor-
mality in dataset that could be used in medical analysis.  

Keywords: Non-Reduct, abnormal, outliers, non-interesting, redundant,  
superfluous, rare. 

1   Introduction 

In medical databases or datasets, relationships and patterns within this data could 
provide new medical knowledge. Analysis of medical data is often concerned with 
treatment of incomplete knowledge, with management of inconsistent pieces of in-
formation and with manipulation of various levels of representation of data. Accord-
ing to [1], the most commonly intelligent techniques used for predictive analysis in 
medical are neural network, bayesian classifier, genetic algorithm, decision trees and 
fuzzy theory. Rough sets theory (RST) has been proposed by [1] to discover the 
knowledge of breast cancer data using classification approach.  

In this paper, RST is used to diagnose medical information based on outlier mining 
approach. The outlier detection method based on RST is expected to be able to predict 
the symptom of sickness of a patient from the medical data. A new method is  
                                                           
* Corresponding author. 
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proposed for detecting outlier in medical datasets by discovering the concept of  
Non-Reduct from the RST approach. In computing Non-Reduct, a new concept is 
hereby defined in calculating the Indiscernibility Matrix Modulo(iDMM D) and In-
discernibility Function Modulo(iDFM D). The foundation of these concepts can be 
found in [14,15].  The organization of this paper is as follows. Section 2 discusses the 
related works in outlier detection methods, section 3 introduces the concept of RST 
and  the computation of the new proposed Non-Reduct. Section 4 describes the ex-
perimental design and results tested upon four medical datasets. The effectiveness of 
performance is measured by comparing  the three  methods using Detection rate and 
F-Measure. The conclusion of this paper is discussed in section 5.  

2   Outlier Detection Methods 

Finding outliers in large dataset has drawn increasing attention among researchers  
[2-13]. Although many techniques have been proven useful and effective in detecting 
outlier pattern, the following problems which occurred remain for further explorations 
among the data mining researchers. As data change its size and dimension, it is found 
that most algorithms developed faced the problems of handling the in-scalability of 
the dataset. The curse of dimensionality has caused the using of distances of points 
inappropriate to discover outliers in high dimensional space [5]. The concept of local-
ity [6], [7] becomes difficult as data become sparse in high dimensional datasets. 

The projection in lower density [6] fails to detect outliers in different projections. 
The clustered-based is found as a method which detect outliers as by product which 
does not able to interpret the abnormality of the outliers detected [7]. Although the 
problems of inefficiencies can be improved by hybriding [2] two techniques or more, 
yet this method is still in study and further research are indeed needed until today. 
The Frequent Pattern method [8] utilized the frequent patterns in different subspaces 
to define outliers in high dimensional space however the detection process is time 
consuming and computationally expensive. In Local Search Algorithm(LSA) [12], the 
detection of outliers proves able to be detected from feasible solution based on Opti-
mization approach, however the process is reported by He et al. [11] as time consum-
ing on very large datasets. In comparison, the Greedy Algorithm [11], is found faster 
in order of magnitude than the previous LSA method. One interesting paper is by [13] 
whom proposed Outlier detection based on Rough Sets Theory. The outlier detection 
is based on approximation theory where outliers are detected in the boundary region. 
Outliers are objects which are categorized with certainty as belonging or not to x, 
where x is a subset of the universe and any equivalence relation on the universe. The 
computation of outliers is based on exceptional degree of minimal exceptional sets. 
On the hand the new  proposed method which is also based in Rough Sets  
Theory uses the computation of Non-Reduct. 

3   Rough Sets Theory 

Rough sets offers two different kinds of knowledge representations called information 
system and decision system. An information system (IS) is the most basic kind of 
knowledge that consist of a set of objects where each object is a collection of attributes 
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values. A DS, A=(U, A, {d}) is an IS for which the attributes are separated into disjoint 
sets of condition attributes A and decision attributes )}d{A(d φ=∩ . The properties 

of the decision classes are the particular interest. The discernibility matrix modulo D 

(DMM D) of A, d
BΜ , is ),( jid

Bm  that is the set of attributes that discerns between 

objects xi and xj and also discerns the decision attributes δ where )jx()ix( δδ ≠ . The 

discernibility function matrix modulo f (DFM D) can be calculated from d
BΜ . For an 

object Uix ∈ , the object related discernibility function modulo decision f is defined 

as )j,i(d
Bm

Ujx
)ix(d

Bf ∈
∨∧= , where )j,i(d

Bm  is the element matrix of row i and 

column j [15]. Reduct is an important part of an IS which can discern all objects that 
are discernible by the original IS.   

3.1   Outlier Detection Method Based on Computation of Reduct in RST 

In the following sub-sections, the new concept of Non-Reduct is introduced.  

The Concept of Non-Reduct 
The concept of Non-Reduct introduced in this section is originated from the concept 
of Reduct. In RST, a DS is similar to an IS, but a distinction is made between the 
condition and the decision attributes. A simple DS with distribution of equivalence 
classes is as shown in Table 1 [15]. 

Table 1. Example of Equivalence Class of a Decision System (DS) 

Class a B C Decision Num. of 
Objects 

E1 1 2 3 1 50 
E2 1 2 1 2 5 
E3 2 2 3 2 30 
E4 2 3 3 2 10 
E5,1 3 5 1 3 4 
E5,2 3 5 1 4 1 

 
As mentioned in section 3, the discernibility function f which determined Reduct is 

computed from the process of DMM D and DFM D. Similarly, Non-Reduct can be 
computed using a new formulation of iDMM D and iDFM D.  Below topics explain 
and the creation of iDMM D, iDFM  and the Non-Reduct. 

Indiscernibility Matrix Modulo Decision (iDMM D) 
To compute Non-Reduct, the calculation of  iDMM D is to find a set of attributes 
from every pair of equivalence classes which  are indiscern in attribute values as well 
as indiscern in the decision attributes from the matrix. In obtaining the set of attributes 
as mentioned above, iDMM D is hereby defined as in Definition 1 below: 
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Definition 1 

In analogy to the definition of DMM D as in section 3, the indiscernibility matrix 

modulo D of A, d
BΜ′ , is defined as follows where ),( jid

B
m′  is the set of attributes 

that indiscerns between objects xi and xj and also indiscerns the decision attributes δ 
where )x()x( ji δδ =  where |)B(IND/U|nj,i =<<1  as shown in Eq.(1) below.  

)j,i(d
Bm′  = { a ∈ B : a(xi) =  a(xj) } (1)

Table 2 illustrates the iDMM D from a  decision system A. The simplification of 
the disjunction and conjunction of the matrix gives the Indiscernibility function 
modulo D (iDFM), f ′ as shown in the rightmost column in the table. In next topic, 

the new iDFM D is described. 

Table 2. Indiscernibility Matrix Modulo(iDMM) from Decision System, A 

E1 E2 E3 E4 E5 f’ 
E1 {} {} {} {} {} - 
E2 {} {} {b} {} {}  b  
E3 {} {b} {} {a,c} {} (a,b)(a,c) 
E4 {} {} {a,c} {} {} (a,c) 
E5 {} {} {} {} {} - 

Indiscerniblity Function Modulo D(iDFM D)   
In analogy to the definition of DFM D as  in the section 3, iDFM D is defined as in 
Definition 2 below: 

Definition 2 

Let A=(U, A, {d}) be an IS, AB ⊆  a set of attributes, d
B
'Μ  is the indiscernibility matrix 

modulo decision for that DS. For an object Uxi ∈ , the object related indiscernibility 

function modulo decision f’ is defined as in Eq(2) below: 

)j,i(d
B'm

Ujx
)ix(d

B'f
∈
∨∧=  (2)

where ),(' jid
Bm  is the element matrix of row i and column j.  

The following topic presents the definition of Non-Reduct. 

Definition of Non-Reduct 
Reduct is used as defined in section 3. Let us define the very intuitive definition of 
Non-Reduct as follows: 
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Definition 3. (Non-Reduct) 

Given A = (U,A), let B ⊆ A, let Reduct of B is a set of attributes  B’⊆ B such that all 
attributes a ∈ B-B’ are dispensable, and IND(B’) = IND(B). A Non-Reduct of B is 

defined as, there exist a set  of attributes B-B’ ⊆ B, such that all  attributes a ∈ B’  

are indispensable, and  IND(B-B’) ≠  IND(B).  The set of Non-Reduct of B is denoted  
Non-Red(B).  

3.2   Detection of Outliers 

The approach as in He et al. [10] to identify and detect outlier is followed. An outlier 
factor value is defined as number of support of all rules in each object over all number 
of rules generated from Non-Reduct.  A Rough Set Outlier Factor value is proposed 
for every equivalence class as Definition 4 below: 

Definition 4. (RSetOF - Rough Set Outlier Factor) 

Let DS = {E1, E2, …, En} be a decision system(DS) consists of set of equivalence 
classes with decision rules described by α→β  from Non-Reduct. The term  support(α 
.β) is support for the decision rules α→β  that is the total number of rules in each 
equivalence class of a DS that are being described by α with decision β. Given a 
threshold known as minimum support or minsupport, [15] the set of all decision rules 
described by α→β from Non-Reduct obtained in a DS, which satisfy the threshold 
value, is denoted as: RSet(DS, minsupport). For each equivalence class E, the Rough 
Set Outlier Factor of E is defined as in Eq. (3) below: 

RSetOF(E)=

( )
)minsupport,(

.
.support

DSRSet

∑
βα

βα

, where 

Ε⊆βα . and ∈βα . RSet(DS,minsupport) 

(3)

The formula in Eq.(3) above is defined as follows: if an equivalence class E con-
tains more support in the rules, its RSetOF value will be large, which indicates that 
the object is unlikely to be an outlier. In contrast, equivalence class with small support 
in its RSetOF values is likely to be outlier. Two benchmark measurements to detect 
outliers are  applied which follows the work by He et al. [10] & Hawkins et al. [9]. 
The top-ratio measure is number of equivalence classes specified as top-n outliers to 
that of number of equivalence classes in the dataset. The small the value of top-n ratio 
indicates the shorter time in searching of outliers, hence indicates fast speed in detec-
tion of outliers. The fast speed detection is referred as low detection rate. Therefore, 
the speed of detection translates time that is represented by detection rate. The second 
measure, the coverage ratio is defined as number of detected rare classes to that of the 
number of rare classes in the dataset. The following section 4, describes and explains 
the experimental design and the results.  
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4   Experimental and Results 

The experimental design is described by explaining and describing the medical data-
sets chosen for the experiment. In the following subsection 4.1, all datasets are being 
described and prepared. In subsection 4.2, the experimental results are presented.  

4.1   Medical Data Descriptions and Preparation 

Four medical datasets from Machine Learning Repository [16] are chosen for testing 
the effectiveness of the proposed model. These datasets are selected with the idea that 
they are suitable in predicting abnormality of the rare cases in medical datasets. Each 
dataset describes the profiles of patients with symptoms of sickness or being healthy.  

Table 3. The list of five datasets obtained from UCI Machine Learning Repository  and their 
class distribution. The datasets are in common and rare distributions and for each casethe 
percentages of records and in equivalence class are shown. 

Dataset Case 
(Classes) 

Class 
Codes 

Records 
% 

Dim. Eq.Class 
% 

Eq. Class 
Total 

Common  2 91.93 10 84.46 212 BRE 
Rare  4 8.07  15.53 39 

251 

Common  2,3 95.94 19 95.94 142 LYM 
Rare  1,4 4.24  4.24 6 

148 

Common  0,1,2,3 95.55 14 95.54 279 CLV 
Rare  4 4.45  4.45 13 

292 

Common  1 93.70 14 94.96 131 139 HDE 
Rare  2 6.25  6.47 8   

4.2   Experiment Results 

The evaluation of performance is conducted by comparing the RSetAlg method with 
two other methods referred as FindFPOF and GreedyAlg chosen from the literature 
review. In this work, the notion detection rate is the preference used to explain the 
detection of outliers based on top ratio with 100% CR determined. The results from 
the experiments conducted shows that the RSetAlg method has better detection rate 
compared to both the FindFPOF and GreedyAlg methods, when tested upon the four 
datasets. The 100% high score from the total datasets indicates that RSetAlg has a 
lower detection rate at small percentages of top ratio. The results show that RSetAlg 
method able to diagnose any symptom of sickness of a patient from the medical in-
formation kept in a dataset. The lower detection rate indicates fast detection that may 
help medical officer to react at fast speed towards patients’ survivals. 

Table 4. Results Analysis: Comparison of three methods based on Detection Rate 

Detection Rate Outlier at 100% CR 
FindFPOF RSetAlg GreedyAlg 

BRE 14.00% 8.07% 12.00% 
LYM 8.11% 4.05% 4.73% 
CLV 53.64% 4.30% 59.60% 
HDE 11.88% 6.25% 15.63% 
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The F-measure is adopted as another metric in evaluating the performance of the 
three mentioned methods. The measure should be able to give prominent results for 
positive prediction in the mining of rare cases problem or class imbalanced where 
outliers can be detected. As shown in Table 5, the results show that the performance 
of RSetAlg is encouraging for the four (4) datasets when compared to FindFPOF and 
GreedyAlg. The results show that RSetAlg method able to predict abnormal behav-
iour in a patient based on the information found in the medical dataset. The high score 
prediction, promisingly help medical officer to take positive actions on the patient 
having discover the symptom of sickness obtained based on the medical dataset. 

Table 5. Results Analysis: Comparison of three methods based on F-Measure 

F- Measure Outlier at 
100% CR 

Dataset FindFPOF RSetAlg GreedyAlg 
BRE 0.8478 1 0.6170085 
LYM 0.6666 1 0.7500699 
CLV 0.1665 1 0.1004547 
HDE 0.7064 0.8421 0.4496092 

5   Conclusion 

The proposed RSetAlg method has shown high performance in prediction of rare 
cases. The results obtained suggest that the proposed method RSetAlg is a competitive 
method with lower detection rate, hence can be considered as desirable and effective in 
predictive modeling in mining rare cases. A predictive medical analysis can be pro-
duced from the valid and promising method of outliers detection. The capabilities 
allow advantages in medical diagnosis as the detection rate helps in giving fast speed 
in diagnosing symptom of sickness of a patient with abnormal data detected. While the 
highly positive prediction of abnormal cases of a patient give correct decision taken 
towards patient.  
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Abstract. As the social network analysis has gradually been applied in many 
scientific fields, a tool for visualizing and analyzing large-scale networks is ur-
gently needed. VisNetMiner is an integration tool for visualization and analysis 
of networks, which aims at integrating data preprocessing, modeling, analysis 
and visualization. This tool can analyze different kinds of data and builds a 
clear architecture for network analysis and visualization. Moreover, VisNet-
Miner has the following characteristics: 1) organizing the structural data with a 
uniform and flexible multi-dimensional data model; 2) providing comprehen-
sive methods for network analysis and visualization; 3) assisting users manage 
the analytic processes with the workflow management. The experiments verify 
the effectiveness of VisNetMiner with an academic collaboration network.  

1   Introduction 

From the Internet to the WWW, from the author collaboration network to many rela-
tion networks for economy and society, it clearly shows that people have been living 
in a world which consists of various complex networks [1]. The structure of complex 
network is usually very complicated and difficult to understand. If we only use tables 
or texts to indicate networks, the implied information will not be accessed well. Un-
doubtedly, visualization is the best method to show complex networks intuitively [2]. 
For the moment, many scientific researchers need combine technologies of visualiza-
tion and theories of complex network to analyze some actual phenomena. However, 
many experts in other fields are not familiar with information technology and thus 
unable to concentrate their energies on solving their problems. So it is very important 
to develop a visual analytic tool. 

There have been several tools for complex network analysis and visualization such 
as ArnetMiner [3], CFinder [4]. However, these tools usually face the following prob-
lems: 1) it is difficult to define a uniform data model to analyze different kinds  
of data; 2) the functions of analysis and visualization for networks are not comprehen-
sive; 3) the operations in these systems may be complicated for users with little  
computer experiences due to absence of necessary wizards. 
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In this paper, we develop a Tool for Visualizing Network and Mining (called Vis-
NetMiner). This tool proposes a uniform multi-dimensional data model to support the 
multi-dimensional analysis of networks. It integrates powerful analytic methods and 
visualization technologies. In addition, the workflow management is used for provid-
ing an integrated analytic process. 

2   Related Work 

A number of tools have been designed for the social network analysis and visualiza-
tion. For example, ArnetMiner [3], PaperLens [5], and CiteSpace [6] aim at data 
analysis and visualization in academic networks. These systems provide powerful 
statistical analysis and search services on authors, papers and conferences. However, 
it is very difficult to use them to analyze data in other fields.  

Some tools focus on special analysis functions. For example, C-Group [7] is a vis-
ual analytic tool for pairwise analysis of dynamic group membership over time, and 
CFinder [4] is a fast program locating and visualizing overlapping, densely intercon-
nected groups of nodes in undirected graphs.  

Besides, some other tools can not only analyze networks in various fields, but also 
provide powerful capabilities of data analysis and visualization. The Network Work-
bench (NWB) [8] develops a large-scale network analysis, modeling, and visualiza-
tion cyberinfrastructure for biomedical, social science, and physics researches. The 
Information Visualization CyberInfrastructure (IVC) [9] is a toolkit for information 
visualization, which includes many basic tools such as Prefuse [10]. Although these 
tools are comprehensive and powerful, the independent analytic functions cause the 
absence of integrated analytic process. 

3   System Architecture 

In this section, we will present the architecture of VisNetMiner. To make VisNet-
Miner more flexible, reusable and understandable, we divide the framework into  
different layers based on their functions. As illustrated in Fig. 1, the system mainly 
consists of four layers. 

1. Data Source Layer. This system can handle different kinds of data sources in-
cluding database, text file and GraphXML. A uniform access interface shields 
the details of the underlying data. 

2. Data Model Layer. Data modeling has two steps: 1) data preprocessing is exe-
cuted to collect and clean data; 2) network extraction transforms different data 
into the multi-dimensional model. In addition, this layer includes another impor-
tant module: data configuration management. It is responsible for managing the 
configuration information of data preprocessing and network extraction. 

3. Visual Analysis Layer. This Layer aims at analysis and visualization of multi-
dimensional data model. On the one hand, there are three analysis modules: 
multi-dimensional analysis, statistical analysis, and social network analysis.  
On the other hand, there are three visualization modules: chat visualization, net-
work visualization, and visualization filter. The analysis and visualization are 
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correlative dependence and interplay. The analysis provides data for visualiza-
tion and inversely visualization guides the further analysis. Similarly, this layer 
also includes visual analysis configuration management. 

4. User Access Layer. In order to improve flexibility of system, we design C/S and 
B/S model. The C/S model is implemented with more efficiency, but the B/S 
model is relatively flexible and can be easily modified. 

 

Fig. 1. The architecture of VisNetMiner 

On the right part of Fig. 1, the workflow management supports different layers as 
an integrated tool. It is mainly responsible for coordinating data processing, analysis 
and visualization in an analytic process. 

4   Design and Implementation of VisNetMiner 

4.1   Data Model 

Traditionally, the information of network is usually represented based on some simple 
data tables. However, this method isn’t sufficient to represent the whole information 
of networks. We propose a uniform multi-dimensional data model for analyzing net-
works from different perspectives of entities and their relationships. VisNetMiner 
concentrates on analyzing relationships among entities instead of analyzing the enti-
ties from different dimensions as in data warehouse. Fig. 2 takes an example to illus-
trate our data model. The original data sources include comprehensive information of 
authors and papers. They have been changed into two entity dimension tables and two 
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relationship measurement tables. We can select different relationships under different 
dimensions of entities to do multi-dimensional analysis. For example, when we 
choose EntityTable2 and Relation2, the entity is representative of province and the 
relationship represents two provinces have some authors with the same published pa-
pers. We can also choose more than one relationship measurements to analyze the 
network under a dimension of entities, in which two entities have multiple relation-
ships. In addition, the network extraction configuration management module provides 
the configuration wizards for users to define extraction rules. According to these 
rules, users can get the appropriate multi-dimensional data model which accords with 
their analytic demands. After that, the data model is stored by the data model configu-
ration management module. 

Here we summarized four contribution of this multi-dimensional data model as fol-
lows: 1) this model remains the semantic information of network; 2) it can shield the 
diversity and complexity of data; 3) it also provides a solid foundation for multi-
dimensional analysis; 4) it speeds up the data query and analysis. 

 

Fig. 2. Multi-dimensional data model. The entity table (EntityTable) and the relation table (Re-
lationTable) describe the base information of entities and relationships which are extracted 
from OriginalTable1 and OriginalTable2. EntityTable1 and EntityTable2 which are derived 
from EntityTable describe two dimensions of author and region. Derived from RelationTable, 
Relation1 and Relation2 represent different relationships under different dimensions of entities. 

4.2   Visualization 

After the data processing, users can visualize the networks. To make the visualization 
functions more flexible, VisNetMiner has adopted many technologies such as Prefuse 
[10] and JUNG 2.0 [11]. Our system can display many kinds of networks, such as the 
undirected graph, the multi-model graph etc. Additionally, JFreeChat class library is 
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used to display pie, bar and line charts for the statistic analysis. This system also has 
many convenient functions. For example, the multi-windows are realized for display-
ing multi-graphs; the transformation of graphs among different dimensions can be 
conveniently done by mouse operations. 

4.3   Data Analysis 

4.3.1   Statistic Analysis 
Statistic analysis mainly focuses on providing users with the statistic information of the 
target data. There are two kinds of indicators needing statistic analysis: 1) the attributes 
of entities and relations; 2) static characteristics of networks such as clustering coeffi-
cient, degree distribution etc. These statistic results can be visualized by charts. 

4.3.2   Social Network Analysis 
Social network analysis is the study of social networks to understand their structure 
and behavior.We will briefly introduce three social network analysis methods used in 
our system. 

1. Static Characteristics Analysis. There are many static characteristics such as 
the average path length, clustering coefficient, connected components etc. 
Different static characteristics represent different meanings. For example, the 
average path length is used to describe the separability of the network.  

2. Community Detection. Revealing the community structures does much  
favors to understand the structures and characteristics of networks. Many  
algorithms have been employed by our system, such as GN [12] and  
K-Clique-Community Detection Algorithm. 

3. Egocentric Network. As the scale of networks is getting larger and larger, 
reducing size of graphs becomes very important. The egocentric network 
analysis technology which examines only a node's immediate neighbors and 
associated interconnections can help users to focus on the related information 
of this node in network. 

4.4   Workflow Management 

Many network analyses have the similar procedures. These procedures include data 
preprocessing, network extraction, data analysis and visualization. They can be repre-
sented as a configurable workflow module and do cooperative work. The workflow 
management is responsible for coordinating these configurable modules and provides 
users with a clear view of network analysis. It also provides UI to make users easily 
operate. Users can simply modify the configuration files to change the internal states 
of these processes. 

5   Case Study 

In this section, we will use VisNetMiner to explore academic collaboration networks 
and get the collaboration patterns between authors. The data set used is from the  
records of papers in “Chinese Journal of Virology” spanning from 1999 to 2004. 
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5.1   Building Data Model 

The multi-dimensional data model in this case study has been illustrated in Fig. 2. From 
OriginalTable1 and OriginalTable2, we want to analyze the co-author network first. 
Then, we will construct the collaboration network between regions which is called  
co-region network for short. The evolution of co-author network will be analyzed  
finally. 

5.2   Analyzing Co-author Network 

As Fig. 3 (A) shows, there are 2083 authors and 12279 co-author times in this co-
author network. The network is too large, so we only select the largest connected sub-
graph to analyze. And then we use the GN algorithm to detect communities in this 
subgraph. As shown in Fig. 3 (B), there are 32 communities in which the largest 
community has more than 60 members, and the smallest one just has less than 10 
members. Through analyzing the practical situation, we can find that many members 
in a community are from the same region or adjacent regions. For example, most of 
authors in community 1 come from mid-China. In further analysis, almost all authors 
in community 2 come from Zhejiang University. In this case, we can see that regional 
collaboration happens frequently. 

 

  

(A) (B) 

Fig. 3. (A) The entire co-author network. (B) The community structure in the largest connected 
subgraph. 

5.3   Analyzing Co-region Network 

As shown in Fig. 4 (A), we can see that nodes in this graph almost include all prov-
inces of China. In addition, more collaboration usually occurs in the interior but less 
between countries. Statistic analysis shows that the top four regions with high col-
laboration times are Beijing, northeast, Guangdong and Zhejiang. These regions 
communicate ideas closely not only in the interior but also with other regions. For 
example, Beijing has 3045 collaborations in the interior and 4845 with other regions. 
As a consequence, we can find that the regions, such as Beijing, may be the back-
bones with more innovative technologies; inversely, the regions such as Qinghai with 
few collaboration times seem to be on the fringe of virology research. 
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5.4   Analyzing Evolution of Co-author Network 

In this section, we will reveal the evolution of co-author network from year 1999 to 
2004. As shown in Fig. 4 (B), we can draw the following conclusions: 1) the number 
of authors and collaboration times are both enlarging; 2) as years pass by, the coop-
eration becomes much closer so that some connected subgraphs have the tendency to 
combine; 3) in further analysis, the collaboration papers which are signed with green 
labels are related with the topic of SARS. It may be inferred that social events could 
influence the rise and fall of the research area. 
 

(A) (B)  

Fig. 4. (A) Co-region network. (B) The evolution of co-author network. 

6   Conclusions 

This paper presents a Tool for Visualizing Network and Mining, called VisNetMiner. 
VisNetMiner has a flexible architecture. A multi-dimensional data model is proposed 
to enrich the analytic functions. Powerful data processing, analysis and visualization 
functions are included in the system as an integrated workflow. The paper has taken 
an academic collaboration network to illustrate the application of the tool. 

Many work are desire to be done for completing the system further in the future. A 
better data model can be designed to support the quick query. The multi-dimensional 
cube for graph can be constructed to improve the analytic functions. 
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Abstract. Anomaly detection or novelty detection has emerged as a powerful 
tool for masquerade detection during the past decade. However, the strong de-
pendence of previous methods on uncontaminated training data is a matter of 
concern. We introduce a novel masquerade detection algorithm based on a  
statistical test for system parameter drift of time series data. The approach pre-
sented may exploit attack-free training data if provided, but is not dependent on 
it. It transforms the string of commands into a symbol sequence, respectively 
using the average time index difference of symbols identical to the symbol 
found at a particular index for anomaly detection. We evaluated the method  
using the standard data set provided by Schonlau et al., both including and ex-
cluding the use of training data. We report the results achieved with and without 
training data, and compare them to the results attained by several conventional 
methods using training data.  

Keywords: Anomaly Detection, Masquerade Detection, Training Data, Unsu-
pervised Anomaly Detection, Time Series Analysis. 

1   Introduction 

Novelty Detection has emerged as a new concept of system monitoring during the last 
decade. It defines an error as a deviation from the normal system behavior previously 
observed. Because this test does not require any knowledge of the output data prob-
ability distribution of an erroneous system state, contrary to the optimum test given by 
the Neymann-Pearson Lemma[1], errors previously unknown may be detected.  

Novelty detection methods based on statistical classification may be divided into 
two large groups. The first group uses the most recent L observations, xn-L,…,xn-1, to 
calculate the probability of the present data xn[2]. Contrary, the second group employs 
supervised learning prior to use, requiring training data guaranteed to have been gen-
erated by a normal system in order to build a statistical profile of the normal system 
output[3]. 

Regarding the field of network intrusion detection, numerous methods applying 
novelty detection for processing traffic data generated by a network have been pro-
posed. Because attack-free training data as required by the second group mentioned 
above is difficult to acquire, several methods for detecting and removing attacks buried 
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in training data have been devised. Such approaches are usually referred to as unsuper-
vised anomaly detection. 

Previous efforts of unsupervised anomaly detection concentrated on detecting at-
tacks buried inside regular network traffic[4][5]. However, in case of masquerade de-
tection, which presents a very special case of network intrusion detection, network 
traffic data will show no anomalies. Masquerade detection relies solely on the pattern 
analysis of command line input or the sequence of system calls generated by a user 
who performed a regular login, as may be retrieved from an audit log.  

Although the general idea had been around for some time, the first systematic 
comparison of several statistical classifiers processing the command line input for the 
purpose of masquerade detection by means of anomaly detection was published in 
2001[6], at the same time introducing the data set commonly used for evaluation of 
the various new detection methods[7]-[10] proposed thereafter. Without exception, 
those methods adopted the original supposition of the availability of attack-free train-
ing data. Although two methods were proposed regarding the problem of unsuper-
vised anomaly detection using sequences of system calls[11][12], the adaption to the 
analysis of command line input is hampered by the fact that the efficiency of both me-
thods relies on the visibility of any system call, which strictly limits the number of 
possible symbol sequences.  

Our method solves the problem of both supervised and unsupervised anomaly de-
tection with respect to command line input while avoiding the setbacks of many me-
thods relying on attack-free training data: too many parameters (which often have to 
be set using the trial-and-error method) and high computational cost. We subse-
quently show that if certain premises regarding command generation and structure 
hold, we may exploit time index differences of identical commands within the overall 
log data sequence, modifying a method for testing real valued data[13], in order to  
detect data generated by a masquerade attack with high efficiency. 

2   Theoretical Background and Statement of Algorithms 

2.1   Average Index Difference of a Symbol 

We are given a sequence of n commands. It may or may not contain a portion of 
commands generated by a masquerader. The commands may be thought of as sym-
bols x drawn from a finite alphabet, with the alphabet size Z being determined by the 
number of different commands observed. The generation of intrusions may be inter-
preted as a change of the internal state of the symbol source, which may switch from 
‘normal’ to ‘intrusion’ or vice versa.  

We subsequently list some premises made with respect to symbol generation: 

1. Stationary Ergodic Symbol Generation: 
The symbols are supposed to be output by a stationary ergodic source. A 

symbol x observed at index j may either have been generated according to  

PX
n (x) =

def

P X = x normal( ) (1)
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or  

PX
i (x) =

def

P X = x intrusion( ) , (2)

with x ∈ 1,...,Z{ }. Neither probability is known to us. 

2. Intrusion Data Generation: 
Intrusion data, if existent, is generated as a single continuous symbol subse-
quence of unknown length li within the overall sequence of length n, which is 

assumed to be bounded by b ≤ li ≤ n

3
. b << n  is henceforth referred to as the 

minimum intrusion length or block length, and is supposed to be known.  
Let Δ x( )  stand for the interval between two consecutive occurrences of 

x ∈ 1,...,Z{ } (see Fig. 1 a)). The expected value of Δ x( ) in either intrusion or normal 

state of the source is given by E Δ x( )( )= 1
PX x( )

 from Kac's Lemma[1] .  

The average index difference Tj x( ) of the symbol x found at index j is defined as 

the average over the respective index differences of the symbol x found at index j and 
all symbols of identical value x within the whole of the sequence of length n. Using 
the notation depicted by Fig. 1 a), Tj x( ) is written as follows: 

Tj x( )=
def

j − jo
b( )

o=1

Cb

∑ + jq
a − j( )

q=1

Ca

∑
Cb + Ca

 . 
(3)

 

Fig. 1. a) Index notation of identical symbols x. b) Online detection using m symbols. 

2.2   Expected Value of the Average Index Difference 

If no intrusion is present, we only have to consider PX
n (x)∀x ∈ 1,...,Z{ } , 

∀j ∈ 1,...,n{ }. The expected values of Cb and Ca  are the product of the length of 

the subsequence below/above j and PX
n (x). Using these expected values, as well as 

Kac`s Lemma, on (3), the expected value of the average index difference can be  
approximated by  
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E Tj x( )( )≈ 1

n ⋅ PX
n x( )

o

PX
n x( )

+ q

PX
n x( )q=1

n− j( )⋅PX
n x( )

∑
o=1

j ⋅PX
n x( )

∑
⎛ 

⎝ 
⎜ 
⎜ 

⎞ 

⎠ 
⎟ 
⎟ =

= j

2
⋅

j ⋅ PX
n x( )

n ⋅ PX
n x( )

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ +

n − j( )
2

⋅
n − j( )⋅ PX

n x( )
n ⋅ PX

n x( )
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ +

1

2 ⋅ PX
n x( )

 (4)

E Tj x( )( )≈
j 2 + n − j( )2

2 ⋅ n
= j

n
−1

⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ ⋅ j

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ +

n

2
≥ n

4
 . (5)

The first two terms of (4) show the effect of taking the average of the index differ-
ences. The expected value of the average index difference mainly consists of the 
weighted sum of the differences between the index j and centroid indices of closed ar-
eas of time-invariant probability distribution below and above the index j. The 
weights consist of the average percentage of symbols contributed by the respective 
area. The third term of (4) reminds us that in case of very small generation probability 
compared to sequence length n, above approximation formula becomes futile. 

Table 1. Bounds of the Expected Value of Tj x( ) in Case of One Intrusion 

 PX
n (x) << PX

i (x) PX
n (x) ≈ PX

i (x) PX
n (x) >> PX

i (x) 

 
j inside E Tj x( )( )≤ li

2
 E Tj x( )( )≥ n

4
 E Tj x( )( )≥ n + li

4
 

 
j outside E Tj x( )( )≥ li

2
 E Tj x( )( )≥ n

4
 E Tj x( )( )≥ n − li

4
 

 
Using an approach similar to the case of no intrusion, the expected value of the av-

erage index difference in case of one intrusion may be calculated both for the case of j 
located inside and for the case of j located outside the intrusion, respectively consider-
ing three different pairings of the generation probabilities. The bounds of the expected 
value of the average index difference thus deduced are shown in Table 1, and will be 
used later for explaining the parameter selection of the algorithm. 

2.3   Statement of Algorithm of Masquerade Detection without Training Data 

By assigning an individual integer code number to any command, a sequence of n 
commands is transformed into a symbol sequence. A subsequence is classified as 
generated by intrusion if the percentage of symbols showing an average index differ-
ence below a certain limit τ th  surpasses a certain percentage threshold c th . The ap-
proach is based on the assumption that the overall sequence of n commands exhibits a 
single symbol subsequence of a certain length li generated by intrusion. Thus, the 
symbols characteristic of the intrusion (i.e. commands frequently used by the intruder 
but not by the regular user) will show a smaller average index difference, because the 
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majority of the identical symbols will be located close to the symbol compared to the 
overall sequence length n. 

A subsequence of length b, which is called a block hereafter, is classified using the 
subsequent algorithm: 

1. average index difference and percentage calculation:  
Calculate the percentage c of the b symbols featuring an average index differ-
ence of Tj x( )≤ τ th 0 ≤ τ th ≤ n( ). The average index difference of singular 

symbols is supposed to be zero. 

2. percentage evaluation:  
If c ≥ τ th 0 ≤ c th ≤1( ), the block is classified to have been generated by an in-

trusion. 

After stating the algorithm, we move on to examining the setting of the parameter 
τ th . The task of the step employing τ th  is to search for symbols that were generated 
by an intrusion and are characteristic of the intrusion when compared to the normal 
output ( PX

n (x) << PX
i (x)). 

As for the case of no intrusion and one intrusion, using the upper and lower bounds 
given by Table 1 and (5), we deduce we have to search for symbols x satisfying 

Tj x( )≤ li

2
 and Tj x( )≤ n

4
 , (6)

while excluding symbols satisfying 

Tj x( )≥ n − li

4
 or Tj x( )≥ li

2
 . (7)

The two value ranges given by (6) and (7) will not overlap as long as the intrusion 

length satisfies li ≤ n

3
. Therefore, the optimum parameter setting is 

τ th = li

2
≤ n

6
 . (8)

Because, apart from the bounds given before, the intrusion length li is unknown to 
us, we have to choose the setting of τ th  used by the algorithm based on a theoretical 

evaluation of the impact of possible misestimations τ th ≠ li

2
. If the primary goal is to 

completely detect any possible intrusion of length li ≤ n

3
, deliberately overestimating 

the intrusion length li by choosing a setting close to 

τ th = n

6
 (9)

is preferable. On the contrary, if the primary goal is to minimize the misclassification 
rate of normal blocks, choosing a substantially lower threshold is reasonable. 
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2.4   Extension of Algorithm to Masquerade Detection Using Training Data 

We also applied our method to the classic masquerade detection scenario featuring the 
usage of m symbols of clean training data. Supposing online detection, we only used 
the most recently generated m symbols not classified intrusion for evaluation of the 
current block. 

Figure 1 b) shows the approach using the present data block as well as the m most 
recently generated symbols, which consist of symbols not classified intrusion outside 
a window of w blocks and all symbols inside the same window besides the current 
block.  

The most significant change compared to the detection without training data is the 
fact that now the misclassification of one block may influence the classification of 
subsequent blocks (progressive error accumulation).  

In contrast to the default threshold of masquerade detection without training data 
given by (9), the threshold used for masquerade detection with training data is opti-

mized to τ th = li

2
≤ w ⋅ b

2
. This is possible because the training data enables us to limit the 

position and number of possible intrusion blocks to the window of length w. Even if 
some intrusion blocks might escape detection, the constant outdating of blocks will 
limit the impact. 

2.5   Computational Complexity 

The computational complexity depends on the test data size n, the block length b, the 
alphabet size Z, and the training data size m. 

The computational cost of the algorithm using no training data can be upper 
bounded by a function of order  

O Z ⋅ n( ) . (10)

The algorithm using training data for online detection requires processing power 
upper bounded by a function of order 

O Z ⋅ m + n + m ⋅ n

b2

⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ + n

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  . (11)

3   Evaluation of the Methods Presented 

Applying our method to the common data set[6], we use m = 5,000, n = 10,000  and 
b =100. For evaluation of the results achieved, we present the ROC curves returned, 
also plotting the results of two cutting-edge training data-based statistical classifiers 
for comparison[8][9].  

The performance of detection without training data shows a strong dependence on 
the choice of the parameter τ th . Fig. 2 a) - f) shows the results for descending τ th , 
with the curve created by respectively raising c th  from zero to 100%. The results for 
c th = 20%  illustrate the correctness of the theoretical considerations regarding the 
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choice of τ th  presented in section 2.3. The setting of τ th ≈1,700 offers a high detec-
tion rate at the prize of a substantial misclassification rate of the normal blocks. Set-
tings of τ th ≤1,000 minimize the misclassification rate, but the rate of detected intru-
sion blocks will drop steadily, with an especially sharp decline for any setting below 

half of the expected intrusion length li( τ th <
E li( )

2
= 5 ⋅100

2
= 250).  

As for results achieved using training data, Fig. 2 d) shows the return for a setting 

w = 4and τ th = w ⋅ b

2
= 200. The method performs well, coming close to the previous 

optimum results. 

 

Fig. 2. a) - f) Results without training data for (a)τ th = 1,700, (b)τ th =1,500, (c) τ th =1,000, 
(d)τ th = 700, (e) τ th = 500, (f) τ th =100. The round mark respectively shows the point within 
the ROC curve returned by c th = 20%. g) Results of online detection using the m = 5,000 
most recent symbols. 

4   Conclusion 

The method of average index differences introduced offers three important advan-
tages over conventional methods: The independence from training data, the low com-
putational complexity, and the theoretical foundation of parameter selection. 



626 S.J. Skudlarek and H. Yamamoto 

However, the detection of two separated intrusion block sequences, the theoretical 
estimation of the impact of misclassification in case of online detection, as well as the 
problem of soft decision on the average index difference(instead of the present hard 
decision using τ th ) require further examination.  
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Abstract. Outlier detection is an important branch in data mining field. It pro-
vides new methods for analyzing all kinds of massive, complex data with noise. 
In this paper, an outlier detection algorithm is presented by introducing the arbi-
trary shape clustering approach and discussing the concept of abnormal cluster. 
The algorithm firstly partitions the dataset into several clusters by proposed clus-
tering approach. Outliers are then detected from the cluster set according to the 
abnormal cluster concept. Moreover, by introducing inter-cluster dissimilarity 
measure, the proposed algorithm gains a good performance on the mixed data. 
The experimental results on the real-life datasets show our approach outperform 
the existing methods on identifying meaningful and interesting outliers. 

Keywords: Outlier detection, arbitrary shape clustering, the mixed data,  
dissimilarity measure, data mining. 

1   Introduction 

Outlier detection has a wide range of applications such as credit card, insurance, tax 
fraud detection, intrusion detection and many other areas. It aims at finding the obser-
vation deviating so much from other observations as to arouse suspicions that the 
observation was generated by a different mechanism [1]. The traditional approaches 
of outlier detection can be classified as either distribution-based, distance-based,  
density-based or clustering-based [2]. 

This paper proposes an outlier detection algorithm based on clustering. The algo-
rithm firstly looks for the arbitrary shape clusters in the mixed data. By this means the 
natural clusters can be found. It regards the small-scale cluster as a candidate abnor-
mal cluster, and then determines its final end-result by computing the number of its 
near neighbors. If the number is less than the specified threshold value then the cluster 
is taken as a true abnormal cluster. It is more reasonable regarding the small-scale 
clusters as the candidate abnormal clusters in term of their sizes. Every object in the 
true abnormal cluster is considered as an outlier. The proposed method achieves both 
higher detection rate and lower false positive rate than previous methods.   
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The rest of this paper is organized as follows. The related works are introduced in 
section 2. In Section 3, some definitions used in the paper are formalized. Section 4 
introduces the clustering-based outlier detection algorithm. The experimental results 
are reported in section 5 and a section of concluding remarks follows. 

2   Related Works 

The problem of outlier detection in categorical data is formally defined as an optimi-
zation problem from a global viewpoint in [3]. Moreover, a local-search heuristic 
algorithm for efficiently finding feasible solutions is presented. In [4], a very fast 
greedy algorithm for mining outliers under the same optimization model is presented. 
In [5], the authors present concrete cooperation between automatic algorithms, inter-
active algorithms and visualization tools: the evolutionary algorithm is used for  
obtaining optimal dimension subsets which represent the original dataset without 
loosing information for unsupervised mode (clustering or outlier detection). 

Clustering and outlier detection are closely related. From the viewpoint of the clus-
tering, outliers are objects not locating in any cluster while in the context of outlier 
detection they may represent outliers. Some clustering algorithms, such as DBSCAN, 
BIRCH, ROCK, WaveCluster can handle outlier to some extent. In the context of 
outlier detection, clustering has attracted interests from researchers. 

Several clustering-based outlier detection approaches are proposed in [6-8]. They 
firstly divide the initial dataset into a set of individual clusters by using some clustering 
algorithms and then detect outliers on the basis of clustering. However, a large part of 
these approaches have their limitations. [6] and [8] are limited to some special cases. 
They can handle only the continuous data and the categorical data respectively. The 
clustering algorithm in [7] is also not reasonable due to its regarding small clusters as 
abnormal clusters, instead, the algorithm may erroneously partition a non-convex  
cluster into some small clusters which are finally regarded as abnormal clusters. 

3   Notation and Definition 

Given the cluster 1C  and the cluster 2C , the object p  and the object q  of dataset D 

which is featured by m  attributes ( cm  categorical and nm  continuous), c nm m m= + . 

iD  is the i th categorical attribute. | iC D  denotes the  projection of C  on iD . Sup-

pose the number of 1 | iC D  is 
1| iC Do , 

1 1|0
iC D co n≤ ≤ . Similarly the number of 2 | iC D  is 

2 | iC Do , 
2 2|0

iC D co n≤ ≤  and the number of 1 2( ) | iC C D∪  is 
1 2( )| iC C Do ∪ , 

1 2 1 2( )| | |0 ( )
i i iC C D C D C Do o o∪≤ ≤ + . 

We modify the cluster feature in [9] and [10] to denote a cluster. 

Definition 1. CF  

For a cluster C , the cluster feature CF  is defined as: ( , , )CCF n AbsFreq Cen= .  

Cn  is the number of objects in C  and AbsFreq  is the absolute frequency of the  
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categorical attribute value, 1 2=( , ,..., ).
cmAbsFreq AbsFreq AbsFreq AbsFreq  

|{( , ( )) | }
ii C D iAbsFreq a AbsFreq a a D= ∈ , 1 ci m≤ ≤ . Cen  is the centroid of the 

continuous attribute, 1 2( , , , )
nmCen c c c= .  

CF  is used for denoting the cluster characteristic information. It satisfies additiv-
ity property. If the clusters 1C  and 2C  are merged the new cluster is denoted as 1C . 

1C  is updated as follows: 
1 1 2C C Cn n n= + . For the categorical attribute iD , if there 

exists the same value ia  , the absolute frequency of ia  is 
2 | ( )

iC D iAbsFreq a  in 
(2)
iAbsFreq , after merging the absolute frequency in 1C  becomes  

1 1 2| | |( ) ( ) ( )
i i iC D i C D i C D iAbsFreq a AbsFreq a AbsFreq a= + . (1)

Otherwise, the attribute value ia  and the corresponding absolute frequency is di-

rectly added to (1)
iAbsFreq . For the i th continuous attribute the centroid becomes 

1 2

1 2

(1) (2)

(1) i C i C

i
C C

c n c n
c

n n

× + ×
=

+
. (2)

Definition 2. Absolute frequency 

For the cluster ,C  a  is a value of the categorical attribute iD , the absolute frequency 

of a  in C  with respect to iD  is defined as 

| ( | ) | |( ) 0 ( ) .
i i i iC D C D a C D C DAbsFreq a o AbsFreq a o== ≤ ≤，  (3)

According to the definition 2 the relative frequency of a  in C  with respect to iD  

can be denoted as  

| | |Re ( ) ( ) / ,0 Re ( ) 1.
i i iC D C D C C DlFreq a AbsFreq a n lFreq a= ≤ ≤  (4)

Definition 3. The distance between the cluster 1C  and the cluster 2C  

The distance is defined as (1) (2)
1 2

1

( , ) ( , ) /
m

i i
i

d C C dif C C m
=

=∑  where (1) (2)( , )i idif C C  is 

the dissimilarity measure between 1C  and 2C  on the i th attribute. For the categorical 

attribute iD , 

1 2

1 2 1 2 1 2

| |(1) (2)

( )| | | ( )|

| Re ( ) Re ( ) |
( , )

(Re ( ) Re ( ))
i i

i i i i

C D C D

i i
a C C D C D C D C C D

lFreq a lFreq a
dif C C

lFreq a lFreq a o∈ ∪ ∪

−
=

+ ⋅∑ . (5)

If 2 | ,ia C D∉  
2 |Re ( ) 0

iC DlFreq a = . Otherwise, if 1 | ia C D∉   
1 |Re ( ) 0

iC DlFreq a = . 

Therefore: 
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1 2 1 2

1 21 2 1 2 1 2

| | | |(1) (2)

( )|( )| | | ( )|

| Re ( ) Re ( ) |
( , ) 2

(Re ( ) Re ( ))
i i i i

ii i i i

C D C D C D C D

i i
a C C DC C D C D C D C C D

o o lFreq a lFreq a
dif C C

o lFreq a lFreq a o∈ ∩∪ ∪

+ −
= − +

+ ⋅∑ . (6)

While for the continuous attribute (1) (2) (1) (2)( , )i i i idif C C c c= − . 

Specially, when an object is taken as a cluster and the distance between p  and C  

can be computed that is 
1

( , ) ( , ) /
m

i i
i

d p C dif p C m
=

=∑  where ( , )i idif p C  is the distance 

between the object p  and the cluster C  on the i th attribute. For iD , 

|

( )| ( )|
|

|1 Re ( ) |
( , ) ( 1) /

1 Re ( )
i

i i

i

C D i

i i p C D p C D
C D i

lFreq p
dif p C o o

lFreq p ∪ ∪

−
= + −

+
. (7)

While for the continuous attribute ( , )i i i idif p C p c= − . 

Definition 4. Merged clusters 

If the distance between 1C  and 2C  satisfies 
1 21 2 ( ) ( )( , ) C Cd C C r r≤ +  1C  and 2C  are 

called as the merged clusters. ( )Cr  is the radius of the cluster C  that is the distance 

from the farthest object q  in C  to the cluster C  itself. It is denoted as 

( ) max( ( , )),Cr d q C q C= ∀ ∈ . 

The clusters satisfying the definition 4 can be merged. The merging process is op-
erated according to the additivity property of the cluster feature CF . 

Definition 5. Near neighbor of object p  

Given threshold value v , if the distance between p  and q  satisfies ( , )d p q v≤  q  is 

called as a near neighbor of p . 

If the common objects number between the set of the near neighbors of p  and the 

cluster C  is k , then the similarity degree between p  and C  is denoted as 

( , )Sim p C k= . 

The definition 5 can be extended to the near neighbor of cluster. Given threshold 
value nr , if the distance between 2C  and 1C  satisfies 1 2( , )d C C nr≤ , 2C  is regarded 

as a near neighbor of 1C . 

Definition 6. Candidate abnormal cluster 

If the number of objects in C  is less than the given threshold value min nc  the clus-
ter C  is called as a candidate abnormal cluster. 

Definition 7. Abnormal cluster 

If the near neighbors number of the candidate abnormal cluster C  is less than the 
given threshold value nn , C  is regarded as an abnormal cluster. 

The abnormal cluster is taken as a whole in which every object is viewed as an outlier. 
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4   The Outlier Detection Algorithm 

4.1   Overview 

Clustering process can be divided into the merging, adding and updating. For an ob-
ject p  it either is absorbed by a cluster, or creates a new cluster including itself. The 

first preference is to absorb the object into an existing cluster. We first compute the 
distance between p  and every existing object in order to find all the near neighbors 

of p . If there exist the near neighbors of p  and the clusters containing the near 

neighbors exist then merging is performed. We compute the similarity degree be-
tween p  and all the cluster containing the near neighbors of p . The object is added 

to the most similar cluster. If there does not exist the near neighbor of p  in the exist-

ing clusters, p  is viewed as a singleton which is finally taken as a new cluster.  

Outlier detection is performed on the basis of the clustering. All the clusters are 
sorted according to their magnitudes. The small clusters are regarded as the candidate 
abnormal clusters. The near neighbors of every candidate abnormal cluster are com-
puted. If the number of the near neighbors satisfies the definition 7 that is the outlier 
requirement, the cluster is the true abnormal cluster. 

4.2   The Proposed Algorithm 

The algorithm uses the most similar principle to divide dataset into different clusters 
firstly. The outlier detection is performed on the basis of the clustering result. It is 
described as follows. 

Step 1: Initialize an empty set, and read a new object. 
Step 2: Create a cluster with the object. 
Step 3: If the dataset is empty, go to step 7, else read a new object p  and look for all 

the near neighbors of p . 

Step 4: Compute the number of the clusters containing the near neighbors of p  which 

is denoted as l . If 0l =  there does not exist the near neighbor of p  then go to step 2. 

Step 5: Otherwise determine the merged clusters among the l  clusters. Merge all the 
merged clusters and modify the corresponding CF . 

Step 6: Add p  into the most similar cluster and update the cluster feature CF . Go to 

step 3. 
Step 7: All the clusters are sorted according to their respective magnitude. The small 
clusters are taken as the candidate abnormal clusters. 
Step 8: Compute the near neighbors number of every candidate abnormal cluster.  
Step 9: If the number is less than the threshold value nn  then the cluster is taken as 
the true abnormal cluster and every object in it is regarded as an outlier. 
Step 10: Stop. 
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5   Empirical Results 

5.1   Experimental Setting and Evaluation 

In order to test the quality of the proposed algorithm, we ran our algorithm on the real-
life datasets. The experimental results demonstrate the effectiveness of our method 
against other methods. All the experiments are performed on a 2.2GHz Intel Pentium 
IV processor computer with 512MB memory, running on Windows XP professional. 
Our algorithm is implemented in VC6.0. 

The Clustering Result. The clustering accuracy [11] is used as a measure of a cluster-

ing result. It is defined as 
1

/
c

i
i

n Nϕ
=

=∑  where in  is the number of object occurring in 

both the i th cluster and its corresponding class and N  is the number of objects in the 
dataset. c  is the resultant number of clustering. 

The Outlier Detection Result.   We use the parameters such as detection rate ( DR ) 
and false positive rate ( FR ) [10] to measure the performance of the outlier detection. 
The detection rate is defined as the ratio of the detected outliers to the total outliers, 
and the false positive rate is defined as the ratio of the normal records detected as the 
outliers to total normal records. 

5.2   The Real-Life Datasets 

We use the datasets from the machine-learning databases of the UCI repository to test 
the validity of the algorithm [12]. 

Lymphography Dataset. Lymphography dataset has 148 records with 18 categorical 
attributes. The records have been divided into four classes: class one (with two re-
cords) and class four (with four records) are the rare class, and the records in the rare 
class are regarded as outlier. 

Table 1. Lymphography outlier detection result 

v accuracy c minnc nr nn DR FR 
0.1 100% 145 6 0.32 4 100% 7.75% 
0.16 99.32% 128 6 0.25 4 100% 53.52% 
0.16 99.32% 128 6 0.3 4 100% 12.68% 
0.16 99.32% 128 6 0.32 2 100% 2.82% 
0.16 99.32% 128 6 0.32 4 100% 7.04% 
0.16 99.32% 128 6 0.34 4 83.33% 2.11% 
0.2 75% 59 6 0.32 2 100% 9.86% 

 
The experimental results in Table 1 are explained as follows. 
We fixed 0.16v = ， 4nn = ，min 6nc =  and changed nr , the result is showed 

from line 2 to line 4 of Table 1. When nr  value increases the possibility of the cluster 
becoming the candidate outlier descends. DR  and FR  decrease correspondingly. 
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We fixed 0.16v = ， 0.32nr = ，min 6nc =  and changed nn , the result is showed 
line 4 and line 5 of Table 1. When nn  value increases the restriction on the number of 
the cluster near neighbors is stricter. DR  and FR  increase correspondingly. 

Breast Cancer Dataset. The Wisconsin breast cancer dataset has 699 instances with 
9 continuous attributes. Each record is labeled as benign (458 records) or malignant 
(241 records). We remove some malignant records to form a very unbalanced distri-
bution. The resultant dataset had 39 (8%) malignant records and 444 (92%) benign 
records.  

The corresponding clustering and detection results are given in Table 2. From the 
Table 2, it can be seen that as the v  value increases the number of clusters decreases 
remarkably. Clustering is used for picking up speed. Most normal records are filtered 
via clustering. 

Table 2. Breast cancer outlier detection result 

v accuracy c minnc nr nn DR FR 
0.09 99.79% 49 40 0.08 3 97.44% 3.15% 
0.1 99.79% 45 40 0.1 2 100% 2.93% 
0.11 99.59% 43 40 0.08 3 100% 2.93% 
0.12 99.17% 35 40 0.15 3 97.44% 2.70% 
0.13 98.55% 26 40 0.15 3 94.87% 2.48% 
0.15 92.55% 4 40 0.1 3 7.69% 0 

 
Table 3 shows the best performance comparison between our method and [8, 10]. 

The result shows our method is superior to [8, 10].  

Table 3. The contrast results in Breast cancer 

Ref. FR DR 
[8] 5.63% 100%

[10] 24.10% 100%
Our method 2.93% 100%

Kddcup99 Dataset. The dataset contains 41 attributes with 34 continuous and seven 
categorical attributes. It is not suitable for outlier detection based on the whole 
dataset. We randomly choose 38841 normal records and 1618 attack records.  

Table 4. Kddcup99 outlier detection result 

v accuracy c minnc nr nn DR FR 
0.03 99.95% 112 1600 0.03 3 99.01% 2.07% 
0.035 99.95% 75 1600 0.04 3 98.95% 1.90% 
0.035 99.95% 75 1600 0.035 3 98.95% 1.90% 
0.04 99.94% 66 1600 0.03 3 98.83% 1.88% 
0.04 99.94% 66 1600 0.03 2 98.83% 1.88% 
0.06 97.14% 25 1600 0.05 3 28.41% 0.08% 
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Table 4 shows the detection results. Table 5 shows the performance comparison 
between our method and [7, 10, 13]. From the experimental results, we can see that 
our method outperforms [7, 10, 13] and achieves both higher DR  and lower FR . 

Table 5. The contrast results in Kddcup99 

Ref. FR DR 
[7] 8.14% 88% 

[13] 10% 93% 
[10] 1.30% 98.65% 

Our method 2.07% 99.01% 

6   Conclusion 

Outlier detection is an important task for many applications. In this paper we present  
a clustering-based outlier detection algorithm. It is based on the assumption that  
the number of normal records vastly outnumbers that of outliers and records with the 
same classification are close to each other, and records in different clusters are far 
apart. Outlier detection is performed on the basis of clustering which can find the 
arbitrary shape clusters. Furthermore, a new inter-cluster dissimilarity measure 
handling the mixed data is also introduced. The experimental results show our 
algorithm outperformed some other methods. However when computing the similarity 
degree between the new object and the existing clusters and looking for the most 
similar cluster much operations are performed. They are used for computing the 
distance between the new object and every existing object. It is not applicable for the 
large-scale and high dimensional dataset. How to improve the time performance and 
make the detecting process more efficient will be our future work. 
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Abstract. Energy features are of great importance for electroencephalo-
gram (EEG) signal classification in the application of brain-computere
interfaces (BCI). In this paper, we address the problem of extracting
energy features of EEG signals in a feature space induced by kernel
functions. The devised method, based on a recently proposed technique
extreme energy difference (EED), is called kernel extreme energy differ-
ence (KEED). This paper derives solutions which optimize the KEED
criterion by the method of Lagrange multipliers.

Keywords: brain-computer interface (BCI), extreme energy difference
(EED), EEG signal classification, feature extraction, kernel machine.

1 Introduction

A brain-computer interface (BCI) is a communication and control system which
directly depends on brain activities rather than the brain’s normal output of
peripheral nerves and muscles [1]. At present, the main impetus to BCI research
is the expectation that BCI technology will benefit those with severe neuro-
muscular disabilities that prevent them from using conventional augmentative
communication and control devices. Researchers hope that BCI technology can
generate a new channel for people suffering from severe motor disabilities but
cognitively intact to send messages and commands to the external world.

So far, study on BCI systems has mainly involved using surface electrodes to
record electroencephalogram (EEG) signals which reflect changes in neural mass
activities associated with various mental processes. The reason of using surface
electrodes is that this kind of recording is relatively convenient, harmless and
inexpensive compared with other methods [2,3].

The feasibility of using EEG signals for communication and control is largely
dependent on the extent to which they can be reliably recognized. Extracting
effective EEG signal features is a very important component in the process of
increasing the classification accuracy of an EEG-based BCI. This paper focuses
on EEG signal feature extraction using machine learning methodologies. In par-
ticular, we aim at energy feature extraction in terms of spatial filtering.

Spatial filters try to derive EEG signal features by manipulating recordings
from different and often adjacent electrodes so as to concentrate on activities of

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 636–643, 2009.
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a particular spatial distribution. There are several spatial filters commonly used,
such as bipolar derivation, Laplacian derivation, common average reference, prin-
cipal component analysis (PCA), independent component analysis (ICA), and
common spatial patterns (CSP) [4]. Owing to the lack of an explicit discrimi-
native objective function, the significance and potential of the above mentioned
spatial filters can not be understood intuitively. Li and Sun recently presented an
extreme energy difference (EED) method, which has a desirable explicit discrim-
inative objective function [5]. During the whole optimizing process, an eigenvalue
decomposition of a discrepancy matrix between two covariance matrices respec-
tively belonging to two different classes is conducted. However, the performance
of EED can be limited in the sense of its linearity. In fact, any linear algorithm
which can be carried out in terms of dot products can be made nonlinear by
substituting a chosen kernel [6]. Based on this principle, in this paper we incor-
porate EED with the kernel trick and put forward a nonlinear extension of the
EED method called kernel extreme energy difference (KEED).

The rest of this paper is organized as follows. Section 2 briefly reviews the
EED criterion and the energy concept. Section 3 presents the discriminative
KEED criterion for energy feature extraction. Finally, conclusions and future
work are given in Section 4.

2 EED

Physiologically, EEG waves reflect brain activities generated by some inherent
signal sources underneath the surface of the brain cortex. The process of spatial
filtering is supposed to recover these latent sources. The variances of the EEG
signal sources extracted from each category of brain activities can be regarded
as the energy features [7].

In this section, we briefly review the discriminative EED criterion [5] for
energy feature extraction of two classes denoted A and B. This method is based
on the EEG covariances CA and CB from class A and B respectively.

2.1 Feature Extraction of One Source

Denote an observed EEG sample as an N ×T matrix X , where N is the number
of recording electrodes and T is the number of points recorded. In other words,
one EEG sample can be seen as a distribution of T points in the N -dimensional
Euclidean space. Without loss of generality suppose X is normalized and thus
energy difference in varying recording time is eliminated [5]. The mean value of
each EEG sample is usually taken to be zero as a result of bandpass filters.

The estimation for the covariance of one EEG sample can be written as C =
XX ′ with scale 1/T omitted. The covariance of a specific class is computed as
the average of all single covariances to get a more accurate and stable estimate.

Assume only one latent signal source from each class is to be recovered. For an
EEG sample X , the spatially filtered signal with a spatial filter denoted φ(N×1)
will be φ′X . The signal energy after filtering can be represented by the sample



638 S. Sun and J. Li

variance as (φ′X)(φ′X)′ = φ′Cφ where the multiplicative factor 1/T is omitted.
The discriminative EED criterion is defined as follows [5]:

J(φ) = φ′CAφ − φ′CBφ . (1)

For classification, by optimizing (1) using the method of Lagrange multipliers
with constraint φ′φ = 1, two optimal spatial filters φ∗

max and φ∗
min which satisfy

φ∗
max = argmaxJ(φ) and φ∗

min = argminJ(φ) can be obtained. It comes out
that the optimal spatial filters φ∗

max and φ∗
min are two eigenvectors respectively

corresponding to the minimal and maximal eigenvalues of the matrix (CB −
CA) [5]. The energy feature of a new EEG sample will contain two parts which
are respectively the energy values of the sample spatially filtered by φ∗

max and
φ∗

min.

2.2 Feature Extraction of Multiple Sources

Suppose there are m sources to be extracted from one class of brain activities.
Then the m spatial filters for extracting these sources constitute a spatial filter
bank Φ = [φ1, φ2, . . . , φm]. Since the trace of a covariance matrix represents the
sum of signal energy from all the principal direction, it can be used to extend
the discriminative criterion (1) to feature extraction of multiple sources. The
objective function now becomes [5]:

J(Φ) = tr(Φ′CAΦ − Φ′CBΦ), (2)

where tr(·) denotes the trace of a matrix.
By the method of Lagrange multipliers, the optimal filter banks Φ∗

max or
Φ∗

min are solved, which maximize or minimize the energy difference respectively.
The solution Φ∗

max consists of m eigenvectors corresponding to the m minimal
eigenvalues of the matrix (CB − CA), while Φ∗

min is made up of m eigenvectors
whose corresponding eigenvalues are maximal. Each column in Φ∗

max and Φ∗
min

is normalized to have unit length when constructing filters.

3 KEED

The EED method is useful for EEG signal classification since it can guide the
derivation of linear spatial filters through which energy features can be simply
distilled. However, linear spatial filters are certainly not complex enough for
real EEG signals because some signal distributions may have a latent nonlin-
ear structure. The nonlinear combination of signals generated by different elec-
trodes may provide more discriminative features. Therefore, developing nonlinear
spatial filters becomes a very important task.

We attempt to combine the EED method with the kernel trick. The ker-
nel trick attracts many attentions in recent years and a great number of pow-
erful kernel-based learning machines have been proposed, e.g., support vector
machines (SVMs) [8] and kernel Fisher discriminant (KFD) [9].
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A kernel is a function κ that for all x, z ∈ RN satisfies κ(x, z) = (Ψ(x) ·Ψ(z)),
where Ψ is a mapping from RN to an inner product feature space F . The kernel
trick used in this paper is that we first map samples of input space RN into a
certain high dimensional feature space F using a nonlinear map

Ψ : R
N → F , x �→ Ψ(x), (3)

and then pursue linear spatial filters in that feature space. It evaluates the inner
product between the images of two inputs in a feature space using a kernel
function [6].

Let us start with a general notion of the learning problem considered in this
paper. Define XAu = {xAu

1 , . . . , xAu

R } (u = 1, . . . , TA) and XBv = {xBv
1 , . . . , xBv

R }
(v = 1, . . . , TB) to be samples respectively belonging to class A and B with
corresponding sample number TA and TB. An observed EEG sample is con-
sidered as R N -dimensional snapshots. The gross snapshots is defined as X =
{XAu}

⋃
{XBv} = {x1, . . . , xp} with p = R× (TA + TB). The signal covariances

CΨ
A , CΨ

B of class A and B in the kernel space can be written as

CΨ
A = (1/TA)

TA∑
u=1

CΨ
Au

, CΨ
B = (1/TB)

TB∑
v=1

CΨ
Bv

, (4)

where CΨ
Au

and CΨ
Bv

are signal covariances from XAu and XBv . In terms of one-
sample mean mΨ

j = (1/R)
∑R

i=1 Ψ(xj
i ) (j = {Au, Bv}), CΨ

Au
and CΨ

Bv
can be

represented as

CΨ
Au

= (1/R)
R∑

i=1

(Ψ(xAu

i ) − mΨ
Au

)(Ψ(xAu

i ) − mΨ
Au

)′,

CΨ
Bv

= (1/R)
R∑

i=1

(Ψ(xBv

i ) − mΨ
Bv

)(Ψ(xBv

i ) − mΨ
Bv

)′. (5)

3.1 Feature Extraction of One Source

To find the linear spatial filter in F we need to maximize or minimize

J(w) = w′CΨ
Aw − w′CΨ

Bw, (6)

where w ∈ F . From the theory of reproducing kernels we know that any solution
w ∈ F must lie in the span of all training samples in F . Thereby, we can find
an expansion for w in the form

w =
p∑

i=1

αiΨ(xi), (7)
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where αi(i = 1, . . . , p) are coefficients. From equation (4), we have

w′CΨ
Aw = (1/TA)

TA∑
u=1

w′CΨ
Au

w,

w′CΨ
Bw = (1/TB)

TB∑
v=1

w′CΨ
Bv

w. (8)

Combining equations (5) and (7), we get

w′CΨ
Au

w =
1
R

w′
R∑

i=1

(Ψ(xAu

i ) − mΨ
Au

)(Ψ(xAu

i ) − mΨ
Au

)′w

=
1
R

w′
R∑

i=1

(Ψ(xAu

i )Ψ ′(xAu

i ) − mΨ
Au

(mΨ
Au

)′)w =
1
R

α′NAuα,

w′CΨ
Bv

w =
1
R

α′NBvα, (9)

where α′ = [α1, . . . , αp], NS = KS(I − 1R)K ′
S , (KS)p×R(S = {Au, Bv}) is the

kernel matrix for class A or class B with (KS)ij = k(xi, x
S
j ) = (Ψ(xi) · Ψ(xS

j )),
I is the identity matrix and 1R is the matrix with all entries 1/R.

From equations (8) and (9), objective function J(w) can be reformulated as

J(α) =
1

R × TA
α′

TA∑
u=1

NAuα − 1
R × TB

α′
TB∑
v=1

NBvα. (10)

This problem can be solved by the method of Lagrange multipliers with con-
straint w′w = 1 as EED described in Section 2.1.

By virtue of equation (7), the constraint can be translated into

w′w =
p∑

i,j=1

αjαi(Ψ(xi) · Ψ(xj)) = α′K̃α = 1, (11)

where K̃ij = (Ψ(xi) ·Ψ(xj))(i, j = 1, . . . , p). Thus, the Lagrangian can be stated
as

L(α, β) = J(α) + β(α′K̃α − 1) =
1
R

α′(NA − NB)α + β(α′K̃α − 1),

where β is the Lagrange multiplier, and

NA = (1/TA)
TA∑
u=1

NAu , NB = (1/TB)
TB∑
v=1

NBv . (12)

Now we calculate the derivative of L(α, β) with respect to α and β, and let
them equal to zero.⎧⎨⎩

∂L
∂α = 0

∂L
∂β = 0

⇒

⎧⎨⎩
1
R (NB − NA)α = βK̃α

α′K̃α = 1
(13)
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Clearly, we can find that β is the eigenvalue of matrix (1/R)K̃−1(NB −NA) and
α is the corresponding eigenvector.

Substituting equation (13) into equation (6), we obtain J(w) = −β, and
therefore ⎧⎨⎩

Jmax(w) = −βmin,

Jmin(w) = −βmax,
(14)

where βmin = β1 ≤ β2 ≤ . . . ≤ βp = βmax are eigenvalues of matrix (1/R)K̃−1

(NB−NA). The optimal spatial filters wmax and wmin can be computed in terms
of equation (7).

A new EEG sample Y = [y1, . . . , yR] after filtering by w will become

(w · Ψ(Y )) =
p∑

i=1

αiΨ(xi)′[Ψ(y1), . . . , Ψ(yR)]

=
p∑

i=1

αi((Ψ(xi) · Ψ(y1)), . . . , (Ψ(xi) · Ψ(yR)))

=
p∑

i=1

αi(k(xi, y1), . . . , k(xi, yR)).

The extracted energy feature is the variance of w′Ψ(Y ). Thus, the energy fea-
ture vector of the new sample Y includes two entries which are respectively the
variances of w′

maxΨ(Y ) and w′
minΨ(Y ).

3.2 Feature Extraction of Multiple Sources

Suppose there are m sources to be extracted from one class of brain activity
pattern. Then the m spatial filters can constitute a spatial filter bank W =
[w1, . . . , wm](wi ∈ F , i = 1, . . . , m). As a nonlinear generalization of (2), we
define the discriminative criterion of KEED for seeking optimal nonlinear spatial
filters as

J(W ) = tr(W ′CΨ
AW − W ′CΨ

BW ). (15)
Similarly, like equation (7), wj can be found using coefficient vectors αj .

wj =
p∑

i=1

αj
iΨ(xi), (16)

where αj = [αj
1, . . . , α

j
p]

′(j = 1, . . . , m).
Using (16) and a similar transformation as in (8), (9) and (12), the formulation

of (15) can be rewritten as

J(αi) = tr(
1
R

⎡⎢⎣ α1
′(NA − NB)α1 · · · α1

′(NA − NB)αm

...
. . .

...
αm

′(NA − NB)α1 · · · αm
′(NA − NB)αm

⎤⎥⎦)

=
1
R

m∑
i=1

αi
′(NA − NB)αi. (17)
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We constrain W ′W = I to find the filter W that maximizes or minimizes
J(W ). The constraint amounts to normalizing W by

W ′W = (w1, w2, . . . , wm)′(w1, w2, . . . , wm) =

⎡⎢⎣ w1
′w1 · · · w1

′wm

...
. . .

...
wm

′w1 · · · wm
′wm

⎤⎥⎦ = I.(18)

For easy computation, here we loose this constraint and only consider diagonal
constraints. That is

wi
′wi = αi

′K̃αi = 1. (19)

We use the method of Lagrange multipliers with (19) to optimize (17). The
corresponding Lagrangian is

L(αi, βi) = J(αi) +
m∑

i=1

βi(α′
iK̃αi − 1), (20)

where βi is the Lagrange multiplier.
By taking derivatives and letting them equal to zero, we get⎧⎨⎩

∂L
∂αi

= 0

∂L
∂βi

= 0
⇒

⎧⎨⎩
1
R (NB − NA)αi = βiK̃αi

αi
′K̃αi = 1

(21)

From equation (21), we find that βi is the eigenvalue of matrix (1/R)K̃−1(NB −
NA) and αi is the corresponding eigenvector. Substituting equation (21) into (15),
we get J(W ) = −

∑m
i=1βi, and therefore⎧⎪⎪⎨⎪⎪⎩

Jmax(Φ) = −
m∑

j=1
βj

Jmin(Φ) = −
N∑

j=N−m+1
βj

(22)

where βmin = β1 ≤ β2 ≤ . . . ≤ βp = βmax are the eigenvalues of matrix
(1/R)K̃−1(NB − NA).

Therefore, the optimal kernel spatial filter banks Wmax and Wmin which op-
timize (15) can be obtained in light of (16). We can see clearly that when m = 1,
objective function (15) degenerates to function (6) with the same solution.

For a new EEG sample Y consisting of R snapshots yj(i = 1, . . . , R), the fil-
tered signal by the nonlinear spatial filter W will be [(W ′Ψ(y1)), . . . , (W ′Ψ(yR))].

(W · Ψ(yj)) = [w1, . . . , wm]′Ψ(yj) = [(w1 · Ψ(yj)), . . . , (wm · Ψ(yj))]′

= [
p∑

i=1

α1
i k(xi, yj), . . . ,

p∑
i=1

αm
i k(xi, yj)]′.

For better classification of EEG signals, in fact, a 2m-dimensional filtered signal
is formed by Wmax

′Ψ(Y ) and Wmin
′Ψ(Y ). The energy features can be taken as

the variances of these sources.
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In summary, energy feature extraction of EEG signals by KEED takes four
necessary steps: (1) compute matrices NA, NB and K̃, (2) compute eigenvectors
(1/R)K̃−1(NB − NA) to create a filter, (3) compute a new filtered EEG sample
by spatial filters, and (4) compute the variance on each dimension of the filtered
sample to get energy feature for further classification of EEG signals.

4 Conclusion and Future Work

In the present study, KEED, a nonlinear energy feature extractor for EEG signal
classification has been proposed as an extension of the linear EED method. The
detailed process in finding solutions which optimize the KEED criterion is also
given.

Theoretical derivation of the KEED method is the contribution of this paper.
Experiments with various kernel functions to evaluate the performance of this
method are equally important. This work will be considered in the future.
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Abstract. We present a generic approach for semantic based classifi-
cation of text documents to pre-defined categories. The proposed tech-
nique is applied to the domain of patent analytics for the purpose of
classifying a collection of patent documents to one or many nodes in a
user-defined taxonomy. The proposed approach is a multi-step process
consisting of noun extraction, word sense disambiguation, semantic relat-
edness computation between pair of words using WordNet and confidence
score computation. The proposed algorithm resulted in good accuracy on
experimental dataset and can be easily adapted and customized to other
domains other the patent landscape analysis domain discussed in this
paper.

Keywords: Sematic-based text classification, patent mining, natural
language processing.

1 Introduction

Patent landscape analysis is performed by patent analysts, researchers, scientists,
patent attorneys and decision makers to gain insight about technology trends,
to perform competitor’s or an organizations own patent portfolio analysis and
to come up with research and product development strategies. One of the tasks
performed while doing patent landscape analysis on a patent dataset is to map
each patent to one or multiple nodes in a user-defined taxonomy. The analysts
creates a taxonomy (a view or a perspective) based on his business objectives
and given a patent document collection (for example a collection of all patents
granted or filed by a competitor), the analysts classifies each patent document to
one or more nodes or classes within the taxonomy. The result of this classification
is then interpreted, visualized & used to make intelligent decisions.

Patent are assigned an International Patent Classification (IPC) number which
is an International standard. IPC is maintained by the World Intellectual Prop-
erty Organization (WIPO). However, the IPC classification number may not
be much useful in situations where classifications specific to an organization’s
business objectives (organization or domain specific taxonomy) or an in-depth
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classification on a focused domain is required. IPC contains thousands of cat-
egories and subcategories covering a very large number of topics under which
all human inventions can be classified. When an organization specific or a do-
main specific landscape analysis needs to be performed, a patent analyst first
creates a taxonomy defining a technology landscape specific to his needs. The
next task is to assign each patent document (from a set of patent documents on
which landscape analysis needs to be performed) to one or many nodes within
the taxonomy. We present an algorithm to automate this task.

1.1 Related Work and Contribution of This Paper

Patent document classification poses certain challenges (such as varying size of
the documents, vocabulary & terminologies used, patent document structure,
patent classification hierarchies and taxonomies) which need to be considered
while designing a classifier specifically for patent domain [9]. As a result of do-
main specific challenges, generic text classification tools (for example algorithms
& statistical models for classifying news articles) cannot be used directly (or may
not result in good accuracy) for the problem of patent document classification.
Based on our literature survey, most of the patent classification algorithms lever-
age machine learning based techniques [6], [7]. Also, there are some papers on
patent classification that utilizes citation information for performing patent clas-
sification [5],[10]. Algorithms for patent classification have also been proposed
for different languages such as English, Japanese and German [8].

Most of the patent classification algorithms are based on machine learning
techniques. However, machine learning requires large quantities of training data
for the purpose building a model. As a result of this, machine learning based
algorithms are not suitable for the problem that we are trying to address in this
paper. This is because pre-annotated or pre-classified data may not be available
for the various classes or nodes within the user defined taxonomy. The pre-
condition for the problem that we are addressing is that there is no training data
or pre-classified data that is available. Also, creating hand-crafted classification
rules is a labor intensive, non-scalable and tedious approach. Thus, another
requirement for the classification system was an approach that does not rely on
hand-engineering rules (for example if-else expressions to check presence of some
words and phrases) by a domain expert. The above requirements motivated us
to look in the direction of applying semantic based text classification techniques.

Applying semantic based text classification techniques to the problem of classi-
fying patent documents to a user-defined taxonomy is an unexplored or relatively
unexplored area (to the best of our knowledge). The contribution of this paper
is a novel approach for semantic-based text classification algorithm to solve the
problem at hand. The building blocks of our approach are: noun-phrase extrac-
tion, word-sense disambiguation, usage of the popular WordNet English lexical
database and usage of algorithms for computing semantic relatedness between
two words using Wordnet.
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2 Solution Approach

There are two inputs to our system: one input is the list of patent abstracts and
titles (concatenated as a single text) and the other input is a list of classes each
represented by a list of keywords. We use only the title and patent abstract for
the purpose of performing classification and do not make use of other information
like detailed specifications and claims. This is also a general practice followed
by patent analysts. The detailed specifications and claims are referred only in
cases where there is a doubt. Normally, the title of the patent and abstracts are
enough for performing a first level landscape analysis.

The list of key-words belonging to a single class can be regarded as a bag-
of-words (BOW). We also represent the input text that needs to be classified
(patent title & abstract) as bag-of-words by extracting all the nouns from input
text. Hence, the bag-of-words describes both the entities (patent abstract or the
class) so that the semantic similarity between two pair of entities can now be
computed using just their respective BOW representations.

Step 1: Noun Extraction (NE)
The first step consists of extracting all the nouns from a patent title & abstract.
The raw textual data (free-form text) is first passed through a part-of-speech
tagger for extracting singular and plural nouns. We used the Stanford log-linear
part-of-speech tagger [1]. We extract just the nouns and ignore other parts of
speech. We capture all the occurrences of a particular noun in a sentence and
each occurrence is retained for further processing in the text processing pipeline.
This is because, the frequency of the occurrence of a word is also important in
computing the similarity score. The input to the noun extraction module is a
list of all the patent title & abstracts (as a single text document) that needs to
be classified and the output is a list of nouns belonging to each of the patent
abstracts. All the later computations are done using the list of nouns only and
the free-form abstract is not used. Automatic noun extraction step is performed
only on the input text (one of the inputs to the system) as the key-words defining
the various classes (the other input to the system) are manually created by the
patent analyst.

Step 2: Word Sense Disambiguation (WSD)
The second step consists of finding the intended sense for each of the key-words
describing a class and each noun extracted from the patent abstracts. The ex-
tracted nouns can have different meanings when used in different contexts and
hence we perform a WSD (Word Sense Disambiguation) task to identify the
intended meaning of a given target word based on the context (surrounding or
neighboring words). For word sense disambiguation, we use the “WordToSet”
Perl package made available by the University of Minnesota SenseRelate project
[2]. We pass two inputs parameters to the PERL script: a target word to which
the sense needs to be assigned and a list of context words to be used for the pur-
pose of disambiguating the target word. The target word is assigned the sense
which is found to be the most related to its neighboring words or the context.
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In our experiments, we use one word as the target word (a noun) and all the
remaining words (nouns) as the context for the target word. The program also
takes as an input parameter, the name of a “WordNet::Similarity” measure. The
default value is “WordNet::Similarity::lesk” and for the purpose of our experi-
ments we used the default setting for this parameter. Word sense disambiguation
is performed for each noun in the abstract and each key-word representing a class.

Step 3: Semantic Relatedness Computation (SRC)
The next step consists of computing the semantic relatedness between all the
patent abstracts and all the pre-defined classes. This task can be broken up into
the following sub-tasks:

1. Compute the semantic relatedness between each word in the bag-of-words
representing the patent abstracts with each word in the bag-of-words repre-
senting the classes.

2. Compute the semantic relatedness between one patent abstract and one class
using results from previous step.

3. Assign the patent abstract to the most probable class.

In this step, we describe the procedure to perform the first sub-task i.e. to com-
pute the semantic relatedness between any two words (the precondition is that
the senses have been identified). The other two sub-tasks are described in the
next step (Step 4). We use the “WordNet::Similarity” Perl modules for comput-
ing the semantic relatedness between two words. The similarity computation be-
tween pair of concepts (or word senses) leverages the WordNet lexical database.
The “WordNet::Similarity” Perl modules supports a variety of semantic simi-
larity and relatednes measures: Resnik, Lin, Jiang-Conrath, Leacock-Chodorow,
Hirst-St.Onge, Wu-Palmer, Banerjee-Pedersen, and Patwardhan-Pedersen. The
package provides six measures of semantic similarity and three measures of se-
mantic relatedness [3]. In our experiments, we use the Perl module that imple-
ments the method proposed by Hirst-St.Onge for computing semantic relatedness
of word senses. We chose the “Hirst and St-Onge” method for the purpose of
our experiments as it computes semantic “relatedness” which is more general
than computing semantic “similarity”. Semantic relatedness is not only limited
to considering “is-a” type of relations but includes other types of relations such
as “has-part”, “is-made-of”, and “is-an-attribute-of”.

Step 4: Aggregate score computation and class assignment
Computing semantic related between a text document and class is a simple
aggregation of semantic relatedness scores between all word pairs and then nor-
malizing it. The final score will be a value between 0 and 16 as Hirst and St-Onge
method returns a numeric score between 0 and 16. This value can be normalized
to a scale of 0 to 1 or 0 to 100. The next task after computing individual scores
between each text document and class is to output the top N classes (top N
guesses) for each text document and also output a confidence factor denoting
how confident the system is in making its prediction. We compute the confidence
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Table 1. List of patents, USPTO classes and keywords used for experiments

Category Patent Numbers Keywords

Apparel-Glove 6962064, 7210171, Glove, apparel, hand, arm, covering,
(2-159) 7213419, 7409724, 7434422 garment, worn, textile, knit, fabric
Apparel Cap 6910226, 7062793, Cap, head, crown, visor, covering,
(2-195.1) 7152250, 7278173, 7454799 hat, hair
Bottle-Cap 3980117, 4262813, Cap, bottle, plug, container, closure,
(215-200) 5692629, 6426046, 6831552 vessel, seal, jar

factor for a particular class as a percentage difference in normalized score be-
tween that particular class and class having score just below it.

Worked-out example
In this section, we explain the working of the proposed algorithm using a small
dataset. In the next section, we present our experimental results on a much larger
input dataset and with more number of categories. We downloaded a total of 15
patents from the USPTO (United States Patent and Trademark Office). The 15
downloaded patents belonged to 3 classes. We prepared a list of key-words for
each of the 3 classes. The key-words were manually selected from the class and
sub-class definitions provided on the USPTO website. Table 1 lists the patent
numbers of the documents that we downloaded, the class numbers and title of the
3 classes, keywords chosen for each of the classes and the mapping between the
class numbers and the patent numbers. The 3 classes that we selected to test our
hypothesis were chosen in such a way that there is some semantic overlap across
classes. For example, Apparel-Glove and Apparel-Cap have a commonality that
both the classes belong to apparel. Apparel-Cap and Bottle-Cap have the com-
monality that patent belongings to these categories serve a common function of
providing a “cap” (one category for apparel and the other for bottle).

After running the simulations we achieved an overall accuracy of 93.33%.
There was just one misclassification: a patent abstract belonging to bottle-cap
category got classified into apparel-glove category. However, when we looked at
the score for the misclassified patent (patent number 6426046), we found that
it’s semantic relatedness score for apparel-glove (score of 5.6 on a scale of 0 to
100) and bottle-cap (score of 5.437 on a scale of 0 to 100) was quite close. The
correct category was the second best guess and close to the first guess. The score
of patent number 6426046 for apparel-cap was 2.9228. Consider one classification
case where patent number 5692629 (a bottle-cap patent) got classified into its
correct category. We use this case to motivate the advantages of using WorldNet
for computing semantic relatedness [2],[3],[4]. The reason for patent number
5692629 getting categorized into the correct class was because of high semantic
relatedness score between two pair of words (one from key-word list and other
from patent document) such as cap & surface, bottle & container, bottle &
surface, plug & closure, plug & surface, container & closure, vessel & container,
vessel & bottle, jar & container and jar & closure.
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(a) Accuracy results for individual
categories

(b) Accuracy results for the algo-
rithm for top 5 guesses

Fig. 1. Accuracy results

3 Experimental Setup and Results

We downloaded a total of 105 patents (from USPTO website) distributed across
a total of 18 distinct categories (10 classes plus 8 sub-classes). We downloaded 5-
10 most recent patents (as of March 01st 2009) in each of the listed category. We
selected categories such that diversity as well as semantic overlap is present. We
selected patents belonging to diverse classes such as Bed, Wood turning, aero-
nautics, food, semiconductor devices, fabric, geometrical instruments, fertilizers,
music and railways. Also, some categories are chosen such that they share some
communality with other categories. We downloaded 5 patents each from “rotary
seats” and “knockdown sofa”, both belonging to the “Bed” class. Similarly, we
downloaded 5 patents each from “Metal” and “Rhythm” category, both belong-
ing to the “Music” class. The keywords for each of the category were extracted
from the class and sub-class definition provided on USPTO website. We applied
the algorithm on the experimental dataset to compute the semantic relatedness
score of each patent for each of the 18 categories. The number of execution runs
for the algorithm was: 105*18 = 1890. The algorithm outputs the top 5 guesses
for each of the patent (this is configurable but for this work we set the value of
top N guesses as 5). Each guess is one of the category IDs (USPTO Class &
Sub-class). Figure 1(b) shows accuracy results across for the first five guesses.
The accuracy achieved for the first 5 guesses are: 29.52, 50.48, 59.05, 70.48 and
73.33 respectively. We notice that almost 30% of the time Guess 1 is correct
which increases to 50% if we take into account the second guess also. Also it
should be noted that, if a patent is classified into a same parent class but under
different sub-class, it is considered as misclassification (we don’t count a correct
patent classification but incorrect child classification as a hit).

Our next analysis consists of plotting accuracy results for each of the indi-
vidual categories separately and draws conclusions. Figure 1(a) shows accuracy
results of all 18 categories for the first 3 guesses. We noticed that the accuracy for
certain classes are very high whereas for some classes the accuracy are low. For
example, the accuracy of the category ID 71.35 for the first guess itself is 100%.
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(a) Semantic relatedness score for
all the categories

(b) Semantic relatedness score for
only the top 3 guesses

Fig. 2. Plot of semantic relatedness score for each of the 105 patents

This means that all the patents belonging to that class are correctly classified
in the first guess itself. We observe that for 2 of the 18 classes, the algorithm
is able to predict the correct class with 100% accuracy in the first guess itself.
According to Figure 1(b), we observe that for 4 classes the algorithm is able to
achieve 100% accuracy in including the first two guesses and for 5 classes the
algorithm is able to achieve 100% accuracy in including the first three guesses.
For 6 classes we are able to get 90% or more accuracy in first 3 guesses. We
noticed that for some of the categories the accuracy of the algorithm is less than
60% after 3 guesses also.

Figure 2(a) shows a plot of semantic similarity score (Y-axis) between each
patent and each class (X-axis). Patents on X-Axis are arranged according to
their classes i.e. all patents belonging to the same class are grouped together.
The graph provides useful insights on the working of the algorithm. We observe
few instances of spikes or crest in Figure 2(a). For example, for class 238-306,
we see a clearly visible spike, which means that all patents in this range got
a comparatively much higher score for class 238-306. One interpretation from
Figure 2(a) is that for a group of patents belonging to the same class having
no such easily differentiable spike or crests means that the algorithm is giving
very close scores for all the patent classes. Our conclusion from Figure 2(a) is
that the algorithm is highly confident in assigning patents to its correct class
for certain categories whereas for patents belonging to some classes, the scores
between correct class and incorrect class are quite close (even though the final
class assignment is correct). The graph in Figure 2(b) is similar to graph in
Figure 2(a) except that the semantic relatedness score for all 18 categories are
plotted in Figure 2(a) whereas Figure 2(b) just focuses on the top 3 guesses.
We notice presence of few instances of crest and spikes in the graph for Guess
1 as well as Guess 2. We observe that in few cases, the crests corresponding to
second guess is more apparent as compared to Guess 1 and Guess 3. This means
that for such instances Guess 2 category is clearly distinguished with respect to
other categories.
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4 Conclusion

We present a generic, adaptable and a scalable approach for semantic based clas-
sification of text documents to pre-defined categories or a user-defined ontology.
We apply the proposed algorithm to the domain of patent landscape analysis
and present experimental results. We conclude that semantic based text classifi-
cation can be used to classify patent documents to a user defined taxanomy (for
patent landscape analysis) in situations where hand-crafted rule based approach
and machine learning based approach cannnot be applied.
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Abstract. Mining frequent sequential patterns from sequence databases has 
been a central research topic in data mining and various efficient mining se-
quential patterns algorithms have been proposed and studied. Recently, a novel 
sequential pattern mining research, called mining repetitive gapped subse-
quences, has attracted the attention of many researchers. However, the number 
of repetitive gapped subsequences generated by even these closed mining algo-
rithms may be too large to understand for users, especially when support 
threshold is low. In this paper, we propose the problem of how to compress re-
petitive gapped sequential patterns. A novel distance measure of repetitive 
gapped sequential patterns and an efficient representative pattern checking 
scheme, δ -dominate sequential pattern checking are proposed. We also de-
velop an efficient algorithm, CRGSgrow (Compressing Repetitive Gapped  
Sequential pattern grow), including an efficient pruning strategy, SyncScan. An 
empirical study with both real and synthetic data sets clearly shows that the 
CRGSgrow has good performance. 

Keywords: repetitive gapped sequential pattern, compressing frequent patterns. 

1   Introduction 

Sequential pattern mining has been a central data mining research topic in broad ap-
plications, including analysis of web log, analysis of frequent sequential patterns in 
DNA and protein sequence, API specification mining from open source repositories, 
and so on. So far many efficient sequential mining algorithms have been proposed for 
solving various of real problems, such as the general sequential pattern mining[2, 8, 
14], frequent episode mining[7], closed sequential pattern mining[10, 13], maximal 
sequential pattern mining[6], constraint-based sequential pattern mining[9], etc.. 

In recent years, some studies have focused on a novel problem of sequential pattern 
mining, mining repetitive gapped sequential patterns [3, 5]. By gapped sequential 
patterns it means a sequential pattern, which appears in a sequence in a sequence 
database, possibly with gaps between two successive events. In addition, for brevity, 
we use the term sequential pattern instead of gapped sequential patterns in this paper. 
Although a few approaches have been proposed to solve how to mine all or closed 
repetitive sequential patterns [3], they cannot avoid an explosive number of output 
frequent repetitive sequential patterns for Apriori property. Hence, we should find a 



 Mining Compressed Repetitive Gapped Sequential Patterns Efficiently 653 

solution to compress the result set of repetitive sequential patterns with a smaller 
number of representative repetitive sequential patterns.  

Recently the problem of compressing frequent itemset has been studied [1, 11, 12], 
and some algorithms, such as RPglobal and RPlocal[11], have been presented. So, 
Can we compress repetitive sequential patterns by extension of the approach of com-
pressing frequent itemset? Unfortunately, the answer cannot be so optimistic owing to 
the two following reasons. Firstly, there is not the one-step algorithm like RPlocal in 
mining repetitive sequential patterns with very small probability, since RPlocal is not 
able to solve event order in a sequence. Secondly, although RPglobal algorithm can 
be applied to this problem, RPglobal consume high computational costs. 

In this paper, we propose and study the problem of compressing repetitive gapped 
sequential patterns. Inspired by the ideas of summarizing frequent itemsets[11, 12], 
Firstly, to obtain the high-quality compression, we propose a novel distance to meas-
ure the quality which shows the similarity between sequential patterns. Secondly, 
according to the distance threshold given by users, we define δ -sequence cover  
in order to choose representative repetitive sequential patterns. Finally, to discover 
minimize the number of representative repetitive sequential pattern, we develop  
an algorithm, CRGSgrow, including an efficient pruning strategy, SyncScan, and  
an efficient representative pattern checking scheme, δ -dominate sequential  
pattern checking. Empirical results with both real and synthetic data sets prove  
that the CRGSgrow algorithm can compress repetitive gapped sequential patterns 
efficiently. 

The rest of the paper is organized as follows. The problem formulation will be in-
troduced in Section 2. Section 3 focuses on an efficient and effective algorithm, 
CRGSgrow. We discuss our experimental results in Section 4, give our conclusion in 
Section 5, respectively. 

2   Problem Formulation 

In this section, we formally define the problem of compressing repetitive gapped 
sequential patterns. Firstly, we define a new distance measure based on Jaccard dis-
tance of repetitive gapped sequential patterns. Secondly, we put forward some con-
cepts, such as δ - sequence cover and δ - dominate sequential pattern. Finally, we 
show the problem of compressing repetitive gapped sequential patterns is equivalent 
to minimal set-covering problem which is a well-known NP-Hard problem. 

To measure the similarity between two repetitive gapped sequential patterns, we 
need a reasonable measurement criterion. Hence, we propose a novel Jaccard distance 
for measuring the similarity between repetitive sequential patterns. 

Definition 1 (Distance between two repetitive gapped sequential patterns). Let 

1P and 2P be two repetitive gapped sequential patterns. The distance is defined as: 

1 2
1 2

1 2

min-ins{ ( ) ( )}
( , ) 1

max-ins{ ( ) ( )}

S P S P
D P P

S P S P
= −

∩
∪

 (1) 
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Where S(P) is the set of sequences in the given sequence database which contains the 
sequential pattern P, 1 2min-ins{ ( ) ( )}S P S P∩ is the least support between 1P and 2P  in 

every sequence including them, and 1 2max-ins{ ( ) ( )}S P S P∩  is the most support  

between 1P and 2P  in every sequence including them. 

Inspired by the concept of δ -cover in [11], we use similar definition of δ -
sequence cover to formulate the above intuition. Note δ  is a threshold of distance 
between two repetitive sequential patterns specified by users and [0,1]δ ∈ . 

Definition 2 (δ -sequence cover). A repetitive sequential pattern P  is δ -sequence 
covered by another repetitive sequential pattern RP  if P RP⊆  and ( , )D P RP δ≤  
( [0,1]δ ∈ ). 

According to the definition of δ -sequence cover, we can simplify the above defi-
nition of distance between two repetitive gapped sequential patterns: 

min-ins{ ( ) ( )}
( , ) 1

max-ins{ ( ) ( )}

S P S RP
D P RP

S P S RP
= − ∩

∪
=

sup( )
1

sup( )

RP

P
−  (2) 

Since checking δ -sequence cover between any two sequential patterns will spend 
much time in computing, we will introduce some novel properties about compressing 
repetitive sequential pattern to speed up the checking δ -sequence cover. 

Definition 3 (min sequence cover). Given a set of repetitive sequential patterns S, 
min sequence cover of SP (MSC(SP) in short), a repetitive sequential pattern in S, is 
define as follows: 

ii i i

i

 SP  Smin{D(SP,SP )| SP S,SP SP }
MSC(SP)

 SP  S+

∃ ∈∀ ∈ ⊆⎧
⎨ ∀ ∉∞⎩

 (3) 

 

Definition 4 (δ -dominate sequential pattern). Given a set of repetitive sequential 
patterns S, SP is a repetitive sequential patterns in S. SP is a δ -dominate sequential 
pattern in S, if MSC(SP)>δ . Equivalently, SP can not be δ -sequence covered by 

any repetitive sequential patterns in S, if MSC(SP)>δ . 

Theorem 1. Given a set of repetitive sequential patterns S, and any set of representa-
tive repetitive sequential patterns, RS, which canδ sequence cover S. Then, RS must 
contain all δ -dominate sequential patterns in S. 

Proof: If DP is any δ -dominate sequential pattern in S, based on the definition of  
δ -dominate sequential pattern, the MSC(DP) in S must larger than δ . Thus, DP can 
not beδ sequence covered by any repetitive sequential pattern in S. So, DP must be a 
representative sequential pattern in any set of representative sequential patterns RS 
that can δ sequence cover S.                                          □ 

Definition 5(Repetitive Gapped Sequential patterns Compression). Given a se-
quence database SeqDB, a minimum support min_sup and distance threshold δ , the  
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compressing repetitive gapped sequential patterns is to find a set of representative 
repetitive gapped sequential pattern RRGS, such that for each frequent repetitive 
gapped sequential pattern P (w.r.t min_sup), there exits a representative repetitive 
gapped sequential pattern RP RRGS∈  (w.r.t min_sup) which δ -sequence cover P, 
and the |RRGS|, the size of set of representative repetitive gapped sequential pattern 
RRGS, is minimized. 

Theorem 2. The problem of compressing repetitive gapped sequential patterns is  
NP-Hard. 

Proof:  Proved in [11]                                                          □ 

3   Compressing Repetitive Gapped Sequential Patterns Algorithm 

In this section, we elaborate an algorithm, CRGSgrow, for compressing repetitive 
gapped sequential patterns. The CRGSgrow adopts a two-step approach: in the  
first step, we obtain all closed repetitive sequential patterns as the candidate set of 
representative repetitive sequential patterns, and at the same time get all δ -
dominate sequential patterns; in the second step, we only find the remaining the 
representative patterns from the candidate set. We firstly introduce the design and 
implementation of the CRGSgrow, and then analyze the time complexity of all our 
algorithms. 

 
Algorithm 1: CRGSgrow 
Input: sequence database SeqDB={ 1 2, ,..., nS S S }; threshold 

min_sup; a distance threshold δ  
Output: A set of representative repetitive sequential 
patterns  
1: E ← all frequent 1-sequential patterns in SeqDB; 
Cover← ∅ ; Covered← ∅ ; 
2: for each e E∈  do 
3:  if e is visited then continue; 
4:  P e← ; {( ,< >) | for some , [ ] }iI i l i S l e← = ; 

5:  'P ← ∅ ; 'I ← ∅  

6:  SyncScan (SeqDB, P , I , 'P , 'I , Cover, Covered); 
7: Cover← Compress (Cover, Covered); 
8: return Cover; 

 
In algorithm1, the CRGSgrow traverses the pattern space in a depth-fisrt way. In 

the process of SyncScan, the Cover and Covered sets will be also updated continu-
ously. Especially, all δ -dominate sequential patterns will be obtained in this process. 
At last, Compress (Cover, Covered) will finish all the compression work, and will be 
shown in algorithm 2 
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Algorithm 2: Compress 
Input: δ -dominate sequential patterns set Cover; other 
closed frequent sequential patterns set Covered 
Output: A set of compressed repetitive sequential 
patterns set 
1: for each RP in Cover do 
2:   for each P in Covered do 
3:     if RP can δ sequence cover P then 
4:       Put P into Set T; 

5:  T ← Cover - T 

6: for each SP in T do  
7:   for each CR in Covered-Cover do 
8:     if CR can δ sequence cover SP then 
9:       Put SP into Set(CR); 

10: While T ≠ ∅  do 
11:   select a sequential pattern CR which can maximize 
| Set(CR)| 
12:   for each SP∈Set(CR) do  

13:     Remove SP from T and other Set(CR’) (CR’ 
∈Covered-Cover) 
14: return Cover 

 
According to the algorithm 2, it is an important problem how to obtain δ -dominate se-

quential patterns efficiently. In the following, we will propose an algorithm called  
SyncScan to solve this problem in algorithm 3. The process of searching δ -dominate 
sequential patterns will be conducted together with the process of closed sequential pat-
terns mining in this algorithm. Meanwhile, a reasonable pruning strategy will be applied to 
improve the efficiency of the algorithm. In addition, in Subroutine Check ( P ), we will 
firstly check if the current pattern can be pruned using LBCheck[3]. Then, if the current 
pattern is closed, we will do the δ -dominate checking with the method, DomCCheck(P).  

 
Algorithm 3: SyncScan 
Input: sequence database SeqDB={ 1 2, ,..., nS S S }; threshold 

min_sup; Pattern P= 1 2 1, ,... je e e − ; '
1 2 1, ,... jP e e e −=  or ∅ ; 

leftmost support set I of P in SeqDB; semi-left support 

set 'I of pattern 'P in SeqDB; δ -dominate sequential 
patterns set, Cover; a set of other closed repetitive 
sequential patterns, Covered 
Output: Cove; Covered 
1: Check(P, I, Cover, Covered);  
2: if 'P ≠ ∅  then  
3:  ' '

1{ }P P e P← − ∪ ; Check( 'P , 'I , Cover, Covered); 
4: ev ← the second event of P; 
5: for each e α∈  do 
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6:  if length of P=2 and all ev occurs in the same 
sequence with P then 
7:    'P ev← ; ' {( , )I i l← < > | for some i, [ ]iS l ev=  except 

instances in P}; 
8:    obtaining two non-overlapping instance sets of I +  

and 'I +  with e; 
9:    SyncScan(SeqDB, P e , I + , 'P e , 'I + ); 
10:  else 'P ← ∅ , 'I ← ∅ ; 
11:    obtaining the non-overlapping instance sets of 

I +  with e; 
12:    SyncScan(SeqDB, P e , I + , 'P e , 'I + ); 

Subroutine Check(P ) 
Input: sequence database SeqDB; Pattern P δ -dominate 
sequential patterns set, Cover; a set of other closed 
repetitive sequential patterns, Covered 
Output: Cover, Covered 
13: if |I| ≥ min_sup && LBCheckprune(P) and 
DomCCheck(P)≠ nclosed then 

14:  if DomCCheck(P )=δ -dominate then 
15:    Cover← Cover P∪ ; 
16:  else Covered← Covered P∪ ; 

 
To sum up, we will take an example to further explain the pruning strategy above.  

Example 1: Table 1 shows a sequence database 1 2{ , }SeqDB S S= . We will compute 

sup (ABC) and sup(BC) simultaneously in the way of algorithm 3. The complete 
search space of computing support of each repetitive sequential pattern forms the 
lexicographic sequence tree shown in Figure1. Thus, we can compute supports of 
both ABC and BC in the same process, since BC is a subsequence of ABC. We will 
explain each step as follows: 

Table 1. An Example of Sequence Database 

Sequence_ID 
1e                      2e 3e 4e 5e 6e 7e 8e

1S A       C       B B B A    C    B

2S B A    C    B    A       B    CC
 

1) Find a support set AI  of A. AI  is the set of all instances of A and is shown the 
rectangle labeled AI . 
2) Find a support set ABI of ‘AB’. Meanwhile, we also start to compute the support of 
the patterns with the prefix of ‘B’, which are not contained in instances of the pattern 
‘AB’ in the sequence database. Those instances of patterns prefixed with ‘B’ included 
in the instances of patterns prefixed with ‘AB’ will not be searched again.These  
patterns will be pruned and marked as the dotted rectangle of BI in Figure 1.  
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Fig. 1. SyncScan Pruning Strategy 

3) Find a support set ABCI of ABC. Similar to step 2, for there is no ‘C’ to be extended 
for (1, <6, 8>) in 1S , we stop extending (1, <6, 8>). For (1, <1, 2>) in 1S , it can be 

extended to (1, <1, 2, 4>). Then we will continue searching in 2S . In the end, we fin-

ish computing sup (ABC) =3 and sup(BC)=5 in the same process.  

4   Empirical Results 

In this section, we report a systematic performance study on both real data sets and 
synthetic data sets. All of our experiments were performed on a Lenovo ThinkPad 
T60 with Intel 4200 CPU, 1GB memory and Windows XP professional installed. 
Algorithms were implemented in Microsoft Visual C++ V6.0. In the experiments, we 
compared CRGSgrow with a fast closed repetitive gapped sequential pattern mining 
algorithm CloGSgrow[3] and another compressing frequent patterns algorithm 
RPglobal[11], using both real data sets and synthetic data sets. 

The first data set, Gazelle, contains 29,369 web click-stream sequences from cus-
tomers and 1423 distinct items, which has been a benchmark dataset used by past 
studies on sequential pattern mining. Although the dataset is sparse since the average 
sequence length is only, there are a large number of long sequences (the maximum 
length is 651), where a sequential pattern may repeat many times. More detailed  
information about this data set can be found in [4]. 

The second data set, TCAS dataset, is a set of software traces collected from Traffic 
alert and Collision Avoidance System. The dataset contains 1578 sequences and 75 
distinct items. The average sequence length of the dataset is 36 and maximum  
sequence length is 70. More information about this data set can be found in [5]. 

The third data set, D5C20N10S20, is a synthetic set generated by IBM sequence 
data generator [2]. The data generator requests a set of parameters, D, C, N and S, 
corresponding to the number of sequences, the average sequence length, the number 
of distinct items, and the maximum sequence length respectively. 
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We carry out our experiments to compare three algorithms in the above three data-
set mainly on the compression quality and running time. Moreover, we vary the  
support threshold and fix 0.2δ = (it is a reasonably good compression quality). 

In the experiments of compression quality, as the figures 2-4 shown, we have the 
following observations: firstly, the number of representative repetitive gapped se-
quential patterns by CRGSgrow is a little more than the number of patterns generated 
by RPglobal, and the number of patterns outputted by CRGSgrow is about one-
quarter of that closed repetitive gapped sequential patterns mined by CloGSgrow; 
secondly, in the algorithm of CRGSgrow, we can obtain  the δ -dominate sequential 
patterns which include the most of representative repetitive sequential patterns. In 
addition, to verify the effectiveness of δ -dominate sequential patterns we proposed in 
our work, we also make the experiments on the number of δ -dominate sequential 
patterns which are showed as pink line in figure 2-4. Moreover, if an algorithm cannot 
finish within 60 minutes, we do not show the results. In the experiments of running 
time, as the figures 5-7 shown, the running time of CRGSgrow is much less than the 
time of RPglobal, and is very close to the time of CloGSgrow.  
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5   Conclusion 

This paper studies how to effectively and efficiently compress repetitive gapped se-
quential patterns from sequence database. To the best of our knowledge, the problem 
of compressing the repetitive gapped sequential patterns has not been well studied in 
existing work. 
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In this paper, we propose and study the problem of compressing repetitive gapped 
sequential patterns. Inspired by the ideas of compressing frequent itemsets, Firstly, to 
obtain the high-quality compression, we design a novel distance to measure the qual-
ity which shows the similarity between repetitive sequential patterns. Secondly, ac-
cording to the distance threshold given by users, we define δ -sequence cover in 
order to choose representative repetitive sequential patterns. Finally, since the prob-
lem of compressing repetitive gapped sequential patterns is equivalent to minimizing 
the number of representative repetitive sequential patterns, we develop an algorithm, 
CRGSgrow, including an efficient pruning strategy, SyncScan, and an efficient repre-
sentative pattern checking scheme, δ -dominate sequential pattern checking. Empiri-
cal results prove that the algorithm CRGSgrow can obtain a good compressing quality 
efficiently.  
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2 Intelligent Systems Research Lab. National University of Colombia, Bogotá
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Abstract. Candlesticks is a technique used in financial time series in or-
der to forecast future market performance. With candlesticks patterns,
traders build active trading strategies in order to buy, sell or hold se-
curities. The process is based on a preliminary stage which consists in
identifying individual basic shapes on time series. Identifying candlesticks
basic shapes is easy for a human, but recognizing complex patterns is
hard because a lot of data is available. In this paper a data mining model
for building active trading strategies (using candlesticks assumptions) is
proposed looking for frequent itemsets on symbolic stocks series. Model
validation is achieved with real data from New York Stock Exchange.

Keywords: Financial market analysis, fuzzy classification, candlesticks,
patterns, active trading strategies.

1 Introduction

Stocks forecasting is a growing research field in financial computing. Its foun-
dation is to predict the future market performance using available information.
According with the information used in the process, there are two approaches
used in the forecasting task: Technical Analysis and Fundamental Analysis. In
Technical Analysis, historical stock prices are used for the process. So, the aim
is to predict futures prices, tendencies and season patterns, through charts and
technical indicators. This approach is based on three premises: price discounts
everything, price moves in trends. and history repeats itself. In Fundamental
Analysis, the purpose is to identify the economic forces that cause market ac-
tion; all the information available is necessary for the analysis (fundamentals,
prices, indices, news, financial statements).

In the financial computing case, researches have been oriented to forecasting
using prices and transformations of this prices as inputs to the models. Several
methods have been used in the process such as econometric models [1], neural
networks, support vector machines, evolutionary computation and temporal data
mining. Neural networks is the most prolific of these, but financial computing
models are driven to predict individual prices and indices as in [2] and [3].

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 661–670, 2009.
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Candlesticks is a graphical tool used to identify patterns in stocks charts.
Patterns are compositions of candlesticks basic shapes, and are associated with
a market state. In spite of candlesticks are widely used for technical analysis,
the research effort to exploit this technique in computational models has been
very poor. With candlesticks patterns and the assumption that it works, the
investor can make beliefs about future states of market in order to forecast and
build active trading strategies. If the objective is to implement a computational
model to build active strategies assuming that candlesticks works, two stages
have to be implemented: candlesticks recognition and trading strategies design.
So, this paper presents a model to identify candlesticks on real series using fuzzy
classification, and a design trading strategies process using a catalog of patterns
extracted from real data.

The paper is organized as follows. Section 2 is a summary of candlestick
concepts. In Section 3 the model for designing active trading strategies is pre-
sented. In Section 4 experiments and results with real data from NYSE are pre-
sented; experiments include validation for classification and stocks selection with
proposed model. Finally, Section 5 draws conclusions and further work.

2 Candlestick Patterns

Charts and technical indicators are tools used in technical analysis to forecast
prices and market performance over time [4]. Charts are the graphical represen-
tation of stock prices (open, close, high and low), while technical indicators are
”measures” of market behavior. One of these charts is Candlesticks.

With candlesticks charts, stocks prices are drawn in one shape with a body
and two shadows. Candlestick body is a rectangle that represents the difference
between the open and close daily prices. When close price is higher than open
the body is white, and in other case the body is black. The lines above and below
the body are called shadows. In candlestick charts, the relation among prices are
recognized through different basic candlesticks and the historical relation is rep-
resented with candles configurations (candle patterns). A combination of body
and shadows magnitudes represent a candlestick type, and each one has a mean-
ing or representation of market psychology. Basic candlesticks are (Figure 1)
Marubozu (1), Long days (2), Long lower shadow (3), Shaven Head (4), Hang-
ing Man (5), Hammer (6), Spinning Top (7), Inverted Hammer (8), Shooting
Star (9), Shaven Bottom (10), Long upper shadow (11) and Dojis (12)1. Can-
dlestick patterns are configurations of sequential candlesticks. These patterns
represent the market performance that reflects the agents behavior and traders
mentality. Therefore, the patterns are used to recognize reversal points or trends
continuation. In a reversal point the trend is broken and it takes the reversal
way, for example a bullish market changes into a bearish market and vice versa.
When the trend carry on the same way, the point is a trend continuation. A full
catalogue of candlesticks and patterns is in [4] and [9]. If a pattern represents
1 Doji candlestick has four types: neutral, long legged, Dragonfly doji, Gravestone

doji.
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Fig. 1. Candlesticks - Basic shapes

a reversal point is catalogued as a reversal pattern, and if it represents a trend
continuation then is catalogued as a continuation pattern.

3 Trading Strategies Model

Technical analysis is an approach to develop trading strategies using historical
data, and candlesticks is a tool used to identify signals (reversal or continuation
points) on the market in order to buy or selling financial instruments. Under the
assumption that candlestick technique works, this paper presents a model based
on candlesticks patterns to select stocks with bullish market perspective. In this
model, candlesticks shapes are identified with a fuzzy classifier and then patterns
are organizedas sequences of basic shapes using a prefix tree. Patterns in prefix tree
are used to suggest trading strategies according with nature states of each pattern.

3.1 The Fuzzy Classification Model

The human process of identifying candlestick is a visual process of patterns
recognition, which is driven by linguistic rules expressed in natural language.
These rules define magnitude relations between candlestick body and shadows)
and have been built by the observation of lots of stock data. An example of these
rules is if upper shadow is very short or short, body is short and lower shadow
is long, then candlestick is a hammer. So, the conceptual candlestick universe
is qualitative. In order to implement a computational model to classify candle-
sticks, is necessary a technique that handles qualitative information expressed
as linguistic rules. In this way fuzzy logic is selected by his power to handle with
linguistic rules. The process of identifying candlesticks is a classification task.
Components of fuzzy classification system are described below.

System classification input are time series for each stock price. In order to use
this data in a fuzzy fashion, crisp time series must be transformed to a natural
representation that will be used in fuzzy rules. These rules are evaluated with
candlestick magnitudes. Transformations of stock prices to obtain candlesticks
magnitudes are defined as follows:

body = |open−close|
|high−low| , upShadow=

{ |high−open|
|high−low| , open > close
|high−close|
|high−low| , open ≤ close

,

lowShadow=

{ |close−low|
|high−low| , open > close
|open−low|
|high−low| , open ≤ close

.

(1)
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A candlestick is represented like a tuple C = {body, upShadow, lowShadow}.
Each tuple must be evaluated with the fuzzy sets defined for the problem. Fuzzy
sets used to describe magnitudes of candlesticks parts are very short, short,
medium, long and very long:

μveryshort(x) =
{

1 − 20x, x ≤ 0.05
0, x > 0.05

, μshort(x) =

⎧⎪⎪⎨⎪⎪⎩
10x, x ≤ 0.1
1, 0.1 < x ≤ 0.3
2.5 − 5x, 0.3 < x ≤ 0.4
0, x > 0.4

,

μmedium(x) =

⎧⎪⎪⎨⎪⎪⎩
0, x ≤ 0.3, x > 0.7
10x − 3, 0.3 < x ≤ 0.4
1, 0.4 < x ≤ 0.6
7 − 10x, 0.6 < x ≤ 0.7

, μlong(x) =

⎧⎪⎪⎨⎪⎪⎩
0, x ≤ 0.5
5x − 2.5, 0.5 < x ≤ 0.7
1, 0.7 < x ≤ 0.9
1 − 10x, x > 0.9

,

μverylong(x) =
{

0, x ≤ 0.9
10x − 9, x > 0.9

.

(2)
For each candlestick shape (Figure 1) is defined a fuzzy rule and each rule

represents a class for the process. Fuzzy rules general expression is: IF x is Ai

and y is Bi THEN z = ci, with A and B fuzzy sets, and c a crisp value(fuzzy
singleton) for each i = 1, 2, .., 12. This kind of rules are used in the simplified fuzzy
reasoning method [7]. In this method, consequent part is a class assignation. Min
operator is used for rules antecedent evaluation. Fuzzy Rules used to describe
each candlestick shape are:

1. IF body is verylong and upShadow is veryshort and lowShadow is veryshort THEN
c = M (MARUBOZU)

2. . IF body is long and upShadow is short and lowShadow is short THEN c = L
(LONG)

3. IF body is medium and upShadow is short and lowShadow is medium THEN c =
LLS (LONG-LOWER-SHADOW)

4. IF (body is long and upShadow is veryshort and lowShadow is short) or (body is
medium and upShadow is veryshort and lowShadow is medium) THEN c = SH
(SHAVEN-HEAD)

5. IF body is short and upShadow is veryshort and lowShadow is long THEN c = HM
(HANGING-MAN)

6. IF body is short and upShadow is short and lowShadow is long THEN c = H
(HAMMER)

7. IF (body is short and upShadow is medium and lowShadow is medium) or ( body
is short and upShadow is short and lowShadow is medium) or (body is short and
upShadow is medium and lowShadow is short) THEN c = ST (SPINNING-TOP)

8. IF body is short and upShadow is long and lowShadow is short THEN c = IH
(INVERTED-HAMMER)

9. IF body is short and upShadow is long and lowShadow is veryshort THEN c = SS
(SHOOTING-STAR)

10. IF (body is long and upShadow is short and lowShadow is veryshort) or (body
is medium and upShadow is medium and lowShadow is veryshort) THEN c =
SB(SHAVEN-BOTTOM)
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11. IF body is medium and upShadow is medium and lowShadow is short THEN c =
11 (LONG-UPPER-SHADOW)

12. IF body is veryshort THEN c = D (DOJI)

A tuple Ci is evaluated with all the fuzzy rules, so the rule with higher an-
tecedent defines the class for the tuple. If antecedent value for each rule is equals
to zero, then UNDEFINED class is assigned to the tuple.

3.2 Patterns Catalogue Model

With fuzzy classification, stock series are transformed in symbolic series which
are easier for interpretation. Symbolic representation is a sequence of characters
where each one represents a candlestick shape. Real candlesticks recognition
process includes additional information such as color and relative position for
consecutive shapes. Pattern in Table 1 has a black long, a white hammer, and
a black Marubozu; Table 1 present the pattern and different representations.
Extensions used in the model are:

– Color: if difference between open and close prices is greater or equals to
zero then the body is black (B), in other case body is white(W).

– Relative position: position of two consecutive shapes is defined through
location of last shape, according with regions defined by characteristic points
of the first shape; these points are high, max(open, close), average price,
min(open, close), low, and the regions defined by these points are A,B,C,D,
E,F (Figure 2). So the relative position is the range of regions a shape is
overlapping with respect to its previous shape.

The proposed model for extracting patterns consist in building a catalogue
of patterns using historical data. With this purpose, a pattern is defined by two
elements: the pattern sequence and the nature state (Figure 3). The former is the
symbolic representation of candlesticks shapes and the later is the state defined

Fig. 2. Relative position

Table 1. Symbolic representations for candlesticks

Pattern Shapes Shapes + color Shapes + position Shapes + color + position

L, H, M L-B, H-W, M-B L, H-A, M-EF L-B, H-W-A, M-B-EF
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by the tendencies after and before the sequence. Nature states are continuation-
bull, continuation-bear, reversal-bull and reversal-bear, and tendencies (past and
future) for each sequence are defined with a linear regression on the averages
prices of candlesticks of tendencies period. If the β coefficient of regression is
greater than zero then the tendency is bull, if β is lesser than zero then tendency
is bear, in other case tendency is side.

Fig. 3. Pattern

Patterns catalogue is a prefix tree which contains all sequences in the dataset
and states associated to each sequence. Prefix tree structure is used to organize
patterns in a frequent itemsets approach. A path in the tree is a shapes sequence
and leaves are the states of that sequence. Each leaf contains how many times the
sequence has appeared in the dataset with that state. In Figure 4, the pattern [L,
HM] is illustrated with 50 occurrences for continuation bear and 10 occurrences
for continuation bull.The catalogue represents a dictionary of historical patterns
for a dataset. So, with a catalogue, traders can evaluate a pattern for a day
and know historical behavior; with that knowledge, decision makers can buy or
hold those securities with bullish perspective, and sell those one with bearish
perspective. The algorithm for the proposed model is:

1. Codify stocks with fuzzy classifier to get symbolic representation. User parameters
for codification are: stocks universe, pattern size, tendencies size, extensions for the
representation and analysis day. Analysis day is the day selected for the user to
building strategies. So, stock series instances are selected since first stock trading
day to analysis day(not inclusive).

2. Build prefix tree (patterns catalog), extracting patterns from symbolic series. Pat-
terns are extracted using codification parameters.

3. For each stock in the universe, extract sequences which end at analysis day and
past tendencies associated to each sequence.

4. Look for sequences of previous step in prefix tree and get leaves of those sequences
related to past tendency. For example if past tendency is bear and sequence is a
path in the tree, extract only cont. bear and rev. bear leaves; if past tendency is
bull and sequence is a path in the tree, extract only cont. bull and rev. bull leaves.

5. Select stocks with bullish perspective using an user selection threshold2. That is,
select a stock if probability of the bullish state (continuation bull or reversal bear)
is greater than user threshold. For example, a stock sequence has a bear past
tendency, and in prefix tree has 80 times for continuation bear and 20 times for
reversal bear; if user threshold is 0.6 then stock is not selected for buy because the
bullish state of the sequence has a occurrence probability of 0.2.

2 User selection threshold is a number h ε[0, 1].
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Fig. 4. Prefix tree (catalogue pattern)

4 Experiments and Results

In order to validate the model, a dataset composed with real time stocks se-
ries of NYSE (New York Stock Exchange) is used in experimentation. Dataset
has 30 time series of NYSE companies, each one with the four prices (open,
high, low, close). Time series were downloaded from yahoo finance web site
(http://finance.yahoo.com) selecting prices since January 2 of 1962 to Septem-
ber 20 of 2007. The experiments realized are described as follows:

– Experiment No 1: the objective is to measure the performance classifying
the full data set with two rules sets. The first set includes rules for marubozu,
long, spinning top and doji candlesticks. The second rules set includes rules
for all the candlesticks displayed in Figure 1. With this experiment, the
results will show if the short rules set is enough to identify the candlesticks
in the dataset.

– Experiment No 2: the objective with this experiment is classify a sub-
set of the whole dataset, and compare the labels generated with the model
versus labels generated manually on the same subset. The subset selected is
composed with the first 5000 instances of Apple prices.

– Experiment No 3: the objective with this experiment is validate the model
as a binary classification process. Stocks selection in this model is a binary
classification because it suggests to buy stocks with bullish perspective, or to
sell stocks with bearish perspective. So, the experiment consist of validate
classification with real behavior of stocks since 02/01/2006(dd/mm/yyyy)
to 04/01/2009 using several model parameter combinations.

4.1 Experiment Results

Table 2 shows classification percentage for each class using the two rules set in
Experiment 1. With Exp. 1 is concluded that for a good classification is necessary
use the full rules set. In this case the short rules set assigns 44.86% of the
instances to the UNDEFINED class, while the full rules set assigns 1.58% of the
dataset to the UNDEFINED class. Experiment 2 shows that 92.3% of selected
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Table 2. Experiment No 1 Results

Class Short rules set Full rules set

MARUBOZU 14097 (6.56%) 13308 (6.20%)
LONG 38912 (18.12%) 31252 (14.55%)

LONG LOWER SHADOW - 13365 (6.22%)
SHAVEN HEAD - 32866 (15.30%)
HANGING MAN - 7203 (3.35%)

HAMMER - 5736 (2.67%)
SPINNING TOP 49726 (23.15%) 36811 (17.14%)

INVERTED HAMMER - 5275 (2.46%)
SHOOTING STAR - 6447 (3.00%)
SHAVEN BOTTOM - 30788 (14.33%)

LONG UPPER SHADOW - 11081 (5.16%)
DOJI 17840 (8.31%) 17257 (8.03%)

UNDEFINED 94206 (43.86%) 3392 (1.58%)

Fig. 5. TPR vs FPR - Stocks selection experiments

dataset is classified correctly, confirming the performance of model proposed. In
stocks selection experiment, a binary classification process is realized. Positive
class is bullish stock and negative class is bearish stock. Real classes for stocks are
determined with behavior of next day; if difference between close prices is positive
or equals to zero stock is bullish, in other case is bearish. Values used in confusion
matrix to validate the model are True Positive Rate(stocks correctly classified
as bullish), False Positive Rate(stocks wrong classified as bullish), True Negative
Rate(stocks correctly classified as bearish) and False Negative Rate(stocks wrong
classified as bearish).

Figures 5 and 6 show error rate and TPR vs FPR points for 52 combinations
of parameters for stocks selection model. In Figure 5 a dashed line is drawn to
identify model performance versus a random classifier. Each point in Figure 5
represents performance of a parameters combination for the model. Parameters
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Fig. 6. Error Rate - Stocks selection experiments

combination include: pattern size (2,3,4), tendencies size(5,10,15), representation
extensions (the four possible representations) and selection threshold (0.55, 0.6).

5 Conclusions and Further Work

The importance and contribution of proposed model is that it can be used as
foundation to implement models to recognize candlesticks patterns using data
mining techniques. Experiments show how the fuzzy classifier has a good per-
formance. In the stocks selection case, results show how the selection based on
candlesticks has a performance similar to a random classifier. Values used for
selection threshold and results in Figure 5 suggest than patterns in catalogue do
not have a representative nature state and do not provide additional information
for support the decision process. With the results for this model, a conclusion
is that models based on candlesticks for stocks selection in trading strategies do
not provide useful information for design trading strategies. There are two pos-
sible reasons for this; the first one is that representation proposed in the model
is not appropriate for the process and do not model the reality on candlesticks;
the second is that candlesticks does not work. But for decide this, is necessary
a statistical validation in order to conclude if candlesticks work or not.

In this way, two research lines for further work are proposed . The first one
includes make experiments with greater datasets and tune fuzzy sets and rules
using an evolutionary approach as proposed in [8]. The second research line is
to extend the model for making automatic pattern recognition for candlesticks
validation (validate patterns reported in [4] and [9]), and perhaps discover and
report new patterns through mining lots of data in stocks time series.
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Abstract. JCCM (Joint Clustering Coefficient Method) algorithm was proposed 
to identify communities which are cohesive on both attribute and relationship 
data in social networks. JCCM is a two-step algorithm: In the first step, it clus-
ters tightly cohesive cliques as community cores and we proposed a heuristic 
method to identify community cores with a probabilistic guarantee to find out 
all community cores. In the second step, JCCM assigns the community cores 
and peripheral actors into different communities in a top-down manner resulting 
in a dendrogram and the final clustering is determined by our objective func-
tion, namely Joint Clustering Coefficient (JCC). To consider the power of ac-
tors in different roles in community identification, we defined two regimes of 
communities, namely “union” and “autarchy”. Experiments demonstrated that 
JCCM performs better than existing algorithms and confirmed that attribute and 
relationship data indeed contain complementary information which helps to 
identify communities. 

Keywords: Graph clustering, Community identification, Social network. 

1   Introduction 

In many applications, attribute and relationship data are both available, carrying com-
plementary information. Formally we call the datasets contain both attributes and 
relationships informative graphs (see Def.3.4). Social networks could be exactly rep-
resented by informative graphs. Vertices of informative graphs represent actors with 
attribute value in social networks and edges of informative graphs represent social 
relationships among actors in social networks.  

Identifying communities in social networks is an interesting and challenging prob-
lem in social network analysis. Obviously both attribute and relationship data are 
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necessary for describing the underlying patterns of communities. A community is 
naturally defined by a group of actors who share similar interests (attribute data) and 
whose total number of internal links is greater than the total number of external links 
(relationship data). So if we represent a social network by an informative graph, 
community identification is to discover clusters which are cohesive on both attribute 
and relationship data [1]. 

While almost all the existing literatures only focus on indentifying community on 
relationship data solely. The existing algorithm of identifying community falls into 
four classes: 1) divisive algorithm find disjoint community [2,8,9]; 2) divisive algo-
rithm find joint community [5]; 3) agglomerative algorithm find disjoint community 
[6] and 4) agglomerative algorithm find joint community [3,4,10,11].  

This paper proposed the JCCM (Joint Clustering Coefficient Method) algorithm 
which combines agglomerative and divisive methodology to identify overlapping 
community in informative graphs. JCCM could also work on social networks only 
having relationship data, just by supposing that all the actors in the social network 
have the same attributes values. We make the following contributions: 

1) We proposed a two-step algorithm JCCM to identify overlapping community in 
informative graphs (see Def.3.4). In the first step (an agglomerative step), the 
proposed algorithm utilizes a heuristic approach to cluster tightly overlapped 
cliques which form the community cores (see section4.1).  

2) We defined two regimes of community, namely “union community” and “autar-
chy community”. The overlapping patterns of cliques in community cores decide 
the regimes of communities.  

3) We proposed a Joint Clustering Coefficient (JCC) to qualify community cluster-
ing by both considering attribute and relationship data. and defined different role-
based similarity functions to measure the distance between actors and community 
cores inheriting different regimes.  

4) Experiments demonstrate that JCCM performs better than the clustering  
algorithms which only consider relationship or attribute data.  

The remainder of this paper is organized as follows: after the related work Section, 
the problem is formulated in Section 3. Section 4 details the JCCM algorithms. Section 
5 describes experiments. Conclusions and future works are contained in Section 6. 

2   Related Works 

Ester et al. studied a general joint cluster model which considers both attribute and 
relationship data naturally and simultaneously in [7]. In the paper, the Connected k-
Center (CkC) problem is proposed, which is to group data objects into k clusters with 
the goal of minimizing the maximum distance of any data object to its corresponding 
cluster center, meanwhile satisfying an internal connectedness constraint on the rela-
tionship data. Due to the NP-hardness of CkC, a heuristic algorithm is introduced. 
Different from the CkC model, the joint cluster model, Connected X Clusters,  
discussed in [1] focuses on the problem of automatically identifying the appropriate 
number of clusters. Ref. [1] proposes a JointClust algorithm to identify disjoint  
communities in informative graphs.  
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Li et al. [13] form overlapping clusters using both the structure of the network and 
the content of vertices and edges. There are two phase in the algorithm, the first one 
finds densely connected “community cores”, which are defined as densely overlapped 
cliques. In the second phase, further triangles and edges whose content (assessed 
using keywords) is similar to that of the core are attached to the community cores.  

Unfortunately, the algorithms proposed in Ref. [1] and [7] could not find overlap-
ping community. Ref. [13] just empirically defines “densely overlapped cliques”.The 
proposed JCCM algorithm identifies all the overlapping communities by considering 
relationship data and attribute data simultaneously without any a-priori knowledge. Not 
as JointCluster algorithm [1] could only work on informative graphs, our algorithm 
could work both on informative graphs and graphs without vertices attributes. 

3   Preliminaries 

Definition 3.1 (Clique adjacent parameter) Two maximal cliques with size L and S 

are r-adjacent, if they share O vertices, 
( )

( )
1S

r
L S O

−
=

+ − , supposing L S≥ .It’s clear that 

0 1r≤ ≤  and if 1O S= − ,r could get its largest value. 

Definition 3.2 (Edge Clustering Coefficient) Clustering coefficient of an edge uve
is 

defined as
( ) ( )

( )
( ) ( )

uv

u v
C e

u v

Γ Γ
=

Γ Γ

∩
∪

, ( )uΓ  and ( )vΓ  denote the sets of neighboring vertices 

of u and v respectively. This coefficient measures the ratio of u and v occurring in the 
same cliques.  

Definition 3.3 (Clique Centrality). An actor’s clique centrality is defined as the num-
ber of cliques which include it. Large clique centrality means the given actor joins 
many overlapping cliques in social networks. In a way, clique centrality indicates 
actors’ leadership in social networks. 

Definition 3.4  (Informative graph). Given a set of n data objects 1{ ,..., }nO o o= . 

Let ( )iA o  be the attribute values of io  and ( , )i jR o o = 1 iff there is a relationship 

between io  and jo . An informative graph is a graph G = (V, E, vw ) with following 

properties: 

1) Each vertex iv ∈ V corresponds to a uniquely defined data object io  ∈ O  

such that w( iv ) = A( io ). 

2) There is an edge between iv  and jv   iff  ( , )i jR o o = 1. 

Definition 3.5  (Cluster graph). Let G = (V, E, vw  ) be an informative graph. Let  

{ 1V , ..., kV }, k ≥ 2 be a partition of V , i.e., V = 1V ∪...∪ kV  and, i jV V∩ j = ∅ ∀1 

≤ i < j ≤k. A graph CG is called cluster graph, if CG = ( cV  , cE ),where  
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cV  = { 1V , ... kV } and cE  = {{ iV , jV }| , , ( , )i ji V j V i j E∃ ∈ ∈ ∈  } and iV is 

internally connected in G. 

LEMMA 3.1. Minimum edge connectivity 

Let graph Q = (V, E) be a graph contains two r-adjacent cliques, and 0.5 ≤ r ≤ 1, V = 

n > 3. The edge connectivity of Q cannot be smaller than 2

n⎢ ⎥
⎢ ⎥⎣ ⎦ , namely, we have to 

remove at least  2

n⎢ ⎥
⎢ ⎥⎣ ⎦ edges in Q to split the two cohesive cliques into two separated 

sub-graphs. 
The proof of the lemma is detailed in [14]. Based on this lemma, we theoretically 

defined “tightly” cohesive cliques as cliques whose adjacent parameter is larger than 
0.5 (i.e. r>0.5). 

4   Finding Communities 

In a way, prominent properties of actors in a community indicate the property of the 
community. As shown in Fig.1, if actors in a community have almost the same degree 
centrality, which means there is not an explicit “leader” who relatively interacts to 
more actors in the community than others. We call the community inherits this regime 
“Union Community”. In reverse, we call the communities including explicit leaders 
“Autarchy Community”. 

 

 

Fig. 1. A informative and cluster graph of three communities. The table contains the attribute 
data of every actor. The actors circled by polygons are community cores, the others are periph-
eral actors. 

4.1   Community Core 

Community cores are the densely overlapping cliques, and the overlapping parameter 
r must be larger than 0.5(see def. 3.1). The regimes of community are separated by 
whether there are explicit leaders in communities.  

Unfortunately, generating all maximal cliques in a graph is an NP-Hard problem 
[15]. So we proposed a heuristic method to find community cores. JCCM randomly 
initialize some vertices in graph as centroids, then assigns vertices to the initial cen-
troids to form cliques. After getting the maximal cliques contain centroids, JCCM 
merges the maximal cliques and neighboring vertices of these cliques into community  
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cores under the constraint of overlapping parameter r. To guarantee properly cluster-
ing every community in the graph, we must guarantee that there would be at least one 
initial centroid is placed in each true cluster.  

Theorem 4.1. Given a graph G(V,E), Let 1,..., kV V be the partition of V and | iV | the 

number of vertices contained in iV . The probability that we draw exactly one vertex 

of each community iV  in k trails is between ( ) !km
k

V
× and !

k

k

k
 (where m is the minimum 

size of a community) . 
To illustrate the probabilities in Theorem4.1, we give the following example. Let  

n = 2000, the minimum size m = 100 and k = 20, then 82.4 10p −= × . Thus, the chance 
of placing one of the initial centroid in each cluster is very small. In order to guaran-
tee p to a certain value, we draw a larger number of initial centroids than the maximal 
possible number of clusters (i.e. s>k). 

Theorem 4.2. Given a graph G(V,E), Let 1,..., kV V be the partition of V and | iV | the 

number of vertices contained in iV . Let |V|=n, m is the minimum size of a community 

and n
k

m
⎡ ⎤= ⎢ ⎥⎢ ⎥

, In order to choose at least one vertex from each community with a prob-

ability of p, we need to draw at least ln
ln

k
s k

p

⎡ ⎤
= ⎢ ⎥−⎢ ⎥  

initial centroids. 

Table 1. Number of centroid required for n=2000 and m=100 

P 0.9 0.95 0.99 0.999 
S 105 120 153 199 

The values in Table 1 refer to the same example as described before (n = 2000 and 
m =100). As described in Theorem4.2, s is the number of initial centroids we have to 
place in order to guarantee the responding confidence p .  

4.2   Joint Clustering Coefficient 

Dealing with attribute data, the Silhouette Coefficient [16] is a measurement, which 
qualifies the clustering quality independent of the number of clusters. By combining a 
connection constraint to Silhouette Coefficient, we get Joint Clustering Coefficient as 
follows: 

(Joint Clustering Coefficient). Given a graph G = (V, E) and cluster graph CG=(Vc, 

Ec), the Joint Clustering Coefficient (JCC) is 
1 ( ) ( )

max{ ( ), ( )}i V

b i a i
s

V b i a i∈

−= ∑ , where a is the 

cluster to which i was assigned, a(i) denotes the distance from i to the center of cluster 
a, b(i) is the average distance from i to all neighboring clusters of “a” in CG. a(i) and 
b(i) are both calculated by the following function f. 
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(1) 

(2) 
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uc
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j a u v S i juc uv

j L a u v S i jac uv

j C a u v S i jac uv

d i j
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d i j
f a i

L a w

d i j

C a w
 

(3) 

( , )f a i  is the similarity function to calculate the distance from a vertex i to the cen-
ter of a cluster “a”. The distance between vertices and cluster centers is defined by 
both relationship and attribute data. ( , )d i j  denotes the Euclidean distance in attribute 
space, namely the similarity in attribute value between i and j. uvw  denotes the edge 
clustering coefficient (see Def.3.2) of edge (u, v) and ( , )S i j  denotes the shortest path 
from actor i to j. Equation (1) computes the distance from an actor i to an “union 

community core” a , where ua denotes the set of actors in a to which actor i con-

nects. Equation (2) and (3) compute the distance from i to an “autarchy community 
core”.   

4.3   JCCM Algorithm 

JCCM is an agglomerative and divisive algorithm to find overlapping communities. 
In first phase, the number of initial centroids is determined by theorem 4.2. 

The computational complexity of the first phase is 2 2( )s M D nΟ × × × , where n is the 
number of vertices in graph G, s is the number of initial centroids, M is the largest 
number of cliques a community core contains and D is the largest degree in graph G. 
Since , ,n s M D , we consider s, M, D as constants, therefore the runtime of the first 

JCCM Algorithm  
INPUT:  Informative graph G(V, E), p(the probability of guarantee to find all 

true communities), r(the threshold of clique overlapping parameter), m(the  
minimum size of communities) 

OUTPUT:overlapping communities in graph G(V, E) 
1: \\ FIRST PHASE:  Finding community cores 
2: randomly initialize k vertices as centroids, the value of k is determined by  

  theorem 4.2 
3: find cliques contain centroids and extend them into community cores under 

  the constraint of parameter r 
4: ClusterGraph=constructCG( community core, G) 
5: \\ SECONDE PHASE:  Maximizing JCC 
6: while the set of edges in “ClusterGraph” is not null 
7: delete a randomly selected edge of “ClusterGraph” 
8: calculate JCC and reserved it with the corresponding community division 
9: goto line 6 

   10: output the community division corresponds to the largest JCC 
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phase is 2( )nΟ . The computational complexity of splitting cluster graph in the second 
phase is 3( )nΟ . So the runtime of JCCM is 3( )nΟ .  

5   Experiments 

We compare JCCM with CPM1 [3] , CONGA [5]  and X-mean2. [17] algorithms on 
both informative graphs and graphs without attribute data.The results in Table3 and 4 
are gotten by JCCM under the setting that r  = 0.5 and m=100.  

We test all algorithms on real-world co-authorship networks and use F-measure to 
numerically measure them.  

F-measure provides a value between precision and recall, closer to the lower of 
them. 

 Recall: the fraction of vertex pairs labeled with the same labels which are also 
clustered in the same community. 

 Precision: the fraction of vertex pairs which are clustered in the same commu-
nity which are also labeled with the same labels. 

 F-measure = 
2 recall precision

recall precision

× ×
+

 

The co-authorship networks were generated based on the two well-known scien-
tific literature digital databases citeseer3 and DBLP4. We chose papers written be-
tween 2000-2004, 2002-2006 and 2003-2007, belonging to three different research 
areas: Theory, Machine Learning, and Databases & Data Mining to construct the co-
authorship networks. We employed the term frequency inverse-document frequency 
[18] to the most important keywords occurring in the abstracts of the corresponding 
papers and attached them as attribute data to each author. The co-authorship was used 
to generate the relationship data. Authors were labeled with the majority areas of their 
papers.  

Table 3 shows that JCCM performs better than X-Mean and CPM on community 
identification in informative graph. This indicates that considering attributes and con-
necting structure simultaneously is necessary. Table 4 shows JCCM beats CPM and  
 

Table 2. Description of datasets 

Dataset Number of authors Number of  keywords P5

Dataset1 1942 603 3.2% 
Dataset2 2103 720 4.0% 
Dataset3 3198 887 5.5% 

 

                                                           
1 CPM is implemented in CFinder (version-2.0-beta3). 
2 http://sourceforge.net/projects/weka/ 
3 http://citeseer.ist.psu.edu/ 
4 http://www.informatik.uni-trier.de/ ley/db/ 
5
 The proportion of actors appear in several communities. 
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Table 3. Results on informative graphs  

Datasets Algorithm Recall Precision F-measure Cluster 
number 

X-Mean 0.48 0.96 0.64 4
CPM 0.71 0.52 0.60 6

Dataset1 

JCCM 0.73 0.96 0.82 3
X-Mean 0.92 0.44 0.60 6
CPM 0.36 0.89 0.52 15

Dataset2 

JCCM 0.91 0.54 0.68 5
X-Mean 0.82 0.48 0.60 10
CPM 0.73 0.44 0.54 17

Dataset3 

JCCM 0.90 0.51 0.66 11
 

Table 4. Results on co-authorship networks without considering attribute data 

CONGA 0.88 0.46 0.60 5 

CPM 0.36 0.89 0.52 15 

Dataset2 

JCCM 0.85 0.48 0.61 5 
CONGA 0.73 0.42 0.53 11 

CPM 0.73 0.44 0.54 17 

Dataset3 

JCCM 0.75 0.44 0.55 10 

Datasets Algorithm Recall Precision F-measure Cluster 
Number 

CONGA 0.68 0.96 0.80 3 

CPM 0.71 0.52 0.60 6 

Dataset1 

JCCM 0.72 0.84 0.78 3 

 

performs better than CONGA in most of the time. This indicates that introducing the 
concept of community’s regimes and considering actors in different roles respectively 
help to identify communities. 

6   Conclusion and Future Work 

In this paper, we have investigated community identification algorithm on informative 
graphs. Our algorithm JCCM combines the agglomerative and divisive methodology 
to find overlapping community in informative graphs. We also defined two commu-
nity regimes, i.e. autarchy and union, and proposed several different principles to 
compute JCC for different community regimes. Experiments on both of the informa-
tive graph and relationship-only social networks indicate that JCCM is competitive in 
existing community identification algorithms. 

Future works focus on clustering community in dynamic informative graphs.  
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Abstract. The logical presentation model of XML data is the basis of XML 
data management. After introducing XML tree models and frequent pattern 
models, in this paper we have proposed a novel Weighted Element Tree Model 
(WETM) for measuring the structural similarity of XML documents. This 
model is a concise form of XML tree models, so the efficiency of the operation 
on this model is higher than XML tree models. And comparing with frequent 
pattern models, the WETM enhances the expression ability of structural infor-
mation of sub trees, which can appreciate the accuracy of similarity evaluation. 
Moreover, in order to compare the performance of the proposed evaluation al-
gorithm, it is applied to XML documents clustering. The experimental results 
show that our algorithm is superior to the algorithms based on tree models or 
frequent pattern models. 

Keywords: XML, similarity evaluation, clustering, element tree. 

1   Introduction 

With the growing popularity of XML for data representation and exchange, large 
numbers of XML documents have emerged. There is a pressing need for discovering 
valuable information from the massive documents. XML data mining is an important 
application of knowledge discovery technology, and similarity computation plays a 
crucial role in XML data mining. 

XML documents’ mining consists of contextual mining and structural mining. The 
structure is an important characteristic of XML document. Structural mining could 
excavate the knowledge among the structures of XML documents, and facilitate XML 
data extraction, integration and other applications. Classification and clustering are 
commonly used methods in XML structural mining. The similarity between XML 
documents is the basis of classification and clustering, and it is a crucial factor of the 
mining result. 

In the XML arena, similarity evaluation between documents has been receiving a 
lot of attention and many approaches have been developed. At present, there are two 
main categories of approaches, namely approaches based on XML tree models and 
approaches based on frequent path models. Modeling XML documents as trees is an 
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ordinary representation. Such as DOM [1], which is a W3C proposed standard, pre-
sents XML documents as a hierarchy tree of node objects. A common way of evaluat-
ing the similarity of two trees is by measuring their tree edit distance [2], and there are 
three classical algorithms of tree edit distance: Selkow [3], Chawathe [4] and 
Dalamagas [5]. The tree models contain all information of the XML documents and 
the tree edit operations are time-consuming operations, thus the efficiency of the 
evaluation algorithms based on tree models is considered as a challenge work. Fre-
quent patterns [6] are another category of important models transformed from tree 
models, such as frequent paths model [7], frequent subtree model [8] and element 
sequence pattern [9]. The evaluation algorithms based on frequent patterns can evalu-
ate the similarity between XML documents efficiently, but it is difficult to find out all 
the frequent patterns, and the accuracy of the evaluated similarity is not satisfied  
because they miss lots of structural information. 

In this paper we have proposed a novel model named Weighted Subtree Expression 
Model (WETM), the model treats the elements as the center, the subtrees as the main 
part, and the weight of subtree as the connection among elements, and then we give a 
similarity evaluation algorithm based on the model. In order to verify the performance 
of this algorithm, we apply the algorithm and other two algorithms, namely Tree Edit 
Distance (Dalamagas [5]) and PBClustering [7], for XML documents clustering. The 
results of the experiment show that the similarity evaluation algorithm based on 
WETM is superior to Tree Edit Distance algorithm based on tree model and PBClus-
tering algorithm based on frequent path model considering either the processing cost 
or the clustering accuracy. 

2   Weighted Element Tree Model (WETM) 

The logical XML document model is the basis for processing XML documents. Dif-
ferent data models can be used in different research fields. In order to facilitate the 
structural similarity evaluation of XML documents, the data model should be concise, 
and it should contain enough structural information at the same time. Based on the 
study of the previous data models, we propose a novel data model, called WETM, for 
measuring the structural similarity of XML documents. 

In an XML document, elements, attributes and text nodes are the three most com-
mon types of nodes. Since we focus on the structural similarity, and content similarity 
can be done a good job by the traditional information retrieval technology, text nodes  
 

Table 1. The notations used in this paper 

Number Notation Description 
1 D An XML document or an XML document tree 
2 e An element node of an XML document 
3 E The element nodes set of an XML document 
4 π(e) The child nodes set of the element e 
5 φ(e) The parent node of the element e 
6 |e| The level of the element e 
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can be disregarded. Moreover, because attributes can be seen as a particular case of 
elements, we can only consider elements disregarding attributes also. The notations 
used in this paper are shown in Table 1. 

The process of similarity evaluation between two documents is to measure the 
common and different features between the documents. Since common and different 
features at higher levels in the labeled tree of the documents are more relevant than 
the ones deeply nested in the tree, we assign a different weight to elements at different 
levels of the labeled tree. If element e is the root node of the document tree, then 
|e|=0; otherwise, |e|=|φ(e)|+1. Let w(e)=λ-|e| denote the weight of element e, where λ is 
the factor of relevance of a level with respect to the underlying level, and λ>1. In 
general, λ is assigned to 2. 

Definition 1 (Weighted Element Tree Model). Given an XML document D. For 
each e∈ E, the weighted element tree of e is a 3 tuple γ=(e, π(e), w(e)), where e is the 
parent element, π(e) is the child elements set of e, w(e) is the weight of e ; Then  
the structural information of document D can be presented as Γ={γ|γ=(e, π(e), w(e)), 
e∈ E}. 

Given an element tree γ=(e, π(e), w(e)), if π(e) = Φ, γ is referred as a trivial element 
tree; Otherwise, it is referred as a non-trivial element tree. Note that, the trivial  
element trees are ignored in the following sections without special pointed out. 

3   Similarity Evaluation 

The similarity of an XML document D1 with respect to another document D2 is a 
conditional probability of D1 assuming that D2 is given. Let Sim(D1, D2) denote the 
similarity of D1 with respect to D1, then we can easily obtain that: Sim(D1, D2) = P(D1| 
D2)∈[0,1]. Since Sim(D1, D2) is a conditional probability, the formula Sim(D1, D2)  = 
Sim(D2, D1)  is not always true. 

3.1   Tag Similarity 

Elements are the base unit of an XML document and XML is self-descriptive, thus it 
is significant to consider the element tag similarity for measuring the document simi-
larity. An XML document could be same with respect to another except for its tags. 
Moreover, the two tags can be different but can still represent the same information: 
they can be synonyms (e.g., movie and film), or syntactically similar according to a 
string edit distance [11] (e.g., happy and hsppy). 

Given two elements e and e0, and let s and s0 are their tags, in order to evaluate the 
similarity of e with respect to e0, referred as Sim(e, e0), the following rules are ap-
plied: Firstly, if s is same to s0, we define Sim(e, e0)=1; Secondly, if s and s0 are syno-
nyms, we define Sim(e, e0)=ξ, where ξ is the factor for measuring synonymous tags 
and it is assigned to 0.8 here. In this paper, it is according to WordNet [12] to deter-
mine whether two words are synonyms or not. Thirdly, in order to compute the syn-
tactical similarity of s with respect to s0, let k denote the edit distance of s and s0, 
which is defined as the minimum number of point mutations required to change s into 
s0, where a point mutation is one of: change a letter, insert a letter or delete a letter. If 
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1﹣
k

 max(s.Length, s0.Length)>δ, then Sim(e, e0)=1﹣
k

 max(s.Length, s0.Length), where 

δ threshold value of syntactical similarity and it is assigned to 0.4. Here, function max 
returns the maximal value of the input values. Otherwise, s and s0 are not syntactically 
similar. Finally, s is not similar to s0 and Sim(e, e0)=0. Now we give the formula for 
calculating the tag similarity of elements: 

Sim(e, e0) = 

⎩⎪
⎨
⎪⎧

1  s is same to s0

 0.8  s and s0 are synonyms

 1﹣
k

 max(s.Length, s0.Length) s is syntactically similar to s0

 0  otherwise

 . (1) 

3.2   Similarity of Weighted Element Tree 

By Definition 1, the structural information of an XML document can be presented by 
Γ which consists of weighted element trees, thus we discuss the similarity of a 
weighted element tree γ with respect to another γ0 firstly. 

Definition 2 (Matched Vector of γ|γ0). Given an weighted element tree γ= (e, π(e), 

w(e)) and another weighted element tree γ= (e0, π(e0), w(e0)), let a matched vector → e  

=(c, i, d) describe the similarity of γ|γ0, referred as → e  =V(γ|γ0), where e is the root 
element of γ; c is the number of elements appearing in both the π(e) and π(e0),  
referred to as common elements, i.e., c=|π(e)∩π(e0)|; i is the number of elements 
appearing in the π(e) but not in the π(e0), referred to as inserted elements, i.e., 
i=|π(e)- π(e0)|; d is the number of elements appearing in the π(e0) but not in the π(e), 
referred to as deleted elements, i.e., d=|π(e0)- π(e)|. 

In order to measure the affect factor of the common, inserted and deleted elements 

to the similarity, we introduce a factor vector → σ  = (α, β, θ), where α, β and θ are all 
greater than 0. Given function abs returns the absolute value of the input value, then 
we can define the structural similarity γ with respect to another γ0 as follows1: 

Sim(γ, γ0)=(1－ 
abs(|e| － |e0|)
 max(|e|, |e0|)

 )× 
λ×Sim(e, e0)＋α×c

 λ＋→ σ×→ e T
 . (2) 

Where λ is the factor of relevance of a level with respect to the underlying level  
defined in Section 2, and Sim(e, e0) is the tag similarity. 

3.3   Similarity of XML Documents 

Definition 3 (Similarity Matrix of Γ|Γ0). Given two XML documents D and D0  and 
their structural information Γ= {γ1, γ2, ..., γm} and Γ0= {γ1', γ2', ..., γn'}, then we can 
defined the Similarity Matrix of Γ with respect to Γ0 as follows: 

                                                           
1

 The vector → e  T represents the transpose vector of → e  . Similarly, the matrix MT represents the 
transpose matrix of M. 
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M(Γ|Γ0) = 

⎝
⎜
⎛

⎠
⎟
⎞s11  s12 …  s1n

 s21  s22 …  s2n

 … … … …

 sm1 sm2 …  smn

   where sij=Sim(γi, γj') . (3) 

For each γi∈Γ, let ti=Sim(ei, ek') and → ei  = V(γi|γk'), where ti denotes the tag similarity 
of ei and ek', ei is the root element of γi, ek'is the root element of γk', γk' satisfies that sik 
=max(si1, si2, ..., sin), 1≤ i≤ m and 1≤k≤ n. Then we can define: 

(1). The tag similarity vector as →t   = (t1, t2, ..., tm); 

(2). The matched matrix as MM3m=[→ e1 
T, → e2 

T,…, → em T]; 

(3). The transpose matrix of MM3m as MMT
3m =[→c T, →i T, →d T, where →c , →i  and →d  

are the vectors consisted of common elements, insert elements and deleted  
elements respectively. 

In order to evaluate the factor of the different levels, we introduced the vector of ele-

ments weight as →w  =(w(e1), w(e2), …, w(em)) = (λ-|e1|, λ-|e2|, …, λ-|em|). Now we can 
evaluate the similarity of D with respect to D0: 

Sim(D, D0) = 
λ×→t  ×→w T

＋α×→c  ×→w T

 λ× ∑
i=1

m
 w(ei)＋→σ ×(MM3m×→w T)

  . 
(4) 

4   Experiments 

4.1   Experiment Setup 

To compare the performance of the proposed WETM with that of other related works, 
we have implemented the Tree Edit Distance algorithm, referred as TED, which esti-
mates the document similarity using the tree model as well as PBClustering algorithm 
with the document similarity estimated using the frequent path model. All the algo-
rithms were implemented in C# and all the experiments are carried out on a 2.8 GHz 
Pentium processor with 1 GB RAM running Windows 2003. The experimental results 
of WETM are assuming that the affect factors of common elements, inserted elements 
and deleted elements are the same. 

In order to apply the algorithms to similarity-based clustering for performance 
evaluation, two kinds of datasets were used, namely ACM Sigmod Record [13] and 
Shakespeare [14]. In order to test the sensitivity of the algorithms on datasets with 
different sizes, we prepared a number of sub datasets shown in Table 2 for our  
experiments. After preparing the datasets, all the documents no matter from ACM 
Sigmod or Shakespeare are belong to one of the categories from C1 to C6. 
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Table 2. Datasets used in our experiments 

Category Datasets Sources Documents# 
C1 IndexTermsPage Sigmod-1999 920 
C2 OrdinaryIssuePage Sigmod-1999 51 
C3 ProceedingsPage Sigmod-1999 17 
C4 OrdinaryIssuePage Sigmod-2002 30 
C5 ProceedingsPage Sigmod-2002 16 
C6 Shakespeare Shakespeare 48 

4.2   Processing Cost 

In this experiment, we compare the processing cost of the three algorithms to the 
number of documents, which varies from 0.5K to 3K documents. All the documents 
used in this experiment are from ACM Sigmod Record selected in random, the size 
ranged from 10KB to 30KB.  

In order to compare processing cost, the algorithms are divided into two stages. 
One is the building model stage, which is the preprocessing stage including to read 
the documents and turn them into the logical data model. The other is the evaluation 
stage, which is similarity evaluation stage including to evaluate the similarity of any 
pair of documents. 

 

 

Fig. 1. The Comparison of Processing Cost 

Fig.2 shows the comparison of processing cost of the three algorithms. From 
Fig.3.(a), it can be seen that the building model cost of PBClustering steep rises along 
the increasing number of documents, which is reasonable because PBClustering 
should find out the frequent paths for any single document from the paths of the 
whole document set, while the other two algorithms build the data model for a single 
document independently. On the one side, since the tree edit operations are time-
consuming operations that is mentioned before, the evaluation cost of TED is cer-
tainly very high; on the other side, the evaluation of the other two algorithms is quiet 
simple. Fig.4.(b) just verify this situation. 
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From the above analysis and experimental results, it can be seen that WETM inher-
its the convenience of tree models to build logical data model and brings down the 
evaluation cost close to that of the frequent path modes at the same time. 

4.3   Clustering Accuracy 

The similarity that can accurately describe the structural relationship between  
XML documents can be estimated by different evaluation algorithms, and it can 
benefit all the existing similarity-based clustering algorithms. Without loss of  
generality, the K-means algorithm was chosen in this paper as the clustering  
algorithm. 

Among the different quality measures for clustering accuracy, we used one of the 
most common ones the precision and recall rates as clustering accuracy measure. The 
measure assumes that a cluster is the result of a query and a category is the desired set 
of the documents for the query. Let C and Ci, where 1≤i≤6 in our experiments, 
denote the cluster set and category set respectively, then the precision and recall rates 
of that cluster-category pair can be computed as follows: 

Precision = 
|C ∩ Ci|

 |C|     Recall = 
|C ∩ Ci|

 |Ci|
  . (5) 

where |C ∩ Ci| is the number of the documents of category Ci falling into the  
cluster C, |C| is the number of documents in the cluster C, and |Ci| is the number of 
documents in the category Ci. 

 

 

Fig. 2. The Comparison of Clustering Accuracy 

According to Fig.2 shown the comparison of clustering accuracy of the three  
algorithms, the clustering accuracy based on the proposed WETM is found to be 
significantly better than that based on the others. Note that, the category which  
contains only 16 documents C5 is a particular case, because it is not used to evaluate 
the clustering accuracy but to evaluate the adaptability of the algorithms in the  
experiments. 
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5   Conclusion 

In this paper we have proposed a novel model named Weighted Element Tree Model, 
which inherits the convenience of tree models to build logical data model and brings 
down the evaluation cost closing to that of the frequent path modes at the same time. 
The clustering accuracy using similarity evaluation algorithm based on the proposed 
WETM is found to be significantly better than that based on the others. Future works 
focus on supporting the semantic of element tags and the content of text node for they 
can be phrase and sentence with particular semantics, and extensional applications of 
the similarity evaluation. 
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Abstract. Comparison and data analysis to the similarity measures and entropy 
for fuzzy sets are studied. The distance proportional value between the fuzzy set 
and the corresponding crisp set is represented as fuzzy entropy. We also veri-
fied that the sum of the similarity measure and the entropy between fuzzy set 
and the corresponding crisp set constitutes the total information. Finally, we de-
rive a similarity measure from entropy with the help of total information prop-
erty, and illustrate a simple example that the maximum similarity measure can 
be obtained using a minimum entropy formulation.  

Keywords: Similarity measure, distance measure, fuzzy entropy. 

1   Introduction 

Analysis of data certainty and uncertainty is essential to process data mining, pattern 
classification or clustering, and discriminating data. Basically, well known distance 
measure such as Hamming distance can be used to design certainty and uncertainty 
measure commonly. To analyze the data, it is often useful to consider a data set as a 
fuzzy set with a degree of membership. Hence fuzzy entropy and similarity analyses 
have been emphasized for studying the uncertainty and certainty information of fuzzy 
sets [1-7].  

The characterization and quantification of fuzziness needed in the management of 
uncertainty in the modeling and system designs. The entropy of a fuzzy set is called 
as the measure of its fuzziness by previous researchers [1-4]. The degree of similarity 
between two or more data sets can be used in the fields of decision making, pattern 
classification, etc., [5-7]. Thus far, numerous researchers have carried out research on 
deriving similarity measures [8,9]. Similarity measures based on the distance measure 
are applicable to general fuzzy membership functions, including nonconvex fuzzy 
membership functions [9]. Two measures, entropy and similarity, represent the uncer-
tainty and similarity with respect to the corresponding crisp set, respectively. For data 
set, it is interesting to study the relation between entropy and similarity measure. The 
correlation between entropy and similarity for fuzzy sets has been presented as  
the physical view [10]. Liu also proposed a relation between distance and similarity 
measures; in his paper, the sum of distance and similarity constitutes the total  
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information [2]. In this paper, we analyze the relationship between the entropy and 
similarity measures for fuzzy sets, and compute the quantitative amount of corre-
sponding measures. First, fuzzy entropy and similarity measures are derived by the 
distance measure. Discussion with entropy and similarity for data has been followed. 
With the proposed fuzzy entropy and similarity measure, the property that the total 
information comprises the similarity measure and entropy measure is verified. With 
the total information property, similarity measure can be obtained through fuzzy en-
tropy. Illustrative example help to understand total information property between 
fuzzy entropy and similarity as the uncertainty and certainty measure of data. 

In the following section, the relationship between entropy and similarity for a fuzzy 
set is discussed. In Section 3, the procedure for obtaining the similarity measure from 
the fuzzy entropy is derived. Furthermore, the computational example is illustrated. 
The conclusions are stated in Section 4. 

2   Fuzzy Entropy and Similarity Measure  

Every data set has uncertainty in its data group, and it is illustrated as the membership 
functions for fuzzy set. Data uncertainties are often measured by fuzzy entropy, explicit 
fuzzy entropy construction is also proposed by numerous researchers [9]. Fuzzy entropy 
of fuzzy set means that fuzzy set contains how much uncertainty with respect to the 
corresponding crisp set. Then, what is the data certainty with respect to the deterministic 
data? This data certainty can be obtained through similarity measure. We analyze the 
relation between fuzzy entropy and similarity as the quantitative comparison.  

Two comparative sets are considered, one is a fuzzy set and the other is the corre-
sponding crisp set. The fuzzy membership function pair is illustrated in Fig. 1, crisp 
set nearA  represents the crisp set “near” to the fuzzy set A .  

 

 

Fig. 1. Membership functions of fuzzy set A  and crisp set 0.5nearA A=  

nearA  can be assigned by various variable. For example, the value of crisp set 0.5A  

is one when ( ) 0.5A xμ ≥ , and is zero otherwise. Here, farA  is the complement of 

nearA , i.e., C
near farA A= . In our previous result, the fuzzy entropy of fuzzy set A  with 

respect to nearA  is represented as follows [9]: 

( , ) ( ,[1] ) ( ,[0] ) 1near near X near Xe A A d A A d A A= ∩ + ∪ −                 (1) 



690 H. Wang, S. Lee, and J. Kim 

where
1

( ,[1] )
1

| ( ) 1 |
nearnear X

n

A A i
i

d A A x
n

μ ∩
=

∩ = −∑  is satisfied. nearA A∩ and  

nearA A∪ are the minimum and maximum value between A  and nearA , respectively. 
[0]X  and [1]X  are the fuzzy sets in which the value of the membership functions are 

zero and one, respectively, for the universe of discourse. d  satisfies Hamming dis-
tance measure. Eq. (1) is not the normal fuzzy entropy. The normal fuzzy entropy can 
be obtained by multiplying the right-hand side of Eq. (1) by two, which satisfies 
maximal fuzzy entropy is one. Numerous fuzzy entropies can be presented by the 
fuzzy entropy definition [2]. Here we introduce same result of (1) as follows. 

 
( , ) ( , ) ( , )near near near neare A A d A A A d A A A= ∩ + ∩               (2) 

 

The fuzzy entropies in Eqs. (1) and (2) satisfy for all value of crisp set nearA . 

Hence, 0.1A  and 0.5A  or some other 0.XA  can be satisfied. Now, it is interesting to 

search for what value of 0.XA makes maximum or minimum value of entropy.  
Eqs. (1) and (2) are rewritten as follows: 

max

0
( , ) 2 ( ) 2 1 ( )near

x x
A A

x
e A A x dx x dxμ μ= + −∫ ∫ .            (3) 

Let ( ) ( )A A

d
M x x

dx
μ= ; ( , )

near
Ae A  has been shown to be  

max
0 max( , ) 2 ( ) | 2( ) 2 ( ) |near
x x

A A xe A A M Mx x x x= + − − . 

The maxima or minima are obtained by differentiation: 

( , ) 2 ( ) 2 2 ( )near A Ae A A
d

x x
dx

μ μ= − + . 

Hence, it is clear that the point x satisfying ( , ) 0neare A A
d
dx

=  is the critical point 

for the crisp set. This point is given by ( ) 1/2A xμ = , i.e., nearA = 0.5A . The fuzzy 

entropy between A  and 0.5A  has a minimum value because ( )e A  attains maxima 

when the corresponding crisp sets are 0.0A  and 
maxxA . Hence, for a convex and sym-

metric fuzzy set, the minimum entropy of the fuzzy set is equal to that of the crisp set 

0.5A . This indicates that the corresponding crisp set that has the least uncertainty or 

the greatest similarity with the fuzzy set is 0.5A . 
All the studies on similarity measures deal with derivations of similarity measures 

and applications in the distance-measure-based computation of the degree of similar-
ity. Liu has also proposed an axiomatic definition of the similarity measure [2]. The 
similarity measure , ( )A B F X∀ ∈  and ( )D P X∀ ∈  has the following four properties: 
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(S1) ( , ) ( , )s A B s B A= , , ( )A B F X∀ ∈  

(S2) ( , ) 0cs D D = , ( )D P X∀ ∈   

(S3) ,( , ) max ( , )A B Fs C C s A B∈= , ( )C F X∀ ∈  

(S4) , , ( )A B C F X∀ ∈ , if A B C⊂ ⊂ , then ( , ) ( , )s A B s A C≥  and ( , ) ( , )s B C s A C≥  

where ( )F X  denotes a fuzzy set, and ( )P X is a crisp set. 
In our previous studies, other similarity measures between two arbitrary fuzzy sets 

are proposed as follows [9]: 

For any two sets ( ),A B F X∈ ,  

( , ) 1 ( ,[0] ) ( ,[1] )C C
X Xs A B d A B d A B= − ∩ − ∪                    (4) 

and  

( )( , ) 2 ( ,[1] ) ,[0]X Xs A B d A B d A B= − ∩ − ∪                 (5) 

are similarity measures between set A  and set B . 
The proposed similarity measure between A  and nearA  is presented in Theorem 

2.1. The usefulness of this measure is verified through a proof of this theorem.  

Theorem 2.1. ( )A F X∀ ∈  and the crisp set nearA  in Fig. 1,  

( , )nears A A = ( ,[0] )near Xd A A∩  + ( ,[1] )near Xd A A∪           (6) 

is a similarity measure.  
 

Proof. (S1) follows from Eq. (6), and for crisp set D , it is clear that ( , ) 0Cs D D = . 
Hence, (S2) is satisfied. (S3) indicates that the similarity measure of two identical 
fuzzy sets ( , )s C C  attains the maximum value among various similarity measures 

with different fuzzy sets A  and B  since ( ,[0] )Xd C C∩ + ( ,[1] )Xd C C∪ represents 

the entire region in Fig. 1. Finally, from 1 2( ,[0] ) ( ,[0] )near X near Xd A A d A A∩ ≥ ∩  and 

1 2( ,[1] ) ( ,[1] )near X near Xd A A d A A∪ ≥ ∪ , 1 2near nearA A A⊂ ⊂ ; it follows that 
 

  1 1 1( , ) ( ,[0] ) ( ,[1] )near near X near Xs A A d A A d A A= ∩ + ∪  

2 2

2

( ,[0] ) ( ,[1] )

( , )
near X near X

near

d A A d A A

s A A

≥ ∩ + ∪
=

. 

 

Similarly, 1 2 2( , ) ( , )near near nears A A s A A≥ is satisfied by the inclusion properties 

1 2 2( ,[0] ) ( ,[0] )
near near X near X

d A A d A A∩ ≥ ∩  and 1 2 2( ,[1] ) ( ,[1] )
near near X near X

d A A d A A∪ ≥ ∪ .   ■ 
 

The similarity in Eq. (6) represents the areas shared by two membership functions.  
In Eqs. (4) and (5), fuzzy set B  can be replaced by nearA . In addition to those in  
Eqs. (4) and (5), numerous similarity measures that satisfy the definition of a similar-
ity measure can be derived. From Fig. 1, the relationship between data similarity and 
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entropy for fuzzy set A  with respect to nearA  can be determined on the basis of the 
total area. The total area is one (universe of discourse ×  maximum membership value 
= 1 1 1× = ); it represents the total amount of information. Hence, the total information 
comprises the similarity measure and entropy measure, as shown in the following 
equation: 

( , )nears A A + ( , )neare A A  =1                                   (7) 

With the similarity measure in Eq. (5) and the total information expression in  
Eq. (7), we obtain the following proposition:  

 
Proposition 2.1. In Eq. (7), ( , )

near
e A A  follows from the similarity measure in Eq. (5):  

( , ) 1 ( , )
near near

e A A s A A= − ( ,[1] ) ( ,[0] ) 1
near X near X

d A A d A A= ∩ + ∪ −  

The above fuzzy entropy is identical to that in Eq. (1). The property given by  
Eq. (7) is also formulated as follows:  

 
Theorem 2.2. The total information about fuzzy set A  and the corresponding crisp 
set nearA ,  

( , ) ( , )near nears A A e A A+  

( ,[0] )near Xd A A= ∩ + ( ,[1] )near Xd A A∪  

 ( ,[1] ) ( ,[0] ) 1near X near Xd A A d A A+ ∩ + ∪ −               
 

equals one.  

Proof. It is clear that the sum of the similarity measure and fuzzy entropy equals one, 
which is the total area in Fig. 1. Furthermore, it is also satisfied by computation, 

( ,[0] )near Xd A A∩ ( ,[1] ) 1near Xd A A+ ∩ =  and 

( ,[1] )near Xd A A∪ ( ,[0] ) 1near Xd A A+ ∪ = . 

Hence, ( , ) ( , ) 1 1 1 1near nears A A e A A+ = + − =  is satisfied.                                          ■ 
 

Now, it is clear that the total information about fuzzy set A  comprises similarity and 
entropy measures with respect to the corresponding crisp set. 

3   Similarity Measure Derivation from Entropy 

In this section, with the property of Theorem 2.2 similarity measure derivation with 
entropy is carried out. Entropy derivation from similarity is also possible. This con-
version makes possible measure formulation from complementary measure. With 
consideration of previous similarity measure (5), fuzzy entropy (1) has been obtained. 
It is also possible to obtain another similarity measure using fuzzy entropy different 
from that in Eq. (2). The proposed fuzzy entropy is developed by using the Hamming  
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distances between a fuzzy set and the corresponding crisp set. The following result 
clearly follows from Fig. 1. Eq. (2) represents the difference between A  and the cor-
responding crisp set nearA . From Theorem 2.2, the following similarity measure that 
satisfies Eq. (7) follows: 

( , ) 1 ( , ) ( , )near near near nears A A d A A A d A A A= − ∩ − ∩              (8) 

Here, it is interesting to determine whether Eq. (8) satisfies the conditions for a simi-
larity measure.  

Proof. (S1) follows from Eq. (8). Furthermore, ( , ) 1 ( , )C Cs D D d D D D= − ∩  

( , )C Cd D D D− ∩  is zero because ( , ) ( , )C C Cd D D D d D D D∩ + ∩  satisfies 

( ,[0] ) ( ,[0] ) 1C
X Xd D d D+ = . Hence, (S2) is satisfied. (S3) is also satisfied since 

( , ) ( , ) 0d C C C d C C C∩ + ∩ = ; hence, it follows that ( , )s C C  is a maximum. Finally,  

1 ( , ) ( , )d A A B d B A B− ∩ − ∩ ≥ 1 ( , ) ( , )d A A C d C A C− ∩ − ∩  

because ( , )d A A B∩ = ( , )d A A C∩  and ( , )d B A B∩ ( , )d C A C≤ ∩  are satisfied for 

A B C⊂ ⊂ . The inequality ( , )s B C ≥ ( , )s A C  is also satisfied in a similar manner.     ■ 

 
Similarity based on fuzzy entropy has the same structure designed from similarity 
definition. Following corollary insist that two similarity measures has the same struc-
ture even though they are derived from different ways. 

 
Corollary 3.1. Proposed similarity measures (6) and (8) are equal. 

 
( ,[0] )near Xd A A∩ + ( ,[1] )near Xd A A∪ 1 ( , )neard A A A= − ∩ ( , )near neard A A A− ∩ . 

 
This equality can be verified easily by analyzing Fig 1. 
Now, by using Eq. (8), we obtain the maximum similarity measure for the fuzzy 

set. In our previous result, the minimum fuzzy entropy could be obtained when we 
considered the entropy between the fuzzy sets A  and 0.5A . Hence, it is obvious that 
the obtained similarity  

0.5 0.5 0.5 0.5( , ) 1 ( , ) ( , )s A A d A A A d A A A= − ∩ − ∩           (9) 

represents the maximum similarity measure. 

Computation between Similarity measure and Fuzzy entropy : Let us consider the 
next fuzzy set with membership function { , ( )}AA x xμ= : 

 
{(0.1,0.2), (0.2,0.4), (0.3,0.7), (0.4,0.9), (0.5,1), (0.6,0.9), (0.7, 0.7), (0.8,0.4), 

(0.9,0.2), (1,0)}. 
 
The fuzzy entropy and similarity measures are calculated using Eqs. (2) and (9) are 

given in Table 1. 
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Table 1. Similarity and Entropy value between fuzzy set and corresponding crisp set 

Similarity measure Measure 
value 

Fuzzy entropy Entropy 
value 

0.1( , )s A A  0.64 
0.1( , )e A A  0.36 

0.3( , )s A A  0.76 
0.3( , )e A A  0.24 

0.5( , )s A A  0.80 
0.5( , )e A A  0.20 

0.8( , )s A A  0.72 
0.8( , )e A A  0.28 

0.95( , )s A A  0.56 
0.95( , )e A A  0.44 

 
The similarity measure for 0.5( , )s A A is calculated by using the following equation: 

 

0.5( , ) 1 1/10(0.2 0.4 0.4 0.2)s A A = − + + + 1/10(0.3 0.1 0.1 0.3) 0.8− + + + = . 
 

Fuzzy entropy 0.5( , )e A A is also calculated by 
 

0.5( , ) 1/10(0.2 0.4 0.4 0.2) 1/10(0.3 0.1 0.1 0.3) 0.2e A A = + + + + + + + = . 
 

The remaining similarity measures and fuzzy entropies are calculated in a similar 
manner. 

4   Conclusions 

Quantification of fuzzy entropy and similarity for fuzzy sets were studied. Fuzzy 
entropies for fuzzy sets were developed by considering the crisp set “near” the fuzzy 
set. The minimum entropy can be obtained by calculating area, and it satisfies when 
the crisp set is 0.5nearA A= . The similarity measure between the fuzzy set and the 

corresponding crisp set is also derived using the distance measure. The property that 
the sum of fuzzy entropy and the similarity measure between fuzzy set and corre-
sponding crisp set is derived as a constant value. It is proved that the fuzzy entropy 
and similarity measure values constitute whole area of information.  
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Abstract. This paper proposes a damage identification method based on back 
propagation neural network (BPNN) and dempster-shafer (D-S) evidence the-
ory to analyze the acoustic emission (AE) data of 16Mn steel in tensile test. 
Firstly, the AE feature parameters of each sensor in 16Mn steel tensile test are 
extracted. Secondly, BPNNs matching sensor number are trained and tested by 
the selected features of the AE data, and the initial damage decision is made by 
each BPNN. Lastly, the outputs of each BPNN are combined by D-S evidence 
theory to obtain the finally damage identification of 16Mn steel in tensile test. 
The experimental results show that the damage identification method based on 
BPNN and D-S evidence theory can improve damage identification accuracy in 
comparison with BPNN alone and decrease the effect of the environment noise. 

Keywords: Acoustic emission, Damage identification, Back propagation neural 
network, Dempster-shafer evidence theory. 

1   Introduction 

It is well known that 16Mn steel, as loaded member of many structures, has been 
always applied to bridges, pressure vessels and so on. These structures under stress 
tend to generate and grow some deforming and damaging which would cause reduc-
tion of the stiffness, strength and toughness as well as the remaining life of 16Mn 
steel. Therefore, in order to estimate the damage, it is important to develop healthy 
monitor and identify the damage modes of 16Mn steel. 

Acoustic emission (AE) technology was selected to monitor the deform and  
damage, because that acoustic emission has been developed as an effective non-
destructive technique for monitoring the deforming and damaging behavior of materi-
als under stress [1], and it has been used in a variety of metal structures, such as  
pressure vessels, storage tanks, railroad tank cars, manlift booms, and bridges [2, 3]. 
                                                           
∗ Corresponding author. 
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But analyzing AE data depends to a large extent on the experience and ability of ana-
lyst. So the application of artificial neural networks (ANN) to AE technique has been 
growing rapidly [4, 5]. An important class of neural network is back propagation 
neural network (BPNN) [6], which can solve complex problems with multiple layers 
and use the delta rule for training to reduce the error rapidly [7], Recently, this neural 
network has been applied to solve pattern identification, classification, and optimizing 
problems [8]. Therefore, BPNN may be used to identify the damage modes of 16Mn 
steel in AE test. However, the uncertainties that caused by measurement noise, back 
propagation neural network model error or environmental changes can impede  
reliable identification of damage. 

In recent years, the information fusion technique has attracted increasing attention 
to fault diagnosis and structural damage detection because that it can extract the in-
formation from different sources and integrate this information into a consistent, ac-
curate and intelligible data set [9]. As one of information fusion techniques, the 
dempster-shafer (D-S) evidence theory is widely used for dealing with uncertain in-
formation. The D-S evidence theory can integrate multi-sensor information including 
vibration, sound, pressure and temperature in fault diagnosis and structural damage 
detection [10, 11]. Therefore, the D-S evidence theory can be applied to analyze the 
acoustic emission data because that many types of sensors were used during AE 
monitoring of 16Mn steel tensile test.  

This paper proposes a damage identification method of 16Mn steel based on back 
propagation neural network and D-S evidence theory in AE tensile test. Firstly, the 
AE feature parameters of each sensor are extracted. Secondly, the initial damage 
decision is made by each back propagation neural network that trained by the ex-
tracted data of each sensor respectively. Lastly, the outputs of each back propagation 
neural network are combined by D-S evidence theory to decrease the effect of the 
environment noise and enhance the BPNN identification accuracy.  

2   Establishment of Damage Identification Model of 16Mn Steel 
Based on Back Propagation Neural Network and  
Dempster-Shafer Evidence Theory  

2.1   Back Propagation Neural Network of AE 

Data fusion can be seen non-linear reasoning process of information space under 
certain conditions, while the characteristic of artificial neural networks has non-linear 
process ability, can perform prediction problems and solve modes identification, clas-
sification, and optimizing problems, therefore, artificial neural networks is a appropri-
ate method for declaration level fusion. In this research, back propagation neural 
network (BPNN) is selected to identify damage modes of 16Mn steel in AE tensile 
test.  

Assume that the training input lay is I  and the training output lay is O  in the AE 
back propagation neural network, then 

{ }| 1, 2, ,I AE parameter i i p= = , { }| 1, 2, ,O Output neuron j j q= =  
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Where, p  is the numbers of AE parameters, and q  is the numbers of output neuron 

of AE back propagation neural network.  
Based on the back propagation neural network of AE, the test output lay O′  and 

mean square error E  can be obtained. Therefore, O′  can be described as: 

{ }1 2( ) ( ) ( )qO f A f A f A′ =  
Where, )( 1Af , )( 2Af  and )( qAf  are the actual value of first neuron, the actual value 

of second neuron and the actual value of qth  neuron that obtained by AE back propa-

gation neural network respectively.  
E  can be calculated in the following manner: 

2

1

1
( ( ) ( ))

2

q

i i
i

E f A F A
=

= −∑
. 

(1) 

Where )( iAF  is the desired value of ith  neuron. 

2.2   Basic Probability Assignment (bpa ) Based on the Output of Back 

Propagation Neural Network 

Basic probability assignment ( bpa ) of the dempster-shafer evidence theory of this 

damage identification model was presented by the output of AE back propagation 
neural network, and mean square error of back propagation neural network training 
was applied as uncertainty. Therefore, bpa  can be defined as:  

1

( )
( )

( )

i
i q

i
i

f A
m A

f A E
=

=
+∑

. 
(2) 

Where )( iAm  is bpa  of the ith  output neuron, )( iAf  and E  are the actual value and 

mean square error that obtained by AE back propagation neural network respectively.  
Uncertainty was presented by mean square error of AE back propagation neural 

network [12], namely 

( )m Eθ = . (3) 

2.3   The Damage Identification Model of 16Mn Steel Based on Back 
Propagation Neural Network and Dempster-Shafer Evidence Theory 

Based on the above considerations, damage identification model of 16Mn steel based 
on back propagation neural network and dempster-shafer evidence theory can be 
established. The mainly process can be drawn as follows: First of all, four AE sensors 
collect the information of 16Mn steel in tensile test. Secondly, the back propagation 
neural network output the diagnosed damage results based on the information of  
AE four sensors. Then, bpa s is presented by the output of back propagation neural  
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Rise time
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theory
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…

Rise time

BPNN n  D-S evidence 
theory

 
Fig. 1. The damage identification model based on backpropagation neural network and demp-
ster-shafer evidence theory 

 

network. Finally, the dempster-shafer evidence theory is used with bpa s to identify 

the damage modes of 16Mn steel in tensile test. The damage identification model 
based on back propagation neural network and dempster-shafer evidence theory is 
shown in Fig. 1. 

3   Experimental Procedure 

Acoustic emission measurement instrument manufactured by Physical Acoustic Cor-
poration (PAC) was used in this research, the settings of AE instrument as follows: 1) 
Test threshold = 40 dB ; 2) Peak definition time (PDT) = 300 sμ ; 3) Hit definition 

time (HDT) = 600 sμ ; 4) Hit lockout time (HLT) = 1000 sμ . 

The two R15 sensors (sensor 1 and sensor 4), two WD sensors (sensor 2 and sensor 
3) and four preamplifiers with 40dB gain (2/4/6) which manufactured by Physical 
Acoustic Corporation were used in the experiment. Those sensors were attached on 
the specimen by a ringshaped magnet. In addition, vaseline was used at the interface 
between the sensors and the specimen surface to obtain proper signals.  

The specimen dimension of this 16Mn steel tensile test is described in the Fig. 2. In 
this research, three same specimens ( 13 −lh , 23−lh , 33 −lh ) were tested under the 
condition of 1.5 min/mm  rate of extension.  
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Fig. 2. Specimen dimension 

4   Results and Discussion 

4.1   The Results of Back Propagation Neural Network 

Before using the damage identification model of 16Mn steel based on back propaga-
tion neural network and dempster-shafer evidence theory, we assumed that 

{ }| 1, 2, 3, 4, 5I AE parameter i i= =  

Namely, },,,,{ timerisedurationenergycountsamplitudeI =  

{ }| 1, 2, 3, 4damage phase j jθ = =  

Namely, 
{ }elastic deformation, yield deformation, strain hardening, necking deformationθ =  

AE back propagation neural network was developed based on the above 
assumption and the acoustic emission signature analysis during 16Mn steel damage in 
tensile test. This model was 3-layer neural networks, input layer was amplitude, 
counts, energy, duration and rise time, output layer was four damage modes which is 
elastic deformation (code 1000), yield deformation (code 0100), strain hardening 
(code 0010) and necking deformation (code 0001), and selected Tansig-Logsig as 
transfer function. The main parameter of AE back propagation neural network model 
of 16Mn steel in tensile test is shown in Table 1. 

Table 1. The main parameter of AE back propagation neural network model 

Input layer Hidden layer Output layer Other parameter 
Amplitude (1000) 
Counts (0100) 
Energy (0010) 
Duration time (0001) 
Rise time 

Based on the training 
results 

 

net.trainparam.lr=0.05; 
net.trainParam.epochs=3000; 
net.trainParam.goal=0.03. 

 
A dataset including 84 data obtained from acoustic emission experiment were used 

for back propagation neural network. From these data, 48 data (12 data each damage 
modes) were used for training the network, and the remaining 36 data (9 data each 
damage modes) were used as the test dataset. Due to the paper limitation, only the 
data of specimen 13 −lh  were displayed in this paper, that is to say, 16 data (4 data 
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each damage modes) of each sensor signals were used for training the network, and 
the remaining 12 data (3 data each damage modes) of that were used as the test data-
set. The number of neurons on the hidden layer was adjusted according to the training 
results and was finally ascertained 45, here, mean square error equals to approxi-
mately 0.04. With the trained back propagation neural network, test data was calcu-
lated and the actual output of neural network was obtained. The contrast of the desired 
output and the actual output of AE back propagation neural network model of sensor 
1 information about specimen 13 −lh  is given in Table 2.  

Table 2. The contrast of the desired output and the actual output of AE back propagation neural 
network model of sensor 1 information about specimen 13 −lh  

The actual output of back propagation neural network The desired output 

)( 1Ay  )( 2Ay  )( 3Ay  )( 4Ay  1A  2A  3A  4A  
0.9839 0.0918 0.0255 0.0011 1 0 0 0 
0.9725 0.0755 0.0172 0.0016 1 0 0 0 
0.9496 0.0932 0.0141 0.0017 1 0 0 0 
0.8124 0.2129 0.0185 0.0014 0 1 0 0 
0.1854 0.8179 0.0416 0.0017 0 1 0 0 
0.0629 0.8687 0.1046 0.0022 0 1 0 0 
0.0068 0.06 0.902 0.0078 0 0 1 0 
0.003 0.0188 0.9088 0.0506 0 0 1 0 
0.0011 0.0207 0.665 0.3212 0 0 1 0 
0.0005 0.0236 0.2888 0.7252 0 0 0 1 
0.0005 0.0236 0.2888 0.7252 0 0 0 1 
0.0005 0.0238 0.2762 0.7399 0 0 0 1 

 
It might be found that the most of actual output was close to the desired output 

based on this AE back propagation neural network model. In this works, there are two 
falsely estimation in 36 data, therefore, we applied the dempster-shafer evidence the-
ory to combine the AE back propagation neural network results of four sensors to 
decline error.    

4.2   The Results Using Dempster-Shafer Evidence Theory 

According to the output of AE back propagation neural network, bpa s were obtained 

with Eq. (2), bpa s of sensor 1 information about specimen 13 −lh  are shown in Table 

3. The combined bpa s, Bel s (belief function) and Pl s (plausibility function) of four 

sensors information are shown in Table 4. 
It can be found that the damage identification correctness by AE back propagation 

neural network and sempster-shafer theory model was higher than that of AE back 
propagation neural network model. In this works, there is no falsely estimation in 36 
Pending data. 
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Table 3. The bpa s based on the output of AE back propagation neural network (specimen 

13 −lh , sensor 1) 

)( 1Am  )( 2Am )( 3Am )( 4Am  )(θm  

0.8888 0.0829 0.023 0.001 0.0042
0.9087 0.0705 0.0161 0.0015 0.0032
0.8922 0.0876 0.0132 0.0016 0.0054
0.4821 0.1263 0.011 0.0008 0.3798
0.1715 0.7565 0.0385 0.0016 0.032 
0.0597 0.8238 0.0992 0.0021 0.0152
0.0069 0.061 0.9174 0.0079 0.0068
0.003 0.0191 0.9209 0.0513 0.0057
0.001 0.0185 0.5959 0.2878 0.0967
0.0004 0.0211 0.2584 0.6488 0.0713
0.0004 0.0211 0.2584 0.6488 0.0713
0.8888 0.0829 0.023 0.001 0.0042

Table 4. The bpa s, Bel s and Pl s of sensor 1, 2, 3 and 4 information (specimen 13 −lh ) 

 )( 1Am  )( 2Am  )( 3Am  )( 4Am  )(θm Diagnosis 
result 

bpa  0.9993 0 0 0 0 
],[ PlBel  [0.9993, 1] [0, 0.0007] [0, 0.0007] [0, 0.0007] --- 

Elastic 
deformation  

bpa  0 1 0 0 0 
],[ PlBel  [0, 0] [1, 1] [0, 0] [0, 0] --- 

Yield  
deformation 

bpa  0 0 0.9998 0 0 
],[ PlBel  [0, 0.0002] [0, 0.0002] [0.9998, 1] [0, 0.0002] --- 

Strain 
hardening 

bpa  0 0 0.0006 0.9991 0 
],[ PlBel  [0, 0.0003] [0, 0.0003] [0.0006, .0009] [0.9991, 0.9994] --- 

Necking 
deformation  

 
It is indicated that damage identification model of 16Mn steel based on AE back 

propagation neural network and dempster-shafer evidence theory works well, the 
uncertainty of the system decreases, and the accuracy of specimen damage modes 
identification increases. But this model need more research and more test.   

5   Conclusions 

Based on the present test results, analysis and discussions, the preliminary conclu-
sions may be drawn as follows: 

(1) Acoustic emission is one of the reliable methods to monitor the damage of 
16Mn in tensile test. 

(2) It is feasible to identify the damage modes of 16Mn steel based on back propa-
gation neural network and dempster-shafer evidence theory in tensile test. 
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Firstly, based on the acoustic emission signature analysis during material damage, 
3-layer back propagation neural networks model with Tansig-Logsig transfer function 
was developed. Amplitude, counts, energy, duration and rise time were selected as 
input neurons, and elastic deformation, yield deformation, strain hardening and neck-
ing deformation were selected as output neurons.  

Secondly, bpa s and belief function based on the output of AE back propagation 

neural network were obtained.  
Finally, four sensors data was fused with Dempster’s combination rule to obtain 

the finally diagnosis of 16Mn steel damage modes in tensile test. 
The results shows that damage identification model of 16Mn steel based on back 
propagation neural network and dempster-shafer evidence theory works well, this 
model can increase the reliability and correctness of the diagnosis results, and can 
decrease the effect of the environment noise. 
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Abstract. Incremental Flexible Frequency Discretization (IFFD) is a recently 
proposed discretization approach for Naïve Bayes (NB). IFFD performs satis-
factory by setting the minimal interval frequency for discretized intervals as a 
fixed number. In this paper, we first argue that this setting cannot guarantee op-
timal classification performance in terms of classification error. We observed 
empirically that an optimal minimal interval frequency existed for each dataset. 
We thus proposed a sequential search and wrapper based incremental discreti-
zation method for NB: named Optimal Flexible Frequency Discretization 
(OFFD). Experiments were conducted on 17 datasets from UCI machine learn-
ing repository and performance was compared between NB trained on the data 
discretized by OFFD, IFFD, PKID, and FFD respectively. Results show that 
OFFD works better than these alternatives for NB. Experiments between NB 
discretized on the data with OFFD and C4.5 showed that our new method out-
performs C4.5 on most of the datasets we have tested. 

1   Introduction 

Naïve Bayes (NB) has been widely deployed in real world applications due to its 
simplicity and computational efficiency. It assumes that attributes are conditional 
independent given the class label. Though this simple assumption is violated in most 
of the real world applications, NB still performs comparable to the state-of-art classi-
fiers such as C4.5. When dealing with numeric attributes, two general mechanisms are 
used for NB. One is to let NB deal with the data directly by assuming that values of 
the numeric attributes follow a normal distribution. However, in this way the per-
formance of NB cannot be guaranteed. The other is to employ a preprocessing tech-
nique called discretization.  

Discretization transforms each numeric attribute X into a nominal attribute X*, and 
maps the numeric attribute domain into a nominal one. Dougherty et al. [4] stated that 
“the classification performance tends to be better when numeric attributes are discre-
tized that when they are assumed to follow a normal distribution.” 
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Two terminologies are widely used in NB discretization, which are interval fre-
quency (the number of training instances in one interval) and interval number (the 
number of discretized intervals produced by a specific discretization algorithm) [11]. 
Yang et. al [11] proposed the proportion k-interval discretization technique (PKID). 
PKID works based on the fact that there is a tradeoff between interval number, inter-
val frequency and the bias, variance component in the classification error decomposi-
tion [4]. Also, “large interval frequency incurs low variance but high bias whereas 
large interval number produces low bias and high variance" [10]. However, PKID 
does not work well with small data sets, which have at most 1000 instances. In [13], 
Ying and Webb proposed another technique called Fixed Frequency Discretization 
(FFD). FFD discretizes the training instances into a set of intervals which contain 
approximately the same number of k instances, where k is a pre-specified parameter. 
Note that FFD is different from Equal Frequency Discretization [1], as in FFD the 
interval frequency is fixed for each interval without considering the number of train-
ing instances. The larger the training data size is, the larger the number of intervals is 
produced. However, the interval frequency will not change too much.  

PKID and FFD are not incremental in nature. Once a new training instance comes, 
it needs to do the discretization from the scratch, which is rather inefficient, especially 
for large datasets. To the best of our knowledge, Incremental Flexible Frequency 
Discretization (IFFD) [8] is the first incremental discretization technique proposed for 
NB. IFFD sets the interval frequency ranging from minBinSize to maxBinSize instead 
of single value k. The number minBinSize and maxBinSize stand for the minimal and 
maximal interval frequency. 

In this paper, we first argue that setting the minBinSize as a fixed number does not 
guarantee that the classification performance of NB is optimal. We also found out that 
there existed an optimal minBinSize for each dataset based on empirical observations. 
Finally, we propose a new supervised incremental discretization method: Optimal 
Flexible Frequency Discretization (OFFD) using a sequential search and wrapper 
based heuristic [5]. We did our experiments on 17 UCI data sets [2] in WEKA [9]. 
Experiments show that the classification accuracy of NB trained with OFFD is better 
than NB trained with PKID, FFD, and IFFD. We also compared the classification 
accuracy of NB trained with OFFD with that of C4.5; our new method defeated C4.5 
in most of the domains we have tested. 

The rest of the paper is organized as follows: Section 2 reviews previous discreti-
zation methods proposed in the context of NB. Details of the OFFD are then given in 
Sections 3. Section 4 presents experimental results. Finally, Section 5 concludes the 
paper. 

2   Related Discretization Methods for Naïve Bayes Classification 

2.1   Proportional K-Interval Discretization 

Proportional K-Interval Discretization (PKID) was proposed in [11]. It is designed to 
reduce the bias and variance of the classification error by adjusting the interval num-
ber and interval frequency at the same time. Through out this paper, we denote the 
interval number as t, the interval frequency as s, the size of training data as N. 
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PKID discretizes the training data according to the following equations: 

       s × t = N; 

s = t 
(1) 

 

In this way, the training instances are discretized into N  intervals with each inter-
val containing approximately N  number of instances. With the increase of training 
data size, the interval number and frequency will increase correspondingly. As for 
large datasets, variance contributes more than bias to the classification error, it is 
expected that PKID works well in this situation. However, for small datasets, as the 
number of instances in each interval is also small, therefore PKID incurs high classi-
fication bias, whereas under this scenario, bias weights more than variance in the 
classification error decomposition [10]. Hence, it is difficult for PKID to get reliable 
statistical probability estimation for small datasets and the performance of NB trained 
on these datasets using PKID is not satisfactory. In general, PKID will only perform 
well with numeric attributes with many identical values or small value ranges, hence-
forth produces much fewer intervals than N . Otherwise, PKID tends to produce 
larger number of intervals when the datasets size increases. 

2.2   Fixed Frequency Discretization 

Fixed Frequency Discretization (FFD) is another useful discretization method pro-
posed for NB. FFD adjusts the bias and variance of classification error by setting 
fixed interval frequency and adapting the interval number according to the increase of 
training data size. FFD sets the interval frequency at a fixed number, current imple-
mentation of FFD set the interval frequency s as 30 [12]. Thus for small datasets, FFD 
can guarantee that the statistics obtained on the intervals are reliable, thus reduces the 
bias of probability estimation. For large datasets, with the increase of training data 
size, the number of intervals will increase, thus reduces the variance of probability 
estimation. Therefore, the overall classification performance of NB trained with FFD 
will increase. 

Note that PKID and FFD are all unsupervised discretization according to [6] [7]. 
Also, PKID and FFD are not incremental in nature because they are sensitive to data 
size change. Once a new instance comes, they need to do discretization from scratch. 
However, as NB supports incremental learning, it will be upgrade the performance of 
NB if proper incremental discretization methods for NB are proposed, especially 
when dealing with large datasets. 

3   OFFD: Optimal Flexible Frequency Discretization 

In this section, we will describe in detail about our new approach: Optimal Flexible 
Frequency Discretization (OFFD). 

3.1   IFFD Recaptured 

Incremental Flexible Frequency discretization (IFFD) was proposed in [8]. The idea 
of IFFD is that in order not to discretize from scratch when the training data arrives 
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incrementally; it maintains corresponding statistics for each discretized interval. IFFD 
works as follows: it sets the interval frequency flexibly between pre-specified min-
BinSize and maxBinSize, in the current implementation of IFFD, minBinSize is set to 
30, and maxBinSize is set to be twice of minBinSize. An interval accepts instances 
until it reach the upper bound of the interval frequency, if the number of instances in 
one interval exceeds the upper bound maxBinSize, it will call a split procedure to 
produce two new intervals with interval frequency of at least minBinSize, meanwhile, 
it will update the statistics for those intervals whose values has been affected by the 
split. IFFD is reported to perform efficiently in [8]. However, we argue that setting 
the minBinSize as 30 for all datasets does not guarantee that the classification  
performance is optimal in terms of classification error. 

3.2   OFFD: Optimal Flexible Frequency Discretization 

Our new method OFFD is based on the following claim: there exists an optimal min-
BinSize for the discretization intervals for each numeric attribute as the values of 
numeric attributes has some distribution. Though such a cumulative distribution does 
not necessarily be Gaussian distribution, if we could approximate the distribution 
using the optimal minimal discretization interval frequency (minBinSize), it will in 
turn benefit the classification performance. It is nontrivial to show that such an opti-
mal interval frequency exists theoretically because we know very little about the data 
distribution, especially for unseen data. Instead, we believe that such an optimal inter-
val frequency does exist and use experiments to justify it.  

OFFD works as follows: instead of setting the minBinSize as 30 for all the data 
sets, we set a search space for the optimal minBinSize ranging from 1 to 40. The 
reason for selecting 40 as the upper bound is that for large datasets, 40 works well as 
stated in [8]. It is also reasonable to set the upper bound as N , but the performance 
of OFFD when setting upper bound as N is not good, we decided to use 40 instead. 
OFFD works in rounds by testing each minBinSize values, in each round, we do a 
sequential search on these range of values and set the current value as minBinSize 
and discretize the data using IFFD based on the current minBinSize value, we record 
the classification error for each round, if the classification error reduces once a  
minBinSize is set, we will update the minBinSize, this search process is terminated 
until all values ranging from 1 to 40 have been searched or the classification error no 
longer reduces. The pseudo-code of OFFD is listed in Algorithm 1. In OFFD,  
we also set the maxBinSize as twice of minBinSize. cutPoints is the set of cut points 
of discretization intervals. counter is the conditional probability table of the  
classifier. IFFD will update the cutPoints and counter according to the new attribute 
value V. classLabel is the class label of V. curCfErr denotes the current classification 
error. 

Note the OFFD is a sequential search and wrapper based supervised approach, the 
search efficiency for optimal minBinSize is still efficient in the context of incremental 
learning, we use the wrapper approach as the heuristic to shrink our search space. 
Therefore, the efficiency of OFFD is comparable to that of IFFD. 
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Algorithm 1. Pseudo-code for OFFD 

Input: cutPoints, counter, V, classLabel, a range of 
values from 1 to 40 
Output: The set of optimal Discretized Intervals 
Method: 
1: Do a sequential search from [1, 40], set the current 

value as minBinSize, 
2: Initialize curCfErr=100% ; 
3: while TRUE do 
4:   Test whether V is greater than the last cut point 
5:   if V is larger than the last cut point then 
6:     Insert V into the last interval; 
7:   update the corresponding interval frequency; 
8:     Record changed interval; 
9:   else 
10:     //This block is adapted from [8] 
11:     for (j=0; j<size-1; j++) do 
12:       if (V ≤ cutPoints[j]) then   
13:         insert V into interval[j];  
14:         intFre[j]++; 
15:         counter[j][classLabel]++;  
16:         chaInt=j; //record the interval which has 

been changed 
17:          break; 
18:       end if 
19:     end for 
20:   end if 
21:   if (intFre[chaInt] > minBinSize *2) then 
22:     get new cut points;   
23:     insert the new cut points into cutPoints; 
24:     calculate counter[c1] and counter[c2]; //update 

contingency table 
25:   end if 
26:   Record the current classification error and 

current minBinSize. 
27:   Set curCfErr as current classification error. 
28:   if (curCfErr does not change) then 
29:     break; 
30:   end if 
31:   Get the next sequential value as new minBinSize; 
32: end while 
33: return the optimal minBinSize and the set of  

discretized intervals; 
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4   Experiment Design and Result Analysis 

In this section, we will justify our claim on the existence of optimal minBinSize and 
evaluate our new discretization method OFFD for NB with other alternatives, includ-
ing PKID, FFD, and IFFD. 

4.1   Experiment Design 

We did our experiments on 17 datasets from UCI machine learning repository [2], 
including 9 large datasets and 8 small ones. Datasets information is summarized in 
Table 1. Size denotes the number of instances in a dataset, Qa. is the number of nu-
meric attributes, No. is the number of nominal attributes, and C means the number of 
different class values. We listed the empirical result for the existence of optimal min-
BinSize for each dataset in Figure 1.  

Table 1. Data Set Information 

ID DataSet Size Qa No. C ID DataSet Size Qa No C 
1 Sonar 208 60 0 2 9 balance-scale 625 4 0 3 
2 hepatitis 155 14 5 2 10 shuttle 58000 9 0 7 
3 Crx 690 6 9 27 11 mfeat-mor 2000 47 0 10 
4 vehicle 846 18 0 4 12 volcanoes 1520 3 0 4 
5 german 1000 7 13 2 13 satellite 6435 36 0 6 
6 vowelcontext 990 10 3 11 14 page-blocks 5473 10 0 5 
7 cleveland 303 6 7 2 15 hypothyroid2 3772 6 26 4 
8 hungarian 284 5 8 2 16 cmc 1473 2 7 3 

Table 2. Classification Accuracy Comparison on Different Discretization Methods 

DataSet OFFDNB IFFDNB FFDNB PKIDNB C4.5 
Sonar 100 82.2115 88.4615 67.7885 71.6346 
Hepatitis 92.2581 82.5806 87.7419 84.5161 80.2721 
Cleveland 90.099 85.8086 84.1584 82.5083 78.2178 
Hungarian 89.1156 85.034 85.034 83.6735 80.2721 
Crx 91.5942 87.8261 88.6957 77.6812 85.5072 
balance-scale 92.16 92.16 92.16 90.4 78.08 
Vehicle 82.6241 70.2128 72.5768 45.5083 73.5225 
German 87.3 78 79.9 75.4 74.1 
Vowel 100 89.798 94.0404 62.9293 78.0808 
page-blocks 94.6282 93.9521 94.7926 90.846 96.9121 
mfeat-mor 87.15 73.4 74.4 69.35 72.1 
Shuttle 99.4672 99.4345 99.4328 92.9793 99.9655 
Adult 86.6877 84.1776 84.4662 83.2501 86.0509 
Cmc 53.9036 53.2926 53.3605 50.4413 51.1881 
Volcanoes 93.8158 69.8684 70.9868 63.6184 66.9079 
Satellite 83.5276 83.2479 83.3877 82.3776 86.5113 
hypothyroid2 98.4093 97.9056 98.0647 95.3871 99.4698  
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As the error rate change with minBinSize change for the dataset Adult is special, we 
list the information about Adult separately: the size of Adult is 48842, with 6 numeric 
attributes, 8 nominal attributes and 2 distinct class values. For IFFD, we set the min-
BinSize as 30, for FFD, the parameter k as 30. For both NB and C4.5 classification, 
we did 6-fold cross-validation to test the classification accuracy. For IFFD and OFFD, 
data are fed in an incremental manner. For PKID, FFD, and C4.5, we feed the classi-
fier with all the data at training time. The classification accuracy of NB with these 
approaches and C4.5 on those 17 datasets is summarized in Table 2. We denote NB 
with OFFD as OFFDNB, NB with PKID as PKIDNB, NB with FFD and IFFD as 
FFDNB and IFFDNB respectively.  

4.2   Result Analysis 

The classification error of NB trained on OFFD and corresponding minBinSize rang-
ing from 1 to 40 is shown in Figure 1. It is easy to conclude that an optimal minBin-
Size exists for each dataset from Figure 1. 

Figure 1 (a) shows that the error rate of OFFD is minimal when minBinSize = 1 on 
6 small datasets, i.e., sonar, hepatitis, crx, vehicle, german and vowel-context. With 
the increase of minBinSize, the performance tends to be worse. For example, when 
minBinSize = 1, for dataset vowel-context, the error rate is 0. While when minBinSize 
= 40, the error rate is 0.142. Empirically for these datasets, the best choice is to per-
form NB directly without discretization. 

Figure 1 (b) also illustrates the performance OFFD on the other 3 small datasets. 
The algorithm performs the best for cleveland while minBinSize = 2. Even if we set 
minBinSize = 1, the accuracy is only 0.0033 worse, which is not significant. Also, for 
dataset hungarian, the best setting is minBinSize = 3. Comparing to this setting, when 
minBinSize = 1 the accuracy is only 0.0034 worse. With the increase of minBinSize 
over the optimal setting, the accuracy continues to be worse. Experimental results on 
balance-scale is somewhat strange, the performance is not influenced by the setting of 
minBinSize. One conclusion could be drawn up to now is that for small datasets, dis-
cretization is generally not necessary, or can even degrade the performance of NB. 

As depicted in Figure 1(c) (d) and (e), the results of shuttle come to the same conclu-
sion with that of small datasets. That is, no discretization is needed. This holds regard-
less of the fact that there are 58,000 instances in the dataset. The results of mfeat-mor, 
volcanoes, satellite and adult have the same and even stronger trend as that of shuttle. 

The result of NB on page-blocks shows that the optimal setting of minBinSize is 8. 
With the setting of minBinSize farther to the optimal one, the error rate almost contin-
ues to increase. Therefore, 8 is a stable optimal setting for minBinSize. The error rate 
of NB on the hypothyroid2 dataset is similar with that of page-blocks. However, the 
trend toward the optimal setting of minBinSize is not so strong. 15 and 23 are two 
settings that produce the same error rate. One reason lies in that the error rate is al-
ready very low, thus some unimportant factors may cause “significant" difference. We 
also observe that there is some rational setting of minBinSize. The error rate of NB on 
cmc shows that the error rate drops as minBinSize approaches 40, therefore we should 
set minBinSize ≤ 40 to obtain the optimal setting. From Figure 1 and the above analy-
sis, we can conclude empirically an optimal minBinSize for each dataset exists. 
Meanwhile, this observation also provides us a technique to decide whether we need 
to do discretization for a given dataset or not. 
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Table 2 indicates that the classification performance of NB with OFFD is much 
better than that of NB with IFFD, FFD, and PKID. NB with OFFD outperforms NB 
with PKID and NB with IFFD on all 17 datasets we have tested. Also, the classifica-
tion accuracy of NB with OFFD is better than that of NB with FFD on 15 datasets. 
Although for page-blocks NB with FFD is better, on average, NB with OFFD works 
better. Table 2 also shows that the classification performance of NB with OFFD is 
better than that of C4.5 on most domains (those numbers in bold means that the clas-
sification accuracy of NB with OFFD defeats that of C4.5). The reason is that NB 
with OFFD used a wrapper based approach and tried to improve the classification 
performance of NB as much as possible. 
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Fig. 1. Error Rate of NB with minBinSize Change 
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5   Conclusions 

In this paper, we empirically found out that an optimal interval frequency exists for 
the datasets we have tested and proposed a sequential search and wrapper based in-
cremental discretization approach (OFFD) for NB. Experimental results show that our 
new approach outperforms its peers in most cases and it can also make the classifica-
tion accuracy of NB scalable to that of C4.5 in most of the domains we have tested. 
However, we did not provide a sound theoretical analysis on why the optimal interval 
frequency exists; it will be very useful if we can find a complete proof of such a fact. 
Also, it would be fruitful if we could know more about the data distribution and use 
such domain knowledge to guide the discretization process. 
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Abstract. When using Neural Networks (NN) to handle class imbalance prob-
lems, there exists a fact that minority class makes less contribution to the error 
function than the majority class, so the network learned prefers to recognizing 
majority class data which we pay less attention to. This paper proposes a novel 
algorithm WNN (Weighted NN) to solve this problem using a newly defined er-
ror function in BP (BP) algorithm. Experimental results executed on 20 UCI 
datasets show that the approach can effectively enhance the recognition rate of 
minority class data. 

Keywords: Imbalance dataset, Neural Network, BP algorithm, weight. 

1   Introduction 

At present, growing interest is being devoted to the class imbalance classification 
problem. This increasing interest results in two workshops being held, one by AAAI 
(American Association for Artificial Intelligence) in 2000, and the other by ICML 
(International Conference on Machine Learning) in 2003. In 2004 SIGKDD Explora-
tion also published one special issue about class imbalance problem [1]. This problem 
is mainly caused by imbalance data, in which one class contains much fewer instances 
than others. Imbalance data is encountered in a large number of domains, such as 
fraud detection [2], medical diagnosis [3] and text classification [4]. It will result in 
negative effects on the performance of traditional learning methods which assume a 
balanced class distribution. Class imbalance problem is regarded as one of the big 
hotspot of future machine learning. 

When facing imbalance data, traditional learning algorithms tend to produce high 
predictive accuracy for majority class data but poor predictive accuracy for minority 
class data which people pay much more attention to. That is mainly because tradi-
tional classifiers seek predictive accuracy over the whole dataset [1]. They are not 
suitable to cope with imbalanced learning tasks [5, 6] since they tend to assign all 
instances to majority class which is usually the less important. The cost of misclassi-
fying minority class data is tremendous. 

To address this problem, several techniques are proposed. They can summarized 
into two groups, one is by changing the class distribution of the training set before 
building classifiers, the other is by improving learning algorithms to make them 



714 X. Wang and H. Zhang 

adaptable to imbalance dataset. The first group mainly involves the following ap-
proaches: (a) over-sampling, methods that balance the training data by increasing the 
minority class data randomly. A popular approach is SMOTE [7], it synthetically 
over-samples the minority class. The disadvantage of this kind of approaches is they 
may cause overtraining and increase the computing complexity; (b) under-sampling. 
In this kind of methods, the training dataset is made class balance by deleting a num-
ber of majority class data randomly. With ignoring part of the majority class data, 
some important information vanishes too; (c) over-sampling and under-sampling 
combination. Experiments have shown that the combination of the two did not obtain 
significant improvement; (d) cluster based sampling, methods in which the represen-
tative examples are randomly sampled from clusters [8]; (e) constructing a learning 
algorithm that is intrinsically insensitive to class distribution in the training set. A 
representation is SHRINK algorithm, which finds only rules that best summarize the 
positive instances of the minority class, but makes use of the rules from the negative 
instances of the majority class [9]. 

The second group mainly contains cost-sensitive learning and Boosting methods. 
One method of cost-sensitive learning improves the prediction accuracy by adjusting 
the cost (weight) matrices for each class [10]. MetaCost is another method for making 
a classifier cost-sensitive and the representative approach of Boosting is AdaBoost 
algorithm. 

When using approaches mentioned above to cope with class imbalance problems, 
researchers usually like to choose decision trees as the base classifiers, in deed, a much 
better alternative is neural networks (NN). NN is an important research field in ma-
chine learning; it provides a robust approach to approximating real-valued, discrete-
valued, and vector-valued target functions. BP is one of the most important methods of 
NN. When applying it to deal with class imbalance problems, the majority class data 
contribute more to the error function than the minority class data. This leads to the low 
classification precision of the minority class data. To solve this problem, the paper 
proposes a novel algorithm WNN using weighted BP. This method weights each in-
stance according to the size of the class the instance belongs to, i.e., give minority class 
a bigger weight and majority class a smaller weight in order to balance their influence 
to the error function. Experiments on 20 UCI datasets show that this approach can 
improve the recognition rate of the minority class data in imbalance dataset. 

2   BP Algorithm 

BP algorithm [11] is one of the most practical parts of NN which was developed at the 
beginning of 80s, it settled the multilayer networks learning problem which percep-
tion can’t cope with. For multilayer networks that interlinked by a set of fixed units, 
BP algorithm is used to learn weights of the network. It employs gradient descent to 
attempt to minimize the squared error between the network output values and the 
target values. For a NN with multiple output units, its error function E  is given as  

2
)(

2
1

)( ∑ ∑
∈ ∈

−≡
Dd outputsk

kdkd otwE  (1)
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Where, D is the training dataset, outputs  is the set of the network’s output units, 

kdt and kdo is the output values associate with the training example d and the kth  

output unit. 
BP algorithm commonly uses the sigmoid unit as the base of constructing multi-

layer networks, and the sigmoid unit computes its output as 

)( xwo •= σ ，where ye
y −+

=
1

1
)(σ    (2)

BP algorithm searches a large hypothesis space defined by all the possible weight 
values for all the units in the network, and stops until termination conditions are satis-
fied. Details are given in [11]. 

3   Weighted BP Algorithm 

When training a NN, there exits a default hypothesis that the number of instances 
each class contains is balanced, namely, the contribution of each class to the error 
function (loss function) is identical. But to imbalance dataset, the instance number of 
the majority class is far greater than that of the minority class, thus the majority class 
makes more contribution to the training error function than minority class. The final 
hypothesis converged by BP is propitious to the recognition of the majority class data 
but not the recognition of the minority class data.  

For the above reasons, a variation of BP named WNN is developed to deal with im-
balance data recognition problems. In this method, we redefine the error function as: 

2])[(
2

1
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kdkdw weightotwE ∗−≡ ∑ ∑
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Where, D is the training dataset, outputs is the set of the network’s output units, 

kdt and kdo is the output values associate with training example d  and the kth  out-

put unit, dweight  is the weight of instance d . 

Equation (3) can also be written as: 
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Where, ''   and  kdkddkdkdd ooweightttweight =⋅=⋅  

Hertz [13] had proved that with Gradient Descent rule Equation (4) can converge 
toward the minimum error hypothesis, and similar conclusions of equation (3) can be 
made.  

We set the weight for each instance according to the distribution of the training 
dataset, i.e., weight each example based on the class it belongs to and the number of 
instances the class contains. Details of algorithm WNN are described in Table 1. 
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Table 1. WNN algorithm 

input：training examples  training_dataset，learning rate η，a multilayer feed 
forward network 

output：NN that can correctly classify instances 
process: 
For the training data, count the number n of instances in minority class and the 

number m  of instances in majority class;  
Calculate the weight for each instance d :  

if assmajoritycld ∈ , mdoublendoubleweightd )/()(= , else 0.1=dweight ; 
initialize all network weight as a small random number; 

while(termination condition is not satisfied){  
   for each Dd ∈ : 

(a) Import instance d  to network, compute output uo of every output units 

u : )()( xwxo uu •= σ  , and propagate the errors backward through the net-
work; 

(b) For each output unit k of the network, compute its error
kErr  

dkkkkk weightotooErr •−−← ))(1(                         (5) 

 (c) For every hidden units h  of the network, compute its error 
hErr  

(1 )h h h kh k
k outputs

Err o o w Err
∈

← − ∑                        (6) 

(d) Compute the increment of weights  )1()( −Δ+=Δ twxErrtw jijijji αη             (7) 

(e) Update every weight of network  )(twww jijiji Δ+←                             (8)} 

(Note: jix  is the i th input of unit j， jiw  is the weight relevant to the i th input of 

unit j , dweight  is the weight of instance d , α is the momentum.)  
 

In the algorithm, we weight the target and output values associated with each output 

unit and training example. From Table 1 we can see, the error kErr of output unit k is 

similar to that in the original BP algorithm but multiplied by the weight of in-

stance d dweight . Hidden layers’ outputs error hErr  is calculated similarly. We 

introduces a momentum term α ( 10 <≤ α ), and it determines the influence of the 
prior weights to current weights.  

Weight of each class changes along with the unbalance degree of dataset in this 
method, so the algorithm is also suit for balanced dataset. To balanced dataset, in-
stances in each class is even, therefore majority class’ weight mn /  is close to 1, and 
equivalent to that of the minority class, so their contributions to the error function are 
equivalent, and the performance of the classifier would not be affected. 
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4   Experiments 

4.1   Experiments Design 

The network we design in this paper is a multilayer feed forward network containing 
two layers of sigmoid units. Node number of hidden layer is the mean of attribute 
number and class number. Node number of input layer equals to the number of class 
of dataset. The basic algorithm we choose is the BP algorithm. Experiments are fin-
ished on 20 UCI datasets, and the learning rate η  is dissimilar to different dataset, on 

balance-sc, ionosphere, Anneal, weather and bridge-ver η =0.1; on cmc, dermatol, 

haberman, solar-flare, tic-tac-toe, hepatitis and heart-h η =0.01; on the rest datasets 

η =0.001.The momentum α =0.1.The value of the two parameters are obtained 

through many experiments and choose the best results. The proportion of minority 
class in each dataset is showed in Table 2. 

In this experiment, we compare the performance of the following four algorithms: 
AdaBoostM1, Original BP algorithm (BP), WNN and an algorithm CascadeBag that 
reduces the imbalance degree of dataset by cascade structure combining under-
sampling. The basic classifier of AdaBoostM1 and CascadeBag is decision tree. 

4.2   Evaluation Criterion of Classifier Performance [12] 

We choose 4 measures that commonly used in class imbalance field as the evaluation 
criterions: recall, precision, F-value and AUC. AUC is the underneath area of ROC. 
The bigger AUC is, the better the algorithm is. According to Table 3, the first 3  
measures are defined as:  

FNTP

TP
recall

+
=                                              (9) 

FPTP

TP
precision

+
=                                              (10) 

precisionrecall

precisionrecall
valueF

+⋅
⋅⋅+=−

2

2)1(

β
β

, β (usually set to 1) is a factor (11)

Table 2. Proportion of minority class in each dataset 

dataset 
%  

balance-sc 
17.01 

breast-canc 
29.72 

car 
3.76 

cmc 
22.62 

colic 
36.97 

dataset 
% 

dermatol 
5.46 

haberman 
26.47 

ionosphere 
35.90 

lung-cancer 
28.13 

solar-flare 
2.17 

dataset 
% 

weather 
35.71 

tic-tac-toe 
34.66 

credit-g 
30.00 

vote 
38.62 

Anneal 
0.891 

dataset 
% 

breast-w 
34.48 

pima-diab 
34.90 

hepatitis 
20.65 

bridge-ver 
9.35 

heart-h 
36.05 
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Table 3. Confusion matrix 

 Predicted as positive 
(minority class) 

Predicted as negative 
(majority class) 

Actually positive 
(minority class) 
Actually negative 
(majority class) 

 
True positive(TP) 
 
False positive(FP) 

 
False negative(FN) 
 
True negative(TN) 

4.3   Experimental Results and Analysis 

The experimental results are shown in Table 4 and Table 5, where bold fonts are the 
best of each measure in each dataset.  

We make the following observations from Table 4 and 5:  

(1) The influence of dataset’s imbalance degree to classifier is not absolute, for  
example, AdaBoost have excellent performance on dataset vote and Breast-w, 
both its F-value exceeds 0.9.  

(2) AdaBoost algorithm and BP algorithm focus more on precision, in our experi-
ments, AdaBoost algorithm has the highest precision on 5 datasets, and BP  
has highest precision on 8 datasets. However, they both obtain poor recall, that 
mainly because the two original algorithms do not change the distribution of 
imbalance datasets, and with high recognition rate on majority class, they  
mistakenly take minority class as majority class easily, what could cause  
high FN. 

(3) On 13 datasets, F-value of BP is higher than AdaBoost, which proves that  
without handling, performance of NN at imbalance dataset is better than  
decision tree, because NN owns advantages such as anti-jamming and high  
robustness.  

(4) CascadeBag algorithm first adopts the mode of combining cascade structure 
and under-sampling method to reduce the imbalance degree of dataset, and  
then use the resample technique of Bagging to train classifier. It can obtain high 
recall, but low precision relatively. 

(5) From Table 4 and Table 5 we can find, the WNN method we proposed obtains 
highest recall on 15 datasets, highest F-value on 18 datasets, highest AUC  
on 13 datasets compare with other three algorithms, and highest value on the 
average of every criterion on 20 UCI datasets. That mainly because this algorithm 
first change the distribution of dataset by weighting examples to increase the 
influence of minority in the training process, a result of this process is the  
reducing of FN, which represent the part of minority class data that been  
mistakenly classified as majority class, then combine the advantage of anti-
jamming and high robustness of NN, finally enhance classify precision of  
minority class.  
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Table 4. Results on 20 datasets 

(balance-sc) pre rec F-value AUC (breast-can) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0 
0 
0.531 
0.45 

0 
0 
0.694 
0.918 

0 
0 
0.602 
0.604 

0.794 
0.632 
0.929 
0.941 

 0.500 
0.360 
0.750 
0.491 

0.424
0.576
0.035
0.624

0.459 
0.443 
0.067 
0.549 

0.697
0.607
0.697
0.694

(car) pre rec F-value AUC (cmc) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0 
0.620 
0 
0.970 

0 
0.877 
0 
0.985 

0 
0.726 
0 
0.977 

0 
0.990 
0.994 
1 

 0 
0.477 
0.422 
0.325 

0 
0.405
0.408
0.865

0 
0.438 
0.415 
0.473 

0.535
0.741
0.706
0.734

(colic) pre rec F-value AUC (dermatol) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0.756 
0.777 
0.825 
0.768 

0.728 
0.794 
0.765 
0.801 

0.742 
0.785 
0.794 
0.784 

0.867 
0.902 
0.882 
0.883 

 0 
0.944 
0.056 
1 

0 
0.850
0.050
1 

0 
0.895 
0.053 
1 

0.640
0.999
0.492
1 

(haberman) pre rec F-value AUC (ionosphere) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0.500 
0.355 
0 
0.400 

0.259 
0.543 
0 
0.568 

0.341 
0.429 
0 
0.469 

0.637 
0.605 
0.606 
0.638 

 0.970 
0.853 
0.952 
0.945 

0.770
0.873
0.794
0.825

0.858 
0.863 
0.866 
0.881 

0.944
0.956
0.919
0.919

(lung-canc) pre rec F-value AUC (solar-flare) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0.667 
0.462 
0.429 
0.556 

0.444 
0.667 
0.333 
0.556 

0.533 
0.545 
0.375 
0.556 

0.717 
0.676 
0.691 
0.749 

 0.500 
0.049 
0 
0.114 

0.143
0.429
0 
0.714

0.222 
0.088 
0 
0.196 

0.596
0.791
1 
0.782

(weather) pre rec F-value AUC (tic-tac-toe) pre rec F-value AUC 
AdaBoost 
CascadeBag 
NeuralNet 
WNN 

0.333 
0 
0.667 
0.600 

0.200 
0 
0.400 
0.600 

0.250 
0 
0.500 
0.600 

.0400 
0.267 
0.733 
0.756 

 0.655 
0.782 
0.966 
0.981 

0.440
0.928
0.955
0.955

0.526 
0.848 
0.961 
0.968 

0.794
0.973
0.996
0.996

(credit-g) pre rec F-value AUC (pima-diab) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0.485 
0.492 
0.602 
0.528 

0.270 
0.743 
0.490 
0.733 

0.347 
0.592 
0.540 
0.614 

0.723 
0.779 
0.784 
0.781 

 0.658 
0.614 
0.707 
0.625 

0.552
0.772
0.586
0.757

0.600 
0.684 
0.641 
0.685 

0.801
0.832
0.833
0.834

(hepatitis) pre rec F-value AUC (vote) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0.586 
0.490 
0.621 
0.545 

0.531 
0.750 
0.563 
0.750 

0.557 
0.593 
0.590 
0.632 

0.851 
0.861 
0.83 
0.867 

 0.930 
0.920 
0.930 
0.926 

0.952
0.964
0.946
0.970

0.941 
0.942 
0.938 
0.948 

0.992
0.989
0.993
0.993

(heart-h) pre rec F-value AUC (Anneal) pre rec F-value AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0.736 
0.664 
0.733 
0.690 

0.604 
0.821 
0.726 
0.821 

0.663 
0.734 
0.730 
0.750 

0.891 
0.881 
0.873 
0.911 

 0 
0.500 
0.897 
1 

0 
0.625
0.875
0.875

0 
0.556 
0.886 
0.933 

0.83 
0.981
0.968
0.966

(bridge-ver) pre rec F-v AUC (breast-w) pre rec F-v AUC 
AdaBoost 
CascadeBag 
BP 
WNN 

0 
0 
0.638 
0.636 

0 
0 
0.560 
0.700 

0 
0 
0.596 
0.667 

0.580 
0.499 
0.858 
0.868 

 0.929 
0.918 
0.953 
0.951 

0.921
0.979
0.934
0.959

0.925 
0.948 
0.943 
0.955 

0.989
0.989
0.993
0.994
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Table 5. Average of each measure on 20 UCI datasets 

 pre rec F-value AUC 
AdaBoost 0.460 0.362 0.398 0.696 
CascadeBag 0.493 0.611 0.535 0.661 
BP 0.584 0.506 0.525 0.839 
WNN 0.675 0.799 0.712 0.865 

5   Conclusions 

This paper proposes an improved BP algorithm WNN by giving different training 
data different weight according to the class it belongs to. Experiments on 20 UCI 
datasets show that this method improves the capability of NN in handing imbalanced 
dataset. Because weights of instances change with the dataset’s imbalance degree, so 
this algorithm is also suitable to handling class balance problems. 
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Abstract. The locally linear embedding (LLE) algorithm is an unsupervised 
technique for nonlinear dimensionality reduction which can represent the under-
lying manifold as well as possible. While in classification, data label informa-
tion is available and our main purpose changes to represent class separability as 
well as possible. To the end of classification, we propose a new supervised 
variant of LLE, called orthogonal centroid locally linear embedding (OCLLE) 
algorithm in this paper. It uses class membership information to map overlap-
ping high-dimensional data into disjoint clusters in the embedded space.  
Experiments show that very promising results are yielded by this variant.  

1   Introduction 

Dimensionality reduction can obtain compact representations of the original high-
dimensional data and curb the effect known as “the curse of dimensionality”, thus it’s 
an important and essential preprocessing operation to deal with multidimensional 
data in classification. Traditional methods to perform dimensionality reduction are 
mainly linear, such as principal component analysis (PCA). However, linear dimen-
sionality reduction methods fail to unfold a nonlinear manifold, which we often con-
front with when the data are sampled from real-world, while trying to preserve its 
structure in a low-dimensional space. Therefore, several methods to reduce the di-
mensionality of the original data nonlinearly have been proposed, such as multi-
dimensional scaling (MDS), locally linear embedding (LLE) etc. 

Nevertheless, all methods mentioned above belong to the unsupervised feature ex-
traction algorithms, which are mostly intended for data mining and visualization when 
no prior knowledge about data is available. While prior knowledge, such as data label 
information, is usually available in practice especially in classification problem. This 
means that we can employ prior information about the original data to supervise the 
implement of dimensionality reduction. Linear discriminant analysis (LDA) [1] is 
such a linear supervised feature extraction algorithm. It maps the data points belong-
ing to different classes as far from each other as possible, while requiring the data 
points of the same class to be close to each other. The orthogonal centroid method 
(OCM) [2], which is based on QR decomposition, is another linear supervised algo-
rithm. To supervise the implement of dimensionality reduction nonlinearly, a super-
vised extension of LLE for classification, called supervised locally linear embedding 
(SLLE) algorithm, have been independently proposed by Okun et al. [3] and Ridder  
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et al. [4]. This method uses a control parameter α  to modify the first step of the con-
ventional LLE by changing the elements of pre-calculated data distance matrix, while 
leaving the other two steps unchanged. However, this extension has certain limita-
tions. One limitation is that the optimal value of the control parameter is difficult to 
determine. In many practical applications, extra experiments are usually designed to 
determine the optimal value of α [4], which is very expensive and time-consuming; 
or, it is set by experience [5][6]. Both should be avoided as best as we can. Moreover, 
like LLE, the optimal embedding dimensionality of SLLE (except for 1-SLLE [3]) is 
not determined which restricts its applications to some extent.  

In this paper, we propose a new supervised variant of LLE, named orthogonal cen-
troid locally linear embedding (OCLLE) algorithm for classification. Based on class 
membership information, OCLLE uses the orthogonal centroid transform to map 
overlapping data into disjoint clusters. The proposed orthogonal centroid transform 
can either be used to modify the first step of the original LLE algorithm which selects 
neighbors of each data, or be used to change the embedded coordinates obtained by 
LLE to separate different classes. Furthermore, no additional parameters are needed 
and the optimal embedding dimensionality is selected as less by one than the number 
of classes, which are beneficial to practical applications. Experimental results show 
that this variant can yield very promising classification results.  

The rest of this paper is organized as follows: Section 2 reviews the steps and prin-
ciple of LLE and SLLE algorithms. Section 3 introduces the orthogonal centroid lo-
cally linear embedding algorithm while Section 4 presents the experimental results 
and compares them with LLE and SLLE. Finally, a conclusion is given in Section 5. 

2   LLE and SLLE Algorithms 

The locally linear embedding (LLE) algorithm [7] is an unsupervised algorithm for 
nonlinear dimensionality reduction which can obtain low-dimensional, neighborhood 
preserving embeddings of high-dimensional data. The supervised locally linear em-
bedding (SLLE) algorithm [3][4] is a supervised extension of LLE, which uses class 
membership information to form the neighborhood of each data point. 

2.1   LLE Algorithm 

The LLE algorithm’s input data consist of N real-valued vectors ix  (or points), each 
of dimensionality D, assembled in a matrix X of size D N× . Its output is a matrix Y 
consisting of N columns representing points iy , , 1, ,d

iy i N∈ = , where d D  
and iy  corresponds to ix . The algorithm has the following three sequential steps: 

Step 1. K nearest neighbor points are found for each individual point ix .  

Step 2. Compute the linear coefficients (i.e., weights ijw ) that best reconstruct the 
data point ix  from its neighbors. The optimal weights ijw  are found by minimize the 
following reconstruction cost function: 

2
1 1( ) N N

i ji ij jW x w xε = == −∑ ∑  , (1) 
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subject to two constraints: i.e., 0ijw =  if ix  and jx  are not neighbors, and 

1 1N
j ijw= =∑ . 

Step 3. The final step of the algorithm computes embedded coordinates iy  in the low-
dimensional space for each ix . Projections are found by minimizing the embedding 
cost function for the fixed weights: 

2
1 1( ) ( )N N

i ji ij jY y w y tr YMY Τ
= =Φ = − =∑ ∑  , (2) 

where ( ) ( )M I W I WΤ= − −  is a sparse, symmetric, and semipositive definite matrix.  

The details and proofs of the standard LLE algorithm can be found in Ref. [8].  

2.2   SLLE Algorithm 

The main idea of the SLLE algorithm is to find a mapping separating within-class 
structure from between-class structure. This can be achieved by adding distance be-
tween samples in different classes, while leaving them unchanged if samples come 
from the same class: 

' max( ) , [0,1]α αΔ = Δ + Δ Λ ∈  , (3) 

where Δ  is the distance matrix of the original data, max( )Δ  is its largest value, and 
'Δ  is the distance matrix integrating with class membership information. If ix  and 

jx  belong to different classes, then 1ijΛ = , otherwise 0ijΛ = . In Eq. (3), [0,1]α ∈  
controls the amount that class membership information should be taken into account. 
After the neighbors of each data point are selected using 'Δ , then the following two 
steps of LLE are implemented to obtain the embedded coordinates. 

Since SLLE is a supervised nonlinear algorithm which can deal with data sampled 
from nonlinear manifold and obtain better recognition results than LLE, SLLE is used 
widely in classification [3][4][5][6]. However, it also has certain limitations. First, 
though Ridder et al. [4] had pointed that the best performance of SLLE can be ob-
tained when the control parameter α is between 0 and 1, the problem is which value 
is the best? In many practical applications, extra experiments are usually designed to 
determine the optimal value of α  [4], which is very time-consuming; or, it is set  
by experience [5][6]. Both should be avoided as best as we can. Second, just like 
LLE, the optimal embedding dimensionality of SLLE (except for 1-SLLE [3]) is not 
determined which restricts its applications to some extent.  

3   Orthogonal Centroid Locally Linear Embedding Algorithm 

SLLE uses class membership information to change the elements of pre-calculated 
data distance matrix. Then, SLLE selects neighbors of each data point from the 
changed distance matrix while leaving the coordinate of each data point unchanged. 
However, our method not only separates data points belonging to different classes, 
but also changes their coordinates. Moreover, it can either be used to modify the first 
step of LLE or be used to disjoin the embedded coordinates of different classes.  
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Suppose there are N  points , 1, ,iz i N=  in L-dimensional space, which come 
from m  different classes. Let , 1, ,jZ j m=  denotes the matrix that contains the 
points with class label j. Then, all jZ  are concatenated into a single matrix Z. To 
roughly represent each class’s character, its centroid coordinate is a good choice [2]. 

Definition 1. Suppose 1
1 2, , , k

na a a ×∈  are all the data points in the same class. 
Then their centroid coordinate is defined as:  

11/ 1/n
i ic n a n Ae== ⋅ = ⋅∑  , (4) 

where 1 2[ ] k n
nA a a a ×= ∈  and 1[11 1] ne Τ ×= ∈ . 

Since the data matrix Z is partitioned into m  different classes, we can define its 
centroid matrix as:  

1 2[ ] L m
mC c c c ×= ∈ , (5) 

where the ith column is the centroid coordinate of the ith class in L-dimensional 
space. It can also be represented as:  

C ZH= , (6) 

where N mH ×∈  is a grouping matrix as:  

1( ( ( )))H F diag diag F FΤ −= ⋅ , (7) 

and N mF ×∈  with the element:   

1
( , )

0

i jif z is one column of Z
F i j

otherwise

⎧⎪= ⎨
⎪⎩

. (8) 

Thus, each column of the centroid matrix stands for the mean value of its correspond-
ing class and includes some class information which can be used to separate each 
class. One way to achieve this purpose is to orthogonalize the centroid matrix first and 
then all the data points belonging to the same class have the same transform as their 
centroid coordinate do.  

There is no loss in generality in considering 1c  as the origin of the L-dimensional 
space, then 1 2[ ]mC c c c=  transforms to 2 1 1[0 ]mC c c c c∗ = − − . The reason for 
this transform is that with one class’s centroid coordinate lies on the origin, we can 
make others orthogonalized reciprocally. Now, we focus our attention on the matrix 

( 1)
2 1 1[ ] L m

new mC c c c c × −= − − ∈ . It is well known that when newC  has full rank 
column, the QR decomposition of newC  gives an orthogonal matrix L LQ ×∈  and an 
upper triangular matrix ( 1) ( 1)m mR − × −∈  such that 

0new

R
C Q

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
 . (9) 

With [ ]m nQ Q Q= , ( 1)L m
mQ R × −∈  and ( 1)L L m

nQ × − +∈ , we have new mC Q R= . Note 
that, Qm  can stand for the orthonormal form of newC , and then we define the matrix  
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(max( , max( ))) [0 ] ,L m
mQ sqrt N Q∗ ∗ ×= Δ ⋅ ∈  (10) 

as orthogonal centroid matrix. In Eq. (10), max( )∗Δ  is the largest distance between 
any two points in Z. The scalar (max( ,max( )))sqrt N ∗Δ  is used to guarantee that each 
class can be separated as well as possible. As we can see that each column of the 
orthogonal centroid matrix can be obtained through certain translations of the corre-
sponding column of the centroid matrix in L-dimensional space. Note that, each  
column of the orthogonal centroid matrix stands for the centre position of its corre-
sponding class. To keep the structure of each class, every points belonging to the 
same class should have the same translations as their centroid coordinate transform to 
the corresponding orthogonal centroid coordinate. Thus, Z is transformed to  

( )Z Z C Q F∗ ∗ Τ= − − , (11) 

which is called orthogonal centroid data matrix, and this transform from the data 
matrix to the orthogonal centroid data matrix is defined as orthogonal centroid 
transform. Thus, one of the classes is centered on the origin, while others are  
centered on different points which are orthogonal via the orthogonal centroid  
transform.  

Note that, no additional parameters are needed in the above operation. What we 
really need is just a transform of the given data matrix, so the increased computational 
requirement is much lower. Moreover, our method can either be used to modify the 
first step of LLE which selects neighbors of each data, or be used to change the em-
bedded coordinates obtained by LLE to separate different classes. For the first case, 
when the training data set is given, we can obtain its data matrix and its orthogonal 
centroid data matrix using class membership information. Subsequently, K neighbors 
of each point are selected and the last two steps of LLE algorithm are implemented to 
obtain embedded coordinates. In fact, this case usually selects the neighbors of a data 
point only from the same class. Mapped classes are separated due to the constraint 

11/ N
i i i d dN y y IΤ
= ×=∑i , and all samples in a certain class are mapped onto a single 

point in 1m−  just as 1-SLLE do [9] since they have the same principle. We define 
this variant as orthogonal centroid locally linear embedding 1 algorithm (abbreviated 
as OCLLE1). However, the original geometric structure of the training data set is 
destroyed in the embedded space by this way. Moreover, some points which can re-
construct one of the data point well in the original space do not include in its 
neighbors any longer since they belong to different classes. Therefore, the orthogonal 
centroid locally linear embedding 2 algorithm (abbreviated as OCLLE2) performs 
LLE algorithm on the original training data set first, and then the embedded coordi-
nates are managed using the orthogonal centroid transform. Because of orthogonality 
of class centre, when there are m different classes, all the data embed into 1m −  di-
mensional space can get well separability under this algorithm. Thus, the optimal 
embedding dimensionality in OCLLE is less by one than the number of classes in 
both variants. After training, we use a simple linear generalization method (see  
Ref. [8]) to obtain the coordinate of a new sample in the test data set. 
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4   Experiments 

In this Section, we investigate the performance of the proposed method on several 
data sets from UCI repository [10].  

4.1   Iris Data Set 

The Iris data set contains 150 samples composed of 4 measurements. There are three 
different types of iris and each class has 50 samples. In this experiment, this data set 
is randomly split 10 times into training and test sets containing 80% and 20% of the 
data samples, correspondingly. The data sets are projected onto two-dimensional 
space. Nearest neighbors K for each data point is set to 12 and the results imple-
mented by α -SLLE ( 0.03α = ) and 1-SLLE are also given. Fig.1 shows the two-
dimensional projections of the training set obtained by each algorithm. We can see 
that each certain class is mapped onto a single point by 1-SLLE and OCLLE1, while 
some of the class structures are retained by α -SLLE with within-class dispersion 
reduced compared to LLE. However, OCLLE2 keeps the within-class dispersion, but  
 

 

Fig. 1. Two-dimensional projections of the training set obtained by different algorithms 

 

Fig. 2. Recognition rates on different data sets with six algorithms 



 Orthogonal Centroid Locally Linear Embedding for Classification 727 

separates each class compared to LLE. Although, internal structure of each class is 
(partially) lost during mapping by the SLLE algorithm and the OCLLE algorithm, 
they are easy to be distinguished in the two-dimensional space. 

Fig.2 shows the recognition rates on different data sets selected randomly 10 times. 
Obviously, OCLLE1 performs as well as 1-SLLE algorithm since they have the same 
principle. Moreover, to this data set, OCLLE2 gets the same recognition rates as 
OCLLE1. However, they all generally lead to better classification performance than 
LLE while 0.03-SLLE outperforms LLE sometimes. 

4.2   Multiple Features Data Set 

To illustrate the effectiveness of our method on large high-dimensional data set, we 
perform experiments on the Multiple Features data set. This data set consists of fea-
tures of 2,000 handwritten numerals (‘0’--‘9’) images, each of 649 dimensions. There 
are 10 pattern classes and each class has 200 samples. Each class is randomly split 20 
times into training and test sets containing 180 and 20 data samples, correspondingly. 
Nearest neighbors K for each data point is set to 15 in this experiment and nearest 
neighbor classifier is used. Table 1 presents the average accuracy of recognition on 
the test set with the standard deviation. The results confirm that OCLLE generally 
leads to better classification performance and higher stability. This is to be expected, 
as OCLLE can extract nonlinear manifolds in a supervised way and map overlapping 
classes into disjoint clusters. 

Table 1. Average accuracy (in %) with the standard deviation 

algorithm average accuracy standard deviation 

LLE 86.5 2.4 

0.05-SLLE 91.5 3.2 

OCLLE1 95.6 1.8 

OCLLE2 96.0 0.9 

5   Conclusion 

In this paper, we propose a new supervised extension of LLE, called orthogonal cen-
troid locally linear embedding (OCLLE) algorithm for classification. It employs class 
membership information to supervise the implement of dimensionality reduction and 
obtain disjoint clusters of the overlapping high-dimensional training data set in the 
embedded space. It uses orthogonal centroid transform to modify the first step of LLE 
which selects neighbors of each data, or to change the embedded coordinates obtained 
by LLE to separate different classes. Compared with SLLE, OCLLE does not  
need any additional parameters and its optimal embedding dimensionality is determi-
nate which is less by one than the number of classes. Thus, OCLLE is time-saving 
and beneficial to applications. The experimental results indicate that OCLLE is a 
promising method for classification even when followed by simple classifiers. 
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Our future work will try to combine OCLLE with other classifiers to get more suc-
cessful classification results. Other possible research directions include comparing the 
classification performance of this method to a number of data sets varying in the 
number of samples, dimensions and classes. 

Acknowledgements. The research described in this paper has been supported by the 
National Natural Science Foundation of China (Grant No.60673090). 
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Abstract. Quotient Cube is a classic algorithm to build data cube for OLAP. 
QC-Tree is based on Quotient Cube that can compress Cube further and accel-
erate query. This paper proposes a new index structure CC-Bitmap for OLAP 
which needs less storage space and improves queries performance significantly 
against QC-Trees, avoiding large memory and time consumption costs mean-
while. A new intersection algorithm CCListsIntersection is presented in this 
paper, which improves queries efficiency highly against traditional methods. 
Finally, detailed experiment evaluation is given to show that CC-Bitmap is a 
Space-Time efficient index structure for OLAP. 

Keyword: Quotient Cube, Closed Cube, QC-Trees, CC-Bitmaps,  
CCListsIntersection. 

1   Instruction 

With the development of OLAP technology, many methods on constructing data cube 
have been proposed, such as Condensed Cube[1], Dwarf[2] and Quotient Cube[3]. Con-
densed Cube and Dwarf compress data cube by sharing tuples, while Quotient Cube 
constructs data cube by equivalence classes and semantical relationship of roll-up and 
drill-down. Compared with Quotient Cube, Closed Cube[4] requires less storage space 
and computing time as only upper bounds of cube is reserved. However, semantics of 
roll-up and drill-down is lost. The main compression ideas of QC-Tree[5] is prefix 
sharing. First, it numbers and sorts temp classes produced by Quotient Cube, and then 
constructs a complete tree after all temp classes have been sorted. So that its space 
inefficient, and the construction time is long. 

The main contributions of this paper are summarized as below: 

(i) A CC-Bitmaps construction algorithm, which can reduce storage space to 
QC-trees, is proposed. And the time and memory needed are also less than QC-Trees. 

(ii) A new intersection algorithm CCListsIntersection is presented, which can speed 
up the queries.  

(iii) A CC-Bitmaps query algorithm is given and is proved to be more effective than 
QC-Trees. 
                                                           
∗

 The research is supported by the Science & Technology Project of Guangdong Prov-
ince(NO.2006B80407001) and International Cooperation Project (NO. 0711420500008). 
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2   CC-Bitmaps 

2.1   Construction Algorithm of CC-Bitmaps 

There are two steps in the construction algorithm of CC-Bitmaps, the first one is to set 

up inverted index[6], and the second is to set up bitmap index.  

2.1.1   Bitmap Index 
Definition 1(Base Upperbound Tuple, BUT). In the upper bounds set of closed cube, 
BUT is the upper bound )1)(,...,,...,( 1 nivvv ni ≤≤  with n as number of dimensions and 

*≠∀ iv . 

Definition 2 (Query Bitmap, QBitmap). Let )1)(,...,...,( 1 nkvvvq nk ≤≤=  be a query, 
the QBitmap of q is a bitmap vector )1)(,...,,...,( 1 nkBBB nk ≤≤  with 0=kB  if *=kv  
and 1=kB  otherwise. 

Definition 3 (CC-Bitmaps). CC-Bitmaps is a table of Closed Cube, the first line means 
all possible QBitmap which corresponding to all n2  cuboids below ( n is the number of 
dimensions ) and sorted by ascending. The first column of the table means all BUTs in 
Closed Cube. The middle part of the table is filled by the aggregate values of the upper 
bounds produced by Closed Cube. 

Table 1 shows a simple base table Sales with three dimensions and one measure, 
SUM as aggregate function, Table 2 is the CC-Bitmaps constructing on Table 1. 

Table 1. Base Table Sales 

TID Store(S) Customer(C) Product(P) Price(M) 
1 
2 
3 
4 

S1 
S1 
S2 
S2 

C2 
C3 
C1 
C1 

P2 
P1 
P1 
P2 

$70 
$40 
$90 
$50 

Table 2. CC-Bitmaps for Sales 

QBitmap 000 001 010 011 100 101 110 111 

 cuboid 

aggregate value 

BUT

ALL P C CP S SP SC SCP 

(S1,C2,P2) $250 $120   $110  $70 

(S1,C3,P1)  $130     $40 

(S2,C1,P2)      $140 $50 

(S2,C1,P1)       $90 
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2.1.2   Construction Algorithm 

Algorithm 1.[Construct CC-Bitmaps]
Input: base table B.
Output:CC-Bitmaps for closed cube of  B.
Method:
1. //declare some data structures
    aggsVector;//store aggregate values
    BUTVector; //store all BUTs
    ubBitmapVector;//store QBitmaps about all upperbounds
2. b = (* ,..., *);
3. call CCDFS(b, B, 0);//(*, … ,*)has no lattice child;
4. for all values of each dimension in BUTVector,build inverted indexes and store to 
files.When building inverted indexes,the RLE compression algorithm is  optional.
5. sort all bitmaps belongs to each BUT by ascending,the same to the corresponding 
aggregate values in the same order;
6. set all the sorted bitmaps of all BUTs except the bitmap of each BUT itself to chars
 one by one continuously,then store all chars to a file.
7. store all sorted aggregate values of all BUTs  one by one to a file and record writing
 file positions for each BUT simultaneously and store all positions to a file.
8. if(CCListsIntersection )//whether to use the CCListsIntersection Algorithm is optional
       store all BUTs  to a file;
9. return;

 

 
Fig. 1. CC-Bitmaps Construction Algorithm 

Function CCDFS(c[], Bc,dim)
//c=a cell+its TID(store in the last position of array c);Bc is the corresponding 
partition of the base table;
1. for each 0 d<dimNum do
         if Bc[d] has unique value then
                 closedTuple[d] =  Bc[d];
         else 
                 closedTuple[d] = ALL;
2. if there is some j<dim s.t. c[j]=ALL and closedTuple[j] ALL
         return;//such a bound has been examined before
3. //find the minimal TID in this Partition
    minTID =  the minimal TID in all cells included in  Bc
4. //compute the aggregate values of cell c
    values = aggregate(Bc);
5. //set the upper bound bitmap
    for each 0 d<dimNum do
         if closedTuple[d]  ALL, set bitmap in position d  to 1;//namely its QBitmap
6. store aggregate values, closedTuple(only when it is a BUT) and bitmap to 
aggsVector,BUTVector and ubBitmapVector according to the minTID,  respectively.
7. for each dim<j<dimNum s.t. closedTuple[j]==ALL do
          for each value x in dimension j of partition Bc
                 let closedTuple[j] = x; 
                 form partition Bd; 
                     if Bd is not empty,call CCDFS(closedTuple, Bd, j);
8. return;

 

Fig. 2. CCDFS Function 
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Figure 1 is the construction algorithm of CC-Bitmaps. CCDFS is the procedure to 

create upper bounds of data cube and information needed by CC-Bitmaps, as illustrated 

in Figure 2. 

2.2   Query Algorithm of CC-Bitmaps   

Definition 4 (Super Bitmap, SBitmap). Given a QBitmap( nk BBB ,...,,...,1 ), its 

SBitmap ( ',...,',...,'1 nk BBB )  is 1'=kB  if 1=kB  and there exists 1'=iB  when 

)1(0 niBi ≤≤= . 

Definition 5 (first meet BUT). The first meet BUT is gotten by intersection algorithm 

in top-down order when scanning all BUTs of CC-Bitmaps table according to all  

instantiated values of query q. 

2.2.1   CCListsIntersection Algorithm 

Let )1)(,...,...,( 1 nkvvvq nk ≤≤= be a point query, for *≠∀ kv , let its TID list be kL . 

Then all TID lists is ( kLL ...1 ) and all the sizes of TID lists are ( sks LL ...1 ). Figure 3 

gives the detailed algorithm of CCListsIntersection. For convenience, the intersection 

algorithm is named as int getQueryTID(int q[]). 

Algorithm 2. [CCListsIntersection]
Input: q[] = (v1..,vk,...vn)(1≤ k ≤n)
Output: the minimal TID satisfy q or -1 if  not find
1. //declare some important data structures
    tidListsVec(2);//two list vectors to store TIDs data and map to each other when dimension changed.
    flag = 0;         //the value is 0 or 1 to indicate which tidListsVec being used. 
    pos = -1;        //find the query dimension position which TID List size is  minimal.
    size = the max size of  an integer;       //record the minimal TID List size.
2.   for each   0 ≤ d <dimNum do
            if (q[d]) //q[d] ≠ *
                  if(Lsd <size) size = Lsd ;

                                pos = d;
3.   if(pos == -1) return -1;    //query fails
4.  tidListsVec[flag] = the minimal TID List;
     for each   0≤ d <dimNum do
           if(d≠pos && q[d])
                for each 0≤ j <size do//BUTVec stores all BUTs by row reading from file saved in Algorithm 1.
                      if(BUTVec[tidListsVec[flag]][d]==q[d])
                             map tidListsVec[flag]][d] to tidListsVec[!flag];
                if(tidListsVec[!flag] is empty) return -1;//query fails
                clear tidListsVec[flag];
                flag = !flag;
     if(tidListsVec[flag] is not empty)
                return tidListsVec[flag][0]; //return the minimal TID which satisfies the query q,namely first meet BUT

 
Fig. 3. CCListsIntersection Algorithm 
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2.2.2   CC-Bitmaps Query 

Figure 4 gives the query algorithm of CC-Bitmaps.  

Algorithm 3. [CC-Bitmaps Query]
Input:q[] = (v1.., vk,... vn)(1≤ k ≤n)
Output:query result aggregate values.
1. for each   0≤d<dimNum do
          if(q[d])
                set the position d of QBitmap to 1;
3. if(QBitmap all positions are 0)
            return the first aggregate values stored in the beginning of the aggregate file; 
2. qryTID = getQueryTID(q[]);
3. if(qryTID == -1) return NULL;//query fails
4.if(QBitmap all positions are 1)
        return the aggregate values of  BUT itself;
5. read all bitmaps belong to this BUT (QBit1,...,QBitm) to an array QBit[];//all bitmaps have been sorted.
6. for each   0≤ j <QBit.size do
          if(QBit[j] ≥ QBitmap)//if  QBitmap exits,it will be =,otherwise means the first SBitmap > QBitmap
                 return the aggregate values corresponding to the QBit[j];
7. return the aggregate values of the BUT itself;//BUT is covered by query q directly.
  

 
Fig. 4. CC-Bitmaps Query Algorithm 

3   Experimental Evaluation 

All experiments are running on HP-BL35P blade server, AMD Processor 1.8GHz × 2 
with memory DDR 1G, Windows Server 2003, Microsoft Visual C++ 6.0. 

The real data sets we use are Foodmart Sales and ocean weather data set[7]. And we 
use Data Generator presented in reference [8] to create two synthetic data sets with 9 
and 15 dimensions, and name them DS9 and DS15 respectively. To each test data set, 
we generate 1000, 5000, 10000 random queries, respectively.  

We name the version using RLE, ListsIntersection algorithms and all TID lists 
loaded into memory only when required by the query as CC-BitmapsRL. Name the 
version using RLE, ListsIntersection algorithms and all TID lists loaded into memory 
when the program initializing as CC-BitmapsRLM. And the version using 
CCListsIntersection algorithm (that not using RLE compression algorithm) and all TID 
lists and BUTs loaded into memory when the program initializing as 
CC-BitmapsCCLM. 

3.1   Storage Space Comparison 

As the storage capacity needed by CC-BitmapsRL and CC-BitmapsRLM are the same, 
CC-BitmapsRL is selected as representative when storage space is compared. In order 
to compare quantity relationship of storage space consumption, Table 3 gives size  
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Table 3. Size Ratios and Construction Time 

41.7%/9.782sQC-Trees 67.1%/3957.610s 41.0%/8.266s 23.0%/170.157s
Sales weather DS9 DS15

Datasets(size ratio/construction time)
Algorithms

42.0%/5.328sClosed Cube 35.8%/8.056s 16.3%/4.438s 12.8%/41.047s
25%/5.983sCC-BitmapsRL 9.9%/8.264s 7.8%/4.695s 3.5%/41.375s

27.7%/5.999sCC-BitmapsCCLM 14.5%/8.562s 9.6%/4.766s 3.9%/41.234s
 

 
ratios of other algorithms comparing with Quotient Cube as a baseline. From the four 
data sets in Table 3, we can work out that storage consumption of the two versions of 
CC-Bitmaps is only 14.8% of QC-Trees at the best case, and only 66.4% at the worst 
case.  

3.2   Query Performance Comparison 

3.2.1   Real Data Sets 
Figures 5 and 6 give the performance comparisons of queries on Sales and weather data 
sets, respectively. We can see CCListsIntersection algorithm has larger performance 
improvement against ListsIntersection, the improvement is 2 to 4 times on data set 
Sales, and is 12 times on data set weather.  

Observing queries on Sales, the query time of CC-Bitmaps is half of QC-Trees, and 

the speed of BitmapsRLM is close to speed of QC-Trees. Observing queries on 

weather, the query performance on various versions of CC-Bitmaps performed very 

well. The query performance presents several to ten times improvement to QC-Trees. 
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Fig. 5. Query Performance on Sales            Fig. 6. Query Performance on weather 

3.2.2   Synthetic Data Sets 
Figures 7 and 8 present the queries performance of the 3 algorithms on DS9 and DS15 
data sets. For observing the queries performance of various memory algorithms much 
better, the CC-BitmapsRL algorithm is removed. 
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Fig. 7. Query Performance on DS9            Fig. 8. Query Performance on DS15 

4   Conclusion 

From analysis above, we can draw some conclusions as follows. 1) RLE compression 
algorithm is effective, and with the increasing size of base table the compression ratio 
has the trend to increase. 2) The intersection algorithm CCListsIntersection proposed in 
this paper is obviously superior to the traditional algorithm ListsIntersection. 3) The 
construction of CC-Bitmaps is very simple, and the time, space consumption of con-
structing are greatly reduced comparing to the QC-Trees. 4) The memory version of 
CC-BitmapsCCLM is almostly better than QC-Trees. BitmapsRLM is better than 
QC-Trees in most cases. 

In one word, CC-Bitmaps is a Space-Time efficient index structure for OLAP. In 
near future, we will study and implement the update of CC-Bitmaps. 
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Abstract. Optimizing XPath expressions before query execution is an impor-
tant measure for efficient improvement of the holistic performance. After path 
summary is derived from a XML document, we equivalently transfer a path ex-
pression into the ones without descendent axes or wildcards. To rewrite a linear 
path expression, its analytical path set is calculated in polynomial time under 
path summary. For complex expressions, we disclose path restraints among 
nodes in its tree pattern under path summary, and develop a rewriting algorithm 
to completely eliminate its descendent and wildcard features. Thereof,  
path summary provides an excellent basis for rewriting XPath expressions. The 
experimental results show that our algorithm can rewrite XPath expressions  
effectively. 

Keywords: XML, XPath, structural join, tree pattern, rewriting. 

1   Introduction 

As a simple XML query language, XPath expressions make an effective way of navi-
gating an XML document and extracting information from them. Our discussions focus 
on XP{/,*,//,[]} expressions[1] used frequently in practice. Many previous works on path 
index[2] and structural join[3,4] have sped efficient evaluation of XPath queries.  

More recently, the problem of rewriting XPath expressions to reduce ‘//’ and ‘*’ is 
attracting more attention. Sometime minimization of XPath expressions [5,6] partly 
decreases ‘//’ and ‘*’. Given a DTD, P.T.Wood proposed that wildcards could be 
removed from XP{/,//,*} expressions[7] in polynomial time. Authors in [8] employ tree 
automaton from a unambiguous DTD to eliminate ‘//’ and ‘*’ in XPath expressions. 
As stated in [9], since a recursive DTD has the capability of infinitely expressing XP{/} 

paths, it is impossible that descendant axes and wildcards are completely reduced  
from XP{/,//,*} expressions under the DTD. 

In practice, an arbitrary XPath expression is always used to query a certain XML 
document. No matter how large the document is, its different paths are not only lim-
ited but also far less than total elements. Thereof, path information in the document 
should be considered during rewriting expressions. 

In this paper, the problem of rewriting an XPath expression p∈XP{/,//,*,[]} is to find 
an algorithm that, given path summary[10] coming from an XML document D,  



 Rewriting XPath Expressions Depending on Path Summary 737 

computes XPath expression q1,q2,…, qn∈XP{/,[]} such that query result by p is equiva-
lent to the union of that by qi over D (i∈[1,n]). To the best of our knowledge, this 
paper is the first that addresses the problem of rewriting XPath expressions depending 
on path summary to completely eliminate ‘//’ and ‘*’. The contributions of the work 
reported here can be summarized as follows: 

(1) We propose analytical path set for a linear expression under path summary coming 
from the XML document. 

(2) We define valid paths of every node in a tree pattern. Meanwhile, we present calcu-
lation of valid paths according to path restraints in the context of the tree pattern. 

(3) We describe path join operation among valid paths and develop a novel rewriting 
algorithm to completely eliminate wildcards and descendant axes. The experimen-
tal results demonstrate the effectiveness of our algorithm. 

2   Preliminaries 

Because the work of Gerome Miklau and Dan Suciu is notable exception [1], we 
directly cite several notions from their classic work with no explanation in this  
section. These notions will be used throughout the rest of the paper. 

If t is a tree, we denote its node set, edge set, and root node as V(t), E(t) and Root(t) 
respectively. Since an XP{/,*,//,[]} expressions is often modeled as a tree pattern be-
longed to P{[ ],*,//} equivalently, we don’t distinguish the two concepts in this paper. As 
stated in [1], let p∈P{/,*,//}, q∈P{/} be two linear tree patterns, q is contained in p (p⊒q) 
if and only if there exists an embedding f from p to q. 

Definition 1. Given linear tree pattern p∈P{/,*,//}, the path length of p, denoted as ||p||, 
is the number of nodes in p. Let q∈P{/,*,//} be a linear tree pattern, if there exists  
an embedding f from p to q, denoted as f:p→q, then f(p) is the embedded sub-tree 
pattern of q. 

Definition 2. Let p∈P{/,*,//}, q∈P{/} be two linear tree patterns. If there exists an em-
bedding from p to q such that both the head node and the tail node of p are mapped to 
those of q respectively, then q is implied in p, denoted as p  q. 

In Fig. 1(a), ||p||=3 ,||q1||=4 and p  q. In Fig. 1(b), q1 is not implied in p. 
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Definition 3. Let p, q∈P{/,*,//} be two linear tree patterns. If p equals to a sub-tree pat-
tern which begins from the root to the n-th node in q. then q is prefixed with p, denoted 
as p=Prefix(q,n), and q-p is a sub-tree pattern which begins from the n-th node to the 
tail one in q. 

In Fig. 1(b), p’=Prefix(q2,3) and q2-p’=D/D.  

Lemma 1. Given p∈P{/,*,//} and q∈P{/}, p  q if and only if there exists embedding 
e:p→q such that e(p)=q. 

3   Analytical Path Sets for Linear Expressions 

In practice, most XML documents have a great deal of repetitive linear paths whose 
tree patterns belong to subclass P{/}. Obviously, the number of all different linear 
paths is far less than that of total elements. the number of all different labels is far less 
than that of total linear paths. 

Definition 4. Given an XML document D , table PT (Label, Len, Expr) records all 
different linear paths belonged to XP{/}. For an arbitrary tuple t∈PT, t.Expr repre-
sents an unique linear path, t.Len=||t.Expr||, and t.Label is the last label of t.Expr. 
Summary path w.r.t D , denoted as S(D), consists of all paths in field Expr. 

During travelling  the XML document by depth-first order(See Fig.2(a)), we record 
all different paths into Table PT orderly. 

Definition 5. Given XML document D and pattern p∈P{/,*,//}, Analytical Path Set for p 
w.r.t D is A(p,D)={q|q∈S(D)∧p q},where S(D) is path summary of D. 

Definition 5 shows a rewriting method for linear expressions to eliminate ‘//’ and 
‘*’. For example, let p=A//*//D. From S(D) in Fig.2(b), linear expression A/B/D, 
A/B/D/D and A/B/D/D/D are implied in p by definition 2, so A(p,D)={A/B/D, 
A/B/D/D, A/B/D/D/D}. Since S(D) is a finite set, A(p,D) is also finite. 

4   Valid Paths for Nodes 

In order to rewriting an XPath expression completely, it is an important step to dis-
close path restraints in the context of its tree pattern. For any node in the pattern, we 
present it must accept path restraints from itself, its parent and children. 

4.1   Path Restraints for Nodes 

Definition 6. Let P be a tree pattern. For n∈V(P), n.Path is the root-to-self path. 
For example, in Fig.3(a), since n1 is the root node in pattern P, n1.Path=A. For node 

n5, n5.Path =A//*//D. As a leaf node, n6.Path=A//*//D/D. 

Definition 7. Given XML document D and its path summary S(D), let P∈P{/,[ ],*,//}, 
Q∈P{/,[ ]} be two  tree patterns . If there exist an embedding f:P→Q such that for each 
n∈V(P), f(n.Path)∈S(D), then f(n.Path)∈P{/} is one of valid paths for n. We  denote E 
(n.Path) as the set of valid paths for n, so f(n.Path)∈ E (n.Path). 
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Fig. 3(a) shows embedding f:P→Q, where P=A[/C/E]//*[//D/D][//E]∈P{/,[],*,//}, Q = 
A[/C/E]/B/D[/D/D][/E]∈P{/,[]}. For any n∈V(P), f(n.Path)=f(n).Path by definition 1 
and 6. Since n6.Path=A//*//D/D, f(n6.Path)=f(n6).Path=v7.Path=A/B/D/D/D. Similarly, 
f(n1.Path)=A, f(n4.Path)=A/B/D, and f(n5.Path)=A/B/D/D. Because all paths as above 
are in S(D), A∈E(n1.Path), A/B/D∈ E(n4.Path), A/B/D/D∈ E(n5.Path) and 
A/B/D/D/D∈E(n6.Path). 

From Fig. 3(b), there exist A/B∈E(n4.Path), A/B/D∈E(n5.Path) and A/B/D/D∈ 
E(n6.Path). 

Lemma 2. Given XML document D and pattern P ∈P{/,[ ],*,//}. For each n∈V(P), E 
(n.Path)⊆A(n.Path). 

We obtain this result by Definition 5 and 7. Lemma 2 gives the first constraint 
condition for valid paths. 
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Fig. 3. f: P→Q and h: P→Q’ Fig. 4. f: Q→q and h: P’ →p’ 

Lemma 3. Given P, Q∈P{/,*,//} and p, q∈P{/} satisfying P=prefix(Q,||P||), 
p=prefix(q,||p||), P  p and Q  q. There exist embedding f:Q→q such that f(Q)=q and 
f(P)=p if and only if f(Q-P)=q-p. 

In Fig. 4(a), both P and Q share an embedding f such that p P and q Q with no 
conflict by Lemma 3. 

Definition 8. Given XML document D and pattern P ∈P{/,[ ],*,//}, let n be a non-root 
node and n’ be its parent (i.e. <n’,n >∈E(p)). We define path join as follows:  

n’.Path  n.Path={(p,q)| ∃p∈ E(n’.Path), ∃q∈E(n.Path) (p=prefix(q,||p||)) → 
∃ f: Q→q (f(Q-P)=q-p )}. 

In Fig. 3, <n5 ,n6>∈E(p), A/B/D/D∈E(n5.Path), A/B/D /D/D∈E(n6.Path). By 
Lemma 3, (A/B/D/D, A/B/D/D/D) ∈ n5.Path n6.Path. On the other hand, although 
A/B/D∈ E(n5.Path) and A/B/D/D/D∈E(n6.Path), (A/B/D, A/B/D/D/D)∉n5.Path  
n6.Path. Lemma 3 assures a pair of linear paths for two nodes with the parent-child 
relationship in the pattern can be embedded to a certain path belonged to P{/} with no 
conflict. 

For any node in the pattern, its valid paths must accept path restraints from its par-
ent and children. Thereof, it is necessary to disclose path-restraints by the context of 
the pattern. 
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Lemma 4. Given XML document D and pattern P∈P{/,[ ],*,//}, the following properties 
are satisfied: 

(1) If non-leaf node n has a child ň, then E (n.Path)⊆{p|∃p∈S(D),∃q∈E (ň.Path) 
(p=prefix(q,||p||))→ ∃ f:ň.Path→q (f(ň.Path - n.Path)= q-p)}; 

(2) If non-root node n has a parent n’, then E (n.Path)⊆{q|∃q∈S(D), ∃p∈E (n’.Path) 
(p=prefix(q,||p||))→ ∃ f:n.Path→q (f(n.Path - n’.Path)=q-p)}. 

Lemma 2, 4 show all constraint conditions for valid paths. 

4.2   Calculation of Valid Paths 

By Lemma 2 and 4, we can calculate the set of valid paths for each node in the pat-
tern. Main thought is presented in Algorithm 1, where function ValidPath(P) works as 
follows: Firstly, the set of valid paths for each leaf node is assigned with its Analyti-
cal Path Set. Secondly, function PreparePath(node n) finds all possible valid paths 
for other nodes by proposition (1) in Lemma 4 from bottom up. Finally, function 
VerifyPath(node n) verifies valid paths for each node by proposition (2) in Lemma 4 
from top down. 

In Algorithm 1, there are three the self-explanatory functions. ParentNode(n) re-
turns the parent of node n; ChildNode(n,i) returns i-th child of node n; ChildNum(n) 
returns the number of n’s children. By Algorithm 1, the valid paths for each node in 
pattern P in Fig. 3 is presented with Graph G in Fig.5. 

Theorem 1. Given XML document D and pattern P ∈P{/,[ ],*,//}, Algorithm 1 correctly 
returns all valid paths of each node in P. 

2: for i=1 to ChildNum(n) do 
3:   ChildNode(n,i); 
4:   FindValidPath ( );
5: end for 
6: E(n.Path) S(D);
7: for i=1 to ChildNum(n) do 
8:   ChildNode(n,i);  
9:   for each q  E( .Path) do 

10:  E(n.Path) E(n.Path) 
{p| p S(D)(p=prefix(q,||p||))
f: .Path q(f( .Path-n.Path)=q-p)}

11:   end for 

PreparePath (node n) 
1: if n is a leaf node return; 

12: end for

ValidPath (Pattern P) 
22: for each leaf node n in P 
23: E(n.Path) A(n.Path,D);
24: end for 
25: PreparePath (Root(P)); 
26:VerifyPath (Root(P)); 

s root node return; 
14: n’ ParentNode(n);  
15: for each  p E (n’.Path) do 
16:   E (n.Path) E (n.Path)

{q| q S(D)(p=prefix(q,||p||))
f:n.Path q(f(n.Path-n’.Path)=q-p)}; 

17: end for 
18: for i=1 to ChildNum(n) do 
19:  ChildNode(n,i);  
20: VerifyValidPath ( )
21

VerifyPath (node n) 
13: if n i

: end for

 

Algorithm 1. Calculation of Valid Paths 
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In order to prove Theorem 1, we definition path-join graph as follows: 

Definition 9. Path-join Graph of pattern P is defined as G=(V(G),E(G)),where 

V(G)=∪ni∈V(P) E (ni.Path) and E(G)=∪<n’, n>∈ E(P ) {<p, q>| (p, q)∈n’.Path  n.Path}. 
Path-join Graph of P in Fig. 3 is showed G=(V(G),E(G)) in Fig.5. V(G) presents all 

valid paths and E(G) does all path joins. 

Proof for Theorem 2. For each node ni, we select one element from E (ni.Path) to build 
subtree t=(V(t),E(t)) such that |V(t)∩E (ni.Path)|=1, V(t)⊆V(G) and E(t)⊆E(G). Subtree 
t is similar to  pattern P structurally and corresponding to an unique pattern belonged to 
P{/,[]} by following steps: 

Step 1: If node p is the root in subtree t, create the tree pattern of p; 
Step 2: If node p is a non-root node, extend its parent pattern to that of p; 
Step 3: Repeat Step 2 until all nodes are accessed. 

C
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{ A/B , A/B/D }

{ A/B/D, A/B/D/D } { A/B/D/E }

G
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E(n3.Path) D E

D

E

 

Fig. 5. Path-join Graph G, Subtree t and Pattern Q 

In Fig.5(a), using blue edges and nodes, we build sub-tree t, which is correspond-
ing to Q∈P{/,[]} (See Fig.5(b)). According to Fig.3(a), there is an embedding f:P→Q. 

Let f=f0:n0.Path→u0∪(∪ni∈V(T) fi:ni.Path-ni’.Path→ui-ui’), where ni is non-root 
node and n0 is the root node, f is an embedding  from P to Q. By Definition 7, ui is one 
of valid paths for ni. Thereof, valid paths for each node is sound in Algorithm 1. 

Line 22-23 in Algorithm 1 assure that  valid paths for each leaf node do not miss 
by Lemma 2. Lemma 4 assure valid paths for other nodes do not miss. Thereof, valid 
paths for each node is complete in Algorithm 1. 

Theorem 2. Given XML document D and pattern P∈P{/,[ ],*,//}, Algorithm 1 has worst-
case CPU cost linear to |V(P)||S(D)|2, where |S(D)| is the count of elements in S(D). 

5   The Rewriting Algorithm 

In this section, we present an algorithm of rewriting patterns based on valid paths and 
their path joins. The algorithm can naturally processing tree patterns with  branch([]), 
child edge(/), descendant edge(//), and wildcard(*) synthetically. 

When Path-join Graph G of  pattern P has been worked out, the rewriting task is to 
extract all sub-trees such that for each node ni∈V(P),|V(t)∩E(ni.Path)|=1. The main 
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thought is represented in Algorithm 2. Since transferring these sub-trees to patterns 
belonged to P{/,[]} easily, we omit the procedure in Algorithm 2. According to  
Algorithm 2, pattern P in Fig.3 have three rewriting results  as following: 
A[/C/E]/B/D[/D/D][/E], A[/C/E]/B[/D/D/D][/D/E], and A[/C/E]/B[/D/D][/D/E]. 

Since Algorithm 2 uses path summary to compute all possible tree patterns , each of 
which is belonged to subclass P{/,[] } and contained in P ∈P{/,[ ],*,//},the union of query 
result by these tree patterns over the XML document must be equivalent to that by P. 

 
Algorithm 2. Rewrite Patterns 

6   Experimental Evaluation 

This section presents experimental results on rewriting performance implemented 
using C++. All experiments were run on a 2.1G AMD4200 processor with 1GB of 
main memory and 160GB quota of disk space, running windows XP system. 

In following experiments, we focused on 116M XMark[11] with many repetitive 
and recursive paths. Our experiments consist of ten twig queries showed in Table 1. 

Although descendant axes and wildcards bring about flexibly matching, the valid 
paths, which are selected by the contexts from P1-P10, are not too many(See Table 2). 
Like P1,P4 and P6, our algorithm works out an unique expression belong to XP{/,[]} by 
the context of their tree patterns. Owing to there exist a few similar paths, several re-
sults are obtained after rewriting P2, P3 and P5. The XMark has so many recursive 
paths that the count of final rewriting results from P7-P10 arranges from 9 to 81. 

According to the experimental results, we conclude that our algorithm can effec-
tively rewrite XPath expressions under path summary to completely eliminate  
descendant and wildcard features. 

MatchPattern(Node n, int i ) 
1:  p←E (ni’.Path)[i]; T[n] ←p;
2:  bMatch←true; 
3:  for k=1 to ChildNum(n) do 
4:       ň←ChildNodes(n,k); 
5:        bfound←false;        
6:       for j=1 to | E 
(ň.Path)| 
7:        q←E 
(ň.Path)[j];r←false; 
8:       if (p,q) ∈n.Path 
ň.Path 
then r←MatchPattern(ň,j); 
else continue; 
9:       if r then  T[ň] ←q; 
10:       if (ň = N )∧r then 
output T; 
11:    bfound ←bfound ∨r;  

Globe Variable: 
 node  N, node R 

12:  end for 
13:  bMatch←bMatch ∧
bfound; 

RewritePattern(Pattern P) 
16: N←the last node  
17: R←Root(P) 
18: for i=1to |E 
(R.Path)| 
19: MatchPattern(R, i ); 
20: end if; 
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Table 1. Ten XPath Expressions Table 2. Rewriting Properties 

No. XPath Expression 
P1 site/*/*/name 
P2 site//name 
P3 site/*//*//*/name 
P4 site/*/*/person [/homepage]/name 
P5 site/regions/*/*/*/text[/emph][/keyword] 
P6 site//person[//homepage]//name 
P7 site//category[//emph][//keyword] 
P8 site//*/closed_auction//text[//keyword] 
P9 site//*[/closed_auction]//text[//keyword] 
P10 site//description//text[/*//bold][//keyword]

 

No. |V(G)| |E(G)| # 
P1 4 3 1 
P2 8 7 7 
P3 23 22 6 
P4 6 5 1 
P5 38 37 6 
P6 4 3 1 
P7 20 19 81 
P8 9 13 9 
P9 9 14 9 

P10 81 72 54  

7   Related Work 

The rewriting problem has been first discussed in traditional client-server data-
bases[12]. There has been several research approaches to rewrite XML query in a host 
of previous works. To answer XML queries using RDBMS, Authors in [13] propose 
rewriting path queries over DTDs to SQL. Many works like to emphasize rewriting 
XPath expressions on their semantic structure. The minimization of XPath queries has 
been studied in [5,6,7].To reduce non-deterministic features in XPath queries, docu-
ment [8] uses graph schemas and DTDs. These measures difficulty deal with ‘*’ and 
‘//’ when nested paths occur in XML documents. 

8   Conclusions 

In this paper, we rewrite an XPath expression into a aeries of ones belonged to subclass 
XP{/,[]} depending on path summary coming from the XML document. Since ‘//’ and 
‘*’ in XPath expressions can be completely eliminate after rewriting, our work provide 
an effective pre-processing way during answering XPath queries with ‘*’ and ‘//’. 
 
Acknowledgments. The first author was supported by the National High-Tech  
Research and Development Plan of China under Grant No. 2005AA4Z3030. 
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Abstract. Keywords are subset of words or phrases from a document that can 
describe the meaning of the document. Many text mining applications can take 
advantage from it. Unfortunately, a large portion of documents still do not have 
keywords assigned. On the other hand, manual assignment of high quality key-
words is time-consuming, and error prone. Therefore, most algorithms and sys-
tems aimed to help people perform automatic keywords extraction have been 
proposed. However, most methods of automatic keyword extraction cannot use 
the features of documents effectively. A method which integrates the statistical 
machine learning models is proposed in this paper. This method extracts key-
word from Chinese documents through voting of multiple keywords extraction 
models. Experimental results show that the proposed method based on ensem-
ble leaning outperforms other methods according to F1 measurement. Moreover, 
the keywords extraction model based on ensemble learning with the weighted 
voting outperforms the model without the weighted voting.  

Keywords: keywords extraction, ensemble Learning, statistical machine learn-
ing, text mining. 

1   Introduction 

Automatic keyword extraction (AKE) is a technology to identify a small set of words 
or segments that are meaningful and representative. In library and information sci-
ence, automatic keyword extraction is usually called automatic indexing. Since key-
word is the smallest unit which can express the meaning of document, many text 
mining applications can take advantage of it, e.g. automatic summarization, automatic 
classification, automatic clustering, etc. Therefore, keywords extraction can be con-
sidered as the core technology of all automatic processing for documents. However, a 
large number of documents including web pages do not have keywords. At the same 
time, manual assignment of high quality keywords is costly and time-consuming, and 
error prone. Therefore, automatic keywords extraction is a technology worthy of  
researching.  

Currently, most methods of automatic keywords extraction cannot use the features 
of documents effectively. The statistical machine learning models including support 
vector machine, conditional random fields, can use the features of documents more 



746 C. Zhang 

sufficiently and effectively. At the same time, the automatic indexing models per-
formance varies in the task of automatic indexing. If we combine these models to 
index the documents by ensemble learning, the performance of indexing can be im-
proved. In order to improve the performance of keywords extraction, a method which 
integrates the statistical machine learning models and ensemble learning method is 
proposed in this paper. This method extracts keywords from the documents through 
voting of multiple keywords extraction models. Moreover, we also evaluate the per-
formance of the keywords extraction model with the weighted voting and the model 
without the weighted voting. 

The rest of this paper is organized as follows. The next section reviews some re-
lated work on keyword extraction. In section 3, a detailed description of the proposed 
approach is presented. Subsequently in section 4, the authors report experiments re-
sults that evaluate the proposed approach. The paper is concluded with summary and 
future work directions. 

2   Related Works 

In the task of keyword extraction, words occurred in the document are analyzed  
to identify apparently significant ones, on the basis of properties such as frequency 
and length. Existing methods about automatic keywords extraction can be divided 
into four categories, i.e. simple statistics, linguistics, machine learning and other  
approaches.  

Statistics Approaches are simple and do not need the training data. The statistics  
information of the words can be used to identify the keywords in the document.  
The statistics methods include N-Gram [1], word frequency [2], TF*IDF [3], words  
co-occurrence [4], PAT-tree [5], etc. 

Linguistics Approaches use the linguistics feature of the words mainly, sentences 
and document. The linguistics approach includes the lexical analysis [6], syntactic 
analysis [7], semantic analysis [8], discourse analysis [9] [10], and so on.  

Keyword extraction can be seen as supervised learning from the examples. Ma-
chine learning approach employs the extracted keywords from training documents to 
learn a model and applies the model to find keywords from new documents. This 
approach includes NB [11], Maximum entropy model, SVM [8], CRF [12], Bagging [7], 
etc. Some keyword extraction tools, e.g. GenEx [13], KEA [14], have been developed.  

Other Approaches about keyword extraction mainly combine the methods men-
tioned above or use some heuristic knowledge in the task of keyword extraction, such 
as the position, length, layout feature of the words, html tags [15], etc. 

In 2003, keywords extraction based on bagging algorithm was first proposed by 
Hulth [7]. The method based on ensemble learning is still a direction in the task of 
automatic keywords extraction so far. 

3   Keyword Extraction Based on Ensemble Learning 

In this section, an overview of ensemble learning method and some descriptions of 
the general ensemble learning algorithms in the task of classification are provided. 
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Then, some base classifiers based on statistical machine learning models and two 
baseline models are given. Finally, these models are combined to extract keywords 
from Chinese documents according to ensemble learning methods. 

3.1   Overview of Ensemble Learning in the Classification 

Ensemble learning tries to solve the same problem through multiple learning models 
and it can improve the generalization ability of learning models. Therefore, the ma-
chine leaning community has attached a great importance to ensemble learning, and 
Dietterich regards it as the top of the four major directions of research on machine 
learning. Ensemble learning is also known as integrated learning. In the classification, 
a group of base classifiers according to the training data are built, and they are used to 
classify the objects through voting of each classifier [16]. For example, Schapire & 
Singer applied Boosting algorithm to classify documents. They found that Boosting 
algorithm is more effective than or at least as well as common classification tech-
niques (e.g. Rocchio) in the task of classification [17]. Moreover, Weiss successfully 
achieved a high precision in classification based on a small dictionary by ensemble 
learning [18].  

3.2   Description of General Ensemble Learning Algorithms 

Figure 1 shows the logical view of ensemble learning method. We can use following 
methods to build a combination of base classifier [16]. 

 Processing training data sets, such as Bagging and Boosting; 
 Processing the input features, this method is more effective if data set has a large 

number of redundant features; 
 Processing category label, this method is suitable for the case that has enough   

categories; 
 Processing learning algorithm, this method can get different models in the same 

training data by using different algorithms. 

The following are some descriptions of typical methods based on ensemble learn-
ing [16], e.g. Bagging, AdaBoost, integrated algorithm based on combination of differ-
ent learning algorithms. 

 

 
Fig. 1. Logical view of ensemble learning method 
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Bagging algorithm, which is relatively simple, samples repeatedly from the data set 
on basis of a uniform probability distribution. AdaBoost algorithm is a method which 
weighs prediction value of every base classifier instead of a majority vote, and this 
makes it possible for AdaBoost to punish the models that has a low precision [16].  

It is a common method to build a combination of base classifiers through getting 
different models by conducting different algorithms on the same training set. Figure 2 
shows this integrated algorithm. As mentioned previously, this algorithm is used to 
extract keywords from Chinese documents based on ensemble learning in this paper.   

 

 
Fig. 2. Integrated algorithm based on different learning algorithms [16] 

3.3   Base Classifier for Keywords Extraction  

The task of automatic keyword extraction can be viewed as a classification problem. 
In this section, four base classifiers base on statistical machine learning used for 
automatic keywords extraction are provided, i.e. Conditional Random Fields (CRF), 
support vector machines (SVM), multiple linear regression (denoted as MLR), logistic 
regression (denoted as Logit). Moreover, two baseline models based on heuristic  
approaches is introduced, namely, BaseLine1 and BaseLine2.  
 
(1) CRF Classifier 
Conditional Random Fields model is a new probabilistic model for segmenting and 
labeling sequence data [19]. CRF model is an undirected graphical model that encodes 
a conditional probability distribution with a given set of features. The main advantage 
of CRF model comes from that it can relax the assumption of conditional independ-
ence of the observed data often used in generative approaches, an assumption that 
might be too restrictive for a considerable number of object classes. Additionally, 
CRF avoids the label bias problem. In 2008, Zhang & Wang used CRF model for 
automatic keyword extraction [12]. 
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(2) SVM Classifier 
Support Vector Machine was proposed by Vapnik in 1995 to solve the problem with 
recognition of binary classification pattern [20]. In 2004, Zeng used SVM model to 
extract the significant phrases in the task of search results clustering [21]. Two years 
later, Zhang proposed SVM-based automatic keywords extraction model [8]. This 
model is also used in this paper. 

 
(3) MLR Classifier 
Linear regression is the simplest form of regression. Zeng used multiple linear regres-
sion models for the extraction of the significant phrases. They found that MLR model 
achieved better results in solving the problem of significant phrases extraction [21]. 

 
(4) Logit Classifier 
When the dependent variable is a binary type, Logistic regression model is more suit-
able for predicting samples label. Zeng also used Logistic regression model to extract 
the significant phrases and found this model also achieved good results [21]. 

 
(5) BaseLine1 Classifier 
In BasaLine1 model (abbreviated as BL1), we use the normalized word frequency 
(TF), normalized inverse document frequency (IDF) and the length of words as a 
factor for weight computation, and weight formula is as follows:   

Score = TF * IDF * Len                                           (1) 

Where, Len is normalized by the maximum length of words in the document. 
 
(6) BaseLine2 Classifier 
BaseLine2 model (abbreviated as BL2) is different from BL1 model. It is added the 
position of the first appearance of the word (Dep) as another factor except for TF*IDF 
and the length of words. The weight formula is as follows:  

Score = TF * IDF * Len * length (d)/Dep                             (2) 

Where, length (d) is the length of the document. 
When the models above are used to automatic extract keywords from Chinese 

documents, a series of pre-processes are prepared, e.g. segmenting the Chinese sen-
tence into Chinese words, tagging the Part-Of-Speech of the Chinese words, features’ 
weight computation and sorting, etc. More detailed description of these steps as well 
as training and testing of the models can be found in [12].  

3.4   Automatic Keywords Extraction Method Based on Ensemble Learning 

In this paper, we use those automatic keyword extraction models such as BaseLine1, 
BaseLine2, MLR, Logit, SVM and CRF, as base classifiers and combine them to ex-
tract keywords from Chinese documents based on ensemble learning method. In this 
section, we mark these automatic keywords extraction methods based on ensemble 
learning as Ens. 
 



750 C. Zhang 

According to whether base classifier use precision of keywords extraction as the 
weigh, the keywords extraction model based on ensemble learning can be divided into 
two categories, e.g. one with the weighted voting and the other without the weighted 
voting. 

 
(1) Keywords Extraction Model without the Weighted Voting 
In the process of voting, this model gives same weight to each base classifier, and  
gets a majority voting result as the final keywords extraction result according to the 
formula as follows: 

C*(x) = Vote (C1(x), C2(x),…, kC (x))                                        (3) 

(2) Keywords Extraction Model with the Weighted Voting 
Figure 2 shows descriptions of the ensemble learning method with the weighted  
voting. In the process of voting, this model gives different weights to each base  
classifier, and gets the classification result according to the formula as follows  [16]: 

C*(x) = Vote ( (x)1C*
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Where k is the number of base classifiers and the precision of each classifier Pi turns 

to ∑
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1

(i∈[1, k]) after normalization. 

4   Experimental Results 

In this section we combine the six keywords extraction models described above to 
extract keywords from Chinese documents based on ensemble learning. Then we 
analyze the experiment results. 

4.1   Data Sets and Evaluation Measures 

(1) Data Sets 
In this study, we collect documents from database of ‘Information Center for Social 
Sciences of RUC’ (http://ww.zlzx.org). We randomly chose 600 academic documents in 
the field of economics from the database. Each document includes the title, abstract, 
keywords, full-text, heading of paragraph or sections, boundaries information of para-
graphs or sections, references, etc. 

 
(2) Evaluation Measures 
In the evaluation, there are two types of words or phrases in manual assignment of 
keywords, which are keywords and non-keywords assigned by humans. On the other  
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hand, there are two types of words or phrases in automatic keyword extraction, i.e. 
keywords and non-keywords extracted by keyword extraction system. Table 1 shows 
the contingence table on the result of keywords extraction and manual assignment 
keywords. 

From all experiments on keyword extraction, we conducted evaluations according 
to the general measuring method used in the Information retrieval evaluation, i.e. 
precision (P), recall (R) and F1-Measure. The evaluation measures are defined as 
follows: 

P=a/(a+b)                                                      (5) 

R=a/(a+c)                                                          (6) 

F1(P,R)=2PR/(P+R)                                                  (7) 

Where, a, b, c and d denote number of instances. In this paper, we get the evaluation 
results by using 10-fold cross-validation. 

4.2   Analysis of Experimental Results 

We use the data set in section 4.1 for 10-fold cross-validation and combine general 
and domain-specific dictionary to extract features. The general dictionary directly 
uses PKU dictionary1 as segmenting dictionary while the domain-specific dictionary 
is a collection of the keywords in a specific domain. Table 2 shows us the precision of 
each base classifier.  

Table 2. Precision of each base classifier in automatic keywords extraction 

 BaseLine1 BaseLine2 MLR Logit SVM CRF 

Precision of base classifier 0.1188 0.171 0.2135 0.2116 0.5140 0.4702 

Normalized Precision of  
base classifier  

0.0699 0.1010 0.1256 0.1245 0.3024 0.2766 

 
 

Figure 3 shows the result of a sample record. The keywords of this document are 
extracted based on ensemble learning without the weighted voting.  

Table 3 shows the precision, recall and F1-Measure of the eight keywords extrac-
tion methods including methods based on ensemble learning. In table 3, Ens  
means the keywords extraction model without the weighted voting, and Ens-W  
with the weighted voting based on the normalized precision of each classifier in 
table 2. 

From table 3, we know that the automatic keywords extraction method based  
on ensemble learning is above average in both precision and recall and also have  
the largest F1-Measure. According to the F1 value, the keywords extraction model 
based on ensemble learning outperforms the other seven models, which shows its 
effectiveness. 

 

                                                           
1 http://ccl.pku.edu.cn/doubtfire/Course/Chinese%20Information%20Processing/Source_Code/

Chapter_8/Lexicon_full_2000.zip 
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Fig. 3. Result sample of the keywords extraction model without the weighted voting 

Table 3. Performance of eight keywords extraction methods   

Model P R F1 
BL1 0.1188 0.2284 0.1563 
BL2 0.1717 0.3302 0.2260 
MLR 0.2135 0.3519 0.2657 
Logit 0.2116 0.3488 0.2634 
SVM 0.5140 0.1698 0.2552 
CRF 0.4702 0.2438 0.3209 
Ens 0.4520 0.3097 0.3676 
Ens-W 0.4701 0.3178 0.3792 

 
In the keywords extraction based on ensemble learning, the model with the 

weighted voting outperforms the model without the weighted voting, which means the 
former is more effective. We will consider other factors and optimize the weighing 
method to improve the quality of keywords extraction in the future work. 

5   Conclusion and Future Works 

In this paper we extract keywords from Chinese documents based on ensemble learn-
ing by using the integrated algorithm. Experimental results show that the keywords 
extraction model based on ensemble learning can improve F1 value. Moreover, the 
model with the weighted voting outperforms the model without the weighted voting. 

The future works include three aspects. First, experiments will be extended to dif-
ferent combination ways of classifiers or on different data scales. We will also use 
selective ensemble learning [22] in the task of keyword extraction. Second, we will 
make a further step to optimize CRF-based automatic keywords extraction. For  
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example, use the results of different keywords extraction models as the input of CRF, 
use CRF-based integrated automatic keywords extraction, etc. Finally, we plan to find 
out a more reasonable way such as considering precision and recall in the process of 
voting. For example, we will use F1 value as the weight. 
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Abstract. k-Nearest Neighbor (k-NN) mining aims to retrieve the k most simi-
lar objects to the query objects. It can be incorporated into many data mining 
algorithms, such as outlier detection, clustering, and k-NN classification. Pri-
vacy-preserving distributed k-NN is developed to address the issue while pre-
serving the participants’ privacy. Several two-party privacy-preserving k-NN 
mining protocols on horizontally partitioned data had been proposed, but they 
fail to deal with the privacy issue when the number of the participating parties 
is greater than two. This paper proposes a set of protocols that can address the 
privacy issue when there are more than two participants. The protocols are de-
vised with the probabilistic public-key cryptosystem and the communicative 
cryptosystem as the core privacy-preserving infrastructure. The protocols' secu-
rity is proved based on the Secure Multi-party Computation theory.  

Keywords: Privacy-reserving Data Mining, k-NN Mining; Probabilistic 
Cryptosystem, Communicative Cryptosystem, Secure Multi-party Computation. 

1   Introduction 

The wide spreading of data mining applications reveal many new challenges. Privacy-
preserving in data mining is one of the challenges [1]. It is common that data-owners 
are concerned with the misuse of their data, and do not want any sensitive information 
to be mined out. With such privacy concerns, data owners are not willing to provide 
their data to participate in data mining. 

Privacy Preserving Data Mining (PPDM) makes tradeoffs between data mining 
contributions and data privacy. It aims at carrying out data mining precisely and effi-
ciently while protecting data privacy to a certain extent. Privacy preserving data  
mining has achieved significant results in many data mining areas [1]. 

Techniques employed in data mining can be roughly classified as two categories, 
the Cryptography-based Technique and the Randomized Perturbation Technique 
(RPT). The former is primarily applied to distributed data storage scenario, and the 
latter is generally used in centralized data storage scenario.  
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In the case of the Cryptography-based PPDM research, some privacy-preserving 
protocols for k-NN mining (The readers can refer to definition 1 for the detailed defi-
nitions of k-NN mining and privacy-preserving k-NN mining) based on horizontally 
partitioned multi-party data have been developed [2,3]. However, these protocols are 
only capable of deal with two-party case and the security is only proved for each of 
the parts. To the best of our knowledge, no protocols have been proposed as of the 
time of writing to deal with the privacy issue of k-NN mining when the number of the 
participants is greater than two. The paper follows the previous work [2,3]  and  
designs several protocols to address this issue.  

The rest of the paper is organized as follows. Section 2 presents the privacy-preserving 
k-NN problem definitions. Section 3 explains the basic concepts and related security 
infrastructures. Section 4 proposes a set of protocols to tackle the issue of having  
more than two participants in k-NN data mining. The security proofs of the proposed 
protocols are shown in Section 5. The performance of the proposed protocols is discussed 
in Section 6. Section 7 concludes the work with discussion on potential future work. 

2   Problem Definitions 

Let the resulting k-NN set be Nk(q) and the set of all objects be D. k-NN mining can 
be formally defined as below [3]: 

Definition 1. (k-NN mining). Given a data set of object D, a query object q∈D and a 
query parameter k, k-NN mining returns the set D)q(Nk ⊆  of size k such that: 

)q,o(d)q,o(d)q(No:Do),q(No '
k

''
k ≤⇒∉∀∈∀∈∀ . (1) 

In a horizontally partitioned distributed data setting, it is assumed that there are s 
distinct objects in a data set D, and they are distributed over N (N>2) sites. All objects 
hold the same dimensions. The w dimensions correspond to w attributes, A1, A2, …, Aw. 
Let attribute set A=(A1, A2，…, Aw). Site i (i=0,1,…,N-1) collects si objects, where 

ss
1N

0i i =∑ −

= . The si objects constitute the set Di, satisfying DDi
1N

0i =−
=∪ . And for any i 

≠ j, φ=ji DD ∩  . The k-NN query returns the set i
1N

0ik D)q(N −
=⊆ ∪  of size k such that: 

)q,o(d)q,o(d)q(No:)mi1(Do),q(No '
k

'
i

'
k ≤⇒∉∀≤≤∈∀∈∀ . (2) 

To ensure that the k-NN mining is privacy-preserving, the proposed protocols must 
be able to compute the nearest neighbors without revealing private information about 
the other parties' input, except that can be computed with the respective input and 
output of the computation. 

3   Preliminaries 

3.1   Security in Semi-honest Model 

The main idea of the definition is that under the semi-honest model, a protocol is said 
to securely (privately) compute f if the information obtained by every participating 
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party after carrying out the protocol, can be polynomially simulated through the par-
ticipating party's input and output. 

Due to space limitation, interested readers are suggested to refer to [4] for the  
definition of Secure Multi-party Computation.  

3.2   The Probabilistic Public-Key Cryptosystems 

A Probabilistic Cryptosystem is a Public Key Cryptosystem. In probabilistic encryp-
tion, the encryption results are probabilistic instead of deterministic. The same plain-
text may map to two different ciphertexts at two different probabilistic encryption 
processes: 

(M)EC,(M),EC ,(M)EC(M),EC knk3k2k1 =…=== . (3) 

The Paillier Cryptosystem provides significant facilities to guarantee the security 
of the designed protocols [5].  

3.3   The Commutative Cryptosystems 

A cryptosystem system is called a commutative cryptosystem if the following three 
properties satisfied: (1) The ciphertext of a compositely commutative encryption is 
identical regardless of the encryption order; (2) Two different plain messages will 
never result in the same encrypted messages; (3) The encryption is secure. In particu-
lar, given a plain message x and its randomly-chosen-way encryption fe(x), for a new 
plain message y, an adversary cannot distinguish in polynomial time between fe(y) and 
a randomly chosen value z from the domain of encrypted messages. Interested readers 
can refer to [6, 7] for more details. 

4   Secure k-NN Mining Protocols 

Without loss of generality, the following protocols only consider how to mine the k-
NN of the object Oi=(xi1,xi2,…,xiw) at site 0. The protocols also observe the fact that 
Oi

's k-NN may locate at site 0 as well or at any other sites. The Euclidian Distance is 
used in measuring the distance between objects in the protocols. 

Given two objects Oi=(xi1,xi2,…,xiw) and Oj=(xj1,xj2,…,xjw), the first problem is to 
compute their scalar product in additively split form: 

∑ =
×=•= w

1r jrirji )xx(OOc . (4) 

For example, suppose Alice has the object Oi and Bob has the object Oj. The goal 
is for Alice to obtain a z' and Bob a z'' such that z' + z'' =Oi · Oj. This makes possible 
the computation, in additively split form, of the square of Euclidean distance  
(Formula 5) between x and y. 

∑∑∑ ∑ === =
×−+=−= w

1r jrir

2w

1r jr

2w

1r

w

1r ir
2

jrirji )xx(2)x()x()xx()O,O(dist . (5) 
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Since Alice can compute
2w

1r ir )x(∑ =
, Bob can compute

2w

1r jr )x(∑ =
, it is only nec-

essary to securely compute ∑ =
× w

1r jrir )xx(2  to compute the distance, which is the 

core work of the Secure Scalar Product Protocol (SSP)[8].  

4.1   Secure Scalar Product Protocol 

Protocol 1: Private Homomorphic SSP Protocol 
Private Input: Alice has object Oi, and Bob has object Oj 

Private Output: Alice gets nA, Bob gets nB, mmodOOnn jiBA •≡+   

1 Setup phase. Alice does: 
1.1 Generate two big primes p, q , and g�Β; 
1.2 Compute n = pq and λ=lcm(p-1,q-1); 
1.3 Generate the pair (n, g) as the public key, λ as the private key; 
1.4 Send public key (n,g) to Bob through secure channel. 
2 Alice does : 
2.1 Compute ))x(),...,x(),x(()O( iwi2i1i εεεε =  and send it to bob; 

3 Bob does: 
3.1 Randomly choose r from *

nZ  and compute: 

3.2 2njw
iw

j2
i2

j1
i1ji   nmod  r))x((......))x(())x(()OO(w ××××=•= εεεε ; 

3.3 
Generate a random plaintext nB and a random number r' from *

nZ  ,  

Compute )n(ww B
' −×= ε ; Send w' to Alice 

4 Alice does: 
4.1 Decipher w', getting BjiA nOOn −•= ; 

4.2   The Secure Set Union Protocol 

Protocol 2: Set Union Protocols based on protocol 1 

Input: Each site i (i=0,1,…,N-1) collects si objects, ss
1N

0i i =∑ −

=
. The si objects constitute 

the set Li, satisfying LLi
1N

0i =−
=∪  

Output: Generate union 
i

1N
0i LL −

== ∪  without revealing which elements belongs to which site 

1 For each site i=0,1,…,N-1 do // Encrypt Li at site i, getting ieL  

1.1 Generate ),d(e ii , Ee ri ∈ , Dd ri ∈ ; φ=
ieL ; 

1.2 For each iLx ∈  do )x(fLL
iii eee ∪=  End for 

1.3 End for 

2 For round j=0 to N-2 do //Encrypt ieL  by all sites 

2.1 If j==0 then  Each site i sends permuted ieL  to site (i+1) mod N; 

2.2 Else  
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Protocol 2: Set Union Protocols based on protocol 1 

2.3 
Each site i encrypts all elements in Nmod)ji(eL

−  with ei , permutes, and sends it 

to site (i+1) mod N; 
2.4 End if 
2.5 End for  
2.6 Each site i encrypts all elements in Nmod)1i(eL

+  with ei; 

3 For each site i=2,3,…,N-1 do // Merge ieL , getting L 

3.1 Send Nmod)1i(eL
+  to site 1; 

3.2 End for 

3.3 At site 1: Generate Nmod)1i(e
1N

1i LL
+

−
== ∪ , permute and send it to site 0; 

3.4 At site 0: Generate ie
1N

0i1 LLLL −
=== ∪∪ ; 

4 For i=0 to N-1 do  //Decryption L 
4.1 Site i decrypts all elements in L using di and sends permuted L to site (i+1) mod N; 
4.2 End for 
4.3 Site 0 broadcasts L to all other sites. 

4.3   The k-NN Mining Protocol based on Horizontally Partitioned Data 
 

Protocol 3: Mining the k-NN of object Oi=(xi1,xi2,…,xiw) (at site 0)  

Input: Each site i (i=0,1,…,N-1) collects si objects, ss
1N

0i i =∑ −

= . The si objects constitute 

the set Di, satisfying DDi
1N

0i =−
=∪  

Output: Global k-NN located at each site i; 
1 At site 0:  

1.1 Compute 
2w

1r ir )x(∑ =
 

2 For each site u=1,2,…,N-1 
2.1 Set up public key and private key (similar to 1.1-1.3 of protocol 1); 
2.2 Send public key (n,g) to site 0 through secure channel. 
2.3 For each object Oj in Du 

2.4 
Execute Protocol 1 with Oi and Oj, site 0 obtaining random number nA 
and site u obtaining random number nB, jiBA OOnn •=+  ; 

2.5 At site 0: compute )n)x((p A

2w

1r ir0 += ∑ =
ε  , and send it to site u; 

2.6 
At site u: compute )n)x((p B

2w

1r jr0 +× ∑ =
ε , and decipher it, getting: 

)O,O(distnn)x()x( jiBA

2w

1r jr

2w

1r ir =+++∑∑ ==
. 

2.7 End for 
2.8 End for 
3 For each site u=0,1,…,N-1 do 
3.1 Compute the local minimum k distances at site u; 
3.2 Constitute set Lu using the k distances. 
3.3 End for 
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Protocol 3: Mining the k-NN of object Oi=(xi1,xi2,…,xiw) (at site 0)  

4 
Execute protocol 2 with the input Lu (u=0,1,…,N-1), securely getting the union 

u
1N
0u LL −

== ∪ at site 0 . 

5 At site 0 
5.1 Sort the elements in L and locate the kth minimum element (distance) distk;;  
5.2 Broadcast distk to all other sites; 
6 For each site u=0,1,…,N-1 do 

6.1 
The objects at site u whose distance with Oi is greater than distk constitute the 
global k-NN located at site u;   

6.2 End for 

5   Security Proof of the Protocols 

The security of the two protocols proposed in section 4 can be proved as follows. 

Theorem 1. If all involved parties satisfy the semi-honest assumption, protocol 1 is 
secure. 

Proof. Since private data transferring only takes place at step 2 and step 3 of protocol 
1, we only need to prove the security of the 2 steps. 

Step 2: Since Alice does not receive any private data, it can simulate its view by run-
ning the step on its own input.  

Step 3: Bob receives ciphertext ))x(),...,x(),x(()O( iwi2i1i εεεε = , which can be 
simulated by randomly choosing w numbers rj (j=1,…,w) from [0,n), constituting (r1, 
r2, … , rw) . As both the real view and the simulated view come from the same distri-
bution, they are computationally indistinguishable.  

Step 4: w' may be simulated by the way of randomly choosing r from [0,n). 

Theorem 2. If all participating parties satisfy the semi-honest model assumption, 
protocol 2 is secure.  

Proof. Protocol 2 is similar to protocol 1 in [9]. Interested readers may refer to [9] for 
the security proof. 

Theorem 3. If all participating parties satisfy the semi-honest model assumption, 
protocol 3 is secure.  

Proof. Data privacy is only likely to be breached in step 2.3-2.7 and step 4. Their securi-
ties are obvious. Due to space limitation, the complete security proofs are skipped here.  

6   Computation Complexity and Communication Costs 

Suppose that the commutative encryption/decryption time cost is Tc; the Probabilistic 
encryption/decryption time cost is Tp; transferring plain message/ciphertext requires B 
bites; transferring public key requires P bites. The computation complexity (CComp) 
and communication costs (CCost) of protocol 1 are shown in Table 1. 
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Table 1. Computation Complexity and Communication Costs of Protocol 1 

Step CComp CCost 
1 Const O(P) 

2 O(w×Tp) O(w×B) 

3 O(Tp) O(B) 

4 O(Tp) N/A 

 
Compp1 is used to denote the total computation complexity, and Costp1 to denote 

the total communication cost of protocol 1. The CComp and the CCost of protocol 2 
are shown in Table 2. 

Table 2. Computation Complexity and Communication Costs of Protocol 2 

Step CComp CCost 
1 O(s×Tc) N/A 

2 O((N-1)×s×Tc) O((N-1) ×s× w×B) 

3 O(N) O((N-1) ×s× w×B) 

4 O(N×s×Tc) Ignored 

Compp2 is used to denote the total CComp, and Costp2 to denote the total CCost of 
protocol 2. The CComp and the CCost of protocol 3 are shown in Table 3. 

Table 3. Computation Complexity and Communication Costs of Protocol 3 

Step CComp CCost 
1 O(w) N/A 

2 O((N-1)×Compp1) O((N-1) ×Costp1) 

3 O(s2) N/A 

4 Compp2 Costp2 

5 O(s2) const 

6 O(s) N/A 

7   Conclusion 

The main contribution of this paper is three folded. Firstly, we identify the incapabil-
ity of existing protocols in handling the privacy issue of the scenarios when there are 
more than two participants in privacy-preserving k-NN mining. Secondly, we propose 
two protocols to tacked the above identified issue Thirdly, we briefly show the  
security of the proposed protocols.  

The proposed protocols are not without their limitations. The proposed protocols 
rely on the semi-honest model, which may not be true in some scenarios The issue of 
designing privacy-preserving k-NN mining protocol, as well as other actual multi-
party computation protocols under malicious models are major challenges in SMC 
applications. This challenge, along with how to design a protocol further reducing the 
time and communication cost, are our future concerns. 



762 F. Zhang, G. Zhao, and T. Xing 

Acknowledgments. The work is supported the 2008 Sun Yat-sen University Science 
Foundation under Grant No. 1131014.  

References 

1. Vaidya, J., Clifton, C., Zhu, M.: Privacy Preserving Data Mining (Advances in Information 
Security). Springer, New York (2005) 

2. Shaneck, M., Kim, Y., Kumar, V.: Privacy Preserving Nearest Neighbor Search. In: 6th 
IEEE International Conference on Data Mining Workshops, pp. 541–545 (2006) 

3. Qi, Y., Atallah, M.J.: Efficient Privacy-Preserving k-Nearest Neighbor Search. In: 28th In-
ternational Conference on Distributed Computing Systems, pp. 311–319 (2008) 

4. Goldreich, O.: Foundations of Cryptography. Basic Applications, vol. 2. Press Syndicate of 
the University of Cambridge, Cambridge (2004) 

5. Paillier, P.: Public-key Cryptosystems based on Composite Degree Residuosity Classes. In: 
Stern, J. (ed.) EUROCRYPT 1999. LNCS, vol. 1592, pp. 223–238. Springer, Heidelberg 
(1999) 

6. Boneh, D.: The Decision Diffie-Hellman Problem. In: Buhler, J.P. (ed.) ANTS 1998. 
LNCS, vol. 1423, pp. 48–63. Springer, Heidelberg (1998) 

7. Agrawal, R., Evfimievski, A., Srikant, R.: Information Sharing Across Private Databases. 
In: The 2003 ACM SIGMOD Int’l Conf. Management of Data, pp. 86–97 (2003) 

8. Goethals, B., Laur, S., Lipmaa, H., Mielikainen, T.: On Private Scalar Product Computation 
for Privacy-preserving Data Mining. In: 7th Annual International Conference in Information 
Security and Cryptology, pp. 104–120 (2004) 

9. Kantarcioglu, M., Clifton, C.: Privacy-preserving Distributed Mining of Association Rules 
on Horizontally Partitioned Data. IEEE Trans. Knowledge and Data Engineering 9(16), 
1026–1037 (2004) 

 



R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 763–771, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Alleviating Cold-Start Problem by Using Implicit 
Feedback 

Lei Zhang, Xiang-Wu Meng, Jun-Liang Chen, Si-Cheng Xiong, and Kun Duan 

State Key Laboratory of Network and Switching Technology,  
Beijing University of Posts and Communications,  

100876 Beijing 
jhon565@yahoo.com.cn 

Abstract. Collaborative Filter (CF) methods supply favorably personalized 
predictions relying on adequate data from users. But the ratings, of new users or 
about new items are not always available and CF can’t make a precise recom-
mendation in this case. In our paper, we present our consideration on alleviating 
cold-start problem by using users’ implicit feedback data, which is not the same 
as the traditional methods which focus completely on the sparse data. To exploit 
the significance of users’ implicit feedback for alleviating cold-start problem, 
we present two independent strategies—the neural network-based M1 method 
and the collaboration-based M2 method, by which the significance of users’ 
implicit feedback for cold-start recommendation has been preliminarily  
demonstrated. 

Keywords: cold-start recommendations, implicit feedback, collaborative filtering. 

1   Background and Related Work 

Among the several novel recommendation methods, CF recommendation [1][2] is 
proved to be the most promising technologies. Even though CF is hard to beat by 
other technologies once abundant rating data is available, it can not supply satisfied 
results when rating data is sparse, for instance, the new users or new items in system. 
Recommendation with scarce user ratings is defined as cold-start recommendation. 
Actually, Cold-start problem is intractable and researchers didn’t supply any conver-
gence measures of the cold-start recommendation their system generated [3]. A new 
similarity method [4] to alleviate the cold-start problem is presented by Ahn, which 
clearly outperforms the classical COS or COR method when the data is very sparse. A 
Bayes-based technique [5] is proposed by Andrew for the purpose of solving the cold-
start problem. Even though some ideas are brought forward, the effects are not as 
good as expected. Actually, the current methods are mainly focusing on the very finite 
data itself but the initial ratings are so little that even though all the information is 
extracted, it is far from enough to reflect one user’s tastes for satisfied recommenda-
tion, setting aside the fact that it’s really hard to distinguish which information is 
effective or not when data is sparse. In another aspect, using implicit feedback—
Clickthrough data, to enhance Information Retrieve precision is an effective way to 
enhance IR performance, which is a rewarding reference for our work. Actually, from 
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a more practical point, new users in recommendation system generally don’t like to 
give too many ratings, because it is too boring to constantly find what movies they’ve 
watched from a large amount of films. As a more natural way and before giving too 
many ratings, one (new) user would prefer to have a browse to movies presented—a 
public recommendation or some new movies, etc., may be proper, to decide which 
movie(s) is/are the best he wants to watch now, or give check mark(s) for the 
movie(s) he’ll purchase later, etc. We collect these so called Wishlist data (the fa-
vored data, and certainly, the data browsed by user but not interested in by him should 
also be recorded) implemented in http://movielens.umn.edu, which is very valuable to 
overcome the scarcity of useful information in initial stage and acquired naturally just 
like getting Clickthrough data in search engine utility.  

In our paper, we present the preliminary exploration for alleviating cold-start prob-
lem by using user’s implicit feedback data, which is not the same as the traditional 
methods which focus completely on the sparse data. We present two independent 
strategies to exploit the significance of users’ implicit feedback for cold-start prob-
lem, the neural network-based M1 method and the collaboration-based M2 method. 
Specifically, we use M1 to learn the feedback data itself, to mine users’ preferences to 
such factors as item slots, etc. from the relatively “superiority” or “inferiority”. For 
M2 method, we make the basic but effective transformation for the available data,  
by which the similar information will be skillfully extracted from the implicit feed-
back and item ratings which are of no comparability originally. In most cases, M2, 
belonging to collaborative filtering category, will be more effective for item recom-
mendation than M1 which belongs to the content-based analysis category and the 
significance of users’ implicit feedback for cold-start recommendation has been  
preliminary demonstrated. 

2   The Neural Network-Based M1 Method 

2.1   Preliminary Knowledge 

As mentioned above, we divide items browsed by user U into two sets, uW  and 

uR namely, the same idea as Joachims [6]. Data in uW is taken from Wishlist ofU , 

with uR as a set of data browsed but outside uW . We define set u
r< as below: 

},|,{ upuqqp
u
r RxWxxx ∈∀∈∀><=<  (1) 

where u
rqp xx >∈<< , meansU prefers qx to px . Then the problem becomes learn-

ing sU '  preferences using u
r< . We take an intuitive and basic idea from Burges [7] to 

utilize the partially ordered pairs. That is, suppose u
rqp xx >∈<< ,  and network out-

puts for px  and qx  are po  and qo , then the larger is qp oo − , the larger the cost 

should be made for modification, with one element in pair as the reference. 
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Now we first take a look at the process of one user choosing fruit in supermar-
ket. Taking apple purchase for example, different users have different preferences, 
some paying their first attention to apple type, with color& size as the second, 
some focusing on color & size, but neglecting apple type, etc. For specific userV , 
he chooses apples in the following way. Focusing mainly on apple type, he may 
first select Fuji, and then with his second attention to color & size, he may choose 
the big and red ones from Fuji apples. Lastly, as for the producing area, maybe 
Australia is better, but other area is acceptable either, for he doesn’t care much 
about this attribute. Apples rated highly byV should have a good type and color 
&size, to get high ranking. In other words, only the apples, each with a synthesized 
high score or high ranking based on users’ preferences toward attributes, will be 
selected at last. 

Therefore, motivated by content-based methods and much like the above deci-
sion-making process, to finally decide which ones are the best, we give the prefer-
ence model of userU towards movies using the following definition.  

Let >=< mcccf ,...,, 21  be the attribute/slot vector for items—movies, for ex-

ample, and fck ∈∀ , },...,,{ ,,2,1, eeee kzkkk vvv σσσσυ = be feature set of item eσ cor-

responding to attribute kc , and then we can get preference degree p of 

U towards eσ by formula (2). 

∑ ∑
= =

=
m

k

z

s
ksk ee

wp
1 1

,σσ ζ  (2) 

where ><=∈ mk wwww ,...,2,1ω is the interest degree ofU towards correspond-

ing attribute in f , 
eks σζ , is the preference corresponding to

ee kksv σσ υ ,, ∈ .  In the 

following, based on BP neural network, we’ll take advantage of classical steepest 
gradient descent rule to effectively modify corresponding weights (preferences) 

such as kw and
eks σζ , . Actually, by adding up the preference degrees (weights) of 

all features in one movie to present target user’s preferences towards this movie, 
many content-based recommendation methods modify the feature weights (prefer-
ence degrees) using some simple strategies——for every movie, enlarge or  
narrow each feature weight using the same factor each time (that is, suppose con-
stant α is the proportion, for every modification of each movie, each feature 
weight of the movie will be multiplied byα or each one of the movie will be 
divided byα ), or just add (or subtract) each feature’s tf-idf value to (from) the 
previous weight of this feature each time. Intuitively, comparing with these meth-
ods, our neural network method based on preference model has its effectiveness 
and we’ll present the explicit explication on our M1 method in the coming  
section.   
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2.2   The Neural Network-Based M1 Method 

With the preference model presented in section 2.1, every feature of attribute kc is 

chosen as one input node of kth node in hidden layer and hidden layer nodes basically 
denote item attributes. Then obviously, taking the forward prop results which are 
good presentation of rating outputs, the key to this problem lies in back-prop process 
(exploring solution space), to convert feedback data to user preferences for better 
rating predictions. Actually, with preference model especially aiming at this specific 
scene, the mentioned architecture is light-weighted but very effective comparing with 
a general 2-layer network which just inputs all features of items to each node of hid-
den layer with generally empirical but not fully qualified hidden node number and 
inevitably posing the learning complexity with intricate characteristics unsuitable to 
the relatively sparse data in cold-start stage. With corresponding results of forward 
prop well presenting rating outputs and by taking advantage of back-prop relative 
error to constantly modify acquired tastes, it is possible for us to make full of user’s 
implicit feedback by converting feedback date into preference weight vector, the 
valuable data for further prediction. Here, we firstly present network output of  

forward prop for item eσ in formula (3). 

ej
e
ij

s

i
ij

s

j
j obbawgwfo

e
≡++⋅⋅= ∑∑

==

))(( 2
1

1,0
,

1

1
,

1

2
,1

01

σ  (3) 

where )(),( ⋅⋅ gf is the transfer function, 1s and 0s in our model are the number of 

item attributes and the number of features of corresponding attribute, and for the off-
sets b , weight w or output a ( a gets its nonzero value, as 1 only if corresponding 

feature of attribute occurs correspondingly in item eσ ), the upper (left) index indi-

cates the node layer, the lower (left) one of w orb indicates the corresponding node, 

the subscript i of 1
,ijw denotes the ith input, and the lower indices of a denote out-

put e
ija ,0

, (of th0 layer) is the ith input of jth node (of st1 layer), with the super-

script e denoting that eσ is the eth one in item set. 

Then, denoting the hth and eth training items as hσ and eσ , with corresponding net 

outputs as ehandoo , we define one judgment function )(⋅φ as follows. 

)()( eh oo −⋅=⋅ τφ  (4) 

whereτ =

⎪
⎩

⎪
⎨

⎧
∈∈−
∈∈

otherwise

WR

RW

ueuh

ueuh

0

,1

,1

σσ
σσ

, and once 0)( <⋅φ , back-prop occurs. Note 

that no ideal output will be supplied in the actual situation, so the classical neural 
network isn’t suitable to be applied here directly. However, taking advantages of the 
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reversion punishment idea mentioned in section 3.1, the deviation could be measured 

by the distance (the monotonic increasing distance function, denoted as F̂ ) be-

tween ho and eo , the larger is F̂ , the larger the compensation once disorder occurs, 

which ensures the proper direction for the following searching.  
Here, we define transfer function of output layer as linearity function and the one 

of hidden layer as sigmoid function, which satisfies our preference-based model prop-
erties naturally, with the biggest curve slopes about origin, a gradually slope decreas-
ing but still keeping the function monotonic increasing and the function value no 
more than 1. Consequently and more explicitly, we present the BP rule according with 
our model in the following formula (5), (6). 
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3   The Collaboration-Based M2 Method 

In this section, we’ll present the collaboration-based M2 method to learn users’ im-
plicit feedback. For traditional recommendations, users give their ratings (e.g. 1-5) 
and CF methods could work well to calculate the similarities between users and then 
present rating prediction. However, we can’t use CF method directly here because the 
new users’ implicit feedback is the “relative superiority or inferiority”, and we can’t 
make a straightforward versus between feedback data and users’ ratings. Here, we 
make the basic but effective transformation for the available data, by which the  
similarities will be skillfully drawn from the implicit feedback and item ratings which 
are of no comparability originally. And then, the rating prediction will be performed.  
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With the definition in part 2, suppose that new userU  is the target user, and then 

we get set },|,{ upuqqp
u
r RW ∈∈><=< σσσσ  according toU ’s feedback and 

u
rqp >∈<< σσ ,  which means U prefer qσ  to pσ . For user V  (V is any user of 

recommendation system but not a new user, and we can make full use of his relatively 

adequate ratings), suppose his rating set is vR  and the item set is vϖ , with 

each v
e ϖσ ∈  corresponding to vv

e Rr ∈ . Firstly, according toV ’s rating, we build 

set },,|,{ v
g

v
f

v
g

v
fgf

v
r rr ϖσϖσσσ ∈∈<><=< . Next, we perform the follow-

ing operations on u
r<  and v

r<  to build new sets u
r'<  and v

r'< . 

Set u
r'<  is defined as following. u

rqp ', '' >∈<<∀ σσ , there 

is )),(),((),( ''''''
v
rpq

v
rqp

u
rqp >∈<<∨>∈<<∧>∈<< σσσσσσ . Correspond-

ingly, set v
r'<  is defined as follows. v

rgf ', '' >∈<<∀ σσ , there 

is )),(),((),( ''''''
u
rfg

u
rgf

v
rgf >∈<<∨>∈<<∧>∈<< σσσσσσ . 

In the following part, according to u
r

u
r ⊂<<' , we getU ’s |'| u

r< -dimension multi-

tuple ),,...,,,...,,( '''''' ><><><=∇ dcqpba
u σσσσσσ which satisfies that for 

each element u
qp ∇>∈< '' ,σσ , there is u

rqp ', '' >∈<< σσ . Taking target userU ’s 

preferences as basic reference, we define function )(⋅uι as below. 
u

qp ∇>∈<∀ '' ,σσ , there is 1),( '' ≡>< qp
u σσι . Then, we get the ordered 

multi-tuple )1,...,1,...,1(=∠u , that is, let u
rqp ', '' >∈<< σσ  be the kth  element 

in u∇ , then the kth  element in u∠ gets its value by 1),( '' =>< qp
u σσι . Next, we 

build user V ’s ordered multi-tuple v∠ as below. For each element 
u
rqp ', '' >∈<< σσ , suppose >< '' , qp σσ is the kth  element in u∇ , and then the 

value of kth element in v∠ can be acquired by the following function )(⋅vι (7).  

⎪⎩

⎪
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⎧
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=>< v
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v
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v
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),(

''

''
'' σσ
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σσι  (7) 

Now we have finished the basic data transformation, after which we can effectively 
explore the users’ similarities using target user’s implicit feedback and the others’ 
actual ratings which are of no comparability originally.  

With the multi-tuples obtained above, the similarity between target user U and any 
userV can be measured using cosine vector-based approach [8] as below. For target 
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userU , with his top-N similar neighbors },...,,{ 21 NVVV  in hand, we could get the 

rating prediction of item hσ  by the memory-based formula [9]. 
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4   Experimental Evaluations 

4.1   Data Set and Experimental Setup 

We choose Movielens (http://www.movielens.umn.edu) data set for our experimental 
evaluations. Moreover, we use data from IMDb (The Internet Movie Database, 
http://www.imdb.com) to get features for movies in Movielens. 

We take pairwise accuracy [10] as evaluation metric. For each userU ，we define 

two sets X andY below. 

},,|,{
qp ssqpqp rrHSHSSSX <∈∈><= , }'',,|,{

fe ssfefe rrHSHSSSY <∈∈><= , 

where H is the set of movies used for test, 
psr and

qsr are human ratings of 

movie pS and qS , while
esr ' and

fsr ' are predicted ratings of movie fe SS , , and then 

the pairwise accuracy can be given in formula (10). 

pairwise accuracy=
||

||

X

YX ∩     (10) 

We select 50 users whose rating numbers are larger than 200 as the target users with 
the capacity of supplying abundant partially ordered pairs. For each target userU , 
suppose his whole rating number is Z and we randomly select M ratings to build 

set )}2()4(),(|,{ ≤∧>=∧∈><=<
cd SS

u
Mdcdc

u
r rrTSSSS , where u

MT is the set of 

M ratings and
cSr and

dSr areU 's ratings towards cS and dS respectively.  The left 

)( MZ − ratings are used for his test set and the actual training set is the subset 

of u
r< . For M1, suppose the maximal pair number (for one user) used for training is 

300, and then we set ANN scale (input node number) according to the number of the 
whole features of movies, each movie occurring in the 300 pairs of that user.  
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4.2   Experimental Results 

In practice, one user will browse the movie candidates at a very high speed when 
selecting the ones he is interested in. Suppose userU select 2 movies from 100 candi-
dates in his whole browsing process, then the number of partially ordered pair will 
be N =198. If userU repeats the similar operations, the pair number will be larger 
than the above-mentioned. In our experiment, we set the number of partially ordered 
pairs as N =0, N =20, N =100 and N =300 ( M can change) to present the pairwise 
accuracy values of M1 and M2 method in table 1. In comparison, the pairwise accu-
racy of classical CF method (when the rating number is no more than 20) is shown in 
table 2. 

Table 1. The pairwise accuracy of M1 and M2 method with different parameter values 

accuracy 0=N  20=N  100=N  300=N  
M1 0.4 0.49711 0.53498 0.54753 

M2 0.4 0.69122 0.70247 0.70878 
 

Table 2. The pairwise accuracy of User-based CF method  

accuracy 0=K  2=K  5=K  01=K  15=K  20=K  
CF 0.4 0.4475 0.58533 0.65083 0.67025 0.68549 

 
It’s not hard to see that the pairwise accuracy of completely random prediction is 

40%. Obviously, M2 has made a better performance than CF method. Without any 
actual ratings, the pairwise accuracy of M2 gets constant improvement as N in-
creases.  Specially, when the pair number is relatively limit initially, M2 accuracy 
gets major enhancement as the pair number increases. Then, with further increase of 
the pair number, the accuracy rise slows down. For example, as the pairs increase 
from 100 to 300, the accuracy is basically maintained at the scope of 0.70-0.71. M2 
has made a better performance than CF method when ratings of CF are relatively 
sparse, and it is not hard to see that the rational utility of implicit feedback is very 
helpful to alleviate cold-start problem. As for M1, pairwise accuracy holds the trend 
of constant rise with the increase of pair number. However, even thought the pair 
number has reach 300, M1 accuracy still stays at 0.54735. Therefore, M1 has a posi-
tive influence on cold-start recommendation, but the effect is not obvious enough. M1 
belongs to the scope of content-based analysis and it has obvious performance gap 
with M2 belonging to the scope of collaboration method with relatively abundant 
pairs. Actually, in the non-cold-start stage, CF precision is much higher than that of 
content-based method for current progress. Up until now we have finished our main 
consideration on implicit feedback for cold-start problem. In the following part, we’ll 
present simple discussion on new item problem. With few users’ ratings to one new 
item, CF methods have difficulties in recommendation. Adopting the strategy of con-
tent-based analysis, M1 can obtain better performance than M2 in the situation. We 
can suppose one of the utility scenes of M1 as follows. We want to get the prediction 
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of a new movie for the user who joins in the system newly. With very few ratings of 
the new item available, we can relatively effective to make sure whether the movie is 
worthy to be recommended by M1 method by using feedback data. With 300 pairs in 
hand, for example, the prediction accuracy can reach 0.54753, which is much higher 
than random. After all, the content-based method will not suffer from the new item 
problem. 

5   Conclusions 

In this paper, we presented our considerations on alleviating cold-start problem by 
making full use of implicit feedback data, rather than omitting them, even through the 
ratings are far from enough in the beginning like traditional methods. By the pre-
sented strategies—M1 and M2 method, we has preliminarily demonstrated the sig-
nificance of users’ implicit feedback on cold-start recommendation and we believe 
that using implicit feedback data is one promising research direction for improving 
cold-start recommendation.  
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Abstract. This research was intended to explore the influence of video game 
experience on problem representation, efficiency of strategies, meta cognition, 
and quality of mental models during solving the problems that encounter in a 
new game. This experiment asked all the participants to keep thinking aloud 
during the 20-minite process of playing, and their verbal report was analyzed to 
study the problem solving. The results indicate a significant influence of com-
puter games on game players’ performance in an unfamiliar game. The most 
frequently referred comment is direct strategy, next are game rules and cues, 
monitoring and game progress. Expert players performed better than novice 
players on problem representation, efficiency of strategies, and meta cognition. 

Keywords: Video Game Play, Expert players, Novice players, Problem solving. 

1   Introduction 

1.1   The Computer Game and Related Learning Studies 

With the development of internet technology, computer video game as a new type of 
entertainment and competition has been acctracting more and more attention. Accord-
ing to the quarterly reports of video game market in China, there were 27 million of 
video game players in China in 2006, twenty-nine percent of whom played over 60 
hours each month. 

As many adolescents spend a lot of time playing video games on the computer and 
even become addicted to them, parents and school teachers start to worry about the 
negative influence on those adolescents. People held that playing too much computer 
games can not only cause depression and violent behavior in adolescents, but also do 
harm to their physiological, cognitive and social development and students who play 
video games are no longer interested in their school study any more(Li, Zhou, and 
Zhu; 2007). 

Since video game is becoming more and more popular, it is impossible to treat it as 
some kind of evil thing and get rid of it from our life. Some work(e.g., Wu and Li; 
                                                           
∗ Corresponding Author. 
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2008) had been done to find out the value of video game, such as the learning factors 
involved in it. Actually, the computer video games were described by Klabbers 
(1999) as actions involving various technical knowledge and skills. Generally, Play-
ing video games provides the possibility to improve cognitive abilities of players, 
because game-playing is the process of solving problems by using some cues and  
following specific rules (Zhang and Lei; 2006). 

1.2   Studies on Problem Solving and Cognitive Skills 

In 1950s, the theory of information processing made further progress in the realm of 
problem solving(Newell, Shaw and Simon,1957). Anderson (1992) divided the devel-
opment of cognitive skill into three stages: the declarative stage, the knowledge com-
pilation stage and the procedural stage. Glaser, Lesgold, and Lajoie (1985) proposed 6 
dimensions of cognitive skills. (1) the structure and organization of knowledge; (2) 
the depth of problem representation; (3) the quality of mental models; (4) the effi-
ciency of procedures or methods; (5) the automaticity of cognitive performance; (6) 
The meta-cognitive skills. Experts were better in planning, monitoring, and self regu-
lation.Compared with traditional evaluation methodology of behaviorism, Glaser’s 
theory could access the cognitive skills from the aspect of individual development. 
That’s why we choose Glaser’s evaluation methodology. 

1.3   Further Studies Based on the Learning Video from Game  

In the field of computer video game, the related research on problem-solving and 
cognitive skills was mainly focused on the so called “impasse-negotiation”. Cognitive 
psychologists, such as VanLehn (1994, 2003) and his colleagues, through studying 
the differences among computer video game players on cognitive skills, suggested 
that in the process of problem-solving, impasse cognition could help to advance indi-
vidual study. In few studies on the difference of strategies using between expert and 
novice players, Hong and Liu (2003) found out that expert players manifested greater 
analogical thinking than novice players who manifested more trial and error over the 
game playBlumberg and Sokol L.M. (2004) divided the strategies that players used 
while playing computer video games into the internal-based strategies and the exter-
nal-based strategies. Blumberg etc. (2008) made use of the think-aloud method to 
investigate the different performances of expert players and novice players while 
playing computer video games. Findings turned out that when encountered with the 
impasse in the video game, expert players made significantly greater reference to in-
sight and strategies than novice players in their verbal report. Over the course of the 
game play, both expert players and novice players were making more and more refer-
ence to the insight and strategies in their verbal report. This paper is a model of both 
quantitative and qualitative research using the think-aloud method to investigate the 
game play process.  

According to the analysis above, we carried out this research also using the think-
aloud paradigm and re-designed the related data classification standard based on 
Glaser’s theories on the evaluation of cognitive skills. 
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1.4   The Hypothesis of Present Study 

We regarded playing computer video games as a process of problem-solving for game 
players who involved with the usage of different cognitive skills and strategies. Then, 
based on Glaser’s theories on the evaluation of cognitive skills, we could investigate 
into the influence of computer games on game players’ cognitive skills from the  
developmental point of view. 

Specifically, we drew up to use the think-aloud method and retrospective inter-
view, combining the quantitative and qualitative analysis, to find out the influence of 
computer video games on participants’ cognitive-skill development, including prob-
lem representation, efficiency of strategies, meta cognition, and quality of mental 
models etc.. We coded and made analysis of the verbal report of participants’ to com-
pare the differences between expert players and novice players on the items of the 
above-referred cognitive skills.   

On the whole, the research assumption of this experiment was: during playing, 
compared with novice players, expert players could make problem representation ac-
cording to the essence characteristic of problems, use strategies more accurately, di-
rectly and effectively and thus, could manifest to be more well-planed, self-monitored 
and more effective on self-regulation and finally, could construct more complicated 
mental models and use them to guide their game behaviors. 

2   Method 

2.1   Participants 

Participants included 9 expert and 11 novice adult video game players. At the begin-
ning of the experiment, all potential participants were asked to complete a question-
naire to identify their experience with video games (9 expert players who presently 
played video games more than once a week and at least one half hour one time; 11 
novice players who played video games less than once a week and less ten minutes 
one time, This criteria had been used in prior studies by Blumberg in 1998, 2000 and 
2008). The age of all participants ranged from 19 to 22 years of age. All participants 
got payment after the experiment was finished. 

2.2   Procedure  

There were two phases in the experiment: the first phrase was training of thinking 
aloud and the second phrase was formal experiment of playing video game with 
thinking aloud while playing. During the first phase of the study, participants were 
trained to ‘‘think aloud’’ while solving a basic algebra problem. The ‘‘think aloud’’ 
procedure is a methodological technique (Chi, 1997; Van Someren, Barnard, & 
Sandberg, 1994) for elucidating problem-solving strategies used in such diverse set-
tings in related historical documents (Wineburg, 1991, 1998; Hong & Liu, 2003) and 
video game study (Blumberg et al., 2008). During the experimental phase, each par-
ticipant individually played a non-violent adventure game for 20 minutes developed 
by Sega in the early 1990s called “Sonic the Hedgehog 2 for Game Gear” This 
game contains eight different zones, which are comprised of three acts per zone. On 
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the third act of each zone is a “boss” or difficult obstacle that must be overcome to 
continue to the next zone.  

All the participants’ playing processes and their thinking aloud behaviors were au-
dio taped for later transcription, and all verbal comments were coded. The following 
dependent variables were used to evaluate actual game performance: (1) highest num-
ber of levels completed; (2) highest level attained; (3) number of Sonics lost; and (4) 
number of games started. These variables were recorded by the experimenter for each 
participant on an individual scoring sheet. After 20 minutes, participants were asked 
five questions. 1) To classify the problems they met during playing and recall the so-
lutions. 2) To evaluate their planning and monitoring skills. 3) To assess the validity 
of the strategies. 4) To recall how they regulate their strategies to fit the conditions in 
the game.  5) To assess their performance as a whole. Finally, they were asked to as-
sess how much they liked the game on a five point scale (1 = disliked very much; 5 = 
liked very much). Responses to these questions were also audio-taped. 

3   Results 

The findings presented below primarily involve the game performance of all partici-
pants, their comments made during the think-aloud, and the relationship between 
comments made and game performance. 

3.1   The Classification Standard of Verbal Report 

Transcripts of all participants’ comments during video game play were prepared by 
the second author and verified by an independent reader using the original audiotapes. 
Comments were labeled by act. And from Act 1 to the highest Act that the player 
passed was encoded separately in document format. In accordance with Chi’s (1997) 
method for quantifying verbal reports and Blumberg and her colleague’s (2008) 
study, each transcript was segmented into meaningful units for coding which the 
smallest possible grouping of words that conveyed meaning in the game context.  

A coding scheme was devised to characterize the meaningful unit within these 
transcripts. The verbal report was divided into five types. (1).Game oriented：This 
category included reference to game cues and rules, comments that reflect the affec-
tion towards the games, and prior experience. These comments were also sub-
categorized into game rules and cues, which meaned reference to specific features of 
the game including essential game features, such as the landscape. game evaluations, 
which referred to how much the player was enjoying the game. background knowl-
edge, which reflected prior experience with the game or one played before. 
(2).Problem representation：This category included reference to the representation 
of the problems according to the superficial or essential cues. These comments were 
also sub-categorized into superficial representation and Deep representation, mean-
ing representing problems by the non essential or essential cues while solve the prob-
lem 。(3).Meta cognition: This category included reference to plans made during the 
game, self-monitoring and self-regulation. These comments were categorized as short 
term plan, Long term plan, Monitoring, self Regulation, Game progress, and Unex-
pected action (4).Strategy oriented This category included reference to strategies 
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adopted in the process of playing. These comments were categorized as direct strat-
egy, which means reference to solving a problem directly. Indirect strategy, meaning 
trying to find a solution through trial and error. (5).Unable to code, which were char-
acterized coding unit that did not fit under any of the above categories and were  
irrelevant to the goals of the task in present study. 

3.2   Game Performance  

Participants’ performance while playing was characterized by four indicators: scores, 
number of levels completed, number of Sonics lost, and the game preference. 

Table 1. Means (percentage) for video game experience by game performance 

Performance Expert 
Players 

Novice  
players t p 

score 17734.44 7376.37 2.428 0.026* 

number of Sonics lost 4.00 6.09 -2.194 0.042* 

number of levels completed 3.56 2.91 1.094 0.289 

game preference 3.2 2.91 0.456 0.654 

* p < 0.05. 

An independent samples t-test of scores of expert and novice video game players 
yielded a significant difference (t(18)=2.428, P<0.05), whereby expert players outper-
formed novice players. An independent samples t-test of the number of Sonics lost of 
expert and novice video game players indicates a significant difference (t(18)=-2.194, 
p<0.05), whereby expert players suffer less lost. No significant difference of number 
of levels completed is found (t(18)=1.094, p>0.05). Participants’ game preference 
failed to indicate a significant difference between expert and novice players (t=0.456, 
p>0.05). Overall, participants rated the game low in likeability 

3.3   Comments during Game Play 

According to descriptive results in table 2, we found that the most frequently referred 
comment was direct strategy, next were game rules and clue, monitor and game pro-
gress. The least referred comments were deep representation, background knowledge 
and unable code. In order to find  the difference of the five categories which were 
characterized in the video game play, a series of non-parameter mean test of five 
categories comment percentage were done (see table 2), which yielded significant 
difference of game evaluations , deep representation, short term plan, long term plan, 
regulation and direct strategy . Expert players performed better on game evaluations, 
direct strategy, long term plan and deep representation than novice players. Novice 
players performed better on short term plan and regulation. No significant differences 
were found on other categories. 
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Table 2. Means (%) and non-parameter mean Mann-Whitney U test of comments 

Strategy 
Expert  

Players 

Novice

 players 

Means 

Difference 
U-test P

Game oriented

game rules and cues 17.17 17.23 0.06 45.5 0.761

game evaluations 2.40 .9182 1.4818 19 0.019*

knowledge .3667 .9545 -0.5878 46.5 0.797

Problem representation

superficial 9.589 9.173 0.416 45.5 0.761

deep 1.020 .1000 0.92 26 0.028*

Meta cognition

short term plan 2.056 8.355 -6.299 2 0.000**

long term plan 2.411 1.082 1.329 27 0.083

monitor 13.16 14.67 -1.51 40.5 0.494

regulation 2.211 4.146 -1.935 27 0.087

Game progress 13.54 12.65 0.89 44 0.676

Unexpected action, 1.644 4.746 -3.102 29 0.117

Strategy oriented

direct strategy 29.20 13.67 15.53 2 0.000**

indirect strategy 3.989 5.655 -1.666 35.5 0.287

* p < 0.05., **p < 0.01 

Unable to code 1.300 .8273 0.4727 46.5 0.811 

 

3.4   The Relationship between Comments and Performance 

Participants’ game preference failed to indicate a significant relationship with game 
score(r=0.203, p=0.379>0.05). In consideration of the fact that the number of Sonics 
lost or levels completed was too limited to avoid range restrictive effect, we adopted 
game score as the standard to stand for the performance. After transforming the  
percent of each kind of comments and score attained by players to ranked data, we 
analyzed Spearman rank correlation coefficients.  As shown in the table 4, game 
evaluations, short term plan, long term plan, direct strategy and self-regulation were 
significantly related with game performance.   

4   Discussion  

According to the statistics of comment, most was on direct strategy, next are game 
rules and cues, monitor and game progress. This was consistent with expectation. So 
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we can say thinking aloud could help players to regulate more effectively and im-
prove the attention paid to the solution of a problem. The least referred comments 
were related to deep representation, indicating that it was difficult to represent prob-
lems by the essential cues and be concentrated on the whole game. This result showed 
that 98.7% comments of all participants focused on the game task.  

According to the performance records, expert players got higher scores and lost 
less lives than novice players, indicating that they did better in the game. In accord 
with previous studies, we found even when facing an absolutely unfamiliar game, an 
expert player’s performance was better that a novice player, due to the impact of pre-
vious game experience. And the difference in performance proved the classification 
of subjects was reasonable. When considering the Problem representation, we found 
no difference in superficial representation between expert and novice players. But a 
significant different in deep representation shows that expert players did better in 
seeking solutions from the whole. When encountered some difficulties, they could 
take the influence of present problem on the whole game into consideration. This was 
in accord with Glaser’s theory claiming that the experts were different with novices in 
deep representation. 

For the meta-cognitive, expert game players made significantly more reference to 
the long-term plans than novice players did, while novice players reported more short-
term plans than expert players. The result was consistent with Glaser’s cognitive-skill 
evaluation theories on the difference of Meta cognition, particular of the planning 
ability, between experts and novices. We considered the result to be associated with 
the players’ game-playing experiences. Expert players had rich experiences of game-
playing and they could generally have a foresight of the game-development trends, 
thus, could focus more attention on overall objects, to make more long-term plans 
than novice players. However, with the lack of experience, novice players could not 
grasp the overall goal of the game and were only able to deal with the current situa-
tion and make small-step plans. As a consequence they made more short-term plans 
than expert players. Expert players used more direct strategies and long-term plans to 
solve the problem effectively, so they reported less behavior regulation.  

As for the strategy, the descriptive statistics showed that novice players reported 
more about trial and error strategies than expert players, but the result did not reach 
statistically significant level. However, expert players made significantly more refer-
ence to the direct strategy than novice players, which was consistent with Hong and 
Liu’s (2003) study results. We believed that expert players tended to use the direct 
strategy, because they could well definite the initial state and target state of the prob-
lem and could make a relatively straightforward analyze on the plan they use.  

According to previous analysis, expert players performed better than novice play-
ers in terms of problem representation, strategy effectiveness and meta-cognition. We 
could conclude that expert players could build more complex mental models than 
novice players and could use the model to guide their game behavior.  

5   Conclusion 

From present study, we can conclude: (1).The experience of game playing had a sig-
nificant impact on players’ game performance while playing a novel game. And there 
was no significantly positive correlation between game performance and players’ 
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preference level of the game. (2).Both expert and novice game players made most 
reference to the direct strategy, game cues or rules and self monitor in their verbal 
report. (3).Game performance had a significantly positive correlation with players’ 
verbal comments of game evaluations, long-term plans and direct strategies, but a 
significantly negative correlation with short-term plans and behavior regulations. 
(4).Expert game players reported significantly more than novice players on direct 
strategies, game evaluation, deep structural characterization of problems, and long-
term plans. But novice players reported significantly more on short-term plans and 
behavior regulation. That is expert players performed better than novice on problem-
solving: problem representation, strategy effectiveness and meta-cognition. 
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Abstract. Automatic image classification is a challenging research topic in Web 
image mining. In this paper, we formulate image classification problem as the 
calculation of the distance measure between training manifold and test manifold. 
We propose an improved nonlinear dimensionality reduction algorithm based on 
neighborhood optimization, not only to decrease feature dimensionality but also 
to transform the problem from high-dimensional data space into low-dimensional 
feature space. Considering that the images in most real-world applications have 
large diversities within category and among categories, we propose a new 
scheme to construct a set of training manifolds each representing one semantic 
category and partition each nonlinear manifold into several linear sub-manifolds 
via region growing. Moreover, to further reduce computational complexity, each 
sub-manifold is depicted by aggregation center. Experimental results on two 
Web image sets demonstrate the feasibility and effectiveness of the proposed 
approach. 

Keyword: Web image mining, Data mining, Image classification, Dimension-
ality reduction, Manifold learning, Distance measure. 

1   Introduction 

With the rapid advances in computer technology and digital technique, cost reducing of 
available capturing devices and data storage, the amount of images on Internet has been 
extremely growing. These Web images of various kinds of real-world scenes, if ana-
lyzed, can provide plenty of useful knowledge to Internet users. Nowadays, image 
mining is rapid gaining attention among researchers in the fields of data mining, in-
formation retrieval, and multimedia database due to its ability to extract semantically 
meaningful information from images that may push various research fields to new 
frontiers [1]. Therefore, for effectively utilizing the image resources on Internet, effi-
cient image mining systems for Web images are increasingly in demand. Classification 
is a basis for image mining and its results are very crucial for improving the execution 
performance of image mining application.  

Researchers have made great efforts in developing various approaches to improve 
the accuracy of image classification. There has been a large quantity of prior work. A 
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survey was provided in [2]. Here, we divide image classification approaches into two 
groups: image space-based approaches [3], [4], [5] and feature space-based approaches 
[6], [7], [8], [9], [10]. The former approaches use the visual features directly extracted 
from images in a data space, while the latter ones transform the features into a feature 
space by certain dimensionality reduction, and then realize classification based on the 
features in the feature space. That is, the high-dimensional features are mapped into the 
low-dimensional ones without losing critical image characteristics. Therefore, com-
pared with image space-based approaches, these groups can reduce feature dimen-
sionality and discard redundant information, especially suitable for dealing with the 
high-dimensional data in applications. Manifold learning is a recently developed 
technique [11] for dimensionality reduction, which provides a new way for solving the 
problem of image classification. Among current manifold learning-based methods, 
locally linear embedding (LLE) [12] is a representative one and has been used in image 
classification [10], [13]. However, most Web images from search engines (e.g., Yahoo! 
and Google) and photo management tools (e.g., Flickr and Picasa) are usually taken 
from real-world scenes with different imaging conditions, so the image data in an 
image set may be not well distributed. Therefore, if a whole manifold is constructed for 
all data in the set (only considering the relativity between data but ignoring the dis-
crimination among categories) [10], not only the topological structure of the image data 
won’t be correctly revealed but also the classifier’s efficiency will be reduced.  

In this paper, we propose a new feature space-based image classification approach, 
i.e., transforming the solving of image classification problem from a high-dimensional 
data space into a low-dimensional feature space (i.e., manifold). We propose an im-
proved feature reduction algorithm via neighborhood optimization to reduce feature 
dimensionality. We also construct a new classifier based on distance measure and 
simplifying strategy. The proposed approach is evaluated on the task of Web image 
classification. Experimental results have demonstrated that our approach outperforms 
the competing ones. The rest of paper is organized as follows. An improved feature 
reduction algorithm is described in Section 2. In Section 3, we propose a novel classi-
fication method based on manifold learning. Experiments are given in Section 4. In the 
last section, we conclude and discuss possible future work.  

2   Feature Reduction Based on GLLE 

Inspired by geometric intuition, in this paper, we propose a new feature reduction 
algorithm based on LLE by using neighborhood optimization, which is called 
global-based locally linear embedding algorithm (GLLE). In GLLE, a regular 
neighborhood is constructed by globular radius instead of an irregular neighborhood 
via neighbor number in LLE. And then GLLE searches the candidate data within the 
globular neighborhood by using radius increment and the chosen data will be regarded 
as the nearest neighbors of current data. Therefore, GLLE meets the demand of shape 
preserving mapping that the nearer neighbors of current data in the high-dimensional 
data space make more contributions to the data reconstruction on the low-dimensional 
manifold. 
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2.1   Construction of Globular Neighborhood 

Let },...,,{ 21 NxxxX = ( Nixxxx TD
iiii ,...,2,1;),...,,( 21 == ) denotes N data in a 

data space ( DR ) .They can be denoted as },...,,{ 21 NyyyY = on the manifold, 

where iy ),...,2,1( Ni = is a d -dimensional column vector ( Dd << ). We assume 

that N data are distributed in DR , taking ix (current data) as globular core and using a 

given radius r to identify a globe as G , and then G is the globular neighborhood of ix . 

If there have ip  data within the neighborhood, they will be regarded as the nearest 

neighbors of ix  (each data is denoted as ),...,2,1( iij pjx = ). We define the distance 

measure between ijx and ix based on L2 distance [14] as follow: 

iLiijiijji pjNixxxxdistd ,...,2,1,,...,2,1,),(
2

==−== .   (1) 

We use N ip -by-1 distance matrixes: ),...,2,1(][ 1 NidD
ipjii == × to express the 

neighbor number of each current data for convenience. It is worth pointing that dif-
ferent from LLE, the neighbor selection scheme in GLLE only relies on the distance 
between current data and candidate data, which alleviates its sensitivity to noise. Ad-
ditionally, for precise similarity measure and short execution time, we introduce a 
radius increment rΔ when implementing GLLE.  

2.2   Outline of GLLE  

The GLLE algorithm can be summarized as follows: 

Step 1: For each ix , construct its globular neighborhood via a radius r and calcu-

late ijd between ix and ijx (use Eq. (1)). If there have ip candidate data satisfy the 

condition: rdij < , these data will be chosen as the nearest neighbors of ix .  

Step 2: For each ix , calculate the reconstruction weight ijw based on its neighbors. Let 

W ( NNijwW ×= ][ ) denotes the local reconstruction weight matrix, then the recon-

struction error function can be minimized as:  

∑∑ ∑
== =

=∈=−=
ii p

j
ijiijij

N

i

p

j
ijiji welsexgneixifwtsxwxW

11

2

1

0);(1..minarg)(ε , (2) 

where )( ixgnei denotes the globular neighborhood of ix .  

Step 3: Calculate the low-dimensional embedding Y based on W and the nearest 

neighbors of each ix . To realize the shape preserving mapping, minimizing the  

embedding cost function as follow: 
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where iy denotes the mapping of ix on the manifold. ),...,2,1( iij pjy = denotes the 

nearest neighbors of iy . Eq.(3) can be rewritten in the following matrix form: 

∑∑
= =

=
N

i

N

j
ij

T
iij yymY

1 1

minarg)(ε , (4) 

where )][( NNijmMM ×= is a cost matrix, given as )()( WIWIM T −−= . Finally, by 

Rayleigh-Ritz theorem, Eq.(4) is performed by finding the eigenvectors with the 
smallest (nonzero) eigenvalues of M .  

3   Image Classification Based on Manifold Learning 

In most existing image classification tasks, image data are trained and classified on a 
few samples. However, in many applications, both training set and test set may be very 
large, i.e., the classification is performed with a set of known images which are related 
to several semantic categories and a set of unknown images rather than single image. 
Enlightened by the work in [15], we formulate the problem of image classification as 
the calculation of the distance measure between training manifold (learned from 
training images) and test manifold (learned from test images). Specifically, we assume 
that the images in each semantic category are distributed on one nonlinear manifold. 
So, image classification problem can be formulated as the calculation of the distances 
between several training manifolds and a test manifold. 

Let trX and teX denote a training set and a test set in the data space respectively. 

After performing the feature reduction based on GLLE, all images in the two sets can 
be mapped into the low-dimensional manifolds. Let a set of training manifolds are 
denoted as

trltrtr ΜΜΜ ,...,, 21 and the test manifold is denoted as
teΜ , where l is the 

number of semantic category. Our classification approach is illustrated as Fig.1.     

3.1   Extraction of Sub-manifolds 

Since GLLE guarantees that the obtained low-dimensional manifold is locally linear, 
we assume that a nonlinear manifold can be represented by a set of linear 
sub-manifolds. Let a data set },...,,{ 21 NyyyY = on a d -dimensional manifold Μ is 

given, then },...,,{ 21 mSSS=Μ , },...,,{ 21
i
N

ii
i i

yyyS = ( jimjiSS ji ≠==∩ ;,...,2,1,;φ ), 

where m denotes the number of sub-manifolds, iN denotes the number of the images  

in iS . The extraction algorithm can be summarized as follows:   
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Fig. 1. Image classification based on manifold learning ( 3=l ) 

Step 1: Initialize Μ=== TSi i ;;1 φ , 

Step 2: While ( φ≠T ) 

Step 2.1: Select a data iy1 fromT and let }{};{ 11
ii

ii yTTySS −=+= , 

Step 2.2: For (each i
i Sy ∈' ) 

Search 'iy ’s neighbor, denoted as ''y , if ( Ty ∈'' and θ≤)'','( yydiff [15]), 

then let }''{};''{ yTTySS ii −=+= , 

Step 2.3: Let φ=+= iSii ;1 , go to Step 2. 

Step 3: Finally, a set of sub-manifolds are obtained as mSSS ,...,, 21 .    

3.2   Computation of Aggregation Center 

Due to the aggregation capability of similar data in GLLE and the characteristics of 
linear distribution on the sub-manifolds, we use an aggregation center to represent each 
sub-manifold based on the principle of clustering method. Its advantages are that: (1) 
classification results are unaffected by abnormal data, and (2) computation time can be 

shortened effectively. Let ic denotes an aggregation center of iS ( mi ,...,2,1= ). We 

define a cost function and it can be minimized as follow: 

micyJ
iN

j

ii
ji ,...,2,1,minarg

1

=−= ∑
=

. (5) 

By means of matrix norm, Eq.(5) can be solved as follow: 

∑
=

−−=
iN

j

Tii
j

ii
ji cycytraceJ

1

]))([(minarg . (6) 
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Then the solving of Eq. (6) is equivalent to that of ic that satisfies the equation: 

∑
=

===
iN

j

TiiTii
j

i micctscyc
1

max ,...,2,1,1..)(maxarg . (7) 

Thus, Eq.(7) is performed by finding the eigenvectors with the largest eigenvalues of 

the matrix∑
=

iN

j

i
j

Ti
j yy

1

.     

3.3   Definition of Classifier  

According to the analyses above, the distance measure between a set of training 
manifold ),...,2,1( litri =Μ and a test manifold teΜ can be defined as: 

itrijtejitetrii NjliSSdd ,...,2,1,,...,2,1,),,(min),( ==Μ∈Μ=ΜΜ . (8) 

If we use aggregation center to represent each sub-manifold, then ),( teji Sd Μ will  

be replaced by ),( te
j

i cd Μ . Suppose },...,,{ 21 teNtetete yyyY = is the test set embedding 

on the manifold, two strategies can be applied to deal with these data. The first is 

“single strategy”, i.e., ),( te
j

i cd Μ is replaced by ),( tep
j

i ycd ),...,2,1( Np = . The second 

is “peer strategy”, i.e., )',(min),( kjitetrii SSdd =ΜΜ , where }',...,','{ 21 mte SSS=Μ , 

trijS Μ∈ , tekS Μ∈' , and )',( kji SSd can be further reduced to )',( kj
i ccd . To compare 

these two strategies, “single strategy” achieves more accurate results than “peer strat-
egy” but need longer computation time.  

Finally, based on the distance measure between the training manifold and the test 
manifold, we can define a novel manifold learning-based classifier as follow: 

lid tetrii ,...,2,1),,(min =ΜΜ . (9) 

4   Experimental Results  

We designed two experiments to verify our approach, i.e., image classification based 
on manifold learning (ICML). All Web images were downloaded from Internet and 
normalized into fixed size. To avoid the additional classification errors caused by the 
partition of the test manifold, we applied “single strategy” to handle the test images. 
Hardware: Pentium PC (CPU 1.86GHZ; Memory 2.0GB); software: MATLAB 7.0. 

Experiment 1: Binary Classification 
The training set includes 1350 erotic and 1800 normal images and the test set contains 
105 erotic and 200 normal images. An 86-dimenasional feature vector was extracted 
from each image data [16]. For evaluation, we define the correct rate (Correct) as the 
ration of the number of correctly classified erotic images to the total number of the 
classified erotic images; the recall rate (Recall) as the ratio of the number of correctly 
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classified erotic images to the total number of erotic images; the error rate (Error) as the 
ratio of the number of wrongly classified normal images to the total number of normal 
images.   

As seen from Table 1, since two separate manifolds were established for erotic 
images and normal images, ICML achieves higher Correct (%) (81.58), higher Recall 
(%) (88.57) and lower Error (%) (10.05), compared with other three approaches. So 
ICML shows a good behavior for the binary classification of real-world images.  

Experiment 2: Multi-class Classification    
The image set includes 2547 images: beach (C1, 582), sunset/sundown (C2, 462), 
grassland (C3, 504), high building (C4, 480) and rose (C5, 519). The images in each 
semantic category were randomly divided into two sets (a training set and a test set) 
according to 2:1 proportion. We use average accurate rate (AAR) for evaluation, which 
is defined as the ration of the number of correctly classified images to the total number 
of the images in each semantic category (over five randomly generated test sets). The 
extracted 40-dimensinal feature vectors include color histogram (24), wavelet texture 
(3), shape invariant moment (7) and edge histogram (6).  

We can see from Table 2 that the AARs of LLE+Center and ICML are both higher 
than that of LLE+Mean [13]. Since GLLE embodies better stability and stronger 
anti-noise ability, compared with LLE+Center, ICML yields better performance bene-
fits. Additionally, among three approaches, the classification time of per image in 
ICML is the shortest, which makes our approach become a strong candidate for the 
classification tasks that have time requirements, such as Web image classification.  

Table 1. Performance comparison among four classification approaches. All images were 
resized to 150200 × or 200150 × . The dimension of feature space was set to 12(see [10]). 

Approach Correct (%)  Recall (%)  Error (%) 
LLE+ k-Nearest-Neighbor(KNN) 68.18 71.43 17.50 
LLE+ Neural Network(NNET) 56.52 61.90 25.00 
LLE+ SVM with RBF Kernel (SVMRBF) 73.91 80.95 15.00 
ICML 81.58 88.57 10.05 

Table 2. Performance comparison among three classification approaches. All images were 
resized to 6496 × or 9664 × . The dimension of feature space was set to 8(see [10]). 

Average Accurate Rate (%) Approach 
C1 C2 C3 C4 C5 

Time 
(Second/Per image) 

LLE+Mean 60.43 63.34 62.89 70.21 81.64 0.418 
LLE+Center 72.12 74.27 72.52 81.01 92.34 0.385 
ICML 75.01 78.62 76.16 85.47 96.21 0.342 

5   Conclusion and Future Work 

This paper has proposed a novel feature space-based image classification approach 
based on manifold learning, fully considering the quantities and diversities of 
real-world images. One main contribution is that: the problem of image classification in 
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a high-dimensional data space is transformed into a low-dimensional feature space, and 
its solution process is viewed as the calculation of the distance measure between 
manifolds. Experimental results have shown promising performance of our approach in 
terms of both accuracy and efficiency. In the future, we will intend to test our approach 
over large test sets via “peer strategy”. More discriminative information among cate-
gories will be introduced into the cost function of aggregation center. Additional, our 
approach has also applied into a license plate recognition system and obtained a  
preliminary result, we will further improve its precision and accuracy. 
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Abstract. Recent graph-theoretic approaches have demonstrated re-
markable success for ranking networked entities, including degree, close-
ness, betweenness, etc. They are mainly considering the local link factors
only, while not so much work concentrates on the social influence rank-
ing based on the local structure in social network. In this paper, two
new social influence ranking metrics, InnerPagerank and OutterPager-
ank are proposed based on the concept of modified Pagerank, by con-
sidering the community structure knowledge. It is well adapted to direct
and weighted networks also. Using the two metrics, we also show how
to assign community-based node roles to the nodes, which is an effective
supplement for single metric used as social influence measure. Identifying
and understanding the node’s social influence and role is of tremendous
interest from both analysis and application points of view. This method
is shown to give rasonable results than previous metrics both on test
networks and real networks.

Keywords: social network, community, node role, PageRank.

1 Introduction

Community structure is found to display in many networks after the global prop-
erties, such as the average shortest path length between nodes, the clustering
coefficient, and other measures of degree-degree correlations. Community struc-
tures are often referred as dense connections within them but sparse connections
between them. It has been proven to be of interest both in their own right as
functional building blocks within networks and for the insights they offer in to
the dynamics or modes of fomation of networks ([1]).

There are a number of metrics that can be used to ranking individual nodes in a
network, such as degree, closeness, betweenness, etc. These simple counting met-
rics are attractive, because it is convenient to have a single number that is easy to
interpret, particularly with applications to search engines. A node role is a subjec-
tive characterization of the part it plays in a network structure, which are highly
related to the node’s social influence. Knowing the role of a node is important for
many link mining applications ([2,3,4]). In this paper, we argue that the utiliza-
tion of community knowledge in the network with natural communities can lead
to a valuable extension of existing social influence ranking problem.

R. Huang et al. (Eds.): ADMA 2009, LNAI 5678, pp. 788–795, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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PageRank ([5,6]) is the well known ranking measure which successfully used
in the World Wide Web network. PageRank relies on the ’democratic nature of
the Web’ by using its topology as an indicator of the score to be attached to any
page. PageRank is so useful that we can also apply it to social networks besides
World Wide Web network. For example, the PageRank value of an individual in
a Telecommunication network might indicates the social influence of the individ-
ual. Since there are only a few nodes with high PageRank, the telecom operators
can target at these influential people to retain them.

In this paper, we propose the two-dimensional form of PageRank which are
InnerPagerank and OutterPagerank based on community structure. We assume
that there has some nodes which have high OutterPagerank and low Inner-
Pagerank can act as some kind of bridge between the communities, and also
some nodes with low OutterPagerank and high InnerPagerank can take the core
role of the community. The contributions of this paper include: (1) new mea-
sure for social influence ranking and node role assigning are proposed based on
community structure; (2) the new measure is especially adapted to directed and
weighted networks; (3) several realistic applications have been performed both
on test datasets and real datasets by utilization of the roles induced by the new
measure. Obtained results suggest that the new measure is successful in define
various roles in directed and weighted networks with natural communities.

2 Community-Based Node Role

In this section we will give the common community discovery methods, and define
the two-dimensional community-based PageRank measures. We then introduce
the modified PageRank-based node roles. Finally we give the analysis of the
algorithm to prove the measures’ adaption to large scale networks.

2.1 Community Structure Discovery

After the concept of community been brought out by Newman etc. ([7]), a large
volumn of research has been devoted to the development of algorithmic tools
for discovering communities ([8,9,10,11]). The widest used method is the Fast
GN algorithm, which is based on the idea of modularity (Q). It assumes a high
value of Q represents a good community division, and simply optimize Q over all
possible divisions thus to find the best one. The modularity function is defined
as follows:

Q =
1

2m

∑
ij

(Aij − kikj

2m
)δci,cj , (1)

Newman etc. also propose a modified version to tackle the directed network
discovering problem, which revised the famous modularity function as follows:

Q =
1
m

∑
ij

[Aij −
kin

i kout
j

m
]δci,cj , (2)
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where Aij is an element of the adjacency matrix, δij is the Kronecker delta
symbol, ki is the degree of vertex i and m is the total number of edges in the
network.

2.2 Community-Based PageRank

The basic idea of PageRank is that of introducing a notion of page authority. In
PageRank, the authority reminds the notion of citation in the scientific literature.
In particular, the authority of a page p depends on the number of incoming
hyperlinks (number of citations) and on the authority of the page q which cites
p with a forward link. Moreover, selective citations from q to p are assumed
to provide more contribution to the score of p than uniform citations. Hence,
PageRank xp of p is computed by taking into account the set of pages pa[p]
pointing to p. According to Brin and Page ([5]):

xp = d
∑

q∈pa[p]

xq

hq
+ (1 − d) , (3)

here d ∈ (0, 1) is a dumping factor and hq is the outdegree of q, that is the
number of hyperlinks outcoming from q.

PageRank computes the node influence considering the direct links in the
network. The links of a graph can also be labeled, and the relationships be-
tween the labels of links provide extra information for graph mining. This is
the weighted graph mining problem where each link has an associated weight.
This weight could signify the strength of the link for example, each link in the
Telecom call graph has an associated number specifying the times or lengthes of
communication over the call.

Definition 1. Weighted PageRank is defined as:

xp = d
∑

q∈pa[p]

wqp

wq
xq + (1 − d) , (4)

here wqp is the weight of link q → p, wq is the outweight of node q, which is the
sum of wights outcoming from q.

Definition 2. The InnerPagerank and OutterPagerank of the community GI

are defined respectively as:

xi
I = d

∑
q∈I

q∈pa[i]

wqp

wq
xi

q + (1 − d) , (5)

xo
I = d

∑
q �∈I

q∈pa[i]

wqp

wq
xo

q . (6)

According to Definition 1, the Outter PageRank depends linearly on xo
in(I), a

vector includes only the external nodes that have links to the community.
Due to the linearity of Eq.(2), PageRank meets the decomposition property.
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2.3 Modified-PageRank-Based Node Roles

Our approach is based on the general idea that nodes with the same role should
have similar topological properties. The InnerPagerank measures how ’well con-
nected’ node i is to other nodes in the community, and the OutterPagerank is the
measure of the links distributed among other communities. We hypothesize that
the role of a node can be determined, to a great extent, by its InnerPagerank
degree and OutterPagerank degree, which define how the node is positioned in
its own community and with respect to other communities. The two properties
are easily computed once the community of a network are known.Simple calcula-
tions suggest that each nodes can be naturally assigned into four roles, as shown
in Fig. 1.

There are four roles, core nodes (role R1): if a node has larger social influence
within the community; bridge nodes (role R2): if a node has larger social influence
out of the community; huge influential nodes (role R3): if a node has great social
influence both inside and outside of the community, which means the node has
a great pagerank value and influence widely; normal nodes (role R4): if a node
has few social influence both inside and outside of the community, which means
the node has a small pagerank value.

Fig. 1. Node role chart

Table 1. Datasets Used in Our Experiments

Network karate enron T.C.1 T.C.2
V(G) 34 151 222 6971
E(G) 78 2082 9915 39546
L(G) 78 41998 118008
kmax 17 100 222 736

Ave.C.C. 0.5706 0.5349 0.5322 0.1665
Ave.A.C. -0.4756 -0.0192 -0.0156 -0.1455

2.4 Node Role Analysis

The role detection framework is composed of 4 steps as follows:

Step 1: read network as graph;
Step 2: community discovery using suitable partition algorithms;
Step 3: compute InnerPagerank and OutterPagerank metrics using Algorithm1;
Step 4: obtain node role list.

Algorithm 1 is described as follows, where step 2-5 are forming the inCaller
and outCaller lists of each node; step 6-12 are counting the two initial matrix;
step 13-23 are counting the InnerPagerank and OutterPagerank value.
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Algorithm 1. InnerPagerank and OutterPagerank Algorithm

Input: Graph G with n nodes of the network, community list.
Output: InnerPagerank and OutterPagerank lists.
1: Procedure InnerPagerank and OutterPagerank
2: for every node i ∈ each community ck do
3: node i,j are connected;
3: if i,j are of the same community then j → inCaller(i);
4: if i,j are of the different community then j → outCaller(i);
5: end for
6: for every node i do
8: if j ∈ inCaller then inM [i][j] = wji

wj
∗ d;

9: else inM[i][j] = 0;
10: if j ∈ outCaller then outM [i][j] = wji

wj
∗ d;

11: else outM[i][j] = 0;
12: end for
13: inTP[1..n] = 1

n , outTP[1..n] = 1
n ;

14: do until err < eps
15: for every node i ∈ G do
16: InnerPagerank[i] = inTP[j] * inM[j][i];
17: OutterPagerank[i] = outTP[j] * outM[j][i];
18: inTP = InnerPagerank, outTP = OutterPagerank;
19: maxErr = max(pagerank[i]-temppr[i]);
20: end for
21: err = maxErr;
22: end
23: InnerPagerank = InnerPagerank + (1 - d);
24: end Procedure

3 Experimental Evaluation

The purpose of this section is to provide the results of experiments which will
demonstrate the distinctiveness and utility of InnerPagerank and OutterPager-
ank. Specially we show that:

(1) InnerPagerank and OutterPagerank can give two useful roles R1, R2 and
R3 which Pagerank can also provide;

(2) the community-based role nodes follow a fairly predictable distribution.

3.1 DataSet Used

In our problem setting, we need the datasets which has natural community
structure. We choose a standard directed and weighted dataset: enron data, and
two Telecommunication Call networks (T.C.) to illustrate the effectiveness of our
measure. To illustrate our measure can also reduced to be used in the undirected



Social Influence and Role Analysis Based on Community Structure 793

Fig. 2. Karate Club Network

Table 2. Comparison of the metrics

Node Degree Clut. Coef. Close. Between. InnerP. OutterP.
1 2 31 1 1 1 3
2 5 22 9 7 4 4
3 4 27 2 4 6 1
4 6 12 10 15 5 6
5 17 12 20 21 13 12
6 11 17 17 10 13 12
7 11 17 17 10 13 12
8 11 1 14 23 8 6
9 8 17 5 6 10 9

10 23 33 15 20 13 12
11 17 12 20 21 13 12
12 34 33 32 23 13 12
13 23 1 26 23 13 12
14 8 16 5 8 8 5
15 23 1 26 23 13 12
16 23 1 26 23 13 12
17 23 1 34 23 13 12
18 23 1 22 23 13 12
19 23 1 26 23 13 12
20 17 22 8 9 11 11
21 23 1 26 23 13 12
22 23 1 22 23 13 12
23 23 1 26 23 13 12
24 8 21 16 13 13 12
25 17 22 22 18 13 12
26 17 22 22 16 13 12
27 23 1 33 23 13 12
28 11 30 11 12 13 12
29 17 22 13 19 13 12
30 11 12 17 17 13 12
31 11 17 12 14 12 8
32 6 28 4 5 7 9
33 3 29 5 3 3 12
34 1 32 3 2 2 2

and unweighted network, we also tested on the well-known Zachary Karate Club
dataset with some changes of our algorithm. Here, we choose the weight value
as the times that two nodes contacts.

All experiments are done on a single PC (2.66GHz processor with 2Gbytes of
mainmemory onWinxpOS).Table 1 shows the generaldescription of our datasets.

3.2 Zachary Karate Club

Zachary Karate Club is one of the classic studies in social network analysis.
The network is of connections among members of the club based on their social
interactions shown in Fig. 2. Table 2 lists the ranked results for degree, clus-
ter coefficient, closeness, betweenness centrality as well as InnerPagerank and
OutterPagerank. The degree metric appears to have many common results as
InnerPagerank. Closeness and betweenness like degree correlated somewhat with
InnerPagerank, which can indicate the influence of a node. Therefore, Outter-
Pagerank is able to identify node with id 3 considering the community knowledge
while other metrics can not.

Fig. 3 shows the InnerPagerank and OutterPagerank distribution of the data.
The node in the extreme right side is node with id 1, which is the core node of
its community. The node on the upside is node 3, which has much connection
between the two communities.

3.3 Enron Email Data

The Enron data set is a large scale email collection from a real organization
over a period of 3.5 years. For our problem setting this dataset is of particular
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Fig. 6. T.C.2 data

interest and potential value because it enables the examination of interactions
and processes within and among the entities of an organization. Fig. 4 shows
the InnerPagerank and OutterPagerank distribution based on the group level of
Enron data. The nodes on the right side of the chart are most of the presidents
in the organization.

3.4 Telecommunication Call Networks

The first telecommunication call network is built from the dataset of a company
in one city within a period of six months from a Telecom Operator in China,
and the second call network is the dataset of another city in China among three
months. We regard each subscriber as a vertex and two vertices will share an edge
if the subscribers have once contacted with each other by their mobile phones.
Fig. 5 and Fig. 6 shows each network’s InnerPagerank and OutterPagerank
distribution.

The two charts of the networks show very different distributions because of
the first network is of a company, which connected closely and likely to form one
single community, whereas the second is of a typical industry customers in one
city. Therefore, our problem setting is more inclined to the network with natural
communities.

4 Conclusion and Future Work

In this paper, we have identified two social influence ranking metrics, InnerPager-
ank and OutterPagerank, combines of which can assigning the role of a node in
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the network. The two ranking metrics are unique among the many available cen-
trality metrics because they use the community information specifically besides
the global topological properties. The metrics enable a new way of the use of
community structure to understand the interesting information in the network.
The combination of InnerPagerank and OutterPagerank also enables the node
role assigning procedure to use the direct and weight factors among the network,
which leads to a more reasonable result. In our future work, we will discuss the
applications of the node role measure, and analysis the method to predict for
the potential customer.
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Abstract. Feature selection is the core research topic in text categorization. 
Firstly, it combined word frequency with document frequency and presented an 
optimized document frequency (ODF) method. Then it proposed an adaptive 
quantum-behaved particle swarm optimization (AQPSO) algorithm in order to 
train the central position and width of the basis function adopted in the RBF 
neural network. Next the weight of the RBF network was computed by means 
of least-square method (LSM). Finally, a combined feature selection method 
was provided. The combined feature selection method firstly uses the optimal 
document frequency method to filter out some terms to reduce the sparsity  
of feature spaces, and then employs the improved RBF neural network to  
select more outstanding feature subsets. The experimental results show that the 
combined method is effective. 

Keywords: Feature Selection, Document Frequency, PSO, RBF, LSM. 

1   Introduction 

In text categorization, texts are usually expressed in vector form, which is character-
ized by high dimension and sparsity [1]. While in the Chinese text classification, lexi-
cal entry is usually used as the smallest independent semantic carrier, so the original 
feature space may be constituted by all the lexical entry that appear in the text. The 
total number of the Chinese lexical entry is more than 200,000, which makes its high-
dimension and sparsity more obvious, and greatly limits the choice of classification 
algorithms and reduces its efficiency and accuracy. Therefore, to find an efficient 
feature selection method, which can be used to reduce feature space dimension, avoid 
dimension disaster and improve the efficiency and accuracy of text classification, has 
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become more important problem that is urgent to be solved in the automatic text cate-
gorization [2]. 

So, a new feature selection method was provided. The new feature selection 
method firstly uses an optimal document frequency method to filter out some terms to 
reduce the sparsity of feature spaces, and then employs an improved RBF neural net-
work to select more outstanding feature subsets. 

2   Two Classic Feature Selection Methods 

The classic feature selection methods of texts include information gain, word fre-
quency, document frequency [3, 4], etc. It simply introduces word frequency and 
document frequency here, and for the others, please refer to the literature [3, 4]. 

2.1   Word Frequency 

When Word Frequency is used to choose features, this method only considers the 
times that the features appear in the document set. If the times that a feature appears 
in the text set reach to a pre-set threshold, it will leave the feature that mentioned, or it 
will delete it. The disadvantage of this method is that it only selects the word that  
appears frequently as the feature and neglects the low-frequency words. 

2.2   Document Frequency 

When Documents Frequency is used to choose features, this method only considers 
the number of documents which have the features. If the number of documents that a 
feature appears in the text set reaches a pre-set threshold, it will leave the feature that 
mentioned, or it will delete it. The disadvantage of this method is that it only consid-
ers whether the feature words appear in the document or not and neglects the times 
that they appear. So the problem appears, that is, if the document frequency of the 
feature words a and b are the same, then this method holds that the contribution of the 
two feature words are the same and neglects the times that they appear in the docu-
ment. However, the common situation is that the words that appear less frequently in 
the document are the noise words. Therefore, that will make the features chosen by 
this method not very representative. 

3   Optimized Document Frequency 

By analyzing the word frequency method (2.1) and the document frequency method 
(2.2), we find that these two methods are complementary. Therefore, if two methods are 
combined together, we can have good results. For this reason, we put forward an opti-
mized document frequency---document frequency based on minimum word frequency. 

Definition 1. Document Frequency Based on Minimum Word Frequency of the fea-
ture f signifies the number of the documents when the times that the feature f appears 
reach to a certain extent, and is made as nDF , in it, n means the least times that the 

feature words appear in the document.  
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4   Brief Introduction of RBF Neural Network 

RBF network is 3-layer forward feed neural network [5,6,7]. It is constituted by input 
layer, hidden layer and output layer. The output calculating formula of the network 
output layer is: 

2
1 1

( , ) (|| || )
N N

i ik k k ik k k
k k

y w x c w x cϕ ϕ
= =

= = −∑ ∑                     (1)  

Here n lx R ×∈ is the input vector and (.)kϕ is the function got from the positive real 

numbers set to the real numbers set. As there are many given forms of this function, 
here Gaussian function is used: 

            
2( ) exp( / )x xϕ σ= −                                       (2) 

2|| . || signifies Euclidean paradigm, ikw is the weight value of the output layer, N 

signifies the number of the neurons in the hidden layer and n l
kc R ×∈ signifies the 

RBF network center of the input vector space. For each hidden layer neuron, it needs 
to calculate the Euclidean distance between the associated centers and the network 
input. The output of the hidden layer neuron is the nonlinear function of the distance. 
The total number of the added weight of the hidden layer output is the output of RBF 
network [5, 6, 7].The number of hidden layer nodes of the RBF network can be deter-
mined by SOM (self organization mapping) network, while for the center kc and the 

widthσ , they are solved by means of the following adaptive quantum particle swarm 
optimization algorithm. 

5   Adaptive Quantum-Behaved Particle Swarm Optimization 
(AQPSO) 

Particle Swarm Optimization (PSO) Algorithm is a kind of random search algorithm 
based on the swarm intelligence, its particles fly in the classical mechanics space. The 
flight track is definite, so the search space is limited and is easy to fall into local 
minimum [8]. In order to avoid this defect, from the point of the quantum mechanics, 
literature [9] puts forward the particle swarm optimization (QPSO) with the quantum 
behavior. As the particles that move in the quantum space do not have the definite 
tracks, which makes particles can randomly search the optimal solution in the whole 
possible solution space. Therefore, the global search ability of the QPSO algorithm is 
far better than the PSO algorithm [9]. Owing to that, in the quantum space, the parti-
cles’ position and velocity cannot be determined, so we can describe the state of parti-
cles through the wave function. And by solving the Schrödinger equation, we can get 
the probability density function of particles appear in the certain dot of the space. 
Then, by means of Monte Carlo random simulation, we can get the equations of the 
particles’ position in the quantum space, as following [10]: 

          ( ) (1 )b bp a p i a g= × + − ×                                                (3) 
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          1

1
( )

N

b b
i

m p i
N =

= ∑                                                (4) 

          max1 / 0.5t tb i i= − ×                                              (5) 

In the QPSO Algorithm, there is only one coefficient b, and the choice and control 
of this parameter is very important, it is closely related to the convergence perform-
ance of the whole algorithm [10]. The literature [10] has proved that when b is smaller 
than 1.7, the particles converge and are close to the current best position of particles 
swarm; when b is bigger than 1.8, the particles diffuse and are away from the current 
best position of particle swarm. The formula (5) shows that the coefficient b decreases 
linearly as the evolution generations increase in the process of the particles evolution. 
In this regard, this paper has improved as following: 2 / ( )bfit fitnessh f f i=  

If h is smaller than 0.5, then b is equal to two multiplies h                                    (6) 
If h is bigger than and is equal to 0.5, then b is equal to one plus h                       (7)  

In it, 2bfitf is the adaption degree of which the last generation group gets the best 

position bg , ( )fitnessf i is the current adaption degree of the i  particle, and h is the ratio 

of the two that mentioned above, when h  is smaller, it means that the particles are 
away from the current best position of the particles swarm; when h  is bigger, it 
means that the particles are closer to the current best position of the particles swarm. 
In this paper, we take the value 0.5 of h  as a dividing line, if h  is smaller than 0.5, it 
means that the particles are away from the best position bg of the swarm, the coeffi-

cient b of contraction and expansion should be smaller than 1.7 and makes it con-
verges. Therefore, the value of b is set to 2 multiplies h , so that it does not exceed 1. 
When h is bigger than and is equal to 0.5, it means that the particles are close to the 
current best position bg so the value of b is set to one plus h  in order to increase its 

probability of being bigger than 1.8 , and enables it to diffuse as far as possible and 
expand the search area. 

6   Optimized RBF 

The specific model of the optimized RBF network is as follows: 

Step1: To initialize the particles swarm POP, the best position of each particle  
is (0)bp =∅ , the best position of the particles swarm bg =∅, the adaptation degree  

of the particles (0)fitnessf =0, the optimal adaption degree of the current particles 

swarm 1bfitf =0, the optimal adaption degree of the previous generation of the particles 

swarm 2bfitf =0 and its presupposed precision ε=0.09, and the maximum times of the 

iterations maxtt =600，t=1; 

Step2: Basing on the current position of the particle i  (we obtain the center and the 
width of the network), and combining with the method of the least 2 multiplication 
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(we obtain the connection weight value of the network) , we calculate the adaption 
degree of the particle i to all the training samples; moreover, we compare the adaption 
degree of the particles ( )fitnessf i  the adapt ion degree of the whole particles 

swarm 1bfitf . If ( )fitnessf i < 1bfitf , then we update the best position ( )bp i of the particle i ; 

Step3: To determine whether all the particles have finished the search, if yes, and then 
go to Step4, otherwise return to Step2; 

Step4: To compare the optimal adaption degree 1bfitf of the current swarm with the 

optimal adaption degree 2bfitf of the previous generation swarm, if 1bfitf < 2bfitf , then 

update the optimal position bg  and the optimal adaption degree 1bfitf  of the particles 

swarm; 

Step5: To determine whether the optimal adaption degree of the particles swarm, that 
is the smallest MSE , is smaller than the presupposed precisionε. If yes, then go to the 

step8, otherwise go to step6. 

Step6: t=t+1, if maxtt t≥ , then go to step8, otherwise return to step7; 

Step7: To update the position of each particle according to the formula from (3) to (7) 
and produce new particles swarm, then return to step2; 

Step8: The training of the RBF network is completed, and the best position bg of the 

particles swarm is output. In it, (1: )bg m is corresponding to m optimal data centers of 

the RBF network, and ( 1: 2 )bg m m+ ×  is corresponding to m optimal width of the 

RBF network. Then we calculate the weight value of the network connection by the 
LMS and build the model of RBF network prediction based on the AQPSO algorithm. 

7   Offered Feature Selection Method  

The offered feature selection method in this paper has combined the document fre-
quency that is based on the minimum word frequency with the optimization RBF  
neural network that is based on AQPSO algorithm. The simple process is as follows: 

To train the sample to extract and get the original feature set by segmentation and 
feature, then filter out some terms by means of optimization document frequency (the 
smallest threshold value of the word frequency is: n = 2, the minimum threshold value 
of documents is: m = 5, at this time, the feature set is the primary feature set). 

The method of using the optimization RBF network to select the optimal features is 
as follows: 

To denote each training sample in the form of vector, and each primary feature (the 
selected feature by the optimization document frequency) is corresponding to a 
weight value in this vector. In this paper, we take the times that the feature appears in 
the text and the total number of the texts that contain the feature in the whole training 
texts that the text belongs to as the weight value and the vector of all the text (equiva-
lent to the initial particles swarm) as the training samples, the number of neurons of 
the RBF networks input layer is equal to the number of primary features, and  
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the number of output neurons is equal to the number of the training text types. The 
number of the hidden layer neurons is relatively constant (to determine it according to 
the generalization and the training efficiency of the network). After training, there are 
some hidden layer neurons that the larger weight value corresponds to and the feature 
that the neurons of the input layer that connect to it signifies is the feature and their 
combined set is the selected feature subset. 

8   Experimental Examples 

8.1   Experimental Corpus and Environment 

In the aspect of Chinese text classification, after analysis and comparison, the corpus 
in this paper is from Chinese text classification corpus of Fudan University. This 
corpus is constructed by the group of natural language processing of the international 
database center in computer information and the technology department of Fudan 
University. All documents completely come from the Internet. It can be downloaded 
on-line. The website is: http://www.nlp.org.cn/categories/default.php? cat_id=16. 

This corpus consists of 20 categories. This paper only takes the first 10 catego-
ries of partial documents, various category documents distribution are shown in  
Table 1. 

Table 1. Various Categories Documents Distribution 

Number Category 
Training 

documents 
Test 

documents 

1 Economy 480 419 
2 Sport 584 489 
3 Computer 628 591 
4 Politics 573 482 
5 Agriculture 547 435 
6 Environment 405 371 
7 Art 510 286 
8 Outer space 506 248 
9 History 466 468 

10 Military 74 75 

 
When it carries out Chinese participle processing, we use ICTCLAS system  

of the open source project Chinese lexical analysis system of institute of comput-
ing Technology of Chinese academy of sciences. The software tool used in  
experiment is Weka that is a series of machine learning algorithm related to data 
mining and developed by the New Zealand Waikato University. The website is: 
http://www.cs.waikato.ac.nz/ml/weka/. The computing equipment used in experi-
ment is MATLAB 7.0. 
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8.2   The Classifier and the Evaluation Criteria 

This experiment aims to compare the influence on the performance of subsequent text 
classification by the method proposed in this paper with information gain (IG) and 
statistics (CHI), mutual information (MI). Therefore, this experiment uses the same 
classifier to classify the text after a variety of feature selection methods. It uses KNN 
classifier to compare these kinds of feature selection methods (it sets the value of K as 
10).In order to appraise the classification performance, it choose classification accu-
racy rate and recall rate as the evaluation criteria: Accuracy =a/(a+b), Recal1=a/(a+c). 
The a, b and c refer to document number respectively and their meanings are shown 
in the Table 2.   

Table 2. Binary Association tables 

 In category No in category 
Judged belongs to the 

category 
a b 

Judged not belong to the 
category 

c d 

8.3   Experimental Results 

The experiment is taken 10 times. Final experimental results are the average experi-
mental results of these experimental results, as shown in Fig.1 and Fig. 2.  Fig.1 
shows contrast results in accuracy rate, and the vertical axis expresses accuracy rate, 
the horizontal axis expresses category number. Fig.2 shows contrast results in recall 
rate, and the vertical axis expresses recall rate, the horizontal axis expresses category 
number. 

Fig.1 and Fig.2 summary accuracy rate and recall rate of the four methods in the 
selected data sets. On the whole, the method in this paper is > IG> CHI> MI.  
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      Fig. 1. Contrast Results in Accuracy Rate              Fig. 2. Contrast Results in Recall Rate 
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9   Conclusion 

This paper firstly discussed two classic feature selection methods and summarized their 
deficiencies. After that it put forward a method of optimal document frequency and 
used this method to filter out some terms in order to reduce the sparsity of the texts 
matrix. Then it proposed an adaptive quantum particle swarm optimization (AQPSO) 
algorithm in order to train the central position and width of the basis function adopted 
in the RBF neural network, computed the weight value of the network with  
least-square method (LSM), and the RBF neural network was improved. Finally, a 
combined feature selection method was provided. This method not only reduces the 
dimension of vector space, but also makes the selected feature subset more representa-
tive. The experiment shows that the feature selection method in this paper has higher 
degree of accuracy and recall rate compared with the three classical methods of feature 
selection, they are "Information Gain", " 2x statistics" and "Mutual Information", and  
reduces the complexity of time and space for the follow-up knowledge discovery  
algorithms, all of which provide with certain practical value in the text classification. 
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