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Abstract. This paper presents the scheduling strategies framework for distrib-
uted computing. The fact that architecture of the computational environment is 
distributed, heterogeneous, and dynamic along with autonomy of processor 
nodes, makes it much more difficult to manage and assign resources for job 
execution which fulfils user expectations for quality of service (QoS). The 
strategies are implemented using a combination of job-flow and application-
level techniques of scheduling and resource co-allocation within virtual organi-
zations of Grid. Applications are regarded as compound jobs with a complex 
structure containing several tasks. Strategy is considered as a set of possible job 
scheduling variants with a coordinated allocation of the tasks to the processor 
nodes. The choice of the specific variant depends on the load level of the re-
source dynamics and is formed as a resource request, which is sent to a local 
batch-job management system. 
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1   Introduction 

The fact that a distributed computational environment is heterogeneous and dynamic 
along with the autonomy of processor nodes makes it much more difficult to manage 
and assign resources for job execution at the required quality level [1]. Job manage-
ment issues including resource allocation and scheduling are addressed by a number 
of research groups. Dealing with the wide range of different approaches to distributed 
computing, one can pick out two polar and settled trends. First one is based on the 
usage of the available and non-dedicated resources, where resource brokers are acting 
as agents between users and processor nodes [2-4]. Several projects such as AppLeS 
[5], APST [6], Legion [7], DRM [8], Condor-G [9], Nimrod/G [10] and others, which 
follow this idea, are often associated with application-level scheduling. Another trend 
is based on the concept of virtual organizations and is mainly aimed at Grid systems 
[1, 11, 12]. Both trends have their own advantages and disadvantages.  

Resource brokers, that are used in the first trend [2-10] are scalable and flexible 
and can be adapted to a specific application. However resource distribution dedicated 
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to the application-level as well as the usage of different criteria by independent users 
for the respective job scheduling optimization [12], while considering possible com-
petition with other jobs, may deteriorate such integral characteristics as completion 
time for the batch-job or resource load level [4, 13].  

Forming virtual organizations [1] is essentially bordering the scalability of the 
scheduling framework, although the set of the specific rules for job-flow assignment 
and resource consuming [14] allows an overall increase in the efficiency of batch-job 
scheduling and resource usage. Completion time for single jobs can be longer, be-
cause the structures of the jobs for some user-specific needs are not taken into ac-
count during the scheduling. In order to control the flow of independent jobs, special 
metaschedulers, managers, Grid-dispatchers [11, 15] are acting as agents between 
users and local batch-job systems. One can mention that the alternative Grid resource 
structure has a single central entity, that is controlling the flow of all jobs and no 
local schedulers are used (commercial platforms DCGrid, LiveCluster, GridMP, 
Frontier, volunteer projects @Home [16] and CCS system, which supports dedicated 
resources). 

Distinct from existing Grid scheduling solutions [2-16], our approach supposes 
techniques of dynamic redistribution of job-flows between processor nodes in con-
junction with application-level scheduling. It is considered, that the job can be com-
pound (multiprocessor) and the tasks, included in the job, are heterogeneous in terms 
of computation volume and resource need. In order to complete the job, one would 
co-allocate [17] the tasks to different nodes. Each task is executed on a single node 
and it is supposed, that the local management system interprets it as a job accompa-
nied by a resource request.  

On one hand, the structure of the job is usually not taken into account [13]. The 
rare exception is the Maui cluster scheduler, which allows for a single job to con-
tain several parallel, but homogeneous (in terms of resource requirements) tasks. On 
the other hand, there are several resource-query languages. Thus, JDL from WLMS 
defines alternatives and preferences when making resource query, ClassAds exten-
sions in Condor-G [9] allows forming resource-queries for dependant jobs. The 
execution of compound jobs is also supported by WLMS scheduling system of 
gLite platform, though the resource requirements of specific components are not 
taken into account. 

What sets our work apart from other scheduling research is that we consider coor-
dinated application-level and job-flow management as a fundamental part of the 
effective scheduling strategy within the virtual organization. The choice of the strat-
egy depends on the utilization state of processor nodes [4, 13], data storage and rep-
lication policies [11, 18, 19], the job structure (computational granularity and data 
dependencies), user estimations of completion time, resource requirements, and 
advance reservations [20]. 

The outline of the paper is as follows. Section 2 presents a framework for inte-
grated job-flow and application-level scheduling. In section 3, we provide details of 
our approach based on strategies as sets of possible supporting schedules. Simulation 
studies of coordinated scheduling techniques and results are discussed in Section 4. 
We conclude and point to future directions in Section 5. 
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2   Scheduling Framework 

In order to implement the effective coordinated scheduling [17] and allocation to 
heterogeneous resources [13], it is very important to group user jobs into flows  
according to the strategy selected. A hierarchical structure (Fig. 1) composed of a job-
flow metascheduler and subsidiary job managers, which are cooperating with local 
batch-job management systems, is a core part of a scheduling framework proposed in 
this paper. The advantages of hierarchically organized resources managers are  
obvious, e.g., the hierarchical job-queue-control model is used in the GrADS me-
tascheduler [15]. Hierarchy of intermediate servers allows decreasing idle time for the 
processor nodes, which can be inflicted by transport delays or by unavailability of the 
managing server while it is dealing with the other processor nodes. Tree-view man-
ager structure in the network environment of distributed computing allows avoiding 
deadlocks when accessing resources. Another important aspect of computing in het-
erogeneous environments is that processor nodes with the similar architecture, con-
tents, administrating policy are grouped together under the node manager control.  
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Fig. 1. Hierarchical structure of the scheduling framework  

Users submit jobs to the metascheduler (see Fig. 1) which distributes job-flows 
between processor node domains according to the selected scheduling and resource 
co-allocation strategy Si, Sj or Sk. It does not mean, that these flows cannot “inter-
sect” each other on nodes. The special reallocation mechanism is provided. It is exe-
cuted on the higher-level manager or on the metascheduler-level. Job managers are 
supporting and updating strategies based on cooperation with local managers and 
simulation approach for job execution on processor nodes.  
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Innovation of our approach consists in mechanisms of dynamic job-flow envi-
ronment reallocation based on scheduling strategies. The nature of distributed com-
putational environments itself demands the development of multicriteria [21] and 
multifactor [22] strategies of coordinated scheduling and resource allocation. The 
dynamic configuration of the environment, large number of resource reallocation 
events, user’s and resource owner’s needs as well as virtual organization policy of 
resource assignment should be taken into account. The scheduling strategy is formed 
on a basis of formalized efficiency criteria, which sufficiently allow reflecting eco-
nomical principles [14] of resource allocation by using relevant cost functions and 
solving the load balance problem for heterogeneous processor nodes. The strategy is 
built by using methods of dynamic programming [23] in a way that allows optimiz-
ing scheduling and resource allocation for a set of tasks, comprising the compound 
job.  

3   Scheduling Strategies 

The strategy is a set of possible resource allocation and schedules (distributions) for 
all N tasks in the job: 
 

Distribution:=<<Task 1/Allocation i,[Start 1, End 1]>, 
…, <Task N/Allocation j, [Start N, End N]>>, 

 
where Allocation i, j is the processor node i, j for Task 1, N; Start 1, 
N, End 1, N – run time and stop time for Task 1, N execution. Time interval 
[Start, End] is treated as so called wall time, defined at the resource reservation 
time [20] in the local batch-job management system. 

Figure 2 shows an exemplary information graph of a compound job with user task 
estimations (Fig. 2, a) and a fragment of the strategy with  Distribution variants 
for schedules and co-allocations (Fig. 2, b). Vertices P1, ..., P6 are corresponding to 
tasks, D1, ... , D8 – to data transfers. Distribution 2 (see Fig. 2, b) provides 
minimum of a job execution cost-function CF2=37 equal to the sum of Vij/Ti, 
i=1,…,N, where Vij is the relative computation volume, and Ti is the real load 
time of processor node j by task i (rounded to nearest not-smaller integer). Obvi-
ously, actual solving time Ti for a task can be different from user estimation Tij. It 
is to mention, such estimations are also necessary in several methods of priority 
scheduling including backfilling in Maui cluster scheduler. Cost-functions can be 
used in economical models [14] of resource distribution in virtual organizations and it 
is worth noting that full costing in CF is not calculated in real money, but in some 
conventional units (quotas), for example like in corporate non-commercial virtual 
organizations. The essential point is different – user should pay additional cost in 
order to use more powerful resource or to start the task faster. For that reason Dis-
tributions 1, 3 for the job in general (see Fig. 2, b) “cost” more 
(CF1=CF3=41). The choice of a specific Distribution from the strategy depends 
on the state and load level of processor nodes, and data storage policies. 
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Fig. 2. Job graph with user’s estimations (a) and the fragment of the scheduling strategy (b)  

A critical works method [23], which was developed for application-level schedul-
ing, can be further refined to build multifactor and multicriteria strategies for job-flow 
distribution in virtual organizations. This method is based on dynamic programming 
and therefore uses some integral characteristics, for example total resource usage cost 
for the tasks that compose the job. However the method of critical works can be re-
ferred to the priority scheduling class. There is no conflict between these two facts, 
because the method is dedicated for task co-allocation of compound jobs.  

The gist of the method is a multiphase procedure, which is searching for a next 
critical work – the longest (in terms of estimated execution time) chain of unassigned 
tasks along with the best combination of available resources, and resolving collisions 
cased by conflicts between tasks of different critical works competing for the same 

 

Task  Tasks 
estimations P1 P2 P3 P4 P5 P6 

Ti1 2 3 1 2 1 2 

Ti2 4 6 2 4 2 4 

Ti3 6 9 3 6 3 6 

Ti4 8 12 4 8 4 8 

Vij 20 30 10 20 10 20 
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resource. As shown on Fig. 2, a, there are four critical works 12, 11, 10,  and 9 time 
units long (including data transfer time) on fastest processor nodes of the type 1: 

P1-P2-P4-P6, P1-P2-P5-P6, P1-P3-P4-P6, P1-P3-P5-P6. 

Distribution 2 has a collision (see Fig. 2, b), which occurred due to simulta-
neous attempts of tasks P4 and P5 to occupy processor node 3. This collision is fur-
ther resolved by the allocation of P4 to the processor node 3 and P5 to the node 4. 
Such reallocations can be based on virtual organization economics – in order to take 
higher performance processor node, user should “pay” more. The main positions of 
the critical works method are described in earlier papers [21-23]. 

4   Simulations Studies and Results 

We have implemented a simulation environment of the scheduling framework to 
evaluate efficiency indices of different scheduling and co-allocation strategies. In 
contrast to well-known Grid simulation systems such as ChicSim [11] or OptorSim 
[24], our simulator generates multicriteria strategies as a number of supporting 
schedules for metascheduler reactions to the events connected with resource assign-
ment and advance reservations. Strategies for more than 12000 jobs with a fixed 
completion time were studied. Every task of a job had randomized completion time 
estimations, computation volumes, data transfer times and volumes with a uniform 
distribution. These parameters for various tasks had difference which was equal to 
2...3. Processor nodes were selected in accordance to their relative performance. For 
the first group of “fast” nodes the relative performance was equal to 0.66…1, for the 
second and the third groups 0.33…066 and 0.33 (“slow” nodes) respectively. A 
number of nodes was conformed to a job structure, i.e. a task parallelism degree, and 
was varied from 20 to 30.  

The strategies types are: 

• S1 – with fine-grain computations and active data replication policy; 
• S2 – with fine-grain computations and a remote data access; 
• S3 – with coarse-grain computations and static data storage; 
• MS1 – with fine-grain computations, active data replication policy, and the 

best- and worst execution time estimations (a modification of strategy S1).  

The strategy MS1 is less complete than the strategy S1 in the sense of coverage of 
events in distributed environment. However the important point is the generation of a 
strategy by efficient and economic computational procedures of the metascheduler 
(see Fig. 1). The type S1 has more computational expenses than MS1. 

We have conducted the statistical research of the critical works method for appli-
cation-level scheduling with above-mentioned types of strategies S1, S2, S3. The 
main goal of the research was to estimate a forecast possibility for making applica-
tion-level schedules without taking into account independent job flows. For 12000 
randomly generated jobs there were 38% admissible solutions for S1 strategy, 37% 
for S2, and 33% for S3 (Fig. 3, a). This result is obvious: application-level sched-
ules implemented by the critical works method were constructed for available  
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Fig. 3. Simulation results for application-level scheduling: percentage of experiments with 
admissible schedules (a) and percentage of collisions for “fast” processor nodes (b) 

resources non-assigned to other independent jobs. Along with it there is a conflict 
distribution for the processor nodes that have different performance (“fast” are 2-3 
times faster, than “slow” ones): 32% for “fast” ones, 68% for “slow” ones in S1, 
56% and 44% in S2, 74% and 26% for S3 (Fig. 3, b). This may be explained as 
follows. The higher is the task state of distribution in the environment with active 
data transfer policy, the lower is the probability of collision between tasks on a spe-
cific resource.  

In order to implement the effective scheduling and resource allocation policy in 
the virtual organization we should coordinate application and job-flow levels of the 
scheduling. For each simulation experiment such factors as job completion “cost” 
(Section 3), task execution time, scheduling forecast errors (start time estimation), 
strategy live-to-time (time interval of acceptable schedules in a dynamic environment) 
were studied (Fig. 4). Figure 4, a shows load level statistics of variable performance 
processor nodes which allows discovering the pattern of the specific resource usage 
when using strategies with coordinated job-flow and application-levels scheduling. 

The strategy S2 performs the best in the term of load balancing for different 
groups of processor nodes, while the strategy S1 tries to occupy “slow” nodes, and 
the strategy S3 - the processors with the highest performance (see Fig. 4, a). Factor 
quality analysis of S2, S3 strategies for the whole range of execution time estima-
tions for the selected processor nodes as well as modification MS1, when best- and 
 



 Application-Level and Job-Flow Scheduling 357 

20 

S1

0.33-0.66 

S2

Average node load level, % 

0.66-1 
Relative processor nodes performance 

0

80 

S3

0.33 

40 

60

0
МS1 S2

1

Relative job 
completion cost

Job cost 

Relative task 
execution time

0

1

S3

Task execution time 

0.50.5

0
МS1 S2

1

Relative 
time-to-live

Time-to-live 

Start time deviation 
to job run time ratio 

0

1

S3

Relative deviation 

0.5 0.5

(a)    (b)   (c)  

Fig. 4. QoS factors in diverse strategies: processor node load level (a); job completion cost and 
task execution time (b); time-to-live and start deviation time (c) 

worst-case execution time estimations were taken, is shown in Figures 4, b and 4, c. 
Lowest-cost strategies are the “slowest” ones like S3 (see Fig. 4, b), they are most 
persistent in the term of time-to-live as well (see Fig. 4, c). The strategies of the type 
S3 try to monopolize processor resources with the highest performance and to mini-
mize data exchanges. Withal, less persistent are the “fastest”, most expensive and 
most accurate strategies like S2. Less accurate strategies like MS1 (see Fig. 4, c) pro-
vide longer task completion time, than more accurate ones like S2 (Fig. 4, b), which 
include more possible events, associated with processor node load level dynamics. 

5   Conclusions and Future Work 

The existing works in scheduling problems are related to either job scheduling prob-
lems or application-level scheduling. Fundamental difference between them and the 
approach described is that the resultant dispatching strategies are based on the integra-
tion of job-flows management methods and application-level techniques. It allows 
increasing the quality of service for the jobs and distributed environment resource 
usage efficiency. Our results are promising, but we have bear in mind that they are 
based on simplified computation scenarios, e.g. in our experiments we use first-come-
first-served (FCFS) management policy in local batch-job management systems. 
Afore-cited research results of strategy characteristics were obtained by simulation of 
global job-flow in a virtual organization. Inseparability condition for the resources 
requires additional advanced research and simulation approach of local job passing 
and local processor nodes load level forecasting methods development. Different job-
queue management models and scheduling algorithms can be used (FCFS modifica-
tions, least-work-first (LWF), backfilling, gang scheduling etc.) here. Along with it 
local administering rules can be implemented. One of the most important aspects here 
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is that advance reservations [17, 20] have impact on the quality of service. Some of 
the researches (particularly the one in Argonne National Laboratory) show, that pre-
liminary reservation nearly always increases queue waiting time. Backfilling de-
creases this time. With the use of FCFS strategy waiting time is shorter than with the 
use of LWF. On the other hand, estimation error for starting time forecast is bigger 
with FCFS than with LWF. Backfilling that is implemented in Maui cluster scheduler 
includes advanced resource reservation mechanism and guarantees resource alloca-
tion. It leads to the difference increase between the desired reservation time and actual 
job starting time when the local request flow is growing. Some of the quality aspects 
and job-flow load balance problem are associated with dynamic priority changes, 
when virtual organization user changes execution cost for a specific resource. All of 
these problems require further research.  
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