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Foreword 

Recent increases in computational processing power and expanding computational 
context suggest shifting paradigms in the role of computing. Computers have be-
come mobile and embedded in our lives. They serve as media and as information 
channels. They have become loci of experience as well as work horses. They 
have become ambient and proactive as well as deskbound and reactive. They 
have become immersive and intrusive. We can wear them as well as sit in front of 
them. They can even sense.  

So far our cohabitation with computers has been guided by the Human-
Computer Systems Interaction discipline. However, there is a need for refocusing 
this field from a traditional discipline delivering truth into a discipline delivering 
value – collection of more subjectively oriented usability centered design heuris-
tics, valued by a system stakeholders. Thus, the term Human-Computer System 
Interaction has been coined to grasp these postmodern facets of the cohabitation 
in question 

The University of Information Technology and Management (UITM) in Rze-
szów, Poland, supports research devoted the above mentioned domain within the 
own, extended research program. Results gathered so far has entitled us to organ-
ize (with a technical co-sponsorship of IEEE) the International Human System 
Interaction Conference (held on May 25-28.2008 in Kraków, Poland), becoming 
now a cyclic international event. 44 out of 180 papers presented during this con-
ference have been selected for this volume entitled Human-Computer Systems 
Interaction: Backgrounds and Applications.  

But it is necessary to emphasize that this book is not a collection of post con-
ference papers. All articles include new, so far unpublished research results, and 
even more they have been re-edited and distinctly extended by respective authors, 
to fulfill expectations of the envisioned readers. For this reason the book reflects 
on advances in human – computer system interaction, as well as complementary 
research efforts in related areas. It is impossible to summarise all the papers in 
brief but I hope readers will find them as a truly helpful guide and a valuable 
source of information about the state-of-the-art status of this extremely important 
domain of the computer science. 



VI Foreword 

To sum it up, I wish to thank all the authors for their insights and excellent 
contributions to this book. I would also like to express my special thanks to the 
UITM faculty members for their excellent job in preparing this volume. I hope it 
will support the position of UITM in research and in education. 

Tadeusz Pomianek  
UITM President 



Preface

For the last decades, as the computer technology has been developing, the impor-
tance of human-computer systems interaction problems was growing. This is not 
only because the computer systems performance characteristics have been im-
proved but also due to the growing number of computer users and of their expecta-
tions about general computer systems capabilities as universal tools for human 
work and life facilitation. The early technological problems of man-computer in-
formation exchange – which led to a progress in computer programming lan-
guages and input/output devices construction – have been step by step dominated 
by the more general ones of human interaction with-and-through computer sys-
tems, shortly denoted as H-CSI problems. The interest of scientists and of any sort 
specialists to the H-CSI problems is very high as it follows from an increasing 
number of scientific conferences and publications devoted to these topics. The 
present book contains selected papers concerning various aspects of H-CSI. They 
have been grouped into five Parts: 

I.    General H-CSI problems (7 papers), 
II.    Disabled persons helping and medical H-CSI applications (9 papers), 
III. Psychological and linguistic H-CSI aspects (9 papers), 
IV. Robots and training systems (8 papers), 
V.    Various H-CSI applications (11 papers).  

The papers included into Part I illustrate a variety of basic approaches met in 
H-CSI problems solving. To begin with cognitive methods used in decision mak-
ing in ill-structured situations, through bionic models of information processing, 
ontological models of knowledge acquisition and representation, formal models of 
dialogue between man and computer system, consistency-based approach to the 
prediction of states of a system, up to annotation of images based on their seman-
tic aspects. Of course, the above-mentioned papers are no more but several sam-
ples of possible approaches to H-CSI problems solution. However, they indicate 
the role of models and concepts concerning human thinking mechanisms in devel-
opment of the advanced H-CSI tools. 

Problems of helping disabled persons by substitution of their malfunctioning 
sense organs by suitable artificial tools, is one of the greatest social and economical 
importance. Since medical techniques of natural sense organs implanting are not suf-
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ficiently effective, the role of auxiliary technical devices will be unquestionable. 
This area of investigations is represented in Part II by papers concerning the visu-
ally disabled persons mobility helping by teleassistance navigation systems, eye-
driven computer mouse and eye-blink controlled human-computer interface. Com-
puter-aided recognition of gestures also belongs to this group of presented works. 
Computer-assisted medical diagnostic systems are represented by papers devoted to 
image analysis applications in oncology, cardiology and radiology.  

Part III can also be divided into two subgroups of papers. In the first one the 
problems of automatic emotions recognition are dominating. Such systems can 
also help visually disabled persons in acquiring additional information from the 
face observations of their interlocutors. A paper concerning the concept of a day-
dreaming machine shows that no limits for the attempts to fill the gaps between 
human and machine thinking can be a priori marked despite the fact that they are 
based on different backgrounds.  

The second subgroup of papers in this Part concerns linguistic aspects of H-CSI 
systems design. One paper is also focused on the problem of virtual reality-based 
visualization framework perception and capture of information. 

Problems of the design of robots, including their sensor subsystems, virtual re-
ality modeling, biologically reasoned point-of-interest image compression, as well 
as kinetic analysis and training of surgical robots are considered in Part IV. A 
dominating idea consists here in functional capabilities of robots’ extension on 
one hand, and human supervisory control of utilization of robots on the other one.  

Miscellaneous H-CSI applications in enterprises management, technical diag-
nosis, molecular modeling, virtual museums organization, etc., are presented by 
the papers in Part V. They show that the H-CSI area of investigations and practi-
cal applications touches practically all possible domains of human activity. 

To summarize, the book contains a collection of 44 papers written by an inter-
national team of contributors representing academia and research institutions from 
sixteen countries: Austria, China (also Hong Kong), Croatia, France, India, Iran, 
Israel, Italy, Japan, Poland, Romania, Russian Federation, South Korea, Spain, 
Taiwan, and the United States. We want to thank them warmly for supplying truly 
interesting and innovative papers. 

Our special thanks go to Prof. Janusz Kacprzyk the editor of the Series for his 
invaluable support and help.  

We are also indebted to DSc Teresa Mroczek, Ph.D. from the University of In-
formation Technology and Management in Rzeszów (Poland) for her assistance in 
preparation of index, camera-ready copy of the book and conducting most of the 
correspondence with the authors. 

Finally, we would like to express our sincere thanks to the publishing team at 
Springer-Verlag, in particular to Dr. Thomas Ditzinger for his permanent, versatile 
and very friendly help. 

Zdzisław S. Hippe  
Juliusz L. Kulikowski 

Editors 
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From Research on the Decision-Making  
in Ill-Structured Situation Control 
and the Problem of Risks 

N.A. Abramova1 and S.V. Kovriga2 

1 Laboratory of Cognitive Modeling and Situation Control,  
  Institute of Control Sciences of the Russian Academy of Sciences, Moscow, Russia 
 abramova@ipu.ru 
2 Laboratory of Cognitive Modeling and Situation Control,  
  Institute of Control Sciences of the Russian Academy of Sciences, Moscow, Russia 
 maxi@ipu.ru 

Abstract. In this paper basic directions of cognitive approach evolution in the 
field of formal methods of searching and making decisions in the control of comp-
lex and ill-structured situations are briefly reviewed. The problem of risks for the 
results validity that arise due to the human factor in the cognitive approach is con-
sidered and the conception of cognitive risks is proposed with two kinds of risks 
exposed. On the example of a real-life cognitive map, modeling a complex and ill-
structured situation, practically significant risks of invalid formalization related to 
causal influence transitivity are demonstrated. Some explanatory mechanisms and 
criteria for the early detection of such risks are proposed. The issues important for 
further evolution of the cognitive approach to decision-making in the ill-structured 
situation control and especially of causal mapping techniques are lighted. 

1   Introduction 

At the practical decision-making based on formal models and methods and applied 
to complex and ill-structured situation control, formalization of representations of 
people (experts, analysts, decision-makers) about a situation, its problems, and 
even about people’s goals and interests inevitably turns to be the essential stage of 
the problem solving. Therefore, in theoretical researches on formal problem solv-
ing methods it is spoken with increasing frequency, especially in recent decade, 
about the cognitive approach, cognitive researches, cognitive modeling or cogni-
tive mapping of complex objects, problems, situations, even human representa-
tions (see [1-9] for an overview). 

As the analysis shows, in such researches different understanding of the cogni-
tive approach takes place as well as different are the basic problems and considered 
cognitive aspects. However, application and development of formalized normative 
models for representation of knowledge and activity of people solving practical 
problems is typical for the majority of works. To represent and create knowledge 
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about ill-structured situations, various models of cognitive maps widely extend, 
though also other normative models of people’s knowledge and activity are referred 
to the cognitive approach. 

Today it is possible to solve a spectrum of practical problems by means of cogni-
tive maps, depending on a kind of applied cognitive map based models, on degree of 
formalization and accompanying formal methods to process maps. The spectrum is 
stretched from conceptual modeling aimed to help the individual to better organize, 
structure, and understand the problem and even to improve organizational action, up 
to building a shared understanding of the problem (see [4] for an overview), then to 
most typical simulation of situations optionally including their dynamics, and finally 
to the solution of some strategic management problems [10, 11]. 

To assure validity of practical results received at the problem solving based on 
the cognitive approach, complex interdisciplinary researches on the fundamental 
problem of risks due to the human factor are assumed to be necessary, especially 
for complex and ill-structured objects and situations. The importance of this prob-
lem is underestimated by scientific community, despite some known researches 
such as researches on “logic of failure” by Dörner [12] and on psychological cor-
rectness in the formal theory of decision-making by Larichev and his school [13], 
supported with the newest empirical researches [14-16]. On the other hand, this 
problem demands really cognitive approach taking account of scientific knowledge 
about cognitive aspects of problem solving activities in the considered domain. 

These authors’ researches on the problem of risks are directed to development 
of knowledge about risks and mechanisms of their action, practically significant 
for the problem solving in the control of complex and ill-structured situations 
[13, 17-23]. Attempts to integrate theoretical and experimental researches with the 
analysis of practical situations of problem solving based on the known normative 
models and methods are undertaken. 

The new family of risks related to the property of causal influence transitivity 
and its violations has been discovered quite recently. These violations have been 
admitted as a hypothesis by analogy to known rationally reasoned violations of 
transitivity of pair-wise preferences [22] and later found out in real-life causal 
maps. These risks are analyzed on the practical example accompanied with some 
explanatory mechanisms and criteria for early detection of risks. 

2   About Trends in Development of the Cognitive Approach in 
Decision-Making 

Generally the cognitive approach may be defined as solving scientific problems 
with methods taking account of cognitive aspects, i.e. aspects concerning the cog-
nitive sphere of the person.  

In theoretical researches on models and methods for searching and making de-
cisions, such terms as cognitive approach, cognitive researches, cognitive model-
ling or cognitive mapping of complex objects, problems, and situations are used 
more and more often. It may be explained by growing understanding of inevitable 
participation of people with their cognitive resources (and also restrictions) in the 
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decision of practical problems of control, especially in case of complex and ill-
structured situations.  

Recently the selective analysis of papers proposed for International Conference 
“Cognitive analysis and situations evolution control” (CASC) has been carried out 
[6], with the following similar analysis of other publications using term “cogni-
tive” in the context of solving the applied control problems. The conference has 
been held at the Institute of Control Sciences of Russian Academy of Sciences for 
last seven years, being focused on the integration of formal and cognitive problem 
solving methods. 

The analysis [6] has allowed see considerable distinction in understanding of 
what terms cognitive approach and cognitive modeling mean, in how the term cog-
nitive operates, in scientific and applied problems being solved, in the formalization 
level, in considered cognitive aspects, in involved knowledge of the cognitive sci-
ence. At all distinctions, two overlapping basic directions may be identified in ac-
cordance with understanding of the cognitive approach in the narrow and wide sense 
(in the context of decision-making and ill-structured situations). 

2.1   Two Directions of the Cognitive Approach 

The cognitive approach in the narrow sense of the term, actively developing today, 
means that some or other models of cognitive maps are applied as models for rep-
resentation and creation of knowledge about ill-structured situations. In the most 
conservative branch of this direction focused on formal methods specificity of 
human factors and features of structurization by the person of difficult situations is 
not considered at all; so the word “cognitive” carries out purely nominative func-
tion of a label for models applied. However as a whole it is relevant to speak about 
two trends in development of this direction. On the one hand, the positive ten-
dency to larger account of such human-dependent stages as formalization of pri-
mary knowledge and representations of a problem situation, targets definition, etc 
is observed. On the other hand, the accepted models of knowledge and activity of 
people solving practical problems (experts, analysts, decision-makers) are norma-
tive in relation to these people, and the justification of the models is defined by 
theorists at the level of a common sense and traditions. Any knowledge of how 
people really think and what knowledge the cognitive science has got in this re-
spect, today are usually not involved. 

The cognitive approach in a broad sense is not limited by the choice of cogni-
tive maps as models to represent knowledge about complex objects and situations 
[20]. The accent initially is made on human-dependent stages. Basically, the ap-
proach covers a wide spectrum of the models applied in decision-making for ill-
structured problem situations. However today in this direction the same tenden-
cies, as in the previous one, are dominating. 

Review [6] represents perspectives of more advanced development of the cog-
nitive approach, with integration of formal methods and knowledge of psychology 
and the cognitive science as a whole. However, today bridging the gap appears 
difficult, at least, because of distinction in scientific languages. Among few excep-
tions it is useful to mention [14-16, 24]. 
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2.2   Clarification of Concept of the Cognitive Map in Decision-Making 

For further treatment of the cognitive approach in the narrow sense, it is necessary 
to clarify the concept of cognitive map in the meanings used in the decision-ma-
king context. 

In this field of knowledge the concept of cognitive map is used all more widely 
beginning from [25], but it takes various meanings, without saying about essen-
tially differing concept of cognitive map in psychology. Recent years have brou-
ght a number of reviews and articles with extensive reviews in which the diverse 
types of cognitive maps and other concept maps are compared, differing in sub-
stantial and formal interpretation, as well as in sights at their role in searching and 
making decision processes and control of complex objects and situations (in par-
ticular [1-6, 8, 9]).  

In this work term cognitive map refers to the family of models representing 
structure of causal (or, that is the same, cause-effect) influences of a mapped situa-
tion. Formally, the obligatory base of all models of the family is a directed graph, 
which nodes are associated with factors (or concepts) and arches are interpreted as 
direct causal influences (or causal relations, connections, links) between factors 
[5]. Usually the obligatory base (that is the cognitive map in the narrow sense) is 
added with some parameters, such as an influence sign (“+” or “–”) or influence 
intensity, and some or other interpretations both substantial, and mathematical are 
given to the map. 

Various interpretations of nodes, arcs and weights on the arcs, as well as vari-
ous functions defining influence of relations onto factors result in different modi-
fications of cognitive maps and formal means for their analysis [5]. Owing to mul-
titude of cognitive map modifications, one can distinguish different types of 
models based on cognitive maps (in short, cognitive map models). Models of this 
family that are often referred to as causal maps or influence diagrams cover a wide 
spectrum of known types of models for cognitive mapping. 

The problem of risks outlined below represents advanced approach in wide 
sense, with taking cognitive mapping as the representative example. 

3   The Problem of Risks due to the Human Factor 

The problem of risks due to the human factor in the field of formal methods for 
searching and making decisions in the control of complex and ill-structured situa-
tions essentially is that due to inevitable and substantial humans’ participation in 
solving practical problems (at least, for formalization of primary representations) 
formal methods basically cannot provide validity of received decisions [21]. Note 
that validity of results of a method application is understood here in wide intuitive 
sense as capability to rely upon these results in solving a specific practical prob-
lem. It is also possible to speak about validity of a method as its capability to yield 
valid results. Simply speaking, such methods (which we refer to as subjective-
formal ones) are basically risky concerning validity of their results. 

The pragmatic importance of the given problem of risks obviously depends on 
how much significant are risks obtaining invalid results in solving practical prob-
lems. By present time theoretical, experimental and even practical knowledge is 
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accumulated, leading to under-standing or directly saying that human factors can 
be the significant source of risk for quality of results. 

The most impressing is the research on “logic of failure”, presented in D. Dörner's 
known book [12]. By means of vast computer-based simulation of how people solve 
problems of the complex and ill-structured dynamic situation control, a number of ty-
pical errors is revealed which are inherent not only in dilettantes but also in experts at 
work with complex situations. His results lead to conclusion that some of the above er-
rors should be expected for any kinds of cognitive maps whereas others should be cha-
racteristic of dynamic map modeling. Strictly speaking, in Dörner’s experiments it is 
possible to admit that the risks of errors stem not only from natural ways of thinking 
but also from the accepted model for representation of knowledge about situations in 
the computer.  However, Dörner has found evidences in favor of his theory in the 
analysis of known natural-thinking decisions concerning Chernobyl. 

One more class of sources of risk is revealed by Larichev [13] with his school 
in the traditional formal decision theory. It refers to methods and operations of re-
ceiving initial information from decision-makers (in other terms, knowledge ac-
quisition) for subsequent processing with formal methods. Stemming from the ac-
cumulated psychological knowledge of more than 30 years, the inference has been 
drawn that “soft” qualitative measurements such as comparison, reference to a 
class, ordering are much more reliable, than appointment of subjective probabili-
ties, quantitative estimates of criteria importance, weights, usefulness, etc. To inc-
rease reliability of such operations (in our terms, to decrease risk of human errors) 
the idea of psychologically correct (in other terms, cognitively valid) operations 
has been advanced by the school. From the above results it follows that validity of 
cognitive modeling should be various for different kinds of cognitive maps de-
pending on kinds of estimates demanded from experts.  

There is also a wide spectrum of psychological researches in the field of the li-
mited rationality of the person (not relating to solving control problems) which 
evidence to numerous types of risks in intellectual activity of the person. 

To add evidences of practical significance of risk factors in decision-making, it 
is relevant to mention some significant factors found out by these authors in the 
applied activity on safety-related software quality assurance including formal-
method quality estimation and control. This practice along with further theoretical 
analysis have considerably expanded representations of the risk spectrum pro-
duced by theorists developing or choosing models for knowledge representation 
and activity of people solving practical problems, in comparison with the risks ex-
posed by Larichev's school [17, 18]. For example, it has appeared that application 
of very natural, from the mathematical point of view, method of linear convolution 
of normalized estimates on partial quality indicators for estimation of a complex 
indicator creates paradoxical risk of loss of controllability on partial indicators. 

Moreover, the analysis has confirmed presence of some general cognitive mecha-
nisms of risk for diverse models of subject-matter experts’ knowledge and related 
formal methods what serves evidence of reasonability of the general approach to the 
problem of risks due to the human factor in decision-making. 

The subjective aspect of the problem of risks is that even more or less widely 
spread peaces of knowledge relative to risks and their sources mainly are not noticed 
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by scientific community or, at the best, are underestimated, this ignorance being quite 
explainable theoretically with taking into account psychological risk factors (with the 
models presented in [18, 21]). Thereby, there is a soil for theoretical development and 
practical application of subjective-formal methods, which cannot provide decision 
quality (adequacy, validity, reliability, safety) comprehensible for critical domains. 

Among few works relevant to the problem of risks due to the human factor in the 
cognitive approach it is worthwhile to note [16] where complexity of decision-
making is considered as a risk factor in clinical medicine and use of decision support 
systems and [4] where validity of cognitive maps with internal validity between the 
data and the conceptualization of the data, including the definitions of concepts and 
influences, is designated as a research problem proceeding from the general ideas of 
content-analysis reliability. 

3.1   Cognitive Risks in Subjective-Formal Searching and Making Solutions: 
Two Kinds of Risk Factors 

At research of human-factor risks for validity of results in subjective-formal sear-
ching and making decisions, it seems appropriate to distinguish the special class of 
risks which are explainable with taking into account factors (mechanisms) concer-
ning the cognitive sphere of the person. Such risks we will refer to as cognitive 
risks [26].  

The cognitive sphere is defined today as the sphere of psychology of the person 
concerned with his cognitive processes and the consciousness, including knowledge 
of the person about the world and himself. The aspects of perception, attention, 
memory, thinking, explanation, understanding, language are distinguished more or 
less typically, though in different scientific approaches and schools of the cognitive 
science the cognitive sphere is structured differently. In particular, in the Rorschach 
system the cognitive sphere includes three principal frames: structurization –  rec-
ognition – conceptualization with cognitive operations to provide information pro-
cessing when facing a problem situation as well as a specific problem-solving style. 

All risks mentioned above are related to cognitive risks as well as a number of 
others, which are reported about in publications and private communications 
without doing them subject of the scientific analysis.  

First of all, factors are interested, which, on the one hand, have regular nature 
(i.e. do not concern to dysfunctional cognition), and on the other hand, are hardly 
explainable from positions of common sense or even contradict it; so usually they 
are not assumed by mathematicians working out normative models for expert 
knowledge representation or ignored if known.  

It may be expected that all named cognitive aspects, anyhow, generate risk  
factors for quality of results at the combined application of formal methods and cog-
nitive resources of people solving problems in the complex and ill structured situa-
tions. However our researches have shown that influence of human risk factors is 
not limited only to the people solving specific practical problems. Earlier cognitive 
processes have been analyzed in which subjects of intellectual activity (analysts, ex-
perts, decision makers and other staff who participates in searching and making de-
cisions at collaboration with computers) turn to be under the influence of “ambient 
intelligence” due to imposed forms of thinking [18, 19, 21]. This influence leads to 
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dependence of decisions on theoretical beliefs of specialists on formal methods and 
computer-aided decision support systems and technologies and therefore results in 
risks of invalid decisions. Two kinds of risk factors explainable with the suggested 
models have been exposed which pertinently to consider as cognitive risks. 

The risk factors psychologically influencing validity of expert methods during 
their application by experts belong to first-kind factors, or factors of direct action. 
Such factors can either objectively promote invalidity of results, or raise subjec-
tive confidence of experts of objective validity of the method application out-
comes. One can tell that the latter represent themselves as factors of belief. Agents 
of these factors of influence are experts; just they appear in conditions which may 
lead, eventually, to insufficiently valid (in the objective relation) outcomes.  

Second-kind risk factors or factors of an indirect action psychologically influ-
ence upon validity of expert methods during their creation and justification. 
Agents of influence of such factors are creators of methods, scientists and experts 
producing standards who, in turn, are subject to influence of scientific norms, pa-
radigms, etc., that is the strongest factors of belief. Typical examples of first-kind 
risk factors are natural mechanisms of thinking with risk of errors, as in case of the 
errors discovered by Dörner. Typical second-kind risk factors are psychologically 
incorrect models of knowledge of the experts, creating risk of unreliable (unstable 
or inconsistent) data from experts, with the models being supported by the factor 
of belief (often unconscious) in their validity. 

Amongst a number of cognitive risk factors having been found out by these au-
thors in theoretical and experimental researches as well in practice, there is belief in 
universality of the principle of pair-wise preference transitivity in decision-making 
[19, 22]. The principle means that from a b;  (“a is preferable over b”) and b c;  it 
always follows a c; , though rationally reasoned violations of this principle are 
known (for example, preferences based on multicriteria comparisons).  

Further this paper concerns one family of cognitive risks having been discov-
ered quite recently and for the first time presented in [26]. Risks take place at cog-
nitive mapping based on causal maps. They are related to the property of causal 
influence transitivity and its violations. They have been admitted as a hypothesis 
by analogy to known rationally reasoned violations of transitivity of pair-wise pre-
ferences and later found out in real-life causal maps. 

4   A Family of Risks Concerned with Causal Influence 
Transitivity  

The known principle of causal influence transitivity states that from a b→ (“a is a 
reason for b”) and b c→  it follows a c→ . Accepted as an axiom at modeling 
based on causal cognitive maps, the principle serves as justification to the formal 
inference of indirect causal influences. 

The most impressive example of violation of the causal influence transitivity 
principle, found out in practical cognitive-map-based modeling of a complex situ-
ation, is presented and analyzed below [26]. 
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4.1   Practical Example of Causal Influence Transitivity Violation 

In Fig. 1 the fragment of a real-life cognitive map slightly simplified to demon-
strate action of risks is presented. Influence in pair of factors (3,2) at the verbal 
level is interpreted as follows: “increase in access of manufacturers to gas export 
pipelines (with other things being equal) causes increase in volume of extracted 
gas”. This influence is positive (in mathematical sense) that means the same direc-
tion of changes of factors. Positive influence in pair (4,2) is verbalized similarly. 
Influence in pair (2,1) is negative: “increase in volume of extracted gas (with other 
things being equal) causes decrease in deficiency of gas in the country”. 

All three influences, as well as the set of factors significant for an investigated 
situation of dynamics of the market of gas in the country, are established by the 
expert. (Substantially, this map corresponds to a situation when there are stocks of 
gas and manufacturers have resources for increase gas production in volume but 
their access to means for its delivery to consumers is limited.) 
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Fig. 1. An initial fragment of a cognitive map with false transitivity 

According to formal model of causal influences and intuitive logic, from posi-
tive influence 3 +⎯⎯→2 and negative influence 2 −⎯⎯→1 follows transitive negative 
(in mathematical sense) influence 3 −⎯⎯→1; influence 4 −⎯⎯→1 is deduced similarly. 

However later the expert has noticed that “logically deduced” influence 3 −⎯⎯→1 is 
absent in reality: thereby false transitivity of influences takes place in the map. The 
analysis of expert knowledge of a situation leads to following correction (fig. 2). 
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Fig. 2. The corrected fragment of a cognitive map 
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It is worth while to underline that at such refinement replacements of influence 
3 +⎯⎯→2 with 3 +⎯⎯→2″, 4 +⎯⎯→2 with 4 +⎯⎯→2′ and 2 −⎯⎯→1 with 2′ −⎯⎯→1, in essence 
have not changed expert’s interpretation of influences: the form of representation 
of knowledge has changed only. However, in this way the chain 3 +⎯⎯→2 −⎯⎯→1 ge-
nerating false influence 3 −⎯⎯→1 has disappeared.  

Essentially other situation occurs with introduction of additional negative influ-
ence 2″ −⎯⎯→2′. This influence means that at increase of access of manufacturers to 
export gas pipelines (with other things being equal) it is possible to increase vol-
ume of the gas extracted for export not only by means of increase in volume of ex-
traction, but also by simple “valve switching”. Thus growth of volume of gas for 
export is made at the expense of decrease in volume of gas for home market. In 
this case knowledge is entered into a map, well known to experts, but not repre-
sented within the frame of initial system of concepts (factors).  

As a result of correction new transitive influences 3 −⎯⎯→2′, 3 +⎯⎯→1 have ap-
peared. Instead of positive (in substantial sense) situation in the map of Fig. 1, 
when it is possible to reduce deficiency of gas at the expense of access of manu-
facturers both to internal, and to external gas pipelines, more complicated and 
more realistic situation comes up in the map of Fig. 2. Along with positive (as a 
matter of fact) transitive influence 4 −⎯⎯→1, negative (as a matter of fact) influence 
3 +⎯⎯→1 takes place, and their proportion at the decision of the problem of gas de-
ficiency in the country demands comparative estimation of influences. 

The invalidity of the fragment of cognitive map in Fig. 1 relative to reality, or 
in other words, error in cognitive mapping is obvious.  

The above example from practice along with some others serve as actual evi-
dences of that at cognitive modeling of complex situations there are possible cases 
of erroneous inferences by transitivity, i.e. false transitivity.  

4.2   The Analysis of Revealed Cognitive Risks 

In the above example the false transitivity can be explained with cumulative action 
of two modes of risk factors in the course of cognitive mapping: assumption of 
causal influence transitivity as the universal principle and disproportion of exten-
sion of concepts (Fig. 3).  

First, in each of the three direct influences between factors of the initial map 
having been set by an expert, there is disproportion of extension of concepts  
 

False transitivity

Assumption of causal influence transitivity
as the universal principle

Disproportion of extension
of concepts

Two modes of risk factors

second-kind risk factor first-kind risk factor  

Fig. 3. Two modes of risk factors in the course of cognitive mapping 
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with excess of extension of concept 2, which denotes the influence receiver in 
pairs (3,2), (4,2) and the influence source in pair (2,1).  

Note that in cognitive mapping it is traditional to speak about factors (concepts) 
as causes and effects. However we prefer, at least in the analysis, to speak about 
sources and receivers of influences because at modeling of complex and ill-
structured situations substantial cause-effect interpretations of individual influ-
ences in a map quite often happen more or less difficult. (There is such a situation 
in the above example.) Moreover, in the theoretical analysis which we spend it is 
more exact to distinguish “factors” and “concepts of factors” (that is concepts des-
ignating factors). It is relevant to speak about factors at the analysis of situation 
content, and more pertinently to speak about concepts of factors when it is a ques-
tion of the logic analysis of concept extensions. 

Excess of extension of concepts in some direct influences informally means that 
it would be possible to take concepts with smaller extension for mapping the same 
substantial cause-effect influences. Just this action has been made at correction.  

It is hardly admissible to a priori consider such disproportions with excess of 
extension of concepts as errors because they are typical at the conceptualization of 
complex and ill-structured situations. This is evidenced both with practice of cog-
nitive mapping and with informal reasoning of experts on such situations. There-
fore we consider such disproportions only as cognitive risks. They are natural to 
be related to first-kind risk factors which are brought in by experts and which ob-
jectively reduce validity of cognitive modeling in complicated situations.  

Assumption about the causal influence transitivity, taken by theorists as a prin-
ciple for the formal modeling, due to belief in its totality, should be considered as 
the second-kind risk factor.  

4.3   Some Criteria for the Early Detection of False Transitivity Risks  

In the considered example false causal influence transitivity has been found out by 
backward tracing in view to explain doubtful, from the point of view of the expert 
analysis, results of formal modeling. Our analysis allowed to find some criteria 
which could help experts and analysts in early detection of risks and making deci-
sions on possibility to correct disproportional concept extensions in case of false 
influence transitivity detection. 

Let us more formally define these criteria. In the definition, the fact, which has 
been found out in practice, is taken into account: the same (as a matter of fact) 
causal influence may be represented in a cognitive map in different forms so that 
we speak about different representations of the influence. Let we have factors A, 
B1 (represented with the same name concepts), which are linked by direct causal 
influence B1→A, and let there exists (is found by an expert) factor В2 such that 
replacement of representation of influence B1→A with B2→A does not change the 
influence substantially, and herewith 

1 2B B⊃V V
                                                          

(1)  

Here 
iBV , i = 1,2, is a stand for the extension of the corresponding concept, and the 

relation between extensions is treated as usual inclusion or, that the same, verbally: 
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“C1 has smaller extension than C2”. Then factor В2 is more proportional in its 
concept extension then В1 аs the source in the direct influence on A, and factor В1 
is extensionally excessive in this influence. 

The proposed expert criterion of extensional proportionality, KS(A, B) is appli-
cable to any pair of factors of a cognitive map, connected by direct influence. It al-
lows to estimate whether factor-source of influence В is extensionally proportional 
to influence (or set of influences) on the receiver being modeled with link (В, А). 
For example, factor 2 in Fig. 1 is extensionally excessive in the influence (2,1), 
according to KS(2,1). The criterion of extensional proportionality for the influence 
receiver KD(A, B) is formulated and applied similarly, though in case of many in-
fluences onto one factor it is less informative at risk detection and error correction. 

5   Conclusions 

The problem of risks due to the human factor in the field of formal methods of 
searching and making decisions in the control of complex and ill-structured situa-
tions is considered as the general problem for diverse models of subject-matter 
experts’ knowledge and related formal methods [20, 21]. 

Earlier the idea about productivity of the uniform approach to the problem for 
diverse models of experts’ knowledge, solved problems and formal methods has 
been stated, and some theoretical and empirical evidences in favor of this idea 
have been found [21]. The idea has found the reinforcement and further develop-
ment at current studying risks concerned to causal influence transitivity in cogni-
tive modeling, with carrying out analogies to risks in decision-making based of 
pair-wise preferences. It is enough to tell that just the analogy of principles of 
transitivity of paired preferences and causal influences has led to a hypothesis 
about possible violation of the axiom of causal influence transitivity, i.e. to risk of 
false transitivity at formal cognitive mapping what has been confirmed in practice.  

However, along with application of the uniform approach to the analysis of 
riskiness of those or other particular ideas, techniques, assumptions which are cha-
racteristic for diverse models and methods within the frame of the cognitive ap-
proach to the problem solving (whether it be a transitivity principle, or use of 
weights for various estimations or other techniques), the general approach is desir-
able to the analysis of cognitive risk factors as a whole. 

It is essential that in search and development of such approach not only first-
kind risk factors brought by people solving specific problems should be conside-
red, but also second-kind factors brought by people who develop, theoretically 
justify formal models and methods for decision-making support, implement them 
in computer-aided technologies, support their application as intermediaries. 
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Abstract. This article presents a bionic model derived from research findings 
about the perceptual system of the human brain to build next generation intelligent 
sensor fusion systems. For this purpose, a new information processing principle 
called neuro-symbolic information processing is introduced. According to this 
method, sensory data are processed by so-called neuro-symbolic networks. The 
basic processing units of neuro-symbolic networks are neuro-symbols. Correla-
tions between neuro-symbols of a neuro-symbolic network are learned from ex-
amples. Perception is based on sensor data and on interaction with cognitive proc-
esses like focus of attention, memory, and knowledge.  

1   Introduction 

The human brain is a highly complex system that is capable of performing a huge 
range of diverse tasks. Over millions of years, its structure and information proc-
essing principles have undergone a development and optimization process through 
variation and selection. One capability of the brain is to process information com-
ing from thousands and thousands of sensory receptors and integrating this infor-
mation into a unified perception of the environment.  

Up to now, technical systems used for sensor fusion and machine perception 
can by far not compete with their biological archetype. Having available a techni-
cal system, which is capable of perceiving objects, events, and scenarios in a simi-
lar efficient manner as the brain does, would be very valuable for a wide range of 
applications in automation. Examples for applications are automatic surveillance 
systems in buildings, interactive environments, and autonomous robots.  

To perceive objects, events, and scenarios in an environment, sensors of vari-
ous types are necessary. The challenge that has to be faced for perceptive tasks is 
the merging and the interpretation of sensory data from various sources. The aim 
of this paper is to introduce a model for integrating and interpreting such data. As 
humans can perceive their environment that effectively, the perceptual system of 
the brain is taken as archetype for model development. Particularly, research find-
ings from neuroscience and neuro-psychology are the guides in the development 
process. 
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2   The Research Field of Sensor Fusion 

Among the various attempts to merge information from various sensory sources, 
sensor fusion is the most prominent one. Despite its prominence, several different 
definitions can be found in literature. All definitions share that sensor fusion deals 
with the combination of data – from sensors directly or derived from sensory data 
– to generate an enhanced internal representation of the observed process envi-
ronment. According to [6], the most important achievements of sensor fusion are 
robustness, extended temporal and spatial coverage, increased confidence, reduced 
uncertainty and ambiguity, and improved resolution. 

Due to the dynamics of the relatively young research field of sensor data fu-
sion, not only different definitions exist, but the standard terminology has not yet 
evolved. In [1] an overview of widely used terms is given. Among them are “sen-
sor fusion”, “sensor integration”, “data fusion”, “information fusion”, “multi-
sensor data fusion”, and “multi-sensor integration.” 

Data for sensor fusion can origin in three different sources: multiple measure-
ments subsequently at different points in time from one single sensor, from multi-
ple identical sensors, or from different sensors. To ease data processing, several 
attempts have been made to transform sensor data into symbols. An often used ap-
proach is to use a layered architecture for merging and symbolization of sensor 
data. Such systems are described in [2, 12, 16, 20]. Sensor fusion using data from 
the above mentioned three sources is generally called direct fusion. If knowledge 
is added to the process, it is called indirect fusion. Examples for knowledge are in-
formation about the environment and human input. A hybrid approach – different 
models are described in [1, 3, 5, 8, 18] – would be to fuse the outputs of direct and 
indirect fusion. 

For sensor fusion itself, different models have been proposed. They all are 
strongly related to a special application. The demands originating in different do-
mains are varying strongly. Thus, many researchers point out that a unified archi-
tecture or technique is very unlikely [7]. 

An approach to create sensor fusion models is to derive them from biology – 
which is called biological sensor fusion. One possibility is to use neural networks 
as starting point (see [4] and [15]). As argued in [15], it is generally accepted that 
sensor fusion in the perceptual system of the human brain is of far superior quality 
compared to sensor fusion approaches realized with existing mathematical meth-
ods. Thus, studying the capabilities of the human brain in context of sensor fusion 
is at hand. Not only are they maybe leading to better technical models for sensor 
fusion, but they also offer the possibility to gain new insights on how perception is 
performed in the brain. 

Applications for fusion are various and range from measurement engineering 
and production engineering over robotics and navigation to medicine technology 
and military applications [13, 17].  

3   Characteristics of Human Perception 

The new sensor fusion model presented in this article is of the machine perception 
domain. It is based on scientific theories about the perceptual system of the human  
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Fig. 1. Characteristics of human perception 

brain. Figure 1 gives an overview about the characteristics – important mechanisms 
and influence factors – of human perception. This list is derived from related re-
search results of the scientific fields of neuroscience and neuro-psychology [19]. 

The eight identified characteristics of human perception are: 

• Diverse Sensory Modalities: To perceive information from the external envi-
ronment, our brain has access to different sensor modalities in multiple in-
stances. The modalities include vision, touch, and audition. The use of multiple 
sources with different sensor modalities is the key to robust perception.  

• Parallel Distributed Information Processing: The perceptual system is not a 
unitary central unit. As mentioned above, information from various sources is 
processed. This happens distributed and parallel.  

• Information Integration across Time: As outlined in the previous chapter, 
one possibility for sensor fusion is integration across time. In human perception 
this approach is used to perceive objects, events, and scenarios. A single-
moment snapshot of sensory information divided by all the different sources 
and modalities is often insufficient for unambiguous perception.  

• Asynchronous Information Processing: The fact that the human brain uses 
parallel distributed information processing from multiple sources leads towards 
the next characteristic: asynchronous processing of the perceived information. 
This already starts at the sensory levels. For example, one event occurring in 
the environment does not necessarily trigger sensory receptors of different mo-
dalities absolutely concurrently. Also, different modalities work with different 
speed for information processing and transmission.  

• Neural and Symbolic Information Processing: On the sensor level, percep-
tion is processed by interacting neurons. According to research findings, hu-
mans do not think in terms of action potentials and firing nerve cells – they 
think in terms of symbols. Mental processes are often considered as a process 
of symbol manipulation. 



20 R. Velik et al. 

• Learning and Adaptation: At birth, only the most basic patterns are prede-
fined by the genetic code. Hence, the not fully developed perceptual system of 
the human brain at birth needs to be trained during lifetime. The training in-
cludes lots of concepts and correlations concerning perception.  

• Influence from Focus of Attention: Focus of attention is a hypothesis which 
states that what we see is determined by what we attend to. The environment 
presents far more information at every moment than what can be effectively 
processed. Attention helps bypassing this bottleneck by selection of relevant in-
formation and ignoring irrelevant or interfering information. To avoid pro-
cessing all objects simultaneously, processing is limited to one object in a cer-
tain area of space at a time.  

• Influence from Knowledge: Applying the concept of sensor fusion, human 
perception is facilitated by knowledge. It is often necessary to access prior 
knowledge to be able to interpret ambiguous sensory signals. Much of what we 
take for granted as the way the world is – as we perceive it – is in fact what we 
have learned about the world – as we remember it. Much of what we take for 
perception is in fact memory.  

4   Bionic Model for Perception 

This chapter introduces the bionic model for perception, based on the eight charac-
teristics outlined in Chapter 3. Recent research findings of the organizational struc-
ture and the information processing principles in the human perceptual system are 
taken as archetype for the development of the model. Not all details of the working 
principles and functions of the human brain are already understood – the human 
brain is a highly complex system. In the case of insufficient research findings, for 
the construction of a functioning and implementable technical system, the model is 
supplemented by engineering considerations that fit into the overall concept. 

4.1   Neuro-Symbolic Information Processing 

To fulfill the first six characteristics described in the last chapter, a new concept of 
information processing is introduced - the neuro-symbolic information processing. 
This concept will be described in the following section. 

Neuro-Symbols as Basic Processing Units  
The main component of neuro-symbolic information processing is called neuro-
symbol. The idea for development came from the consideration of interconnected 
neurons: It is generally accepted that information in the human brain is processed 
by interconnected neurons. Further it is assumed, that humans do not think in 
terms of action potentials and firing nerve cells, but in terms of symbols. In the 
theory of symbolic systems, the mind is defined as a symbol system and cognition 
is only symbol manipulation. Symbols can be objects, characters, figures, sounds, 
or colors used to represent abstract ideas and concepts. Each symbol is associated 
with other symbols. The symbol manipulation offers the possibility to generate 
complex behavior [9]. 
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With respect to these basic assumptions, neurons are basic information process-
ing units on a physiological basis and symbols are information processing units on 
a more abstract level. Within the brain, neurons have been found, which respond 
exclusively to certain perceptual images. It has been shown, that neurons in the 
secondary visual cortex respond exclusively to the perception of faces. It can be 
assumed, that a connection exists between neurons and symbols. For technical 
purpose, this connection is represented by neuro-symbols. Neuro-symbols repre-
sent perceptual images that can represent a face, a person, or a voice. A neuro-
symbol contains an individual activation grade and is activated if the perceptual 
image that it represents is perceived in the environment. A neuro-symbol has a 
certain number of inputs and only one output (see figure 2).  
 

 

Fig. 2. Function principle of neuro-symbols 

The incoming information represents the activation grade as an output of other 
neuro-symbols and triggered sensory receptors. The activation grades of the in-
coming neuro-symbols are summed up. If this sum exceeds a certain threshold, the 
neuro-symbol is activated and its activation grade is transmitted via the output to 
other neuro-symbols that are connected. To process also asynchronously arriving 
input data, a mechanism has been implemented that allows the processing of input 
data arriving within a certain time window or to consider certain successions of 
incoming data. 

Neuro-Symbolic Networks  
One single neuro-symbol is not designed to perform complex tasks. The potential 
of the system emerges when a certain number of neuro-symbols are intercon-
nected. However, the way of structuring these neuro-symbols is most crucial. 
Once again, the structural organization of the perceptual system of the brain is 
taken as an archetype for this alignment. According to [14], the perceptual system 
of the brain is organized in cerebral layers as depicted in Figure 3. 
 

 

Fig. 3. Layered cerebral organization of human perceptual system 
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The perception during wake life starts with information coming from sensory 
receptors (during dreaming, the primary cortex is inactive – the secondary cortex 
is stimulated by higher brain functions). After the receptors, this information is 
processed in three levels: the primary cortex, secondary cortex, and tertiary cortex. 
For each sensory modality of human perception exists an own primary and secon-
dary cortex. In the first two levels, information of different sensory modalities is 
processed separately and in parallel. The tertiary cortex merges information com-
ing from all sensory modalities. The result is a unified multimodal perception. A 
perceptual image in the primary cortex of the visual system contains simple fea-
tures like edges, lines, or movement. Information processing in the primary cortex 
of the auditory system can be for example sounds of a certain frequency. A per-
ceptual image of the secondary cortex of the visual system could be a face, a per-
son, or an object. A perceptual image in the acoustic system on this level would be 
a melody or a voice. One task, performed in the tertiary cortex is to merge the per-
ceptual visual image of a face and the perceptual auditory image of a voice to the 
perception that a person is currently talking. The somatosensory system of the 
brain (commonly known as tactile system) comprises in fact a whole group of sen-
sory systems, including the cutaneous sensations, proprioception, and kinesthesis. 

As shown in figure 4, neuro-symbols are structured to so-called neuro-symbolic 
networks that are representing this structural organization of the perceptual system 
of the brain. Although the functional principle of each neuro-symbol follows the 
same principle, a neuro-symbol from a lower layer fulfills different functions than 
one of a higher layer. Therefore, they are labeled differently. 

In the technical implementation, the raw sensory data is processed into so 
called feature symbols. This first layer corresponds to the primary cortex of the 
brain and gets the sensory data from available technical sensors that might or 
might not have an analogy in the human perceptual senses like video cameras, mi-
crophones, tactile sensors, chemical sensors. 

Feature symbols are then combined first to sub-unimodal and finally to unimo-
dal symbols. These two levels are corresponding to the function of the secondary  
 

 

Fig. 4. Structure of a neuro-symbolic network 
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cortex of the brain. As with the somatosensory system of the brain, a sensory mo-
dality can consist of further sub-modalities. Similarly, a sub-unimodal level can 
exist between the feature level and the unimodal level. By processing information 
in these two steps, different sensor types, for example different video cameras, 
cameras mounted at different positions, or different tactile sensors like floor sen-
sors, motion detectors, and light barriers, can be merged to one unified modality.  

On the topmost level, the multimodal level, all unimodal symbols are merged to 
multimodal symbols. Examples and concept clarifications concerning the usage of 
neuro-symbols for concrete perceptive tasks can be found in [19]. 

Learning in Neuro-Symbolic Networks  
Very similar to artificial neuronal networks, a great part of the information in the 
proposed model is stored in the connections between the neuro-symbols and not in 
the neuro-symbols themselves. It therefore has to be defined, how they are con-
nected and what information has to be exchanged. Again, research findings from 
neuroscience can be consulted. As outlined in [14], higher cortical layers of the 
brain can only evolve if lower levels were already developed and certain correla-
tions have to be innate – it can be said, they have to be predefined by genes. In the 
technical system, the connections were also defined in respect to the restrictions of 
this description. The lowest level of neuro-symbolic connections are therefore 
predefined and at system startup it is defined what feature symbols shall be ex-
tracted from the sensor data and in certain cases also how these feature symbols 
are built to form sub-unimodal symbols. In contrast to the lowest layers, correla-
tions between higher layers are generally learned from examples. The system has 
no existing connection between the sub-unimodal layer and the unimodal level 
and no connections between the unimodal level and the multimodal level at ini-
tialization established. The connections are established by applying a supervised 
learning principle. A number of examples were shown to the system, which cover 
all objects, events, and scenarios the system shall perceive. With this procedure 
connections between sub-unimodal symbols and unimodal symbols are set in a 
first stage. After this procedure, the correlation between the unimodal symbols and 
the multimodal symbols are calculated in a next cycle. Objects, events, and sce-
narios are considered as perceptual images and each of them is assigned to one 
particular neuro-symbol. A number of examples is necessary to train a neuro-
symbol to this assignment, because there can occur deviations in the representing 
sensory data - a generalization over these data is necessary. A detailed description 
about the used learning principle can also be found in [19]. 

4.2   Interaction between Neuro-Symbolic Network, Knowledge, and Focus of 
Attention 

The above described processing structure as the core of the perception model covers 
bottom-up information processing starting from sensor values. However, perception 
is influenced and modified also by mechanisms called knowledge and focus of atten-
tion (Fig. 5), both corresponding to the last two points mentioned in Chapter 3. They 
are partly performed in brain areas with functions not being primarily dedicated to 
perception.  
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Fig. 5. Mechanisms involved into perception 

Influence from Knowledge 
According to [10], perception is influenced by knowledge in a top-down manner, 
where knowledge can be further categorized into factual knowledge, knowledge 
about the context within which a situation occurs, past-experience of what hap-
pened before, and expectations. The advantage of integrating knowledge into the 
perception process is that perception can be assisted and ambiguous sensor data 
can be resolved. Unfortunately, there is no global agreement between neuroscien-
tists and neuro-psychologists on how and on what levels knowledge influences 
perception. In this model, knowledge influences the activation grade of affected 
neuro-symbols. Whereas lower levels (sensor values and feature symbols) are not 
influenced, the interaction can principally take place on the sub-unimodal, unimo-
dal, or the multimodal level. Based on this cognitive information the activation 
grade of neuro-symbols in these layers can be increased or decreased. Imagine for 
example a monitored room that is empty at the beginning. Now, the system can 
“know” by using it’s knowledgebase that certain situations cannot occur without 
the attendance of a person. Therefore, neuro-symbols, which are correlated with 
activities performed by persons, cannot be activated. The event that a person en-
ters a room only takes a very short time and the corresponding neuro-symbol is al-
so activated only for a brief moment. Therefore, a mechanism has to be provided 
that memorizes that a person entered the room. This activity would have a highly 
influence within the given example on future perception. In the proposed model, 
memory symbols are created to perform this task. They are interacting with knowl-
edge and can principally receive information from neuro-symbols, coming from 
the sub-unimodal, unimodal, or the multimodal level. They are set when a certain 
event happens in the environment and reset when another, different, event hap-
pens. In the example of an entering person, a memory symbol “person is present in 
the room” would be set after a person enters the room and would be released when 
the person has left the room again.  

Influence from Focus of Attention 
In environments with several situations happening in parallel, it may not be possible 
to assign lower level neuro-symbols unambiguously to higher level neuro-symbols. 
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This circumstance also occurs in human perception at times of overloaded percep-
tions, where too many perceptual stimuli are present at one moment to integrate 
them all at once into a unified perception. In this case, illusionary conjunctions can 
occur. In the brain, a mechanism called focus of attention helps to correctly merge 
information coming from various sources. This mechanism has also been realized in 
the technical model. It constraints the spatial area, in which perceptual images of dif-
ferent modalities are merged. In the model, focus of attention interacts with percep-
tion on the feature symbol level. This is the level where neuro-symbols are already 
topographic and therefore location dependent. The activation grades of neuro-
symbols are decreased in a way that they fall below the threshold value if they corre-
spond to perceptions lying outside the focus of attention. When the neuro-symbols 
are no longer active the information is no longer transmitted and further processed 
until the focus of attention is directed back towards them. The decision towards 
which the focus of attention is directed is based on information coming from the 
neuro-symbolic network and the knowledge module. It depends on the currently 
perceived data and the knowledge of what is important for the particular application. 
The knowledgebase has to be defined with respect to the specific application field.   

5   Results and Discussion 

What can principally be perceived by a technical system depends on what sensor 
types and how many of them are used, because this influences the amount of per-
ceptual information that is available for processing. If only a few sensors are avail-
able, there cannot be made such a fine distinction between many different objects, 
events, and scenarios to be detected. If more sensors are used, a better distinction 
can be made and – with an adequate processing mechanism – the system gets a cer-
tain degree of fault tolerance against sensor failures and false detections. However, 
if the amount of sensors is further increased, this does not necessarily lead to an  
increase of the number of objects, events, and scenarios that can be detected and 
differentiated, because also one and the same object, event, and scenario does not 
always activate exactly the same sensors. Therefore, the more sensors are used, the 
more the system needs the ability to generalize over data. Furthermore, the more 
sensory information has to be processed, the more processing power is needed. An 
“intelligent” mechanism is necessary to extract the currently relevant information 
from the flood of information being available each instant of time. 

To test and evaluate the model presented in this article, it was simulated in An-
yLogic. For the provision of sensor data, a simulator was used, which allows it to 
generate sensor values based on a virtual environment [11]. This simulator was 
developed to simulate sensor values in order to perceive scenarios in a virtual of-
fice environment. The reason for simulating the sensor values is on the one hand 
the cost reduction for testing in comparison to real physical installations. On the 
other hand, the simulator allows the comparison of different sensor configurations 
and an evaluation of the usability of the suggested model for the fusion of data 
from these sensor configurations. 
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The developed model proved to be a very efficient architecture for sensor data 
fusion of very distinct sensor configurations. In case that only few sensor data are 
available, perception can be facilitated considering stored knowledge about the 
environment and ambiguous situations being based on the same sensor data can in 
many cases be resolved that way.  

By its parallel, modular, hierarchical neuro-symbolic architecture, the model is 
also capable of handling a very large amount of sensor data in a fast and efficient 
manner. What additionally increases processing speed is the fact that neuro-
symbols are at the same time information processing and information storing 
units, which saves time for external memory access and comparison operations. 
An additional mechanism for increasing the amount of information that can be 
handled is the focus of attention. Stored knowledge also proved to be an important 
mechanism for perception in large sensor configurations to decrease the number of 
fault perceptions. 

One further problem of common sensor fusion systems is that they are dedi-
cated to a very particular application and it has to be defined in a detailed form 
how to fuse the sensory data and which combinations of sensor data have what 
meaning. Assuming a large number of different sensors, this results in a complex 
task to be solved by the system engineer and requires much time and very detailed 
knowledge about the system. In the proposed model, this problem is solved by in-
troducing learning of neuro-symbolic correlations into the system. This allows 
great flexibility and strongly reduces the design effort. Furthermore, the used 
learning algorithm offers the ability to generalize over examples presented to the 
system to also correctly classify sensor data not seen before. 

6   Conclusions 

This paper suggests a model for emulating the perceptual system of the human 
brain to build next generation intelligent sensor fusion systems. Therefore, a new 
information processing principle was introduced called neuro-symbolic informa-
tion processing. According to this method, sensory data are processed by neuro-
symbolic networks to result in “awareness” of what is going on in an environment. 
The basic processing units of neuro-symbolic networks are neuro-symbols. Be-
sides bottom-up information processing of sensory data, focus of attention and 
knowledge influence the perceptive process. The proposed model provides a pow-
erful and flexible tool for information processing and fusion of sensor data from 
various sources capable of handling the demands of the upcoming future. It is a 
universal sensor fusion architecture, which is adaptable to many different applica-
tion domains. 
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Abstract. The paper deals with active knowledge acquisition based on dialogue 
inter AI system and its user. Presented method uses Conceptual Ontological Ob-
ject Orientated System (COOS) to distinguish differences between concepts and to 
unequivocally process the input stream. In case of concepts, that do not exist in the 
system yet, adequate algorithms are being used to position them in ontological 
core. Separate concepts differ in attributes values or in sets of direct connections 
with other concepts. The communication aspects of the system deliver information 
that allow generating proper interpretation for user's statement. 

1   Introduction 

Presented knowledge acquisition unit is part of conceptual ontological object orien-
tated artificial intelligence system (COOS). Knowledge in this system is represented 
on different levels of abstraction. In ontological core one can find information about 
essential concepts attributes and about possible and forbidden connection in between 
individual concept grouped in classes: association, relation, class, feature, value, 
data type, object. Facts and rules base is being built in help of semantic network 
connections between specific instances of concepts. Architecture of the system is 
compatible with assumption made by Sergei Nirenburg and Victor Raskin in their 
studies [1]. Data flow between each and every unit of COOS is implemented in the 
way of internal specialized language. Translation unit convert natural language 
statements into systems meta-language (COOL – Conceptual Ontological Object 
Language). After potential specification of the statement, it is used to fill the onto-
logical knowledge stored in ontological core and to generate semantic network con-
nections when needed. 

2   Method 

2.1   Conversion from Natural Language 

COOS is communication with users by natural language interface. Due to this fact 
we may assume that it is gathering statements as series of words [2]. An example 
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will be drawn using symbols to prevent any kind of suggestion that system has any 
information about the words or context: 

word_1 word_2 word_3 – exemplary statement 

Above statement is converted into internal system language (COOL). Grammar 
and semantic of this language is strictly connected with structure of the ontologi-
cal core, but due to limitations of this article this won’t be presented here fully[3]. 
Translation form natural language is based on linguistic algorithms. For each in-
scription potential part of speech (the verb, the noun, the adjective, the adverb, the 
pronoun, the conjunction, the interjection, numerals, the preposition) is associated, 
which is then used to identify its function in the sentence(subject, predicate, ob-
ject, complements, phrases, clauses). Word with associated parts of speech and 
sentence function is a basis to associate it with meaning – concepts stored in onto-
logical core. It needs to be pointed out that one meaning may be represented by 
different words or group of words, as well as one word may be connected with dif-
ferent meanings in the ontological core. The next step in the process is building 
statement in system’s meta-language, taking under consideration its grammar and 
limitations derived from ontological core. In case that determining any of informa-
tion needed in the process of translation would be impossible or ambiguous, there 
will be suitable question generated by the system. This is one of the earliest phase 
of active knowledge acquisition. 

2.2   Polysemy of Natural Language Statements 

The most vital aspect of natural language processing that affect ambiguity of 
words is assigning particular concept from ontological core to the inscription 
(word). Appropriate word base is used to implement module responsible for this. 
As an inscription we understand series of symbols and the concept will be abstract 
description of existence. One inscription may be connected to many concept what 
leads to ambiguity. Closer and further context analysis is the most common 
method used to choose the most adequate association of word and its meaning. It 
is effective but unfortunately it is not foolproof. The easiest way to show possible 
problems in usage is assigning meaning to the word ‘pot’ in the sentence: Fred 
tried to hide his pot. 

Depending on context word ‘pot’ has the meaning of cooking accessory, flower 
holding device, overgrown stomach and finally marijuana. All of those meanings 
are commonly used in American English. In the example we may not judge which 
meaning is the most suitable. Each of them is equally possible. The analysis of 
further context would be helpful but probably wouldn’t give any reasonable clue. 
Analysis of closer context is useless at all. Presented method base on possible and 
forbidden connections as well as let us identify the most often used connection of 
all. It is not simple translation but interpretation of the sentence. System would try 
to find all possible concepts associated with word ‘pot’ and assign each of them 
rate of probability based on its usage with corresponding word ‘hide’. Flower con-
tainer is rather rarely hidden by someone, that’s why this meaning would get the 
lowest score. On the other side would be marijuana, which in most case is being 
connected with actions like hiding. The other two meaning would be placed in  
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between those two. Translation module may assume it is about marijuana, but 
since other concepts might be used as well, it produce a question that ask which 
meaning is the best one to use in this example. Automatic choice would be not 
only risky but in wider sense pointless. System would start to promote knowledge 
just by statistic matter what in natural language processing is the fastest way to 
fail. Dialogue between human and computer is not only possible and needed but is 
the basis of knowledge acquisition and processing. 

2.3   Ontological Core Knowledge Acquisition 

If particular word has no connection with concepts in ontological core, one has to 
assume that the concept is totally unknown for the AI system. In this case system 
should generate questions necessary to create new instance of concept in the base. 

The very first step is to determinate class of concept that the word is corre-
sponding to.  The choice is made from: class, association, relation, feature, value, 
data type, object and data.  According to this choice the list of attributes possible 
to determinate is populated. Taking word ‘car´ under consideration, we connect it 
to the concept class. After this choice, we are asked to determinate whether this 
concept is material (yes), enumerable (yes), collective (no), animated (no). An-
other kind of information is the possibility to connect this concept to others. For 
concepts assigned to class we may create list of object of particular class, and the 
list of features used to describe the class. It is also possible to assign specific rela-
tions possible to connect to the examined class. There are also attributes inherited 
from class C_CONCEPT. First group of attributes cover mainly descriptive values 
of name, symbol and comment. Second group let us determinate emotional and 
abstract levels of concept. Another group is used to show object orientated spe-
cific of the concept – generalization and specialization are used to build list of 
concepts. One can also decide whether list of specifying classes is complete or it 
may be changed. Other group is used to show relation of the concept in the knowl-
edge in wider sense – relations of holonym and meronym, lists of synonyms and 
antonyms. The last group is used to determinate concepts that are possible to be 
used as left and right attributes of connection, which is defined as a class that cre-
ate junctions between concepts.  

Setting most of the attributes at the very first time the concept appear is not al-
ways possible, but it should be done eventually. Automatic knowledge acquisition 
should lead to the questions about main attributes, necessary to distinguish one 
concept from the other. List of possible connection between concepts are being 
populated automatically from information delivered to System, but may be 
changed by the user.  

2.4   The Search of Similar Concepts 

Comparison of two concepts on the base of attributes values and lists of possible 
connections may lead to the conclusion that, as the effect of communication, there 
were two concepts created, being in fact one same concept. Similarity or even 
equality in case of attributes is important enough to suspect those two concepts to  
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be synonyms, e.g. fig.2. List of possible connections, even thought it has different 
construction, may be the base for similar assumption. In case of such circumstance 
there is need for new knowledge from the human. It is implemented as question 
asking mechanism, that has completing information in simple attributes its prior-
ity. It would be great mistake to ask user whether those two concepts are equal. It 
might have been an easiest way, but there might be distortion coming from various 
interpretation of concepts and its symbols by different people. Due to this fact sys-
tem needs to ask questions leading to completing information about specificity of 
the concept. After this stage renewed analysis of attributes values is needed, since 
examined concept might have been so greatly changed, that they no longer might 
be assumed synonyms. If this is not a case system needs to confront lists of possi-
ble connections. In most cases those list won’t be similar, what is mainly caused 
by the way they are being created. Acquisition of facts that is the basis of system 
is directly connected with the mechanism that create connections between con-
cepts. E.g. concept ‘car’ has been associated with concept ‘drive’. In this case on-
tological core has a knowledge that it is permitted for the ‘car’ to be connected 
with association ‘to drive’ and that association ‘to drive’ may be connected with 
class ‘car’. 

 
Object_84:C_CLASS

ID_Concept
Name
Physical
Enumerable
Collective
Animated

 = 38028
 = AUTOMOBILE
 = 1
 = 1
 = 0
 = 0

Object_85:C_CLASS

ID_Concept
Name
Physical
Enumerable
Collective
Animated

 = 38029
 = CAR
 = 1
 = 1
 = 0
 = 0

Object_85:C_CLASS

ID_Concept
Name
Physical
Enumerable
Collective
Animated

 = 38029
 = CAR
 = 1
 = 1
 = 0
 = 0  

Fig. 2. Example of unification of two concepts 

COOS is not using natural language inscriptions in the process of discrimina-
tion between concepts. All of the concepts are represented by an identifier, which 
is used to distinguish them even though they are identified by the same word in 
one of the natural languages. This fact is important in the process of identifying 
synonyms because  in some cases connections might be connected to words simi-
lar in the way they are written or spoken, but they can be different concepts. 

In the process of comparison of lists of possible connections for two concepts 
recognized to be similar, one have to take under consideration that even if the list 
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is totally different, they still might be same concept. The process can produce one 
of following results: 

 

1. lists are disjunctive, 
2. lists are partly similar, but there are no contradictions, which are connections 

allowed on one list and prohibited on the other, 
3. lists are partly similar, but there are some contradictions – at least one connec-

tion allowed on one list and prohibited on the other, 
4. lists are fully similar, without any contradictions, 
5. lists are fully similar, but there are contradictions. 

 

Each of the situations require different solution. In the first one system has to 
determinate if it is possible to fully equalize differences of the lists by adding 
needed connections. If this is correct solution, system has to ask human whether 
two of concepts being examined are synonyms. Automatic assumption might be 
too risky. If equalization does not stand for correct solution, system will assume 
that concepts are not equal. In the second case, system has to determinate whether 
differences are possible to equalize. All other steps are same as in previous case. 

In the third aspect, system has to find out whether contradictions shown on the 
lists are correct. Appropriate questions have to be asked to determinate correctness 
of ontological core content.  

The next case can be obtained when lists are not defined fully. System need to 
ask questions that would find new connections for concepts that would differ 
them. If this process fail, system may assume after checking with user, that con-
cepts are synonyms. 

In the last possibility all of the connections are similar in the way of left and 
right argument, but they differ in allowance. If most of connections can be under-
stood as contradictions, system may try to start process of determination whether 
two concepts are antonyms. 

2.5   Separation of Concepts  

Activity that is opposite to described in previous paragraph is separation of con-
cepts. It is done when one concept has to be divided on two or more new concepts. 
The need for such action may arise when there are no concepts in ontological core, 
that would be suitable to use in specific situation, but there is another concept, 
which attributes and connection lists construction would be close to one needed.  

The first stage of knowledge acquisition is characterized by huge lack of con-
cepts, their attributes and possible connections between other concepts. During 
later stages, there are more concepts in the ontological core and more lacks are 
filled. Due to this facts early stages of base building will be rich in situation, when 
concepts will be similar in their representation in the base, but they won’t be equal 
in ontological sense. 

All actions set to distinguish synonymous concepts will be main target in early 
stages of knowledge building. In later stages main stress will be set to reduce 
number of concepts. This fact simply arise from the situation when concepts with 
very close or equal meaning will create separable instances in ontological core.  
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Object_86:C_CLASS

ID_Concept
Name
Physical
Enumerable
Collective
Animated

 = 28432
 = MAN
 = 1
 = 1
 = 0
 = 1

Object_87:C_CLASS

ID_Concept
Name
Physical
Enumerable
Collective
Animated

 = 28433
 = PERSON
 = 1
 = 1
 = 0
 = 1

Object_88:C_CLASS

ID_Concept
Name
Physical
Enumerable
Collective
Animated

 = 28434
 = HUMAN
 = 1
 = 1
 = 0
 = 1

Object_89:C_CLASS

ID_Concept
Name
Physical
Enumerable
Collective
Animated

 = 28435
 = MALE
 = 1
 = 1
 = 0
 = 1

 

Fig. 3. Example of separation of concepts 

Such reduction in early stages could lead to many mistakes and would restrain 
knowledge base growth. 

It has to be point out that in most cases when one concept is represent as two 
different ones in the ontological core lead to less negative semantic consequences 
than when two different existences are treated as one concept. E.g. ‘a man’ and 
‘human’ when treated as totally different concepts may produce great problems in 
advanced inference system based on ontological core processing. Figure 3 shows 
how concept “a man” can be separated into three other concepts: “a person”, “a 
human” and “a male”. Each of them has different meaning, but the difference can 
be found by comparing simple attributes. The main difference is stored in the lists 
of connections possible or prohibited to use. The possible negative outfit of treat-
ing those concept as one – “a man”, is especially visible in the aspect of generali-
zation-specialization examining. It is destructive and should be avoided. On the 
other side, there are concepts like ‘to hold’ that correspond to many different 
meanings. Taking two of them under consideration one can hold – get a grip of 
something or one can hold – be able to be filled with something. If we imagine 
those two concepts being put into one instance in ontological core, the effect 
would be disastrous and much deeper. It is quite easy to imagine how those two 
meanings could blur any of inference processes. Those two examples shows that 
system has to be very careful in assumption of two concepts being synonyms. It is 
more easy to create relation of generalization and specification that may be 
checked on the later stage for correctness. This solution let system to connect two 
concepts and have them ready for further development.  
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2.6   Basic Concepts Search 

Basic concepts are understood as concepts, that group common characteristics of 
derivative concepts. Finding such meanings is an alternative to actions set upon 
finding synonyms or joining concepts in one. This method is much safer, since 
those concepts does not have to fulfill any of the concepts we may use to describe 
in real life. In general sense concepts described in ontological core do not have to  
be in step with our method of reality description, that’s why system can created 
new concepts that have no equivalent in natural language. Such action should be 
rare  however, since they may lead to serious problem in communication between 
user and the system. On the other hand it is important to emphasize the fact that 
knowledge base both ontological and semantic is based on evolving concepts. 
Concepts are changing, they are base for creating new concepts, they are being 
changed and developed.  

2.7   Information Scope Presented with Questions Generated by the System 

In the process of decision solving in the aspect of creating, deleting and uniting of 
concepts, there are some information needed, mostly from attributes values. Sec-
ond layer of information is stored in possible connections lists, that are grouped by 
classes, like shown on the fig.1. There might also be some  information needed 
that can only be found in semantic network. It is possible since system is storing 
information about every and each fact that the concept is being used in. In this 
matter the analysis of context is possible. System store three layers of information 
that is needed during decision process: 

 

• attributes values 
• possible connections lists 
• semantic network 

 
The studies of context that can be understood as classical closer, and further con-

text study, is mostly done on the level of semantic networks. Much deeper studies 
can be obtained through possible connections lists search done on the concept or 
one of its synonyms. It is also possible to search through generalized concepts to 
find some more general or common information, similarly one can try to find in-
formation by careful studies of specifications of the concepts, if such are present. 

3   Conclusions 

3.1   Active Knowledge Acquisition Role 

Presented mechanism of active knowledge acquisition is supposed to acquire vital 
information, necessary in inference and decision making. Concepts (their attri-
butes and connections) and structures of generalization/specialization need to be 
modified as soon as new information is available. Dynamics of knowledge and its 
structure is the most important part of learning [5], however without effective 
method of direct knowledge acquisition it is easy to commit mistakes and lead to 
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ambiguity. In this case it would be degradation of knowledge already possessed. 
Presented method of knowledge acquisition is based on knowledge system that 
combines both ontological core and semantic network potential. Its main point is 
to be active, what means continuous work with human knowledge source leading 
to dynamic changes in ontological core on the level of concepts basic information, 
possible or prohibited connections and semantic network creation. 

3.2   Further Development 

Active knowledge acquisition module is part of Artificial Intelligence system. At 
this moment it is vital to take under consideration the best way of connecting each 
of separately built modules in one system. This is not trivial, since most of them 
have many layers of communication. Building appropriate communication system 
requires studies on different possible strategies and implementations. The main 
point is to specify internal protocol and language used by all of modules and by 
the system to communicate with the world. The language has to be easy to imple-
ment, capable of unambiguous information transfer, scalable and flexible. The in-
formation structure in the system requires also this language to be ready for recur-
rent sentence building.   
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J.L. Kulikowski 

Institute of Biocybernetics and Biomedical Engineering, Polish Academy of Sciences,  
Warsaw, Poland 
jkulikowski@ibib.waw.pl 

Abstract. Formal knowledge representation methods in computer-assisted decision 
making systems are considered. A concept of infosphere and of its historical evolu-
tion is presented. Representation of knowledge in the form of factual, implicative 
and deontic statements as well as of evaluating meta-statements is described and 
their representation by formal structures is illustrated by examples. It is shown that 
ontological models based on formal structures can be used both to a reduction of 
semantic redundancy in knowledge bases and to semantically equivalent reformula-
tion of queries ordered to the knowledge base. Application of ontological models as 
a source of knowledge used in decision making is illustrated by an example.  

1   Introduction 

Acquisition of information or more generally, its exchange with the environment, is 
one of the main attributes of life. During a long natural evolution process special 
information acquisition and processing organs in living organisms have been de-
veloped. Using its natural organs each living being can reach a type and spatially 
and temporally limited area of information, potentially available to it due to the 
contacts with the environment. This total type and area of information can be called 
a natural infosphere of the given biological (in particular – human) being. A sum of 
natural infospheres of a set of biological beings constituting a community, a bio-
logical species, etc. can be called its biological infosphere. Each individual having 
access to a biological infosphere plays, at the same time, the role of a source of  
information for other individuals. The time going, some biological communities 
develop some tools (systems of signs, languages) making them able to actively dis-
tribute or individually send some types of information to other members of the 
community. This leads to an extension of the individual biological infospheres 
within the community. Moreover, due to a collaboration of the community mem-
bers additional sorts of information become available. As a consequence, the com-
munities reach some total areas of available information which can be called their 
social infospheres. At the next step of development, human beings have invented 
technological tools and methods improving their abilities to acquire, store, transmit 
and/or disseminate information. As a consequence, a human being have got at his 
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disposal an extended area of available information which can be called his individ-
ual infosphere. The sum of individual infospheres of community members consti-
tutes its technological infosphere. In the modern times, the last has been and is still 
subjected to dramatic development whose milestones were marked by the inven-
tions of printing, optical instruments, photography, telephone, radio, electronic 
computers, electron microscopy, artificial satellites, nuclear magnetic resonance 
(NMR) device, computer networks etc., up to recently constructed Large Hadron 
Collider (LHD) or Gamma-ray Large Area Space Telescope (GLAST). The rela-
tionships between the biological, social and technological infospheres are illus-
trated in Fig. 1. They are not related by a sequence of inclusions: there is a common 
part of the infospheres that can be called a bio-socio-technological infosphere 
(BST-infosphere) and there remain some parts of bio-, socio- or technological 
infosphere which cannot be included into the other ones. The BST-infosphere is of 
particular interest: it not only stimulates human progress but also is of this progress 
the best visible exponent. It contains, in particular, all types of human experience 
and knowledge gathered for the centuries due to human co-operation and informa-
tion exchange aided by any types of technological tools. 

The mentioned above notion of knowledge can be in several ways defined as, 
e.g.: 

 

• “A whole of stored in human mind contents being a result of accumulation of 
experiences and of learning processes” [1], 

• “It is the application of a combination of instincts, ideas, rules, procedures, and 
information to guide the actions and decisions of a problem solver within a par-
ticular context” [2], 

• “A capability of classification of being of interest phenomena, processes, 
thoughts, etc. (objects of an universe)” [3]. 
 

Some authors include into their definitions of knowledge a requirement of 
knowledge components credibility verification. On the other hand, knowledge be-
coming a part of technological or BST infosphere cannot be a simple collection of 
vague opinions or statements concerning a given subject; it should satisfy some 
requirements of clarity and it should be fitted with a structure making the knowl-
edge resources available for retrieval, exploration and enriching. Clarity needs a 
language making possible precise description of facts or expression of thoughts. 
For this purpose three categories of languages can be used: 

 

• natural ethnic languages, 
• naturalized specialist sub-languages, 
• artificial symbolic languages. 
 

Ethnic language are the more flexible and universal ones. Due to richness and 
loose interpretation of their basic terms they suit well to a rough new objects or 
phenomena description in preliminary states of their investigation. On the other 
hand, they admit vagueness and various interpretations of statements and as such 
they do not satisfy well the requirements of exactness in knowledge presentation. 
Hence, natural languages are used mostly as meta-languages for creation of the  
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Fig. 1. Relations between Bio-Socio-Technological infosphere and its components 

above mentioned two other categories of languages. Naturalized specialist sub-
languages preserve grammatical rules and limited vocabularies of auxiliary words 
from natural languages. However, they are based on strongly defined terms close-
ly connected with selected areas of interest. Therefore, such languages suit well to 
inter-communication and knowledge distribution within groups of specialists in 
the given areas. In principle, they also can be used to human - computer system 
knowledge exchange. However, difficulties connected with naturalized languages 
parsing make this category of languages inconvenient to computer-aided knowl-
edge processing.  

Artificial symbolic languages can be, in particular, dedicated to computer-aided 
knowledge resources storage and exploration purposes. A typical knowledge rep-
resenting artificial symbolic language should consist of a knowledge units descrip-
tion core and a basic terms vocabulary. The last may consist of symbolic equiva-
lents of a naturalized specialist sub-language notions corresponding to a described 
universe, while the knowledge units description core should be adjusted to the ex-
pected types of tasks or queries addressed to the computer knowledge processing 
system. 

The aim of this paper is to show the way of knowledge expressed in natural 
language through adequately chosen logical models transforming into formal data 
structures convenient to computer-aided decision making. The following problems 
in the next sections of the paper are presented: basic types of knowledge represen-
ting statements and their relational models have been described in Sec. 2, some 
problems of redundancy reduction in knowledge bases are analyzed in Sec. 3, the 
role of formal ontological models in knowledge bases exploration have been de-
scribed in Sec. 4. Conclusions have been collected in Sec. 5. 

2   Knowledge Representing Statements 

From a formal point of view knowledge resources stored in a computer systems 
consist of collections of knowledge units which from a logical and semantic point 
of view can be specified as assertive statements of the following types:  

Biological 
infosphere 

BST infosphere 

Technological 
infosphere 

Social 
infosphere 
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• factual statements, 
• implicative statements, 
• deontic statements,  

as well as: 

• evaluating meta-statements.  

Basic characteristics of the above-mentioned notions are presented below. The 
statements are expressed in the terms of a basic terms vocabulary containing, in 
general, symbolic expressions of nouns, adjectives, numerals, verbs, adverbials 
etc., as well as logical operators (in particular: negation (¬), conjunction (∧), dis-
junction ∨, etc.), linguistic operators (e.g.: separators |, quotation marks “ ” 
brackets ( ), etc.), mathematical symbols, etc. chosen according to the expected 
application needs. In particular, it will be shown below that phrases or statements 
taken into quotation marks in certain cases can be considered as nouns. 

2.1   Factual Statements 

Assertive statements of factual type may concern real or abstract objects, persons, 
phenomena and/or processes about which lot of questions can be posed, like: 
“What is this?”, “Who is he?”, “What are the properties of this?”, “What is it 
caused by?”, “What is it similar to?”, “What will be caused by it?”, “Where is it 
described?”, etc. From a linguistic point of view simple factual statement answer-
ing one of the above-mentioned questions can be presented in the form of a con-
catenation (co-occurrence, ∗) of triplets of phrases: 

ff = S ∗ P ∗ Q                                                       (1) 

where:  
S – denotes subjective phrase consisting of a subject, i.e. a noun pointing out an 
(abstract or real) object, a person, an event, a process, etc., and, possibly, some at-
tributes describing quantitative or qualitative features of the subject expression by 
adjectives or numerals,  
P – predicative phrase consisting of a predicate in the form of a verb and (eventu-
ally) some adverbials of time, place, manner, concession, number, degree, etc. or 
in the form of a mathematical or logical operator, whereas  
Q – is objective phrase whose construction is similar to this of a subjective phrase 
(however, it may occur optionally).  

 
Examples. The following examples illustrate simple factual statements: 

 

[helium] ∗ [is] ∗ [noble gas] ≡ “Helium is a noble gas”; 
[smoking] ∗ [increases] ∗ [risk of lung cancer] ≡ “Smoking increases the risk of 
lung cancer”                                                                                                             ● 

 
Using logical and/or linguistic operators the form of subjective, predicative and 
objective phrases can be extended on composite phrases. Formula (1) holds also if 
S, P, Q are respectively replaced by S’, P’, Q’ denoting composite phrases. Let us 
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denote, correspondingly, by FS’, FP’ and FQ’ the sets of all admissible simple or 
composite subjective, predicative and objective phrases constructed on the basis of 
terms of a given basic terms vocabulary; taking into account that such terms are 
usually chosen for a description of an assumed universe U it can also be told that 
the phrases have been described over the universe U under consideration. There-
fore, a Cartesian product FS’ × FP’ × FQ’ represents all possible triples of simple 
and composite phrases whose concatenations according to formula (1) generate 
factual statements. However, only some of them satisfy also a semantic meaning-
fulness constraint.  

 
Examples. Among the concatenations of phrases: 

 

[high caloric diet] ∗ [causes] ∗ [(diabetes)∨(circulatory diseases)]; 
[sinus] ∗ [is] ∗ [(periodic function)∧(everywhere differentiable function)]; 
[high caloric diet] ∗ [causes] ∗ [everywhere differentiable function]  
 

The first two are semantically meaningful while the third one is semantically mea-
ningless in the sense that it cannot be related to any situation arising in the uni-
verse U; however, some semantically meaningful sentences may be acceptable in 
a metaphoric context.                                                                                               ● 

Let us take into consideration a subset: 

Φf ⊆ FS’ × FP’ × FQ’                                                (2) 

of all triples of phrases semantically meaningful in the universe U under consid-
eration. It should be noticed that, in a formal sense, Φf constitutes a relation de-
scribed on the given Cartesian product. Resources of factual statements in a know-
ledge base can be thus considered as families Σf of relations described by formula 
(2). It will be shown below that other types of assertive statements in similar form 
can be presented. This fact plays an important role in the knowledge representa-
tion methods.  

2.2   Implicative Statements 

Implicative statements are widely used in decision-aiding expert systems. They 
have the following general form: 

fi = If p then q                                                  (3) 

where p and q are semantically correct factual statements, p being called a prem-
ise and q – a conclusion. Like before, the formal structure of p and q is described 
by formula (1).  

 

Examples. The following statements illustrate the form described by formula (3): 
 

If (the number of measurements is too small) then (the measurement error is 
high); 
If (the glucose level in patients’ blood is high) then (the patient is endangered by 
diabetes); 
If (sinus is a continuous function) then (Rome is a capital city of Italy)                ● 
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Like factual statements, some formally and logically correct implicative state-
ments, despite the fact that their premise and conclusion are meaningful, in certain 
context, may be semantically meaningless.  

If Φp and Φq denote the sets of all semantically meaningful factual statements 
used, respectively, as premises and conclusions then a subset 

Φi ⊆ Φp × Φq                                                      (4) 

of all pairs of premises and conclusions that may form semantically meaningful 
implicative statements takes also the form of a formal relation. Resources of im-
plicative statements in a knowledge base can be thus considered as families Σi of 
relations described by formula (4). 

2.3   Deontic Statements 

Deontic statements express recommendations, instructions of actions, rules of be-
havior, etc. (gr. deon = a duty, what should be). In general, they have the follow-
ing form: 

If r and it is desired s then do t 

where:  
r –  is an assertive factual statement describing an initial state of an universe, 
s – a linguistic phrase semantically equivalent to the description of a desired final 
state of the universe, 
t – an imperative mood statement or a phrase semantically equivalent to the de-
scription of an action or their ordered sequence (algorithm, program, etc.). 
 
Examples. The above-given definition can be illustrated by the following state-
ments: 

 

If [red light goes on] and it is desired [protection of the device from destroying]  
then do [switch off the device]; 
If [you want to login] and it is desired [acceptance] then do [enter your password] ● 

Let us denote by: Φis – a set of all assertive factual statements describing initial 
states of a universe U, Φfs – a set of all assertive factual statements describing final 
states of U, Ψ – a set of all imperative mood statements or phrases semantically 
equivalent to the description of action(s). Then the subset: 

Φd ⊆ Φis × Φfs ×Ψ                                               (5) 

is a formal relation describing the triples semantically equivalent to all possible 
deontic statements over U. Resources of deontic statements in a knowledge base 
can be considered as a family Σd of relations of the type described by (5). 

In order to assign logical values to the deontic statements let us remark that 
they are logically equivalent to the following implicative statements: 

If [r] and [t has been done] then [s will be reached]. 
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2.4   Evaluating Meta-statements 

Evaluating meta-statements can take one of the following forms: 

hv = f ∗ L                                                          (6a) 

or  

h r = f ∗ R ∗ g                                                    (6b) 

where:  
f, g – are any factual, implicative or deontic statements, 
L = [V, v] – is a pair of elements characterizing logical value assigned to the 
statement; V being a linearly ordered set of logical (probabilistic, etc.) values, v ∈ 
V being its element assigned to the given statement, 
R – relation of logical semi-ordering of the given pair of statements. 
 
Examples. The evaluating meta-statements can be illustrated as follows: 

 

[sinξ and cosξ are periodic functions] [V, true] ≡ 
≡ “The statement [sinξ and cosξ are periodic functions] is true”; 
[flight No 16 today will be delayed more than 30 min] [V, 0.6] ≡ 
≡ “The probability of the event [flight No 16 today will be delayed more than 30 
min] is 0.6”; 

[David is a good student] ≺ [Joan is a good student] ≡ 

≡ “The statement [David is a good student] is less justified than [Joan is a good 
student]”                                                                                                                  ● 

 
Let us remark that in a knowledge base several different logical evaluation sys-
tems L can be used; a family of such systems will be denoted by Λ.  

If Φ denotes a set of all factual, implicative or deontic statements over an uni-
verse U then the set of all admissible evaluating statements of the (6a) type takes 
the form of a super-relation: 

Φ’e ⊆ Φ × Λ                                                        (7a) 

In similar way, the set of all admissible evaluating statements of the (6b) type 
can be presented by a super-relation: 

Φ”e ⊆ Φ × W × Φ                                              (7b)  

In particular, in a version of relative logic the following logical relationships 

between the statements are admitted: W = {≺, ;, ≈, ?}, where ≺ – is not more logi-

cally justified than, ; – is not less logically justified than, ≈ – are equally logically 

justified, ? – are logically incomparable [4]. 
Taking into account that Φ can be defined as a relation, Φ’e and  Φ”e represent 

a sort of super-relations (relations between relations). A family Σe of super-
relations Φ’e and  Φ”e described on the relations belonging to Σf, Σi and Σd is the 
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fourth component of knowledge-base resources. The last can be thus formally de-
fined as a sum:  

Σ = Σf ∪ Σi ∪ Σd ∪ Σe                                                                        (8) 

The elements of Σ will be considered as structured knowledge entities (SKE) 
stored in the knowledge bases. 

3   Structural and Semantic Redundancy in Knowledgebases 

Knowledge presentation in the form of the families of SKEs is a step toward mak-
ing it more convenient for computer processing than using a natural language for 
this purpose. Its superiority is connected both with standardization of form and 
conciseness of the statements. On different knowledge presentation levels redun-
dancy is caused by different factors, as it is shown in Fig. 2.  

Redundancy
on a structural level

Redundancy
on a semantic level

Redundancy
on a morphological level

Redundancy
on a statical level

 

Fig. 2. A hierarchy of redundancy levels in knowledgebases 

The type of redundancy on the basic and morphological levels is well known 
due to the basic C. Shannon works [5]; effective methods of its reduction in the 
form of data compression standards for communication systems and multi-media 
databases have been elaborated [6, 7]. Our attention below will be focused on the 
redundancy on semantic and structural knowledge presentation levels.  

The following factors may cause semantic redundancy in knowledge bases: 
 

a) using extended terms instead of their abbreviations or more concise synonyms 
(e.g. [Anno Domini nineteen hundred forty five] instead of [AD 1945]; 

b) expression of thoughts or description of facts by several semantically equiva-
lent statements (e.g. [X is a normally distributed random value; its probability 
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density function is described by a Gauss function], [The measurement error 
should be small, less than 0.05%, not exceeding 0.03%”];  

c) detailing of objects, actions etc. instead of using their collective names (e.g. 
[Integer, rational, algebraic and transcendental real numbers] instead of [All 
real numbers].  
 
Structural redundancy occurs mainly in large (in particular, distributed) know-

ledgebase. It consists in repeating the same or semantically equivalent knowledge 
entities in various data structures distributed and stored in the system. Structural 
redundancy may be caused by imperfection of the knowledge base managing sys-
tem. In particular, supplying the system from different sources without semantic 
data verification may lead not only to semantic and/or structural knowledge re-
dundancy but also to a knowledge-base logical inconsistency. On the other hand, a 
strongly controlled structural and semantic redundancy level may help in achiev-
ing higher knowledge retrieval effectiveness. This will be illustrated below.   
 
Example. Let us assume that a query: 

 

“What are the chemical compounds of argon and oxygen?  

is ordered to a knowledge base. However, no statements like: 

[X][is][(chemical compound) of][argon∧oxygen], 

in the knowledge base do exist. Instead, there can be found the following state-
ments: 

[Ar][is](chemical element)], 
[O][is][(chemical element)], 
[(Ar∨He∨Kr∨Ne∨Xe)][is][(noble gas)], 
[(noble chemical element)][¬(forms)][(chemical compound) of]∗[(noble chemical 
element)∧(chemical element)], 
[(noble chemical element)][is][(noble gas)∨(noble metal)], 
 

etc. They are not sufficient to a direct deduction of a logical answer to the above 
formulated query, however, in two cases it could be possible:  

 

• if the query is reformulated as: 

“What are the chemical compounds of Ar and O? 

• if additional, semantically redundant statements like: 
 

[argon][is][(chemical element)], 
[oxygen][is][(chemical element)], 
[(argon∨helium∨krypton∨neon∨xenon)][is][(noble gas)], 

 
have been included into the knowledge base. In both cases a construction of a log-
ical path leading from the initial query to a logical answer: 

“Argon forms no chemical compounds with other chemical elements” 
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is possible. However, an automatic reformulation of the query also needs addi-
tional statements: 

[Ar][means][argon], 
[O][means][oxygen] 

establishing synonymic (i.e. semantically redundant) relationships between the 
terms to be included into the knowledge base.                                                        ● 
 

The users of a queries answering system expect that their queries will be under-
stood and correctly replied despite a large variety of semantically equivalent forms 
of their formulation. The computer system should thus be able to automatically 
reformulate the queries in order to find in the knowledge base the adequate SKEs 
and to use them to a logical inference of correct replies. This leads thus to the 
question, which of the above-mentioned two ways of problem solution is better? It 
seems that using standard terms in connection with the statements establishing 
synonymic relationships is, in general, a more effective way than multiplication 
and storage of semantically equivalent statements. 

4   Knowledge Representation by Ontological Models 

The problems of the nature and general theory of existence drew attention of the 
philosophers since the ancient times. In XVII century a term ontology considered 
as a part of metaphysics has been assigned to them. Some basic ontological prob-
lems, like those of a priority of spiritual versus material principle of a reality are 
still kept alive. However, ontology has also narrower aspects. If considered as “a 
common understanding of some domain” [8], “explicit specification of a concep-
tualization” [9], or “an abstract view of the world we are modeling, describing the 
concepts and their relationships” [10] ontology can be involved into advanced 
computer-aided decision making systems. A general concept of universal ontology 
as a tool for reality description is proposed in [11].  

For practical applications, an ontology O can be represented by a logically con-
sistent set of ontological models OMj defined as ordered quadruples [12]: 

 OMj = [Cj, Rj, Aj, Topj], j = 1,2,...,J,                                        (9) 

where:  
Cj  – is a non-empty set of concepts; 
Rj  – a family of relations between the elements of Cj  containing, in particular, a 
taxonomy Ξj establishing hierarchical relationships between the concepts and 
their instances; 
Aj  – is a subset of axioms concerning the relations in Rj; 
Topj ∈ Cj is the highest element in the taxonomy Ξj.  

 
Logical consistency of ontological models within a given ontology is reached 

due to a family F of cross-relations Rp,q,…,r defined on the sets of concepts belong-
ing to different ontological models. Therefore, an ontology can be presented in the 
form: 
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O = [OM1, OM2, …, OMk, F]                                         (10) 

Besides the taxonomies some other partial ordering (reciprocal, symmetrical 
and transitive) relations in ontological models are used. Among them mereologi-
cal relations, establishing hierarchies between some objects and their components 
should be mentioned. The following examples in graphical form illustrate some 
relations used in ontological models. In Fig. 3 a typical taxonomic relation be-
tween the Organic pressure and subordinated to it concepts is shown. 

 

Fig. 3. A taxonomic tree describing an Organic pressure concept 

A mereological relation between cardiac components is illustrated in Fig. 4. 
 

Fig. 4. A mereological tree of cardiac components 

Ontological models provide large possibilities of reinterpretation of queries or-
dered to a knowledge base and formulation of extended replies based not only on 
the statements directly fitting to the queries but also on larger knowledge re-
sources stored in the form of SKEs. A simple example of using a taxonomic tree to 
formulate an extended reply to a query is given below. 

Organic pressure

Arterial   Intracardiac   Intracranial  Intravesical  Respiratory 

Inspiratory Expiratory End-diastolic End-systolic 

Cardiac components 

Cardiac vessels Myocardium Cardiac chambers 

Arteries Veins 

Walls 

Septum 

Valves 

Atriaa Ventricles 



50 J.L. Kulikowski 

Example. Let us assume that a query: 

“What are the arterial pressure values in norm?” 

has been ordered to a knowledge base. An answer should be found in a factual da-
tabase. However, no SKE of the form: 

“[Arterial pressure value in norm] [is] [120-140 hPa]” 

in the factual knowledge base exists. Instead, there can be found there: 
 

“[Arterial end-diastolic pressure value in norm] [is] [60-90 hPa]”, 
“[Arterial end-systolic pressure value in norm] [is] [120-140 hPa]”. 

 
A correct answer to the query can be found by taking into account the part of 

taxonomic tree shown in Fig. 3 establishing relationships between the concept Ar-
terial pressure and its instances Arterial end-systolic pressure and Arterial end-
diastolic pressure. The right answer thus will be: 

 

[The arterial pressure values in norm ][are]: 
[end-diastolic pressure value in norm] [is] [60-90 hPa]”, 
[end-systolic pressure value in norm][is] [120-140 hPa]”                  ● 

 

In the above-presented case some (in general, different) properties have been as-
signed to the objects represented by the instances of a given higher-level concept. 
The result thus has been obtained by application of a rule: 

 
A query concerning attributes of an object represented by a concept in a 
taxonomic tree is equivalent to a set of similar queries concerning the ob-
jects represented by the subordinated concepts. 

Another situation arises if a property is assigned to an object represented by a 
superior concept and a query concerns one of its instances. 
 
Example. There are given in a knowledge base: 

 

• a taxonomic tree presented in Fig. 3, 
• an implicative statement: 

If (the respiratory pressure for a long time is abnormally low)  
then (it may affect arising anoxaemia). 

 
Let the following query be ordered to the system: 

“What can be affected by an abnormally low expiratory pressure? 

Using the modus ponens syllogism: 
 

The respiratory pressure is abnormally low; 
Expiratory pressure is a respiratory pressure; 

Expiratory pressure is abnormally low 
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the implicative statement can be reformulated as follows: 

If (the expiratory pressure for a long time is abnormally low) 
then (it may affect arising anoxaemia) 

and finally, the following reply to the query will be given: 

“Anoxaemia can be affected by an abnormally low expiratory pressure”      ● 

Similar possibility of reformulation of queries is connected with mereological re-
lations if a whole object’s state or property can be extended on all its components. 
 
Example. Let us take into consideration a deontic statement: 

 
If [cardiac chambers are to be diagnosed] and it is desired [real-time examina-
tion of action] then do [use RTG, USG or NMR visualization modality]. 

Assume that there is given a query: 

“What are the methods of real-time examination of cardiac ventricles’ action?” 

On the basis of mereological relation presented in Fig. 4 the above-given deon-
tic statement can be reformulated as follows: 

If [cardiac atrii or cardiac ventricles are to be diagnosed] and it is desired [real-
time examination of action] then do [use RTG, USG or NMR visualization modality]. 

This leads to the answer: 

“If cardiac ventricles are to be diagnosed and a real-time examination of action is 
desired then use a RTG, USG or NMR visualization modality”                              ● 

Among other types of ontological models there can be mentioned: head – subordinate, 
ancestor – descendant, producer – product, cause – result,etc.  

Unlike the taxonomic or mereological relations represented by trees, in the first 
three of the above-given cases the corresponding models have the form of con-
tour-less directed graphs. E.g., each human descendant has two ancestors – a situa-
tion that cannot be represented by a tree. In the last case, a formal model of the 
cause-result relation can be constructed on the basis of Petri nets (a specific form 
of labelled directed graphs [13]). 

The idea of using cross-relations to guarantee logical consistency of a set of on-
tological models is illustrated below. 

 
Example. Let us assume that in industrial enterprise licences of operators working 
on some workstations should be regularly updated. The types and time-periods of 
validity of licences are for different workstations different and a computer system 
for their verification is to be designed. 

The verifying procedures are based on a knowledge concerning the worksta-
tions, the state of health of the workers and the rules of licensing to work on the  
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workstations. The necessary knowledge can be represented by formal models con-
stituting a part of the domain ontology of the enterprise. The structure of this part 
of ontology should be designed.  

Basic concepts concerning the enterprise are collected in a Taxonomic tree 
whose selected part is shown in Fig. 5; it plays the role of a source of keywords 
used to create the reasoning processes. For licenses updating the path Enterprise – 
Functions - Security protection - Work/health protection - Protection procedures – 
Checking working licence validity in the taxonomic tree is of particular interest. 

The node Checking working licence validity should contain a link to a deontic 
statement which in natural language has the form: 

“If admittance of n to work as p on x is asked then check the validity of all his 
necessary health certificates in order to prove if they are presently valid”. 

Here n, n ∈ N, denotes a personal identifier (e.g. name of a worker); p, p ∈ P, – 
a post of a worker; x, x ∈ X, – a workstation. Some branches of the taxonomic tree 
are terminated by symbols of relations R1, R2, R3 which will be explained below. 
For computer processing purposes the above-given deontic statement should be 
presented in a more concise form: 

If [n is to be employed as p on x] then check [R1(n,p,x)∩R2(p,x,T)∩R3(d,T)] in 
order to confirm that [licence of n to work on x as p is valid]. 

Here d, d∈D, denotes a current date; T is standing for a set of all possible med-
ical certificates that can be required from the workers employed in the given  
enterprise.  

 

 Enterprise 
 

 

 
              Security protection              Workstations        Personal    Post  
                                                                                           identifier                         

                      Work/health                          (R2)              (R1) 
                       protection                            
 
           Protection    Protection 
               rules       procedures 
 
                        Checking working  
                          licence validity 
 
                                   (R3)   

Formal    Functions  Organization Technology   Equipment  Staff Finances  
 status                                                                                                  

 

Fig. 5. A part of a taxonomic tree of the ontology of Enterprise 
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The second term of the statement has the form of a conjunction of hyper-
relations [14]. R1(n,p,x) is a formal representation of a factual statement saying 
that “n is employed as p on x”. R2(p,x,T) is a hyper-relation representing a factual 
statement saying that “anybody working as p on x should submit medical certifi-
cates t1, t2,…,tk”, where t1, t2,…,tk ∈ T. R3(d,T) is a hyper-relation corresponding to 
a factual statement that “medical certificates t1, t2,…,tk are valid on d”. Using hy-
per-relations instead of relations is here justified by the fact that the number k of 
the arguments t1, t2,…,tk depends on the values of the remaining arguments (while 
the number of arguments in relations is strongly fixed). R1, R2 and R3 are thus for-
mal models included into the ontology of the enterprise. 

The conjunction of hyper-relations forces the instances of R1(n,p,x) and 
R2(p,x,t1, t2,…,tk) to keep common values p, x and those of R2(p,x,t1, t2,…,tk) and 
R3(d, t1, t2,…,tk) to keep common values t1, t2,…,tk. Therefore, it is a formal tool 
guaranteeing a compactness of the sequence of ontological models used to con-
struct a decision rule based on the given knowledge resource.                                ● 

5   Conclusions 

It follows from the above-given considerations that: 
 

• Knowledge bases consist of factual, implicative, deontic and evaluating state-
ments playing the role of knowledge entities; 

• The above-mentioned knowledge entities can be formally presented as in-
stances of relational formal structures; 

• Formal representation of knowledge entities makes possible a reduction of se-
mantic redundancy in knowledge bases; 

• Formal structures describing real objects, processes etc. can be considered as 
their ontological models used to support decision making concerning the given 
domain of reality;  

• Ontological models make possible semantically equivalent reformulation of 
queries ordered to the knowledge bases; 

• In construction of ontological models the concepts of extended algebra of rela-
tions and of hyper-relations can be effectively used. 
 
It also should be remarked that formal ontology combined with novel concepts 

in the theory of relations and with fuzzy reasoning methods seems to be an impor-
tant step to fill the gap between natural human thinking and computer-aided rea-
soning methods. 
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Abstract. Modeling man-machine interaction based on human conversation can 
provide flexible and effective user interfaces. Conversational interfaces would 
provide the opportunity for the user to interact with the computer just as they 
would do to a real person. In this paper, we introduce a formal model of dialogue 
that may contribute to the building of better man-machine interfaces. 

1   Introduction 

Many researchers believe that natural language interfaces can provide the most 
useful and efficient way for people to interact with computers. According to (Zue 
1997), “for information to be truly accessible to all anytime, anywhere, one must 
seriously address the problem of user interfaces. A promising solution to this 
problem is to impart human-like capabilities onto machines, so that they can speak 
and hear, just like the users with whom they need to interact.” Human-computer 
interfaces require models of dialogue structure that capture the variability and un-
predictability within dialogue. The study of human-human conversation and the 
application of its features to man-machine interaction can provide valuable in-
sights, as has been recognized by many authors [2, 11, 14, 15, 21]. To be truly 
conversation-like, a human-computer dialogue has to have much of the freedom 
and flexibility of human-human conversations. 

Different degrees of conversational-like interfaces can be distinguished accord-
ing to [21]: 

1. in one extreme, the computer can take complete control of the interaction by 
requiring that the user answer a set of prescribed questions; 

2. at the other extreme, the user can take total control of the interaction while the 
system remains passive; 

3. in the middle, we find the mixed-initiative goal-oriented dialogue, in which 
both the user and the computer participate actively to solve a problem interac-
tively using a conversational paradigm. 

The dialogue system we introduce in this paper can be considered a mixed-
initiative model. In order to build this mixed-initiative model we have examined 
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human-human interactions. Even though many researchers agree that a complete 
simulation of human conversation is very difficult (maybe impossible) to be 
reached, it seems clear that knowledge of human language use can help in the de-
sign of efficient human-computer dialogues. It can be argued that users could feel 
more comfortable with an interface that has some of the features of a human 
agent. Therefore, our model is based on human-human interactions. The result is a 
highly formalized dialogue-based framework that may be useful for human-
machine interfaces. 

Section 2 introduces the formal definition of a dialogue-based interaction sys-
tem. Section 3 offers a simple example with its implementation for illustrating 
how the model works. Section 4 presents some final remarks. 

Throughout the paper, we assume that the reader is familiar with the basics of 
formal language theory, for more information see [16]. 

2   A Dialogue-Based Interaction System 

In this section, we introduce a formal model of dialogue that may contribute to the 
building of better human-computer dialogues through a simulation of human lan-
guage use. Note that we do not intend to fully simulate human language use, but only 
to take advantage from research on human language in order to improve conversa-
tional interfaces. Our formal model of dialogue tries to capture human-conversation 
main features and is based on Eco-Grammar Systems (EGS). Eco-grammar systems 
theory is a subfield of grammar systems theory, a consolidated and active branch in 
the field of formal languages [7]. Eco-grammar systems have been introduced in [8] 
and provide a syntactical framework for eco-systems; this is, for communities of 
evolving agents and their interrelated environment. 

Taking as a starting point the notion of an eco-grammar system, we introduce 
the notion of Conversational Grammar Systems (CGS). CGS present several ad-
vantages useful for dialogue systems, we emphasize here only several aspects like 
the generation process is: 

1. highly modularized by a distributed system of contributing agents;  
2. contextualized permitting to linguistic agents to re-define their capabilities ac-

cording to context conditions given by mappings;  
3. emergent, from current competence of the collection of active agents emerges a 

more complex behaviour. 
 

Definition 1. A Conversational Grammar System (CGS) of degree n, n ≥ 2, is an 
(n+1)-tuple ∑ = (E, A1,...,An), where: 

 

• E = (VE, PE), 
– VE is an alphabet; 
– PE is a finite set of rewriting rules over VE. 

• Ai = (Vi, Pi, Ri, ϕi, ψi, πi, ρi), 1 ≤ i ≤ n, 
– Vi is an alphabet; 
– Pi is a finite set of rewriting rules over Vi; 
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– Ri is a finite set of rewriting rules over VE; 
– ϕi: V

*

E → 2Pi; 
– ψi: V

*

E x V+

i → 2Ri; 
– πi is the start condition; 
– ρi is the stop condition; 
– πi and ρi are predicates on V*

E.  

The items of the above definition have been interpreted as follows: 

1. E represents the environment described at any moment of time by a string wE, 
over alphabet VE, called the state of the environment. The state of the environ-
ment is changed both by its own evolution rules PE and by the actions of the 
agents of the system, Ai, 1 ≤ i  ≤ n. 

2. Ai, 1 ≤ i  ≤ n, represents an agent. It is identified at any moment by a string of 
symbols wi, over alphabet Vi, which represents its current state. Such state can 
change by applying evolution rules from Pi, which are selected according to 
mapping ϕi and depend on the state of the environment. Ai can modify the state 
of the environment by applying some of its action rules from Ri, which are se-
lected by mapping ψi and depend both on the state of the environment and on 
the state of the agent itself. Start/Stop conditions of Ai are determined by πi and 
ρi, respectively. Ai starts/stops its actions if context matches πi and ρi.  

CGSs intend to describe dialogue as a sequence of context-change-actions al-
lowed by the current environment and performed by two or more agents. 

 
Definition 2. By an action of an active agent Ai in state σ = (wE; w1, w2,…,wn) we 
mean a direct derivation step performed on the environmental state wE by the cur-
rent action rule set ψi(wE,wi) of Ai. 
 
Definition 3. A state of a conversational grammar system ∑ = (E,A1,…,An), n ≥ 2, 
is an n+1-tuple: σ = (wE;w1,…,wn), where wE ∈ VE* is the state of the environ-
ment, and wi ∈ Vi*, 1 ≤ i ≤ n, is the state of agent Ai. 

This rule is applied by an active agent and it is a rule selected by ψi(wE,wi). We 
define an active agent in relation to the allowable actions it has at a given moment. 
That is, an agent can participate in conversation –being, thus, active— only if its 
set of allowable actions at that moment is nonempty: 
 
Definition 4. An agent Ai is said to be active in state σ = (wE; w1,w2,…,wn) if the 
set of its current action rules, that is, ψi(wE,wi), is a nonempty set. 

Since conversation in CGS is understood in terms of context changes, we have 
to define how the environment passes from one state to another as a result of 
agents' actions. 
 
Definition 5. Let σ = (wE;w1,…,wn) and σ' = (w'E;w'1,…,w'n) be two states of a 
conversational grammar systems  ∑ = (E,A1,…,An). We say that σ' arises from σ 
by a simultaneous action of active agents Ai1,…, Air, where {i1,…,ir} ⊆ {1,…,n},  
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ij ≠ ik, for j ≠ k, 1 ≤ j, k ≤ r, onto the state of the environment wE, denoted by σ ⇒a
∑ 

σ’ iff: 
 

• wE = x1x2...xr and w'E = y1y2…yr, where xj directly derives yj by using current 
rule set ψI (wE,wij) of agent Aij, 1 ≤ j ≤ r;  

there is a derivation:  

• wE = w0 ⇒ a*
Ai1  w1 ⇒ a*

Ai2 w2 ⇒ a*
Ai3 … ⇒ a*

Air  wr = w'E  

such that, for 1 ≤ j ≤ r, πij(wj-1) = true and ρij (wj) = true. And for f ∈ {t, ≤ k, ≥ k } 
the derivation is:  

• wE = w0 ⇒ af
Ai1  w1 ⇒ af Ai2 w2 ⇒ af Ai3 … ⇒ af Air  wr = w'E  

such that, for 1 ≤ j ≤ r, πij(wj-1) = true, and w'I = wi, 1 ≤ I ≤ n. 
 
Definition 6. Let ∑ = (E, A1,...,An) be a conversational grammar system. And let 
wE = x1x2...xr and w'E = y1y2...yr be two states of the environment. Let consider 
that w'E directly derives from wE by action of active agent Ai, 1 ≤ i ≤ n, as shown 
in Definition 5. We write that: 

 

• wE ⇒≤ k
Ai  w’E iff wE ⇒≤ k’

Ai w’E,  for some k' ≤ k;   
• wE ⇒≥k

Ai  w’E iff wE ⇒≤ k’
Ai w’E,  for some k' ≥ k;   

• wE ⇒*
Ai  w’E iff wE ⇒k

Ai  w’E,  for some k;   
• wE ⇒t

Ai  w’E iff wE ⇒*Ai  w’E,  and there is no z ≠ y with y ⇒*Ai z. 
 

In words, ≤ k-derivation mode represents a time limitation where Ai can per-
form at most k successive actions on the environmental string. ≥ k-derivation 
mode refers to the situation in which Ai has to perform at least k actions whenever 
it participates in the derivation process. With *-mode, we refer to such situations 
in which agent Ai performs as many actions as it wants to. And finally, t-
derivation mode represents such cases in which Ai has to act on the environmental 
string as long as it can.   

However, in the course of a dialogue, agents' states are also modified and the 
environmental string is subject to changes due to reasons different from agents' ac-
tions. So, in order to complete our formalization of dialogue development, we add 
the following definition: 
 
Definition 7. Let σ = (wE;w1,…,wn)  and σ' = (w'E;w'1,…,w'n) be two states of a 
conversational grammar system ∑ = (E,A1,…,An). We say that σ’ arises from σ by 
an evolution step, denoted by σ ⇒e

∑ σ’, iff the following conditions hold: 
 

• w'E can be directly derived from wE by applying rewriting rule set PE; 
• w'i can be directly derived from wi applying rewriting rule set ϕi(wE), 1 ≤ i ≤ n. 
 
Definition 8.  Let ∑ = (E, A1,...,An) be a conversational grammar system as in De-
finition 1. Derivation in ∑ terminates in: 
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• Style (ex) iff for A1,...,An,  ∃Ai: wi ∈ Ti, 1 ≤ i ≤ n;  
• Style (all) iff for A1,...,An, ∀Ai: wi ∈ Ti, 1 ≤ i ≤ n;  
• Style (one) iff for A1,...,An, Ai: wi ∈ Ti, 1 ≤ i ≤ n.  

 
According to the above definition, derivation process ends in style (ex) if there 

is some agent Ai that has reached a terminal string. It ends in style (all) if every 
agent in the system has a terminal string as state. And it finishes in style (one) if 
there is one distinguished agent whose state contains a terminal string.  

In CGS, the development of dialogue implies that both the state of the envi-
ronment and state of agents change. Such changes take place thanks to two differ-
ent types of processes: action steps and evolution steps. At the end, what we have 
is a sequence of states reachable from the initial state by performing, alternatively, 
action and evolution derivation steps: 
 
Definition 9.  Let ∑ = (E,A1,…,An) be a conversational grammar system and let 
σ0 be a state of ∑. By a state sequence (a derivation) starting from an initial state 
σ0 of ∑ we mean a sequence of states {σi}

∞
i=0, where:  

 

• σi ⇒a
∑ σi+1, for i = 2j, j ≥ 0; and 

• σi ⇒e
∑ σi+1, for i = 2j + 1, j ≥ 0. 

 

Definition 10. For a given conversational grammar system ∑ and an initial state 
σ0 of ∑, we denote the set of state sequences of ∑ starting from σ0 by Seq (∑,σ0). 

The set of environmental state sequences is: 

• SeqE (∑,σ0) = {{wEi}
∞

i=1 | {σi}
∞

i=0 ∈ Seq (∑,σ0), σi = (wEi; w1i,…, wni)}. 

The set of state sequences of the j-th agent is defined by: 

• Seqj(∑,σ0) = {{wji}
∞

i=1| {σi}
∞

i=0 ∈ Seq (∑,σ0), σi = (wEi; w1i,…, wji,…, wni)}. 

E

PE

P1

R1

P2

R2

1 n 

Pn

Rn

n

2

 

Fig. 1. Conversational grammar systems 
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Definition 11.  For a given conversational grammar system ∑ and an initial state 
σ0 of ∑, the language of the environment is:  
 

• LE(∑,σ0) = {wE ∈ V*E | {σi}
∞

i=0 ∈ Seq (∑,σ0), σi = (wEi; w1,…, wn)}. 

and the language of j-th agent is: 

• Lj(∑,σ0)  = {wj∈V*A | {σi}
∞

i=0∈Seq (∑,σ0), σi = (wEi; w1,…wj,…, wn)},  
for j = 1,2,…, n. 

The formal apparatus constitutes what we have called conversational grammar 
system. Figure 1 offers a graphic view of the model. 

Features such as cooperation, coordination, emergence, dynamism and flexibil-
ity and its capacity to capture the main elements and mechanisms in a dialogue, let 
us to consider CGS as a conversational-like model that emulates human linguistic 
behaviour in some specific situations such as natural language interfaces. In a 
CGS, the essential structure in conversation can be well and easily formalized. 
The most important elements and mechanisms at work in conversation are mod-
elled by means of formal tools. The conversational setting has been defined as one 
in which there are two elements: context and agents. Both are described at any 
moment of time by a string of symbols over a specific alphabet. The functioning 
of the system --development of conversation-- is understood in terms of state 
changes. Both context and agents change their state in the course of conversation. 
A change in agents' strings is due to the updating of agents' state according to what 
is happening in the conversation. On the other hand, modification on environ-
mental string is due both to agents' actions and to its own evolution. In order to al-
low agents to change the state of the environment, we have endowed them with 
sets of action rules. Action to be performed at any moment of time is selected ac-
cording to the state of the environment and the state of the agent itself. In this way, 
we guarantee that agents act appropriately, in accordance with what is required by 
the state of conversation at a given moment. So, conversation proceeds by alter-
nating between action and evolution steps. What we have at the end is a sequence 
of states, that is, a series of states that have been reached, from the initial state, 
during conversational interchange. Two formal tools, namely derivation modes 
and stop/start conditions, capture – in a very simple way – the turn-taking found in 
conversation which is considered as one of its constitutive features. Mapping ψi 
has been taken as the formal language counterpart of adjacency pairs and similar 
notions: it constrains the set of allowable actions according to the current state of 
the context. Different ways of closing a conversation have been defined, where 
closing is understood as the reaching of a terminal string. Coherence, dynamism 
and emergence in conversation are also preserved in our model. By limiting agents 
in CGS to apply only such rules included in ψi we keep coherence. The lack of any 
external control and mappings φi and ψi make of CGS a dynamic, flexible and 
emergent framework that accounts for the unplanned and opportunistic nature of 
conversation. 
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3   An Example 

The following fragment of a dialogue illustrates how the dialogue-based interac-
tion system we have introduced above works. Dialogues of this type can be han-
dled by our system in a simple way. 

Let us consider the following dialogue that can take place between a customer 
(the user) who wants to buy a table and the shop assistant (the system) that guides 
the customer in his choice. The interaction is collaborative, with neither the sys-
tem nor the user being in control of the whole interaction. Each of them contrib-
utes to the interaction when they can. 

 
User: Good morning. 
System: Good morning. Can I help you? 
User: Yes, I would like to buy a table. 
System: Which type of table, for which room? 
User: I need a living room table. 
System: We have different shapes, which do you prefer? 
User: I would like a rectangular table. 
System: What about the material? 
User: I would like a glass table. 
System: We have different glass colours, any preference? 
User: I would like a transparent glass table. 
System: I guess this is the table you are looking for. 
User: Yes, it is wonderful. Thank you very much. 
System: You are welcome. 
 
Starting from this example, we define the following CGS with two agents. The 

alphabet of the environment is:  
 
• I is the initial state 
• h stands  for “Hello”  
• Q stands for “Can I help you?”  
• t stands for “I need a table” 
• R stands for “What kind of room?”  
• l stands for “A living room” 
• S stands for “What shape?” 
• r stands for “Rectangular” 
• M stands for “What material?” 
• g stands for “Glass” 
• C stands for “Colour?”,  
• w stands for “White”,  
• K stands for “OK, something else?”  
• e stands for “End of my request, bye”  
• B stands for “Bye” 
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The environment is in the initial state I. For this dialogue we do not need spe-
cial functions ϕ, they just copy the environment to the agents' status. 

 
Hashtable R1 = new Hastable (); 
if (environment.Text.Equals("I")) {R1.Add("I","h");} 
else if (environment.Text.Equals.EndsWith("Q")) 
{R1.Add("Q","Qt");} 
else if (environment.Text.Equals.EndsWith("R")) 
{R1.Add("R","R1");} 
else if (environment.Text.Equals.EndsWith("S")) 
{R1.Add("S","Sr");} 
else if (environment.Text.Equals.EndsWith("M")) 
{R1.Add("M","Mg");} 
else if (environment.Text.Equals.EndsWith("C")) 
{R1.Add("C","Cw");} 
else if (environment.Text.Equals.EndsWith("K")) 
{R1.Add("K","Ke");} 
else if (environment.Text.Equals.EndsWith("b")) 
{R1.Add("b","bB");} 

Fig. 2. Implementation in C# of the function ψ1 

The function ψ1 adds a single rule R1 to its set of rules, as follows:  
 

• R1 = {I → h}  for ωE  = xI, x ∈ V*E,  
• R1 = {Q → Qt} for ωE  = xQ, x ∈ V*E,  
• R1 = {R → Rl} for ωE  = xR, x ∈ V*E,  
• R1 = {S → Sr} for ωE  = xS, x ∈ V*E,  
• R1 = {M → Mg} for ωE  = xM, x ∈ V*E,  
• R1 = {C → Cw} for ωE  = xC, x ∈ V*E,  
• R1 = {K → Ke} for ωE  = xK, x ∈ V*E,  
• R1 = {b → bB} for ωE = xb, x ∈ V*E. 

The function ψ2 is defined in a similar way: 

• R2 = {h → hhQ} for ωE  = xh, x ∈ V*E, 
• R2 = {t → tR} for  ωE  = xt, x ∈ V*E, 
• R2 = {l → l S} for ωE  = xl, x ∈ V*E,  
• R2 = {r → rM} for ωE = xr, x ∈ V*E,  
• R2 = {g → gC} for ωE  = xg, x ∈ V*E,  
• R2 = {w → wK} for ωE  = xw, x ∈ V*E,  
• R2 = {e → eb} for ωE  = xe, x ∈ V*E. 

This implementation gives only one possible dialogue that is: 

I → hhQtRlSrMgCwKebB. 

If we want to get different dialogues on the same topic, we can imagine that af-
ter asking about the table, the dialogue continues with the specifications of details, 
colour, shape, material, room in an arbitrary order like: 

 

I→ hhQtRlCwMgSrKebB  or  I → hhQtSrRlMgCwKebB. 
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To do this, we keep the definition of the function ψ1 and we should modify a 
little bit the function ψ2 in the following way: 

 

• R2 = {a → aB} for ωE = xa, x ∈ V*E, a ∈ {t,l,r,g,m,w} and B randomly selected 
from the set {R,S,M,C}. 

 
Random r = new Random(); 
if (environment.Text.Equals("h")) { R2.Add("h", "hhQ"); } 
else if (environment.Text.EndsWith("t") || 
    environment.Text.EndsWith("l") || 
    environment.Text.EndsWith("r") || 
    environment.Text.EndsWith("g") || 
    environment.Text.EndsWith("m") || 
    environment.Text.EndsWith("w")) 
    { 
       String mc = ""; 
       if (environment.Text.LastIndexOf("R") < 0) { mc += "R"; } 
       if (environment.Text.LastIndexOf("S") < 0) { mc += "S"; } 
       if (environment.Text.LastIndexOf("M") < 0) { mc += "M"; } 
       if (environment.Text.LastIndexOf("C") < 0) { mc += "C"; } 
 
       String lc = environment.Text[environment.Text.Length - 1].ToString(); 
       lc = lc.ToLower(); 
       if (mc.Length == 0) 
       {  R2.Add(lc, lc + "K");} 
       else 
       { 
          int i = r.Next(mc.Length); 
          R2.Add(lc, lc + mc[i].ToString()); 
       } 
    } 
else if (environment.Text.EndsWith("e")) { R2.Add("e", "eb"); }//end, bye 

Fig. 3. Implementation in C# the modifications produced in the environment by the func-
tion ψ2 

We can see as an example the implementation code in C# for functions ψ1 in 
Figure 2 and ψ2 with random discussions in Figure 3. Applying productions is im-
plemented by the function applyPrductions, whose implementation is given in 
Figure 4. 

 
private String applyPrductions(String s, Hashtable P1) 
{ 
 String t = ""; 
 for (int i = 0; i < s. Length ; i++) 
 {String st=s[i].ToString() ; 
  ... 
  if (P1.ContainsKey(st)) 
  { t += Pl[st];} 
  else 
  { t += st;} 
 } 
 return t; 
} 

Fig. 4. Implementation in C# the function applyProductions 

The result is quite surprising. It seems that for normal conversations we do not 
need the status of the agents and the functions ϕ or the rewritten of the environ-
ment with PE productions. We need only the functions ψ and the environment. 
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We observe that in our system, the language of the environment has monotoni-
cally increasing length (being therefore context sensitive). 

Actually we could transform our system (the simplified version without permu-
tations of the dialogue sentences) into a cooperating distributed grammar system 
working in a terminal mode derivation, described in (Csuhaj-Varjú et al. 1997). To 
do that, we should have introduced distinct non-terminals for each agent. There 
are many theoretical results about CD grammars, one saying that there is a hierar-
chy of languages hierarchy given by the number of grammars. Another important 
result is the following theorem. 

 

Theorem 1. [Cooperative Distributed (CD) Grammars] Two context-free gra-
mmars cooperating under the terminal mode of derivation can always be replaced 
by a single context-free grammar. Three context-free grammars cooperating un-
der the terminal mode are as powerful as ET0L systems. 

It might be the case that we need the status of the agents to realize some kind of 
synchronization and to prevent two agents to speak in the same time. We consider 
these aspects as promising directions for future research. 

4   Final Remarks 

According to [21] human language technology plays a central role in providing an 
interface that will drastically change the human-machine communication para-
digm from programming to conversation, enabling users to efficiently access, 
process, manipulate and absorb a vast amount of information. Effective conversa-
tional interfaces must incorporate extensive and complex dialogue modelling. In 
this paper, we have introduced a formal model of dialogue that may contribute to 
the building of more effective and efficient human-computer interaction tools 
through the simulation of human-human conversations. 

The dialogue system we have introduced can be considered a mixed-initiative 
interaction model in which there is a dynamic exchange of control of the dialogue 
flow. CGS are able to model dialogue with a high degree of flexibility, what 
means that they are able to accept new concepts and modify rules, protocols and 
settings during the computation. The main characteristic of the model is the use of 
simple grammars in order to generate a dialogue structure. It should not to be seen 
as a psychologically realistic cognitive model, but as a model that might success-
fully emulate human linguistic behaviour in some specific situations such as natu-
ral language interfaces.  CGS can be considered a generic dialogue system that can 
be adapted to different tasks, according to the idea of (Allen et al. 2001) that while 
practical dialogues in different domains may appear quite different at first glance, 
they all share essentially the same underlying structures.  

Effective implementation on CGS can lead to design and simulate the emer-
gence of consciousness and linguistic capabilities in both humans and computers. 
This is why future efforts in this research will focus on the development of effi-
cient strategies of communication, turn-taking protocols and closing algorithms as 
well as the inclusion of semantic items in the dialogue games. 

The final goal, to achieve successful communicative exchanges between hu-
mans and computers, is getting closer every day. 
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Abstract. The paper is devoted to the application of the extensions of information 
systems to solve prediction problems. An information system (in the Pawlak’s 
sense [4]) can describe the states of processes observed in a given system of con-
current processes. If we extend a given information system by adding some new 
states which have not been observed yet, then we are interested in the degrees of 
consistency (called also consistency factors) of added states with the knowledge of 
state coexistence included in the original information system. State coexistence is 
expressed by a proper kind of rules extracted from the information system. Such 
information can be helpful in predicting the possibility of appearing given states in 
the future in the examined system. The consistency factor computed can be be-
tween 0 and 1, 0 for the full inconsistency and 1 for the full consistency. Consis-
tency-based prediction is compared with prediction based on a simple similarity 
measure. The experiments show that the states from extensions of original infor-
mation systems, having greater values of consistency factors, appear significantly 
more often in the future. Consistency-based prediction seems to be a promising al-
ternative for similarity-based prediction.  

1   Introduction 

The notion of partially consistent extensions of information systems has been intro-
duced in [11]. In fact, it is a generalization of the notion of consistent extensions of 
information systems considered, among others, in [8, 10]. A partially consistent ex-
tension of a given information system consists of all objects which appeared in the 
original system and those with known attribute values which can be added to the 
system. A new object added to the original information system can be consistent 
with the knowledge extracted from the system and expressed by rules, but not nec-
essarily. We allow the situation that some objects can be consistent with this 
knowledge only partially. The essential thing is to determine a consistency factor of 
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a new object with the knowledge included in the original system. The approach to 
computing a consistency factor has been proposed in [11]. An information system 
can be used to describe a system consisting of some separated processes (cf. [5]). 
Such a system is called a system of concurrent processes. Then, a partially consis-
tent extension of an information system can be used for predicting future states 
which can appear in the system of concurrent processes. Intuitively, we suppose 
that states with the greater consistency factor should appear more often in the fu-
ture. Our assumption has been verified on the experimental data coming from 
economy and meteorology. The results show that the formulated hypothesis is close 
to the truth. Experiments show also that consistency-based prediction seems to be a 
promising alternative for similarity-based prediction. 

The rest of the paper is organized as follows. A brief review of the basic con-
cepts underlying the information systems and their extensions is given in Section 2. 
The experimental results are shown in Section 3. Finally, Section 4 consists of 
some conclusions and further plans. 

2   Theoretical Background 

First, we recall basic concepts concerning the information systems (in Pawlak’s 
sense) [4] and their extensions (cf. [10, 11]) used in the paper. 

2.1   Extensions of Information Systems 

An information system is a pair S=(U,A), where U is a nonempty, finite set of ob-
jects, called universe, A is a nonempty, finite set of attributes, i.e., a: U→Va for a 
belonging to A, where Va is called a value set of a. 

The idea of a concurrent system representation by means of information sys-
tems has been proposed in [5]. Then, elements of the set U can be interpreted as 
global states of a given concurrent system CS, whereas attributes (elements of the 
set A) as processes in CS. For each process a from A, the set Va of local states is 
associated with a. If the information system is represented by a data table, then the 
columns of a data table are labeled with names of processes. Each row of a data 
table (labeled with an element from the set U) includes a record of local states of 
processes of CS. Each record can be treated as a global state of CS. Therefore, in 
the rest of the paper, for an information system S describing a concurrent system, 
we can interchangeably use the following terminology: attributes of S are called 
processes in S, objects of S are called global states in S, and values of attributes of 
S are called local states of processes in S. It is worth noting that a notion of con-
current systems can be understood widely. In a general case, a concurrent system 
is a system consisting of some processes whose local states can coexist together 
and they are partly independent. For example, we can treat as concurrent systems 
the ones consisting of economic processes, financial processes, biological proc-
esses, genetic processes, meteorological processes, and so forth. 



 Consistency-Based vs. Similarity-Based Prediction Using Extensions 69 

We can represent the knowledge included in a given information system by 
means of rules in the form of IF ... THEN ... In the proposed approach, we con-
sider rules in the form:  

r: )],[()],(...),(),[(
2211 ddiiiiii vaTHENvaANDANDvaANDvaIF

kk
 

where }{,, diadd aAaVvAa
jd

−∈∈∈ , and 
jij ai Vv ∈  for kj ,...,1= . Moreover, 

AND is understood as a classical propositional connective called conjunction. 
Each pair (a,v) in a rule is called a descriptor. Each descriptor determines a con-
sidered local state of a given process, i.e., the situation while the process a has the 
state v. The left part of a rule, i.e., ),(...),(),(

2211 kk iiiiii vaANDANDvaANDva  is 

referred to as the predecessor of a rule whereas the right part of a rule, i.e., 
),( dd va  is referred to as a successor of a rule. 

The knowledge expressed by rules is the useful information on coexistence of 
local states of processes in the examined system. If we have a rule r, then we have 
the following knowledge: if the process 

1i
a  has the state 

1i
v , the process 

2i
a  has 

the state 
2i

v , ..., the process 
ki

a  has the state 
ki

v , then the process da  may have 

the state dv . 

Rules considered by us satisfy three requirements, namely each rule should be 
true, minimal and realizable in a given information system. 

A rule r is called true in the information system S=(U,A) if and only if for each 
object Uu∈  if 

11
)( ii vua =  and 

22
)( ii vua =  and ... and 

kk ii vua =)(  then also 

dd vua =)( . If we have 
11

)( ii vua =  and 
22

)( ii vua =  and ... and 
kk ii vua =)(  and 

dd vua ≠)(   for an object Uu∈ , then we say that a rule r is not satisfied by the 

object u. This fact will be denoted by ru ≠| .  

A rule r is called minimal in S=(U,A) if and only if removing any descriptor 
from the predecessor of a rule makes this rule not true in S. The set of all minimal 
rules true in S will be denoted by Rul(S). 

A rule r is called realizable in S=(U,A) if and only if there exists at least one ob-
ject Uu∈  such that 

11
)( ii vua =  and 

22
)( ii vua =  and ... and 

kk ii vua =)(  and 

dd vua =)( . Any object satisfying this requirement is referred to as the object 

supporting a rule r. The set of all objects from U supporting a rule r from Rul(S) 
will be denoted by Ur. The strength factor of a rule r in the information system S is 
defined as: 

)(

)(
)(

Ucard

Ucard
rstr r

S = . 

In some applications, it is not advisable to take into consideration all minimal 
rules for a given information system. For example, rules with a low strength factor 
can be too detailed and they can be treated as a certain kind of an information 
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noise. Therefore, we can consider a set of rules such that each rule in this set has a 
strength factor greater or equal to a fixed threshold value τ, where 0 ≤ τ ≤ 1. 

Let S be an information system, and Rul(S) be the set of all minimal rules true 
in S. By StrRul(τ)(S) we denote the set of all τ-strong minimal rules true in S such 

that })(:)({)()( ττ ≥∈= rstrSRulrSStrRul S , where 0 ≤ τ ≤ 1. 

Other important notions apply to extensions of information systems. 
 

Definition 1 (Extension). Let S=(U,A) be an information system. An information 
system S*=(U*,A*) is an extension of S if and only if the following conditions are 
satisfied: 
 

• ∗⊆UU , 

• )()( ∗= AcardAcard , 

• for each Aa∈ , there exists ∗∗ ∈ Aa  such that a function aVUa →∗∗ :  is an 

extension of a function aVUa →:  to U*. 
 
Definition 2 (Cartesian extension). Let S=(U,A) be an information system, 

AaaV ∈}{  the family of value sets of attributes from A, U’ a universe including U. 

An information system S#=(U#,A#) such that: 
 

• })(:'{
#

#
a

Aa
VuaUuU ∈∀∈= ∗

∈∗
, 

• for each Aa∈ , there exists #Aa ∈∗  such that a function aVUa →∗ #:  is an 

extension of a function aVUa →:  to U#. 

is called a Cartesian extension of S.  
 

It is worth mentioning that the Cartesian extension of a given information system 
is a maximal (with respect to the number of objects) extension of this system.  

 
Remark 1. Let S=(U,A) be an information system, S*=(U*,A*) its extension, and 
S#=(U#,A#)  its Cartesian extension. For the rest of the paper, the sets A, A*, and 
A# will be marked with the same letter A. This inaccuracy seems to be not impor-
tant in further considerations. 

2.2   Consistency Measure 

For each object from the extension of a given information system S we can define 
the so-called consistency factor with the knowledge included (hidden) in S. Proper 
definitions are given below. 

Let S=(U,A) be an information system and )()(' SRulSRul ⊆  a set of rules true 

in S. 
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By )(' SRulK  we denote the knowledge about S included in Rul'(S). By )(' SRul u  

we denote a set of all rules from Rul'(S) which are not satisfied by an object u 

from an extension S*=(U*,A) of S, i.e., }|:)('{)(' ruSRulrSRul u ≠∈= . 

The strength of a set )(' SRul u  of rules in S is computed as follows:  

( )
)(

)(
)(' )('

Ucard

Ucard
SRulstr

SRul
u

u=
 

where:  

∪
)('

)('
SRulr

rSRul

u

u
UU

∈

=  

For each object u from an extension S* of S, we assign a consistency factor of u 
with the knowledge )(' SRulK  defined below. 

 

Definition 3 (Consistency factor). Let S=(U,A) be an information system, 

S*=(U*,A) its extension, )()(' SRulSRul ⊆ , and ∗∈Uu . The consistency factor of 

u with the knowledge )(' SRulK  is defined as  

( ))('1)(
)('

SRulstru uK SRul
−=ξ . 

We have 10
)('
≤≤

SRulKξ  for each ∗∈Uu . It is obvious that if Uu∈ , then  

1
)('
=

SRulKξ  because ∅=)(' SRul u . 

Algorithms for computing consistency factors for new objects added to original 
information systems have been presented in [13]. It is worth noting that there ex-
ists algorithm which does not need computing any rules in information systems. 
This is an important property from the computational complexity point of view, 
especially, if we have high dimensional data (for example, in genetics).  

Now, we recall an efficient algorithm (given in [13]) (see Algorithm 1) for com-
puting a consistency factor of any object u* from the extension of a given informa-
tion system S with the knowledge included in S and expressed by all minimal rules 
true and realizable in S (the set Rul(S)). The algorithm presented here allows us to 
determine a set of objects from an original information system S supporting minimal 
rules from Rul(S), but not satisfied by the object u*. A consistency factor is com-
puted as a complement to 1 of the strength of the set of rules not satisfied. This algo-
rithm takes advantage of the theorem proposed in [2]. Here, we recall this theorem. 

 
Theorem 1. Let S=(U,A) be an information system, S*=(U*,A) its extension, 

Rul(S) a set of all minimal rules true and realizable in S and ∗∗ ∈Uu . For each 

Uu∈  let )}()(:{ uauaAaMu =∈= ∗ , and for each uMAa −∈ :  
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)}(')'(' and ':)'({
'

uauaUuuaP
uMa

a
u =∀∈=

∈
. 

The object u* satisfies all rules from Rul(S) if and only if for any Uu∈  we 

have 2)( ≥a
uPcard  for each uMAa −∈ . 

 
Proof. For the proof see [2, 13].  

 
We immediately obtain the following corollary. 

 
Corollary 1. The object u* satisfies all rules from Rul(S) which are supported by 

an object Uu∈  if and only if 2)( ≥a
uPcard  for each uMAa −∈ . 

 
Algorithm 1. Algorithm for efficient computing a consistency factor of an object 
belonging to the extension of an information system. 
 

Input: An information system S=(U,A), an object u* belonging to the extension 
of S. 

Output: A consistency factor )( ∗uSξ  of the object u* with the knowledge in-

cluded in S. 
begin 

∅←U ; 
),(),( AUSAUS origorig =←= ; 

for each Uu∈  do 
for each Aa∈  do 

if )()( ∗≠ uaua  then 

   *)( ←ua ; 

Remove each object Uu∈ such that *)( =∀
∈

ua
Aa

;  
 

for each Uu∈  do 
 *})(:{ ≠∈= uaAaMu ; 

for each uMAd −∈  do 

)}(')'(' and ':)'({
'

uauaUuudP
uMa

d
u =∀∈=

∈
, where )'(ud  is 

determined on the basis of Sorig; 

if 1)( =d
uPcard  then 

   }{uUU ∪← ; 

   break; 

)(

)(
1)(

Ucard

Ucard
uS −←∗ξ ; 

end. 
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2.3   Similarity Measure 

For each new object added to a given information system S we can determine its 
similarity to objects from S. In the presented approach we consider information 
systems with discrete values of attributes. Therefore, we can define a simple simi-
larity measure called a similarity factor. A similarity factor can be computed ac-
cording to Algorithm 2. 

 
Definition 4 (Similarity measure). Let S=(U,A) be an information system, 

S*=(U*,A) its extension, and UUu −∈ ∗∗ . The similarity factor of u* to objects 
from U is defined as  

)(

)(

)})()(:({

)(
Ucard

Acard

uauaAacard

u Uu
U

∑
∈

∗

∗

=∈

=σ . 

Algorithm 2. Algorithm for computing a similarity factor of a new object belong-
ing to the extension of an information system. 

Input: An information system S=(U,A), a new object u* belonging to the exten-
sion of S. 

Output: A similarity factor )( ∗uUσ  of the object u* to objects from S. 

begin 
0_ ←sumsim ; 

for each Uu∈  do 
0←sim ; 

for each Aa∈  do 

if )()( ∗= uaua  then 
1+← simsim ; 

)(
_

Acard

sim
sumsim ← ; 

)(

_
)(

Ucard

sumsim
uU =∗σ ; 

end. 

3   Experiments 

To perform experiments we use a software tool called ROSECON [12]. Our ex-
periments have been performed on data coming from two domains: macro-
economics and meteorology. One can say that both of experiments confirm, on 
some conditions, our presumption that the state with the greater consistency factor 
with the original knowledge should appear more often in the future. Experiments 
have been carried out according to the following steps:  
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• We split a given information system into two parts. The first part was a training 
system Strain. The second part was a test system Stest.  

• For the training system Strain we determined its Cartesian extension S#
train.  

• For each new object from the Cartesian extension S#
train we computed its con-

sistency factor with the knowledge included in Strain and expressed by a chosen 
set Rul’(Strain) of rules.  

• We checked our prediction on the test system Stest. For each new object from 
the Cartesian extension S#

train of Strain we counted its appearances in the test sys-
tem Stest.  

• For each new object from the Cartesian extension S#
train we computed its simi-

larity factor to objects from Strain.  
• We checked our prediction on the test system Stest. For each new object from 

the Cartesian extension S#
train of Strain we counted its appearances in the test sys-

tem Stest.  

3.1   Macroeconomics Data 

The first data set includes information on changes of monthly macroeconomics 
indexes like: unemployment (marked unempl), inflation (marked with infl), usd 
exchange rate (marked with usd), euro exchange rate (marked with euro), export 
(marked with exp) and import (marked with imp). An information system is built 
in the following way. Attributes correspond to indexes whereas objects correspond 
to consecutive months. For each attribute, its value set consists of three values: -1, 
0, and 1. The meaning of these values is the following: -1 denotes decreasing a 
given index in relation to the previous month, 0 denotes remaining a given index 
on the same level in relation to the previous month, 1 denotes increasing a given 
index in relation to the previous month. An original data table consists of 88 ob-
jects (global states). A fragment of the information system is shown in Table 1.  

Table 1. Information system (fragment) for macroeconomics indexes 

U/A unempl infl usd euro exp imp 

m1 0 1 0 0 1 1 

m2 -1 -1 -1 -1 0 1 

… … … … … … … 

m88 -1 -1 1 0 -1 -1 

 
Experiments were repeated for different sets StrRul(τ)(S) of rules, where τ = 0, 

0.05, 0.1, 0.15, 0.2, i.e., in each case, the knowledge included in the original in-
formation system was represented by means of rules having a strength factor 
greater or equal to a given threshold value. In each case, a training system in-
cluded objects (global states) from m1 to m40 whereas a test system included ob-
jects (global states) from m41 to m88. Results of prediction tests (for each set 
StrRul(τ)(S)) are collected on graphs presented in Figures 1 - 5. On these graphs,  
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Fig. 1. Results of consistency-based prediction test for all rules 

 

Fig. 2. Results of consistency-based prediction test for rules with minimum strength 0.05 

 

Fig. 3. Results of consistency-based prediction test for rules with minimum strength 0.10 
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Fig. 4. Results of consistency-based prediction test for rules with minimum strength 0.15 

 

Fig. 5. Results of consistency-based prediction test for rules with minimum strength 0.20 

 

Fig. 6. Results of similarity-based prediction test  
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percentage appearances of objects in the test systems, having suitable values of 
consistency factors (computed for training systems), are presented. Analogously, 
an experiment using a similarity measure was conducted. A result of a prediction 
test is shown in Figure 6. On this graph, percentage appearances of objects in the 
test systems, having suitable values of similarity factors (computed for training 
systems), are presented. 

3.2   Weather Data 

The second data set includes information on the weather processes like tempera-
ture (marked with temp), dew point (marked with dew), humidity (marked with 
hum), pressure (marked with press), and wind speed (marked with wind). An in-
formation system is built in the following way. Attributes correspond to the 
weather processes whereas objects correspond to consecutive days. Sets of attrib-
ute values (local states of processes), after the discretization by means of the Equal 
Frequency Binning method from the ROSETTA software tool [6], are the follow-
ing: Vtemp={38,50,58} [F], Vdew={31,40,47} [F], Vhum={40,61,70,77} [%], 
Vwind={0,4,6,8,10} [mph], Vpress={2906,2982,2995,3004,3016} [100×in]. An 
original data table consists of 122 objects (global states). A fragment of the infor-
mation system is shown in Table 2.  

Table 2. Information system (fragment) for weather processes  

U/A temp dew hum press wind 

d1 50 40 70 3004 6 

d2 50 47 61 3004 6 

... ... … … … … 

d122 50 47 86 2995 4 

 

 

Fig. 7. Results of consistency-based prediction test w.r.t. all rules 
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Fig. 8. Results of consistency-based prediction test for rules with minimum strength 0.025 

 

Fig. 9. Results of consistency-based prediction test rules with minimum strength 0.05 

 

Fig. 10. Results of consistency-based prediction test for rules with minimum strength 0.075 



 Consistency-Based vs. Similarity-Based Prediction Using Extensions 79 

 

Fig. 11. Results of consistency-based prediction test for rules with minimum strength 0.1 

 

Fig. 12. Results of similarity-based prediction test 

Experiments were repeated for different sets StrRul(τ)(S) of rules, where τ = 0, 
0.025, 0.05, 0.075, 0.1, i.e., in each case the knowledge included in the original in-
formation system was represented by means of rules having a strength factor 
greater or equal to a given threshold value. In each case, a training system in-
cluded objects (global states) from d1 to d50 whereas a test system included objects 
(global states) from d51 to d122. Results of prediction tests (for each set StrRul(τ)(S)) 
are collected on graphs presented in Figures 7-11. On these graphs, percentage ap-
pearances of objects in the test systems, having suitable values of consistency fac-
tors (computed for training systems), are presented. Analogously, an experiment 
using a similarity measure was conducted. A result of a prediction test is shown in 
Figure 12. On this graph, percentage appearances of objects in the test systems, 
having suitable values of similarity factors (computed for training systems), are 
presented. 
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3.3   Summary 

Performing experiments on the real data by means of our approach we can draw 
the following conclusions. The quality of prediction depends on the chosen set of 
rules which express the knowledge included in information systems. If we take a 
set of all minimal rules true and realizable in a given information system, then it is 
difficult to observe the relationship between percentage appearances of objects in 
the test systems and values of consistency factors of these objects computed for 
training systems. Probably, rules with a low strength factor are too detailed and 
they can be treated as a certain kind of an information noise. On the one hand, if 
we omit rules with a strength factor below a given threshold value, then we can 
observe the relationship between percentage appearances of objects in the test sys-
tems and values of consistency factors of these objects computed for the training 
systems. However, on the other hand, the threshold value for a strength factor 
cannot be too large because then the set of rules expressing the knowledge in-
cluded in the information system does not consists of many rules and the majority 
of new states added to the system is consistent with such knowledge to the degree 
1.0. In this case, we obtain the majority of the new states can appear in the future 
with the same possibility and it is too weak information for prediction. If we use a 
simple similarity measure for prediction, we cannot see any regularity, i.e., it is 
difficult to observe that the relationship between percentage appearances of ob-
jects in the test systems and values of similarity factors of these objects computed 
for training systems. Obviously, it is needed to check other similarity measures, 
but consistency-based prediction seems to be a promising alternative for similar-
ity-based prediction. It can be important in methodologies based on similarity, for 
example, the Case-Based Reasoning (CBR) methodology [1] or the Episode Based 
Reasoning (EBR) methodology [9]. Some attempt to replacing similarity by con-
sistency has been presented in [3]. 

4   Conclusions 

In this paper we presented an experimental study of consistency-based prediction 
by means of extensions of information systems. The experiments showed that par-
tially consistent extensions can be used for predicting possibilities of future appear-
ing given states in the examined systems. Moreover, consistency-based prediction 
seems to be a promising alternative for similarity-based prediction. The important 
tasks for further research are:  

• to consider a more general case, i.e., when processes of examined systems can 
have new local states which have not been observed yet,  

• to propose other ways of the knowledge representation, and what follows, other 
ways of computing consistency factors,  

• to check prediction quality for other similarity measures.  
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Abstract. For developing image navigation systems, we need tools to realize the 
semantic relationship between user and database. In this paper we develop algo-
rithms that automatically generate semantic rules that identify image categories 
and introduce the cognitive dimension in the retrieval process. The semantic rules 
are represented in Prolog and can be shared and modified depending on the up-
dates in the respective domain. 

1   Introduction 

Content-based image retrieval (CBIR) is described as any technology that helps to 
organize digital picture archives by their visual content. By this definition, any-
thing ranging from an image similarity function to a robust image annotation en-
gine falls under the purview of CBIR [6, 8].  

While the effort in solving the fundamental open problem of robust image un-
derstanding continued, we also see people from different fields, as computer vision, 
machine learning, information retrieval, human-computer interaction, database sys-
tems, Web and data mining, information theory, statistics, and psychology contrib-
uting and becoming part of the CBIR community [5]. 

One problem with all current approaches is the reliance on visual similarity for 
judging the semantic similarity, which may be problematic due to the semantic 
gap [1] between low-level content and higher-level concepts [6].   

The popular online photo-sharing Flickr [3], which hosts hundreds of millions 
of pictures with diverse content, the video sharing and distribution forum You-
Tube have brought in a new revolution for multimedia usage. In [6] it is supposed 
that image retrieval will enjoy a success story in the coming years. Although great 
progress has been made in image retrieval and browsing systems since the early, 
none of the existing methods captures enough of the semantic-related information 
to be used as a navigation tool in a general content image database. Our inability 
to capture “image semantics” comes from the incompatibility of the information 
we are able to compute directly from image data, and our subjective interpretation 
of the same data [4]. 
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The proposed study is based on: 
 

a) the understanding of semantic categories taking into account the human visual 
perception, 

b) the study of human judgment regarding the similitude between images for ex-
tracting the significant and discriminate attributes of semantic categories, 

c) the design and implementation of algorithms for extracting the image character-
istics, similitude metrics, semantic vocabulary, that offers important semantic 
elements in the retrieval and categorization, semantic rules generation, image 
classification. 

Our study is done on nature categories, where subjects as water, sky/clouds, 
mountains, snow, rain, sun rise are considered to be important cues. Also the col-
our composition and colour features played an important role in comparing nature 
images. Within these categories, spatial organization, spatial frequency, or dimen-
sion do influence similarity judgments. Exceptions from these ideas are some 
categories as flowers, fruits, exotic animals, which contain strong hues (dark, me-
dium red, yellow, blue, green, pink, etc) that are not in the description of nature. 
This study is an extension of the previous work [7] and started from the limitations 
regarding the researches in multimedia semantic modelling. In this study, we pro-
pose new approaches for image annotations, like: methods for generation of rules 
which identify image categories, a method for mapping low level features to se-
mantic indicators using the Prolog declarative language, the creation of a represen-
tation image vocabulary. 

2   The Image Segmentation 

The selection of the visual feature set and the image segmentation algorithm is the 
definitive stage for the semantic annotation process of images. By doing a large 
set of experiments, we deduce the importance of semantic concepts in establishing 
the similitude between images. Even if the semantic concepts are not directly re-
lated to the visual features (colour, texture, shape, position, dimension, etc.), these 
attributes capture the information about the semantic meaning. 

Before to be segmented, the images are transformed from RGB to HSV colour 
space and quantized to 166 colours. The extraction of single colour regions is real-
ized by applying the modified colour set back projection algorithm [10].  

The implementation of this algorithm is described in pseudo-code:  
 

Algorithm. Segmentation of an image in regions having a single colour 
Input: image I, colour set C 
Output: the set of single colour regions, R and the set of spatial coherencies of each    
             region M. 
Method: 

InitStack(S) 
Visited = ∅ 
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foreach node P in I do 
      if P unvisited and colour(P) is in C then 
            PUSH(P) 
            R = ∅ 
            SpatialCoherency = 0 
            PointsofRegion = 0 
            while not Empty(S) do 
       CrtPoint = POP() 
                 if  CrtPoint is unvisited then 
                       Add CrtPoint at R  
                       Visited = Visited ∪ {CrtPoint} 
                        Connectivity8 = 0 
                        foreach neighbour N of CrtPoint do 
                    if colour(N) = colour(CrtPoint) then 
                                  Increment Connectivity8 
                                  PUSH(N) 
     end.  
                       end. 
                       SpatialCoherency = SpatialCoherency + Connectivity8 
                       Increment  PointsofRegion 
                  end. 
            end. 
           SpatialCoherency = SpatialCoherency/ PointsofRegion  
           Add region at R, SpatialCoherency at M 
        end.  
    end. 

 
Each region is described by the following visual characteristics:  

• The colour characteristics are represented in the HSV colour space quantized at 
166 colours. A region is represented by a colour index, which is in fact an inte-
ger number between 0-165;  

• The spatial coherency represents the region descriptor, which measures the spa-
tial compactness of the pixels of same colour;  

• A seven-dimension vector (maximum probability, energy, entropy, contrast, 
cluster shade, cluster prominence, correlation) represents the texture character-
istic; 

• The region dimension descriptor represents the number of pixels from region;  
• The spatial information is represented by the centroid coordinates of the region 

and by minimum bounded rectangle;  
• A two-dimensional vector (eccentricity and compactness) represents the shape 

feature. 

The following figure illustrates the process of segmentation applied on an im-
age belonging to Cliff semantic category. As we observe, four significant regions 
of different hues are detected from the cliff image. 
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                  Original Image              Colour Regions  

Fig. 1. The results of the colour segmentation algorithm on mountain image 

3   From Visual Features to Semantic Descriptors 

Using the experiments, we construct a vocabulary based on the concepts of se-
mantic indicators, whereas the syntax captures the basic models of human percep-
tion about patterns and semantic categories. The representation language is simple, 
because the syntax and vocabulary are elementary. The language elements are lim-
ited to the name of semantic indicators as in Fig. 2. Being visual elements, the se-
mantic indicators and their values are: colour (colour-light-red), spatial coherency 
(spatial coherency – small, spatial coherency-medium, spatial coherency - big), 
texture (energy-small, energy-medium, energy-big, etc.), dimension (dimension-
small, dimension-medium, dimension-big, etc.), position (vertical-upper, vertical-
center, vertical-bottom, horizontal-upper, etc.), shape (eccentricity-small, compac-
tness-small, etc.). 

The syntax is represented by the model, which describes the images in the 
terms of semantic indicators values. The values of each semantic indicator are 
mapped to a value domain, which corresponds to the mathematical descriptor.  

A figure is represented in Prolog by means of the terms of form figure-
(ListofRegions), where  ListofRegions is a list of image regions.  

The term region(ListofDescriptors) is used for region representation, where the 
argument is a list of terms used to specify the semantic indicators. The term used 
to specify the semantic indicators is of form:  

descriptor(DescriptorName, DescriptorValue). 

The mapping between the values of low-level (mathematical) descriptors and 
the values of semantic indicators is based on experiments effectuated on images 
from different categories and the following facts are used: 

mappingDescriptor(Name,SemanticValue,ListValues). 

The argument Name is the semantic indicator name, SemanticValue is the 
value of the semantic indicator, ListValue represents a list of mathematical values 
and closed intervals, described by the following terms: interval(InferiorLimit, Su-
periorLimit).  
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Fig. 2. Vocabulary definition: mapping low-level descriptors values to semantic indicators 
values 

For example, the facts are used to map the semantic indicators red-medium and 
red-dark to values or intervals of values: the semantic indicator red-medium has 
the values 144 and 134, and red-dark has the values 100, 123 and all the values 
from the interval [105,111]. 
 

mappingDescriptor(colour, red_medium, [144, 134]). 
         mappingDescriptor(colour, red_dark, [100, interval(105, 111), 123]). 
 
The mapping mechanism has the following Prolog representation: 

 

mapDescriptor(descriptor(Name,MathematicalValues),descriptor(Name, 
SemanticValue)):-  

mappingDescriptor(Name,SemanticValue,ListValues), 
containValue(ListValues, MathematicalValue).  

 
containValue([Value|_], Value). 
containValue([interval(InferiorLimit,SuperiorLimit)|_], Value):-  

InferiorLimit=<Value,Value=< SuperiorLimit. 
containValue([_|ListValues], Value):- containValue(ListValues, Value). 

4   Rule-Based Image Annotation  

The annotation method includes two phases: 
 

• the learning/training phase in which the rules are generated for each image 
category, and 
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• the testing/annotation phase in which new images are annotated using the se-
mantic rules. 
 
We suppose that we have an image database DB. In the learning/training phase, 

the set U = {S1,…, Sn} is a subset of DB and contains n image-examples, labelled 
by semantic concepts, for which we train the system and generate semantic rules. 
In the learning phase, the scope is to automatically generate semantic rules R 
based on categorized image-examples, which identify the semantic concepts of 
images.  A rule determines the set of semantic indicators, which identify the best a 
semantic concept. In the testing/annotation phase, for each image of the testing 
subset, namely the images from DB, but that are not in U, we use the generated 
semantic rules to label them with one or more concepts. 

Since the images and rules are represented in Prolog, its interpreter is used for 
rules inference to recognize the semantic high-level concepts. 

The process of the automated generation of semantic rules and image annota-
tion is the following: 

 

1.  The learning phase: rules generation 
A semantic rule is of the form:   

“semantic indicators => semantic concepts”  
The stages of the learning process are: 

• relevant images for a semantic concept are used for learning it; 
• each image is automatically processed and segmented and the primitive 

visual features are computed; 
• for each image, the primitive visual features are mapped to semantic 

indicators;  
• the rule generation algorithms are applied to produce rules, which will 

identify each semantic category from database. 
2. The image testing/annotation phase has as aim the automatic annotation of im-

ages.  
• each new image is processed and segmented in regions, 
• for each new image, the low-level characteristics are mapped to seman-

tic indicators, 
• the classification algorithm is applied for identifying the image cate-

gory/semantic concept. 

4.1   Generation of Semantic Association Rules 

In the described system, the learning of semantic rules is continuously made, be-
cause when a categorized image is added in the learning database, the system con-
tinues the process of rules generation. 

The developed algorithm that generates semantic rules is based on A-priori al-
gorithm [9] for discovering semantic association rules between primitive charac-
teristics extracted from images and categories/semantic concepts, which images 
belong to. The aim of discovering image association rules is to find semantic rela-
tionships between image objects.  For using association rules that discover the  
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semantic information from images, the modelling of images in the terms of item-
sets and transactions is necessary:  

 

• the image set with the same category represents the transactions, 
• the itemsets are the colours of image regions, 
• the frequent itemsets represent the itemsets with support bigger or equal than 

the minimum support. A subset of frequent itemsets is also frequent, 
• the itemsets of cardinality between 1 and k are iteratively found (k-length item-

sets), 
• the frequent itemsets are used for rule generation.  

 

For each frequent colour, all values of the other semantic indicators existed in 
the images are joined. 

The semantic association rules have the body composed by conjunctions of se-
mantic indicators, while the head is the category/semantic concept. A semantic 
rule describes the frequent characteristics for each category, based on the Apriori 
rule generation algorithm. 

The rules are represented in Prolog as facts of the form: 

rule(Category, Score, ListofRegionPatterns). 

The patterns from ListofRegionPatterns are terms of the form: 

regionPattern(ListofPatternDescriptors). 

The patterns from the descriptors list specify the set of possible values for a 
certain descriptor name. The form of this term is: 

descriptorPattern(descriptorName,ValueList). 

The values list has the same form as the argument used for mapping the seman-
tic descriptors. 

One of the semantic rules used to identify the cliff category is illustrated bel-
low. This rule has the score (confidence) equal to 100%. 

 

rule(cliff,100,  
[regionPattern([ 

descriptorPattern(colour,[dark-brown]),descriptorPattern(horizontal-
position,[center]),descriptorPattern(vertical-position,[center]), 
descriptorPattern(dimension,[big]),descriptorPattern(eccentricity-
shape,[small]),descriptorPattern(texture-
probability,[medium]),descriptorPattern(texture-inversedifference,[medium]), 
descriptorPattern (texture-entropy,[big]),descriptorPattern (texture-energy,[big]), 
descriptorPattern (texture-contrast,[big]),descriptorPattern (texture-correlation, 
[big])])], 

[regionPattern ([ 
descriptorPattern(colour,[medium-brown]),descriptorPattern(horizontal-
position,[center]), descriptorPattern (vertical-position,[bottom]), 
descriptorPattern(dimension,[small]),descriptorPattern(eccentricity-
shape,[small]), descriptorPattern(texture-
probability,[big]),descriptorPattern(texture-inversedifference,[big]), descriptor-
Pattern (texture-entropy,[medium]),  
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descriptorPattern (texture-energy,[big]),descriptorPattern (texture-
contrast,[medium]), descriptorPattern (texture-correlation,[big])])], 

      [regionPattern ([ 
descriptorPattern(colour,[medium-blue]), descriptorPattern (horizontal-
position,[center]), descriptorPattern (vertical-position,[upper]), 
descriptorPattern(dimension,[medium]),descriptorPattern(eccentricity-
shape,[big]), descriptorPattern(texture-probability, [medium]), descriptorPat-
tern(texture-inversedifference, [big]), 
descriptorPattern (texture-entropy,[big]), descriptorPattern (texture-energy,[big]), 
descriptorPattern (texture-contrast,[small]), descriptorPattern (texture-correlation, 
[big] )])]). 

4.2   Image Categorization 

The set of rules, which was selected after elimination process, represent the classi-
fier. The classifier is used to predict which category the image from test database 
belongs to. Being given a new image, the classification process searches in the 
rules set for finding its most appropriate category, as in the bellow figure. 

 
Fig. 3. The image classification/annotation process 

Before classification, the image is automatically processed: the mathematical 
and semantic descriptors are generated; the semantic descriptors are saved as Pro-
log facts, and the semantic rules are applied to the facts set, using the Prolog infer-
ence engine. 

In this study, a new method called the „perfect match classification method” for 
semantic annotation /classification of images, using semantic rules is proposed 
and developed.  A semantic rule matches an image if all the characteristics, which 
appear in the body of the rule, also appear in the image characteristics. The 
mechanism of rules application is called by means of the predicate isCategory 
(Figure, Category, Score), which has a single clause: 

 

isCategory(figure(ListofRegions),Category,Score):-rule(Category, Score, 
ListofRegionPatterns), verify(ListofRegions, ListofRegionPatterns). 
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The predicate verify tests if, for each rule pattern, there is a region, which mat-
ches the pattern: 

 
verify(_, []). 
 

verify(ListofRegions, [RegionPattern |   ListofRegionPatterns]):-   
containsRegion(ListofRegions,  RegionPattern), verify(ListofRegions, 
ListofRegionPatterns ). 

 

containsRegion([region(ListofDescriptors)|_,RegionPattern(ListofPatterns 
Descriptors)):- matches(ListofDescriptors, ListofPatternsDescriptors). 
 

containsRegion([_|Rest], RegionPattern):- containsRegion (Rest, RegionPat-
tern). 

 

The predicate containsRegion searches in the list of regions, which describes a 
figure, a region, which matches a region pattern. 

A region matches a region pattern if for each descriptor pattern of the region 
pattern there is a region descriptor whose value belongs to the values set of the 
pattern descriptor. 

 

matches(_, []). 
 

matches(ListofDescriptors,[PatternDescriptor|RestPatterns]):- 
matchesPattern (ListofDescriptors,PatternDescriptor), 
matches(ListofDescriptors, RestPatterns). 

To test a descriptor pattern, the predicate matchesPattern is used and it has the 
following clauses: 

matchesPattern([descriptor(DescriptorName,DescriptorValue)|_],   
PatternDescriptor(DescriptorName,ListofValues)):-    
containsValue(ListofValues,ValueDescriptor). 
 

matchesPattern([_|Descriptors], PatternDescriptor):-    
 matchesPattern(Descriptors, PatternDescriptor). 

5   Databases with Images for Learning and Annotation  

The application of the learning results-semantic rules on other images than the 
ones used in the learning process is rather difficult. In the experiments realized 
through this study, two databases are used for learning and testing processes. The 
database used for learning contains 200 images from different nature categories 
and is used to learn the correlations between images and semantic concepts. All 
the images from the database have JPEG format and are of different dimensions. 
The database used in the learning process is categorized into 50 semantic con-
cepts. The system learns each concept by submitting approximately 20 images per 
category. The table with image categories used for learning is illustrated below: 
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Table 1. Image categories associated with keywords 

ID Category Category keywords 

1 Fire fire, night, light 

2 Iceberg iceberg, landscape, ocean 

3 Tree tree, sky, landscape, nature 

4 Sunset sunset, nature, landscape, sun, evening, sky 

5 Cliff cliff, rock, see, nature, landscape, sky 

6 Desert desert, dry, sand 

7 Red Rose rose, flower, love 

8 Elephant elephant, animal, jungle 

9 Mountain mountain, lake, rock, sky, landscape 

10 See see, sky, water, cliff, landscape 

11 Flower rose, daisy, clover 

 
The keywords are manually added to each category, for describing the images 

used for learning process. The descriptions of these images are made from simple 
concepts like flower, mushrooms to complex ones like mountains, cliff, lake. In 
average, 3.5 keywords were used to describe each category. The process of man-
ual annotation of images used for learning semantic rules took about 7 hours. 

It is considered that an image was correctly classified by the system, if the 
category predicted by the computer is correct.  

The performance metrics, precision and average normalized modified retrieval 
rate (ANMRR), are computed to evaluate the efficiency and accuracy of the rules 
generation and annotation methods. 

The precision is defined by the following equation:  

TC

CC
precision =                                                    (1) 

where: 
CC  – is the number of images correctly classified by system, and  
TC  – is the total number of classified images. 

 
The precision is in the range of [0, 1] and greater values represent a better re-

trieval performance. 
Averaged Normalized Modified Retrieval Rate (ANMRR) is an overall per-

formance calculated by averaging the result from each query [11]. Normalized 
Modified Retrieval Rate (NMRR) is used to measure the performance of each 
query. NMRR is defined by: 

NG(q)*0.50.5K(q)

NG(q)
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NG(q)
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∑
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where: 
NG(q) is the number of relevant images for image q, which will be classified, 
Rank(k) is the ranking of the correct images classified by the annotation algorithm, 
and  
K(q) specifies the “relevance rank” for each image, which will be classified.  

 
As the size of the relevant images set is normally unequal, a suitable K(q) is de-

termined by: K(q)= min(4*NG(q), 2*GTM ), where GTM is the maximum of 
NG(q) for all queries. The NMRR is in the range of [0, 1] and smaller values rep-
resent a better retrieval performance. ANMRR is defined as the average NMRR 
over a range of queries, which is given by: 

∑
=

=
NQ

1q
NMRR(q)

NQ

1
ANMR                                        (3) 

where NQ is number of query images. 
These parameters are computed as average of each image category (Table 2). 

The results of experiments are very promising, because they show a small average 
normalized modified retrieval rate and a good precision for the majority of the da-
tabase categories, making the system more reliable. 

Table 2. Image categories associated with keywords 

Category Precision ANMRR 

Fire 0.77 0.39 

Iceberg 0.71 0.34 

Tree 0.65 0.45 

Sunset 0.89 0.14 

Cliff 0.93 0.11 

Desert 0.89 0.11 

Red Rose 0.75 0.20 

Elephant 0.65 0.43 

Mountain 0.85 0.16 

See 0.91 0.09 

Flower 0.77 0.31 

6   Conclusions 

In this study we propose a technique for semantic image annotation based on vis-
ual content. For establishing correlations with semantic categories, we experi-
mented and selected some low-level visual characteristics of images. So, each 
category is translated in visual computable characteristics and in terms of objects 
that have the great probability to appear in an image category.  
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On the other hand, images are represented as a single colour regions list and 
they are mapped to semantic descriptors.  

The annotation procedure starts with the semantic rules generation for each im-
age category. The language used for rules representation is Prolog. The advan-
tages of using Prolog are its flexibility and simplicity in representation of rules 
and it is not a big time consumer.  

Our method has the limitation that it can’t learn any semantic concept, due to 
the fact that the segmentation algorithm is not capable to segment images in real 
objects. Improvements can be brought using a segmentation method with greater 
semantic accuracy.   
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Abstract. The paper presents initial research on the system for remote guidance of 
the blind. The concept is based on the idea that a blind pedestrian can be aided 
by spoken instructions from an operator who receives a video stream from a camera 
and GPS readouts from a sensor carried by a visually impaired user. An early pro-
totype utilizing two laptop PCs and a wireless internet connection is used in indoor 
orientation and mobility trials, which aim to measure the potential usefulness of the 
system and discover possible problems with user-operator communication or de-
vice design. A second prototype is also constructed using a smaller subnotebook 
Flybook computer, a GPS sensor and GSM modem with HSDPA technology, and 
tested in outdoor environments. Test results show a quantitative performance in-
crease when travelling with a remote guide: 15-50% speed increase and halved 
times of navigational tasks in indoor trials, as well as a significant decrease in the 
number of missteps and accidental obstacle collisions in outdoor trials. A large part 
of the success is the supportive feedback from the blind testers, who point out the 
engendered feeling of safety when assisted. 

1   Introduction 

Vision loss is a serious impairment that deprives a human of approximately 
80-90% perceptual abilities and has a detrimental effect on professional, social 
and personal quality of life. The European Union surveys report that 4 out 
of every 1000 Europeans are blind or suffer from a serious visual disability. This 
number increases yearly due to the aging demographic.  

In earlier studies [1], the authors have conducted questionnaires among the 
blind asking to indicate the main barriers in their everyday activities. The three 
following ones were pointed out (ranked according to their importance): 

 

1. Lack of the means for safe and independent mobility (e.g., obstacle detection 
and early warning), 

2. Limited capability to navigate in the surrounding environment (route planning 
and following, identification of whereabouts), 



98 M. Bujacz et al. 

3. Difficulties in access to visual or text information (e.g. road signs, bus num-
bers) and handling of devices (e.g. cellular phones, vending machines). 
 
Overcoming the first two barriers can only partially be achieved by means of 

the so called primary aids, i.e. the white cane or a guide dog. Much research effort 
has also been devoted to development of electronic travel aids (ETA) that imple-
ment different versions of sensory substitution concepts to compensate for the lost 
vision [2]. Unfortunately, these devices have not found any widespread acceptance 
among the blind. The causes include high costs, poor reliability and lack of com-
fort in using such devices. On the other hand, it is clear that no single device can 
match the comprehensive help offered by a sighted guide. Obviously, for different 
reasons, this solution is not always possible or accepted by a blind person and of-
ten deepens the feeling of being a social burden.  

A compromise concept would be a system that is capable of delivering the as-
sistance of a sighted guide remotely, for example by using existing GSM tech-
nologies by building a so called tele-assistance link. The current and upcoming 
ICTs (Information and Telecommunications Technologies) offer platforms for im-
plementing such systems. 

1.1   Existing Tele-Assitance Systems 

To the authors’ best knowledge, the first reported system for remote guidance 
of the blind was the system developed at the Brunel University, UK [3]. Three 
ICT technologies were combined to offer the tele-assistance functionality; namely, 
GPS (Global Positioning System), GIS (Geographic Information System) and vid-
eo/voice transmission over the 3G mobile network. The system [3] comprises of 
two units: the mobile unit that is carried by the blind user, and a stationary 
PC-based unit. The mobile unit is equipped with a portable camera and an audio 
headset. The stationary unit, operated by the sighted guide, runs an application 
displaying what the camera carried on the blind person’s chest sees [4]. Video, 
voice and other data is transmitted over the 3G communication network. 
The authors have noted successful remote navigated walks of the blind individuals 
within the campus precinct [3]. However, no commercial deployment of the sys-
tem was reported. 

Although few recent scientific publications in this narrow field can be found, 
a number of companies are working on very similar commercial projects. One has 
been announced by a French company Ives Interactivity Video Systemes [5]. The 
device called Visio.assistant is now in the phase of preindustrial tests using WiFi. 
In that solution the webcamera and the wireless transmitter are mounted in a case 
resembling a hand hair dryer.  

Another system worthy of mentioning is Micro Look, awarded two medals on 
the 2007 Brussels Innova Fair. This system is under development by a Polish 
company Design-Innovation-Integration [6]. Micro Look differs from the earlier 
designs by integrating a webcamera with a headset and a mobile telephone plat-
form. The project is at the stage of a prototype under tests.  
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Fig. 1. The blind user of the tele-assistance system can contact a remote operator to request 
help in mobility and navigation 

1.2   The Electronic Travel Aid 

For a number of years, the author’s group in the Medical Electronics Division of 
the Łódź University of Technology has been working on a project aimed at devel-
opment of a prototype ETA system for the blind. The system utilizes stereoscopic 
cameras for 3D scene reconstruction [1, 7]. Each obstacle that is segmented out 
from the scene is associated with a unique sound code that warns the blind. Head-
phones are used for playing the sounds. A special sound lateralization technique 
implementing the Head Related Transfer Functions (HRTF) is used for “auditory 
3D display” of the obstacles [8]. The system module that is currently under tests 
provides micro-navigation functionality. It is supported by a Symbian OS based 
smartphone playing the role of the auditory assistant of the blind. Ordinary phone 
functions are speech synthesized and new software procedures are provided, e.g. 
internet browser (via RSS feeds), voice-recording, and recognition of colours [9].  

Our current goal is to couple the earlier developed system modules i.e. micro-
navigation with the macro-navigation functionality, which will be offered 
by the remote assistant, GPS and digital maps of the urban terrain. In this work we 
report initial studies of the remote guidance system that underwent preliminarily 
indoor and outdoor testing.  

2   Experimental Setup and Procedures  

2.1   The Prototypes  

A decision was made to make the first prototypes functional and easily modifiable, 
without limiting the system to a restrictive platform or a transmission protocol. 
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The easiest way was to do that was to operate on a PC platform and use existing 
wireless and GSM technology for development and trial purposes.  

The prototype of the guidance system is composed of two notebook computers 
- one carried by a blind person in a specially constructed, ventilated backpack, 
the other operated by the guide.  

An earphone and microphone headset, and a USB-camera are connected to the 
notebook PC carried by the blind user. The earphones used are of the “open-air” 
type in order not to block environmental sounds. The camera is mounted on the 
chest of the blind person. The initial considered mounting location was on the 
visually impaired person’s head; however, the first trials showed that it was an  
inconvenient solution both for the operator and the blind user. First, natural move-
ments of the guided person’s head provided the operator with erroneous informa-
tion about the walking direction. Second, instructions from the operator interfered 
with the way the blind user wanted to move his head in order to hear the sounds of 
the environment.  Despite the usefulness of the operator being able to remotely 
“look around”, due to the aforementioned inconveniences the chest-camera was 
opted for.  

Soon after the first indoor trial the prototype was modified in a number of 
ways. First of all the link is no longer limited to wireless LAN, but also through a 
GSM modem using HSDPA technology. The blind users now carry a small Fly-
book computer instead of a normal laptop. The camera was equipped with a wide-
angle fish-eye lens and automatic gain and exposure control. Additionally the pro-
totype was equipped with a GPS receiver, and its readouts are viewed on a digital 
map by the remote operator. 

In the first trials the freeware Skype software had been used, but a dedicated 
program for audio and video streaming was created soon after. The operator’s 
program is shown in Figure 2. The operator can manually crop the video band-
width, take high-quality snapshots in JPG format, plot the user’s movements on 
the map. 

The software allows both the operator and the user to establish a link through 
TCP/IP packets that guarantee information delivery. Voice and video samples 
make their way to the destination by UDP packets that are devoid of any addi-
tional wrap-up data (compared to TCP/IP packets). Special tracked packets serve 
to calculate delays and trigger pauses in transmission if the network is too con-
gested. The status of the connection is accompanied by appropriate auditory icons, 
i.e. dialing, connection established, weak connection, broken connection.  

2.2   Trial Rationale and Goals  

Having prepared the early prototype, our goals were to test what problems may 
arise in further development of the system, study the limitations of user-operator 
communication, as well as to develop procedures for quantitative review of the 
system. Among the analyzed aspects were the influence of video quality and delay 
on the operator’s efficiency, what information is necessary to be passed on be-
tween the user and the operator, and how does guided and unguided travel and 
orientation compare. 



 A Prototype Mobility and Navigation Tele-Assistance System 101 

 

Fig. 2. Screenshot of the operator’s application: A) The video stream, B) Digital map with 
GPS readouts, with small markers every 5 seconds, C) Connection controls and parameters 

2.3   Indoor Trial Description  

Three blind volunteers took part in the indoor trials – all male, ages 25-45, two 
blind since birth, and one for the last 17 years. Two had temporarily successful ret-
ina transplantations, which unfortunately regressed leaving them with partial light 
sensitivity (they were thus blindfolded for the tests). Each of the participants was 
asked to travel three multi-segment paths and locate a doorway in the corridor.  

The multi-segment paths were designated in a 7 by 12 meter hallway. Four 
cardboard obstacles were deployed at random along the paths and were moved 
around between each travel attempt, to prevent the participants from memorizing 
obstacle locations and using them for orientation. One of the experimenters ac-
companied the blind volunteers at all times, should a surprising or dangerous 
situation arise. Every blind volunteer used his long cane during the tests. 

Each path was completed in four different “modes”: 
 

a) unguided walk – the participants were told path information only, for example: 
10 steps ahead, then turn right and make 6 steps, then make 5 steps and so on. 
Prior to the tests the number of steps was adjusted to each participant’s stride 
length. In case a participant forgot the route the experimenter reminded him, 
but nothing else. This run served as a reference, simulating a path known from 
memory, but with possible unexpected obstacles along the way.  
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b) remote guidance without path information – the blind participant wore the 
headset, the chest-camera and the backpack with the laptop. The operator pro-
vided remote guidance on the base of a real-time video transmission. However, 
the operator did not provide precise information about the path (number of 
steps) and only estimated the participant’s position from the video feed. 

c) remote guidance with path information – as in the previous mode, the blind 
volunteers were guided by the remote operator. This time however, the operator 
provided them with precise information concerning the path (i.e. the exact 
number of steps to take).   

d) walk with a human guide – in this reference run a visually disabled person held 
a guide’s hand who led their way along the precisely defined path. The speed 
of walking was dictated by the blind participant.   
 
At the end of each trial run the blind participant was asked to point to where he 

thought the start of the path was located. This was to test whether focusing on the 
remote guidance influenced the person’s orientation skills.   

The door-finding task was a more realistic test. The participants were requested 
to find the sixth doorway on the right in a university corridor. Cardboard obstacles 
along the route made the task more difficult. Simple as it may appear, all of the 
participants failed to find the target door with their first attempt due to losing 
count. This test was subdivided into three categories: unguided, remote guided, 
and a reference guided run. 

 

Fig. 3. Navigational trials were automatically recorded. Markings on the participants’ pant 
legs and on the floor allowed precise path reconstruction. 
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2.4   Data Collection 

A wide angle camera automatically took pictures of the trials every 2 seconds. A 
sample photo is presented in Figure 3. Bright markers on the participants’ pant 
legs allowed quick, half-automated position plotting. The results were interpolated 
in order to graph the subject’s positions with a resolution of one second. Using 
this technique it was possible to accurately record, time-stamp and measure all the 
traversed trial paths. The perceived starting point direction was also marked for 
each trial.  

At the end of the experiment, each participant completed a short survey provid-
ing feedback about the proposed system, his communication with the operator, 
and expectations from the developed device.  

Table 1. Results from one of the trial paths and the door locating task 

 Path wavering* [m] Path/Task comple-
tion time [s] 

Error in locating the 
starting point  

Participant MM RP JM MM RP JM MM RP JM 

Path 1 (reference, help 
of a human guide) 

- - - 55 38 30 45° 90° 
Un-

able to 

guess 

Path 1 (unguided, path 
information only) 

4,0 9,4 3,9 92 82 82 100° 135° 45° 

Path 1 (remote guid-
ance, no path informa-
tion)  

10,0 8,1 8,6 69 55 60 55° 45° 55° 

Path 1 (remote guid-
ance with path infor-
mation) 

5,1 9,8 7,5 63 60 58 45° 45° 45° 

Door locating task 
(reference) 

- - - 30 36 30 - - - 

Door locating task 
(unguided) 

- - - 60 66 94 - - - 

Door locating task  

(remote guidance) 
- - - 34 36 38 - - - 

*sum of distances from 5 key path points 

2.5   Outdoor Trial Description  

The second trial, performed with the more portable prototype with an UMTS-
/HSDPA modem, consisted of navigating outdoor paths on the university campus. 
The same three visually impaired volunteers participated in the tests. Trial paths 
were chosen to provide multiple obstacles, such as stairs, trash cans, park benches, 
lamp posts and fire hydrants. Every blind volunteer used his long cane during the 
tests. The paths had only limited turns to be easily remembered.  One of the expe-
rimenters accompanied the blind volunteers at all times for safety purposes, but 
provided assistance only in dangerous situations. 
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In order to prevent path familiarization to influence the results, the three trial 
participants completed the paths in three different “modes” in the order: a), a), b), 
c), b), c), b), c), b), c), where: 

 
a) walk with a human guide – walking hand-in-hand with a guide, who explained 

the turns in the path and any dangers along it. All three participants claimed 
that one run was sufficient to memorize the simple paths, but the process was 
repeated twice.   

b) remote guidance – the blind participant wore the earpiece, chest-camera and the 
portable mini-laptop. The operator provided remote guidance on the base of the 
real-time video transmission and observed the volunteer’s positions thanks to 
GPS readouts displayed on his digital map.  

c) independent walk – the participants relied only on themselves to navigate the 
paths, they were warned when in danger or when they lost their way. 
 
Thanks to such distribution of modes, the familiarization with the path in-

creased steadily and evenly influenced both the remote assisted and independent 
attempts.  

Table 2. Outdoor trial times 

   Path I times Path II times 

   JM MM RP JM MM RP 

Assisted 1 03:27 03:58 04:06 03:21 06:00 04:00 

Independent 2 03:31 04:00 03:50 04:02 06:41 04:40 

Assisted 3 02:57 03:44 03:18 03:06 05:09 03:50 

Independent 4 03:06 03:20 03:53 03:50 05:15 04:09 

Assisted 5 02:58 03:06 02:55 03:58 03:58 03:37 

Independent 6 03:05 03:30 03:10 03:17 04:41 03:51 

Assisted 7 02:55 03:08 02:55 03:40 03:20 03:26 

Independent 8 03:00 03:08 03:03 03:20 04:32 03:29 

During each path attempt the participants were timed, and the number of mis-
steps, minor collisions, potentially dangerous collisions and path confusions were 
counted. Missteps were either slight stumbles, or stepping on the grass. Minor col-
lisions were counted when unexpected obstacles were hit strongly with a cane, or 
a volunteer brushed against an obstacle. Dangerous collisions were always pre-
vented by the assisting experimenter, but included such dangers as tripping on 
stairs, or walking into an obstacle missed with the cane. 

The GPS position readouts were recorded once every second. The experiments 
were recorded and later replayed so that the participants’ positions at 5 second in-
tervals could be plotted. The collected data is presented in Table 2 and the total re-
sults, summed for the three participants are shown in Figure 4.  
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Fig. 4. Comparison of the total number of unfortunate event occurrences for assisted vs. in-
dependent trials totalled for all participants and all attempts on two outdoor paths. 

3   Trial Results and Analysis  

3.1   Performance Review 

Comparing the performance between the three participants is difficult as the cause 
of their blindness and mobility skills are disparate. The results provided in Table 1 
are the most representative of the group. Due to space constrains the table shows 
data for only one of the three test paths.  

The detailed trial data shows that the help of a remote guide is a significant im-
provement over travelling unguided. It is still far from assistance of a human guide 
present onsite, but the average travel speeds were 20-50% better then when trav-
ersing the paths unguided. In outdoor trials the time differences were less signifi-
cant – 15-20%. This is primarily due to the real-world environment in which the 
trial participants were experienced in navigating. The trials were constructed in 
such a way as to quickly familiarize the blind volunteers with the paths, leading 
them to reach quickly reach a similar safe top speed. 

The large path wavering when under remote guidance in indoor trials showed 
that the operator was not always able to precisely estimate the position of the as-
sisted person. This is improved once he could provide a-priori instructions about 
the distances in the paths.  

Contrary to their expectations, the blind participants retained better orientation 
when using the remote guide, than when walking unguided or with a human guide, 
as evidence by better estimation of the starting point at the end of each path.   

The task of locating the correct door was failed by all three participants on the 
first attempt. The successful unguided attempt was on average two times slower 
than when assisted by a remote guide.  

In the outdoor trials, the main improvement was the certainty of navigation and 
the decrease in missteps, such as walking onto grass or tripping on curbs, and ac-
cidental collisions.  
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3.2   Operator Conclusions  

One of the main conclusions about the user-operator communication was that that 
it is far more effective to inform the guided person about a nearby obstacle and let 
him pass the obstacle alone than trying to manoeuvre him precisely, e.g. with 
“step left/right” commands. The operator simply instructs: “obstacle on the left, a 
doorway on half right”. It requires less effort from both the operator and the blind 
pedestrian, is more concise and yields better results. After all, the ultimate goal of 
the system is to complement and not replace the way the blind travel. 

The operator’s adjustment to each blind user’s needs seemed to be a key pa-
rameter in providing effective navigation. When encountering obstacles, short and 
simple commands e.g. “park bench on your left, a doorway on half right” were far 
more welcome to most users than precise manoeuvring instructions. To ensure the 
blind persons maintain a proper walking direction it was advisable to find a travel 
boundary, e.g. ,,a walk along the left curb’’. From the psychological point of view 
operator-user communication should be settled individually with every blind user. 
Some participants only wanted short navigating instructions and obstacle warn-
ings; others felt more comfortable and safe after a more detailed description of the 
environment.   

3.3   Survey Results  

Both trials were followed by short questionnaires, which revealed some important 
points for improving the system. All the respondents expressed great excitement 
about the project. They professed that if the device comes into being, they would 
use it on daily basis to travel with more confidence and explore new areas. They 
conceded that the presence of the operator’s voice engendered a feeling of safety, 
which the ETA [1] all of them had contact with previously could not compare to.  

The surveyed participants expressed a general reluctance to hold any extra 
items such as an electronic compass or a camera, and under no circumstance 
would they relinquish their canes.  

Their three primary predicaments that need to be addressed are as follows: 
 

a) finding a set of traffic lights to safely cross a pedestrian-crossing, 
b) finding the button to activate a green light on a pedestrian-crossing, and 
c) searching for a quiet street and being guided across it. Traversing a pedestrian-

crossing with no traffic lights is the most risky task.  
 
They can be solved by the developed system.  

4   Present and Future Work  

4.1   Enhancing GPS Navigation 

The inclusion of a GPS receiver greatly enhanced the system’s functionality. 
Availability of precise digital maps enables the visualization of sidewalks, lawns, 
the outlines of buildings, stairs, traffic lights, zebra crossings, bus and tram stops 
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which are very helpful landmarks for the blind. As the accuracy of commonly 
used GPS receivers falls short of the precision required to track the exact position 
of a pedestrian, an electronic compass and inertia sensors are being added to the 
system.  

4.2   Adjustable Video Quality 

The tests revealed the necessity to enhance the quality of the video stream to the 
operator, or if it fails, change the parameters of the video transmission on demand, 
prioritizing either smooth frame-rate or high resolution. The trial participants ex-
pressed the wish to be able to read signs, numbers and names in halls and corri-
dors, the numbers of approaching trams or buses. This can be accomplished by 
capturing a high resolution video sequence where the frame rate and latency are of 
secondary importance. On the other hand, crossing streets or moving on busy 
pavements necessitates a high frame rate and good response that compromises the 
resolution. These parameters should be regulated by the remote operator according 
to the needs of the blind user.  

4.3   Target Platform 

The target platform has yet to be decided upon, but it must be compact and light 
enough for it to be concealed into a small handbag or waist-pouch. There are sev-
eral devices considered, all with their pros and cons. Mobile phones have the ad-
vantage of being a ready made, and relatively cheap technology; however they 
lack in computational power and video quality. Small palm-top or ultraportable 
laptop computers are an expensive solution, but one that meets all the demands 
and that is currently used in the prototype. The last considered technology is pow-
erful microcontrollers, which would require the design of a custom circuit board 
and casing. 

Interviews with the blind volunteers showed that the size and appearance of any 
electronic travel aid is of great importance to them. Our target device must be 
small enough to fit in a pocket or a light shoulder bag. It cannot be overly ex-
posed, as almost half of the interviewed blind users have experienced cell-phone 
or mp3-player theft at some point of their lives. 

5   Conclusions  

The trial results and the questionnaire following the tests show that the provision 
of this “electronic vision”, albeit in its infancy, could elevate both the physical and 
psychological comfort of the blind. The operator’s voice and “telepresence” 
causes a strong feeling of safety. Should an unexpected event occur, a blind user 
of the system can always count on immediate assistance. The authors feel strongly 
encouraged by the test results and the positive feedback from the trial participants. 

Objective test results show that a blind person assisted by a remote guide walks 
faster, at a steadier pace and is able to more easily navigate inside a building. The 
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trials provided valuable experience to the designers concerning future require-
ments from the target platform and the communication channel.  

Another concept worth considering is that the operators themselves could be 
disabled individuals. Confined to a wheelchair, they could find employment in 
aiding the blind.  
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Abstract. This paper describes real-time daylight based eye gaze tracking system. 
Proposed solution consists of two video cameras, infrared markers and few elec-
tronic components. Usage of popular webcams makes the system inexpensive. In 
dual camera system one camera is used for pupil tracking while second one con-
trols position of the head relative to the screen. Two detection algorithms have 
been developed and implemented – pupil detection and the screen position detec-
tion. Proposed solution is an attempt to create an interface for handicapped users 
which they could use instead of mouse or keyboard. 

1   Introduction 

A typical human-computer interface transfers information between a user and a 
computer. Most commonly used devices for presenting information are screen dis-
plays and loudspeakers. The latter one may also be used for audio feedback crea-
tion. Traditionally, a keyboard and a mouse are used for communicating with the 
computer. So called input devices, mentioned above, are useless in case of para-
lyzed persons. Fortunately, a great amount of persons with motor dysfunctions still 
may express vocally their feelings and demands. It is extremely important for the 
comfort of their life. Unfortunately, there are also people vocally and physically 
disabled which makes the communication with them very difficult. For example, in 
case of patients with amyotrophic lateral sclerosis (ALS) progressive paralysis of 
the voluntary muscles develops due to loss of motor neurons. ALS is a severe, pro-
gressive disease affecting both the central and peripheral parts of the motor nervous 
system. In the final stage people cannot control their limbs and facial muscles. Fur-
thermore, this disease may also involve disphonia or aphonia. The computer can be 
considered as an ideal tool for enabling communication with such people, improv-
ing it and making more reliable. Some available and easy measured signals coming 
out of the patient’s body can be utilized to navigate the computer or to express the 
disabled person itself. There are some possibilities to acquire information starting 
from electrical signal generated by brain (EEG), muscles (EMG) or from detection 
of partially active limb micro-movements. A research has been undertaken to use 
the EEG signal as a control of PC operation or other equipment (like electric 
wheelchair) which can be combined with PC [1]. There are also some projects in-
volving multiple technologies like EMG and EGT (eye gaze tracking) [2]. Al-
though it is very interesting to operate the machine or computer with thoughts only, 
this kind of system demands very stable electromagnetic conditions and is very 
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sensitive to noise level and to other interferences. Detecting the eye placement can 
be use to correct artifacts in electroencephalogram data resulting from eye move-
ment. In this case data coming from the eye tracking device cannot be corrupted by 
any electrophysiological signal [3].  

Detecting the eye position is also used as a factor which allows determination 
of drivers fatigue. Detected eye is being analyzed (is it open or is it closed) and on 
this basis drivers fatigue is being defined [4]. Basing on frequency of eyelid blinks 
the users awareness can be determined [5]. Different methods of eye-gaze and 
eye-movement tracking have been reported in the literature. A short list includes 
Electro-Oculography [6-8], Limbus, Pupil and Eye/Eyelid Tracking [9-14] Con-
tact Lens Method, Corneal and Pupil Reflection Relationship [8, 11, 15, 16], Head 
Movement Measurement [17, 18]. 

In our research we have focused on the gaze detection as an non-invasive tool 
for computer navigation. This paper presents preliminary studies on eye pupil po-
sition detection and possibility to use this information in computer navigation. 
This paper is organized as follows. The proposed eye movement tracking algori-
thm and screen detection algorithm are presented in the Section 2. The Section 3 
contains experimental results. Discussion is presented in the Section 4. The Sec-
tion 5 includes conclusions. 

2   Methods 

The proposed method relies on simultaneous positioning an eye pupil and a com-
puter screen. The method is composed of four main algorithms: 1.the pupil detec-
tion algorithm, 2. the screen detection algorithm, 3. the algorithm for estimation of 
fixation point, and 4. the algorithm for relating the fixation point with the mouse 
cursor position. Before the algorithms are used the captured images have to be 
pre-processed and de-noised. The following operations on images are done: 1. 
conversion to HSV scale, 2. Gaussian smoothing, 3. morphological (erosion, dila-
tion, and fixing of the threshold). The algorithms are described in the following 
paragraphs. Description of the above mentioned operations are omitted as they de-
scription can be easily found in the literature, e.g. [19]. 

Algorithm of Eye Pupil Detection 
Two different algorithms for eye pupil detection have been proposed: detection of 
the longest segment algorithm (LSD) and its modified version (MLSD). It is as-
sumed that the searched pupil is represented by black pixels in the captured and 
processed images. LSD algorithm is based on scanning the resulting, after pre-
processing, binary image row by row. The length, starting and ending coordinates 
are saved for each detected black segment (even one pixel). Then the longest seg-
ment is selected and its centre is estimated as the pupil centre.  

The horizontal and vertical segments are used by MLSD algorithms. Thus, im-
age is also scanned column by column. The segments parameters are stored in se-
parate buffers. Then, the longest segment is determined and segments shorter than 
0,9 and longer than 0,5 of the length of the selected longest one are chosen. In the 
next step the collection of the beginning and ending points of selected segments is 
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created. To estimate pupil shape the ellipse fitting algorithm is applied using the 
collected points. The pupil centre is determined by the ellipse centre. 

The Screen Detection Algorithm 
The algorithm of the screen detection is relatively complicated due to the fact that 
the captured image contains different information depending on the distance be-
tween camera and the screen. In fact, the screen detection algorithm is reduced to 
detecting position of infra-red (IR) markers. Such markers are attached to each 
corner of the screen frame. Again LSD algorithm is applied to the pre-processed 
image, however it is captured by the screen camera. At the beginning the image is 
divided arbitrarily into four parts, however each part contains one of the screen 
corner. Then LSD algorithm detects IR markers separately for each part of the im-
age. Finally, an adaptive screen dividing is applied when all four corners are al-
ready detected. 

The Calibration Procedure 
The calibration procedure is used for determination of the fixation point (point on 
which the vision is fixed). During calibration, the user is asked to look at a number 
of screen points for which the positions (in the scene image) are known. Three dif-
ferent calibration patterns has been used containing respectively 2, 3 and 9 points. 

In case of 2-point calibration the fixation points are estimated in relation to 
points laying at the beginning and at the end of the screen diagonal. The fixation 
point is estimated in relation to points corresponding to screen width and height in 
three points calibration procedure. In case of 2-points calibration the following (1, 
an 2) equations are used to calculate the fixation point: 
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Here, 
xs, ys –  are coordinates of the fixation point, 
xe, ye – current coordinates of the pupil center, 
xsi ysi – coordinates of the point in the captured image corresponding to calibration 
points, and 
xei, yei – coordinates of the eye pupil center, related to xsi and ysi 

 

The 3-points calibration procedure is a compilation of two 2-points calibration 
made twice (vertical and horizontal arrangements) and uses the same equations. 
The vertical coordinate is calculated according to calibration points corresponded 
to screen height. The horizontal coordinate is calculated according to calibration 
points corresponded to the screen width. In case of the 9-points calibration the fix-
ation point coordinates are approximated using the following (3,4) formulas: 

( ) 2
6

2
54321, eeeeeeees yaxayxayaxaayxfx +++++==   (3) 

( ) 2
6

2
54321, eeeeeeees ybxbyxbybxbbyxgy +++++==  (4) 



112 T. Kocejko, A. Bujnowski, and J. Wtorek 

Here, 
xs, ys – are fixation point coordinates,  
xe, ye – current coordinates of eye pupil center, and  
ai, bi – are constants determined by the calibration procedure. 

Relating the Mouse Cursor Position with Fixation Point 
The mapping procedure allows relation mouse cursor position to estimated fixa-
tion point. The applied approach relies on trigonometric relationships between co-
ordinates of actual and transferred points. Before mapping procedure can be ap-
plied, coordinates of a virtual screen (the screen presented in the captured image) 
are normalized. Firstly, direction and angle of the virtual screen are calculated. 
Next, every marked point is rotated by the angle of opposite value than the de-
tected one using appropriate formulas. At last, the coordinates are normalized. Af-
ter normalization procedure, mouse cursor position can be related to position of 
the fixation point by means of polynomial mapping. 

Experimental Stand 
Experimental stand have been performed using a developed experimental stand 
(Fig. 1). It consisted of two cameras, four infra-red (IR) electro-luminescent di-
odes (LED) used to mark the screen corners and personal computer. Both cameras 
were attached to the head of an examined person by means of the glasses-frame. 
One camera was devoted to observing the eye while the second one was observing 
the scene in front of the person including computer monitor. The camera that ob-
served the computer screen contained two filters: one protecting from the IR light 
and the second one to attenuate a day light. The former filter was intended to pro-
tect from reflected infra red light. However, the infra red light directed straight to 
the camera lens was not attenuated completely. The aim of the latter filter was to 
remove the day light and the light reflected form the screen. As a result only IR 
LED’s were visible. The “scene camera” had resolution equal or above 640x480 
dpi (e.g. Creative Labs Webcam Live) while the “eye camera” was a typical low-
resolution webcam (e.g. Intuix PC webcam). Both could be easily connected to the 
PC via USB interface. 

 

Fig. 1. Hardware setup 

Experiments 
Experiments were performed on a group of 10 people of different age, sex, and a 
computer software knowledge. The youngest checked person was 22 years old, the 
oldest was 79. Various experiments have been performed: 
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Test 1: The pupil detection algorithms have been compared and tested for cor-
rectness of the pupil shape and centre estimation. Firstly, the user was as-
ked to look straight forward and to deflect its eye left and right. 

Test 2: MLSD algorithm has been tested for the range of pupil deflection. User 
was asked to deflect his eye maximally left, right, up and down without 
changing his head position. 

Test 3: The influence of the calibration procedure type on the fixation point es-
timation was tested. Test executed were to show how many calibration 
points were needed to keep the balance between “user friendly” calibra-
tion procedure and the device correctness. User was asked to look at 9 
different points (point by point) of known positions. Before every try user 
had to go through a calibration procedure. Two, three and nine point cali-
bration patterns were tested. The positions of estimated fixation point and 
corresponding check point were compared. The test was performed for 
tree different “user to screen” distances: 40cm, 60cm and 80cm. 

Test 4: The influence of “user to screen” distance changes have been tested. The 
calibration was used for “the user to screen” distance equal to 40cm. User 
had to gaze on 9 points (point by point) and then the distance from the 
screen to the user was set 60 and 80cm. 

Test 5: The device has been tested for the acceptable head rotation. The user was 
asked to perform the “test 3” with his head rotated by 30 degrees and 
“user to screen” distance of 80cm. 

Test 6: The influence of the head slops on device performance. User was asked 
to perform the “test 3” with his head slope left and right. 

Test 7: Hit test has been performed to determinate device resolution. The 15” 
screen was divided into 16 squares. The user had to concentrate the gaze 
on the centre of each square several times. All hits were counted and the 
mean and standard deviation were calculated. 

3   Results 

Pupil Detection Algorithm Validation 
Results of the pupil detection for user looking straight forward (Fig. 2). 

 

 
(a) 

 
(b) 

Fig. 2. Results obtained using the pupil detection algorithm  a) LSD algorithm result,  
b) MLSD algorithm result 

 
The set of points used to fit the ellipse in case of MLSD algorithm are pre-

sented in Fig. 3. 
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Fig. 3. Yellow and purple spots indicates the set of points used to fit the ellipse 

The pupil detection for user extremely deflecting his eye are presented in Fig. 4. 
 

 
(a) 

 
(b) 

Fig. 4. Pupil detection algorithm validation a) LSD algorithm result, b) MLSD algorithm 
result 

Modified Longest Segment Algorithm Range Validation  
User was asked to deflect his eye maximally left, right, up and down without 
changing his head position. Results are presented in Fig. 5. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. MLSD algorithm range validation,  pupil detection for eye deflected maximally a) 
left, b) right, c) up, d) down 

Results of influence of glasses (Fig. 6b) 
 

 
(a) 

 
(b) 

Fig. 6. Results of pupil detection for user a) without glasses, b) wearing glasses 

Beginnings and the 

endings of detected seg-

ments which creates the 

set of points used in el-

lipse fitting. 
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Screen Detection Algorithm Validation 
The green spot indicate which IR markers are detected (fig 7a). When even one 
marker is not detected (e.g. is out of camera range) user gets visual information 
which corner is not detected (Fig. 7b). Blue points visible in Fig. 7a refer to points 
from calibration patterns. 

 

 
(a)  

(b) 

Fig. 7. Screen detection algorithm, a) correct detection, b) not every corner detected, infor-
mation set up in left upper corner 

Calibration Patterns 
Different patterns used in calibration procedure are shown below: 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Calibration patterns, a) 2-points pattern, b) 3-points pattern, c) 9-points pattern 

Test of the Influence of the Calibration Procedure on the Estimation of the Fixa-
tion Point 
The results for 2 points calibration are presented in Fig. 9. 
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(b) 

Fig. 9. Calibration procedure validation for different "head to screen" distance, a) 40cm,  
b) 60cm, c) 90cm. Blue spots refers to fixation point, purple refers to check points 
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(c) 

Fig. 9. (continued) 

The results for 3 points calibration are presented in Fig. 10. 
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(c) 

Fig. 10. Calibration procedure validation for different "head to screen" distance, a) 40cm,  
b) 60cm, c) 90cm. Blue spots refers to fixation point, purple refers to check points 

Results for 9 points calibration are presented in Fig. 11. 
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(b) 

Fig. 11. Calibration procedure validation for different "head to screen" distance, a) 40cm,  
b) 60cm, c) 90cm. Blue spots refers to fixation point, purple refers to check points 
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(c) 

Fig. 11. (continued) 

For each test the average, minimum and maximum distance between estimated 
fixation point and corresponding check point (in pixels) were calculated. The re-
sults are gathered in Tables 1-3. 

Table 1. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

2point cal./40cm 12 20 4 

2point cal./60cm 10 17 5 

2point cal./80cm 12 21 6 

Table 2. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

3point cal./40cm 6 12 1 

3point cal./60cm 9 17 2 

3point cal./80cm 12 17 7 

Table 3. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

9point cal./40cm 18 32 3 

9point cal./60cm 14 34 3 

9point cal./80cm 19 33 6 

The Influence of “User-to-screen” Distance Changes 
Tables 4-6 contain the average, minimum and maximum distance between esti-
mated fixation point and corresponding check point, in pixels. 

Table 4. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

2point cal./40cm 12 20 1 

2point cal./60cm 15 29 6 

2point cal./80cm 17 27 8 
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Table 5. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

3point cal./40cm 6 12 1 

3point cal./60cm 8 22 1 

3point cal./80cm 11 23 4 

Table 6. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

9point cal./40cm 18 32 3 

9point cal./60cm 26 46 4 

9point cal./80cm 25 39 13 

The Influence of Head Rotation 
The head rotation ratio strongly depends on screen camera range. Device estimates 
fixation point and mouse cursor position only when whole screen is detected. The 
test results are presented in Fig. 12a. 

The distance dependence between estimated fixation point and check point is 
presented in Table 7: 

Table 7. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

3point cal./80cm 13 20 7 

The Influence of the Head Slops 
The test results are presented in Fig. 12. 
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Fig. 12. a) results for head rotated by the angle, b) results for head sloped left. Blue spots 
refers to fixation point, purple refers to check points. 
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The distance dependence between estimated fixation point and check point is 
presented in Table 8. 

Table 8. Distance between check points and fixation point 

Calibration type/distance Average Max Min 

3point cal./60cm 12 22 2 

Hit Test 
The examined persons were asked to hit each marked part of screen ten times. All 
hits were counted and mean and standard deviation were calculated. 
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(a) 

 
(b) 

Fig. 13. Hit test, a) results for LSD algorithm, b) results for MLSD algorithm 

Two different pupil detection algorithms has been tested. In case of LSD algo-
rithm user had to locate mouse cursor 8 times in every area and 10 times in case of 
MLSD algorithm. 

4   Discussion 

Pupil detection algorithms have can be evaluated only subjectively. However, as it 
can be noticed in Fig. 2, both algorithms work correctly when there are no signifi-
cant eye deflections. The preponderance of MLSD over LSD algorithm is clearly 
visible (Fig. 3) when user’s eye is deflected. The MLSD algorithm estimates pupil 
shape correctly in full range of eye movement (Fig. 4). In devices like Eye mouse 
the balance between user friendly interface and correctness of the device is a very 
important feature. The test which examined influence of particular calibration pat-
tern on accurateness of fixation point estimation has been performed. Results for 
different “head to screen” distances are presented in Fig. 9-11. The user had to go 
through the calibration process every time when the distance between head and 
screen increased. The optimal pattern used in calibration process has been 
searched. From Tables 1-3 it is clear that 9-point calibration pattern does not give 
expected results. Every parameter (average, max. and min. distance) is less satis-
fied then in case of 2 and 3-point calibration patterns. Next test has clarified which 
calibration pattern should be used. Comparing data in Tables 1-3 with correspond-
ing ones in Tables 4-6 it can be noticed that they do not differ much only for a  
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three point pattern. In other words, influence of distance between head and screen 
is not noticeable in this case. Results from Tables 7 and 8 compared with corre-
sponding results from Table 2 show that the developed method allows for head 
slope and rotation. 

In elaborated device we decided to create virtual space in captured by scene-
camera image. Virtual space coordinates system is connected to image coordinates 
system. Every point used in calibration procedure has its representation in virtual 
space. The procedure of relating the on-screen calibration point with pupil position 
in fact relates virtual representation of actual calibration points with pupil position. 
This approach makes the device insensitive to significant head movements and to 
changes of “user to screen” distance. The user can change the screen placement 
without necessity of repeating the calibration procedure. However it is true as long 
as the user’s eye, the eye and the screen cameras remain in the same relation as 
during the calibration procedure. To prove the system performance the hit test pro-
cedure has been proposed. The 15” screen has been divided into 16 squares. The 
user had to concentrate the gaze on the centre of each square several times. All 
hits were counted and mean and standard deviation were calculated. The standard 
deviation was calculated from the formula (5): 
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where N – is number of all hits directed to each square. Fig. 13a shows calculated 
results of the single trial for N=8 (LSD algorithm has been used). For each region 
number of captured gaze positions was counted. This number was from 5 to 12 for 
each square. The mean value was 8 with standard deviation σ =1,63. Performing 
the same test using MLSD algorithm, user placed a mouse cursor correctly 10 
times in every area (Fig. 13b). 

Proposed eye tracking method is fast, reliable and relatively inexpensive. Ap-
plying a dual-camera system allows to compensate potential users head move-
ments. The system was tested on healthy subjects, age from 22 to 79, having dif-
ferent iris and skin colour. In all examined cases system appeared to work 
correctly. All applied algorithms are relatively fast and work in a real-time. 

5   Conclusions 

Efficient techniques of eye detection in captured images are very important in 
HCI. Information about the current eye position towards the screen can be used to 
determinate the mouse cursor position which can give a chance to operate PC by 
people with serious movement disabilities. We have developed an inexpensive and 
real-time system using efficient algorithms. System has been tested on 6 persons 
in different environmental conditions. It appeared to work correctly both in natural 
and artificial light conditions. Also hit test has shown a relatively good perform-
ance. Introducing additional tests, camera enables a correction for the head 
movement and different position in relation to the screen. It increases a number of  
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correct hits. It is possible to express patient’s feelings, and show various informa-
tion on the screen fitted with specially developed software. The system can oper-
ate in real time with modern PC like Pentium 4 CPU with 1GHz clock and 512 
MB RAM operating Windows XP system. The source code can be transferred to 
the other operating systems such as Linux with the Video for Linux layer, but this 
operation needs more careful webcam selection, as not every web camera has 
properly working driver for Linux. In this paper we presented solution which 
could allow the creation of the head’s movements free eye tracking device. Al-
though the accuracy of elaborated solution strongly depends on camera’s resolu-
tion, every attempt of creating this kind of device gives a chance of normal life for 
suffering people. 
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Abstract. In recent years there has been an increased interest in Human-Computer 
Interaction Systems allowing for more natural communication with machines. 
Such systems are especially important for elderly and disabled persons. The paper 
presents a vision-based system for detection of long voluntary eye blinks and in-
terpretation of blink patterns for communication between man and machine. The 
blink-controlled applications developed for this system have been described, i.e. 
the spelling program and the eye-controlled web browser. 

1   Introduction 

Human-Computer Interface (HCI) can be described as the point of communication 
between the human user and a computer. Typical input devices used nowadays for 
communication with the machine are: keyboard, computer mouse, trackball, touch-
pad and a touch-screen. All these interfaces require manual control and cannot be 
used by persons impaired in movement capacity. This fact induces the need for  
development of the alternative method of communication between human and com-
puter that would be suitable for the disabled. Therefore the work on the develop-
ment of innovative human-computer interfaces attracts so much the attentions of 
researchers all over the world [1]. For severely paralyzed persons, whose ability of 
movement is limited to the muscles around the eyes most suitable are systems con-
trolled by eye-blinks since blinking is the last voluntary action the disabled person 
looses control of [2]. Eye blinks can be classified into three types: voluntary, re-
flexive and spontaneous. Spontaneous eye blinks are those with no external stimuli 
specified and they are associated with the psycho-physiological state of the person 
[3]. Voluntary eye blinks are results of a person’s decision to blink and can be used 
as a method for communication. The eye-movement or eye blink controlled human-
computer interface systems are very useful for persons who cannot speak or use 
hands to communicate (hemiparesis, quadriplegia, ALS). The systems use tech-
niques based mainly on infrared light reflectance or electro-oculography. 

The example of the gaze-communication device is Visionboard system [4]. The 
infrared diodes located in the corners of the monitor allow for detection and track-
ing of the user’s eyes employing the “bright pupil” effect. The system replaces the 
mouse and the keyboard of a standard computer and provides access to many ap-
plications, such as writing messages, drawing, remote control, Internet browsers or 
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electronic mail. However, majority of users were not fully satisfied with this solu-
tion and suggested improvements. 

More efficient system, based on passive eye and blink detection techniques, 
was proposed in [5]. The system enables communication using eye blink patterns. 
The spelling program and two interactive games were prepared for the users of 
this system. 

The application of vision-based analysis of eye blink biometrics was demon-
strated in [6]. The authors also examined the influence of ambiguous blink behav-
iors on specific HCI scenarios. In [7] the authors developed text editor, which is 
operated using EOG signals. Eye movements are responsible for the movement of 
the cursor and decision making is simulated by successive blinks. Electro-
oculography was also used in [8] to develop a system allowing physically im-
paired patients to control a computer as assisted communication. The application 
allowing for entering alphanumeric signs to text editor was controlled by eye 
blinks. Double eye blinking was used as a decision making signal to avoid errors 
resulting from physiological blinking. The results confirmed, that eye-movement 
interface can be used to properly control computer functions and to assist commu-
nication of movement-impaired patients. 

The vision-based system presented is designed for the disabled users who are 
capable of blinking voluntarily. The proposed algorithm allows for eye blink de-
tection, estimation of the eye blink duration and interpretation of the sequence of 
blinks in the real time to control the non-intrusive human-computer interface. The 
employed image processing techniques are used to measure the area of the visible 
part of an eye and in this way analyze the eye blink dynamics. Two applications 
were designed to present the usefulness of the proposed system in human-
computer interaction: spelling program named BlinkWriter and BlinkBrowser – 
software for navigating in the Internet by blinking. 

The paper is organized as follows: the next section describes the eye blink 
monitoring methods, the detailed description of the proposed system and the ap-
plications designed for human-computer interaction using the system is given in 
Sections 3 and 4. Experimental results are presented in Section 5 and Section 6 
concludes the paper. 

2   Eye-Blink Monitoring 

Eye blink detection has a number of applications, like eye blink dynamics analy-
sis, eye detection and tracking or face detection. For this reason a number of eye 
blink detection techniques have been developed. They can be divided into contact 
methods requiring direct connection of the measuring equipment to the monitored 
person, and non-contact methods. Another classification divides eye blink detec-
tion techniques into non-vision and vision-based. Non-vision methods include 
electro-oculography (EOG) and high-frequency transceivers. EOG uses the re-
cordings of the electric skin potential differences collected from the electrodes 
placed around the eyes. The blinks are identified as the spike waveforms with am-
plitudes of 0.5÷1mV [9]. Another non-vision-based method for eye blink detection 
employs the high-frequency (~30GHz) transceivers. The head is illuminated by 
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the transceiver and the analysis of the Doppler components of the reflected signal 
allow for identification of the eye blinks [10]. 

Camera based eye blink detection techniques are in general non-contact ones. 
They make use of some properties or characteristics of an eye that can be detected 
by the camera. Vision-based methods can be classified into two groups: active and 
passive. In active eye blink detection additional light sources are required in order to 
take advantage of the reflective properties of a human eye. In contrast passive eye 
detection methods do not need special illumination. However, more advanced image 
processing methods need to be applied on the images taken in natural conditions. 

Eye blink detection systems make use of a number of combined image process-
ing methods, usually including active infrared (IR) illumination. The system built 
by Horng et. al. [11] is based on skin color detection and template matching. Eye 
blink detection by difference images was designed by Brandt et.al [12]. System 
proposed by Grauman et. al. [5] employs motion analysis and template matching 
for eye blink detection and analysis. 

The passive vision based system proposed in this paper is constructed in such a 
way that it is as reliable, safe and user-friendly as possible. The assumptions are:  

 

• nonintrusive system; 
• avoid specialized hardware and infrared illumination 
• real-time performance; 
• use only part of the processing power of the computer; 
• run on a consumer grade computer. 

3   Eye-Blink Monitoring System 

3.1   System Overview 

A passive vision-based system for monitoring eye blinks was designed in the 
Medical Electronics Division in the Technical University of Lodz [13]. The sys-
tem uses simple commercially available hardware: USB Internet camera and stan-
dard personal computer (fig. 1). It was tested on two types of processors: Intel 
Centrino 1.5GHz and Intel Core2 Quad 2.4GHz. The real-time eye blink detection 
was achieved with the speed of 30fps., on the images of  resolution 320x240. The 
applications were written using C++ Builder compiler and Intel OpenCV libraries.  

The system comprises four main image processing and analysis software mod-
ules, as shown in fig. 2. Haar-like face detection [14] is followed by eye localiza-
tion based on certain geometrical dependencies known for human face. The next 
step is eye tracking. It is performed using template matching. Eye blinks are de-
tected and analyzed by employing an active contour model [15]. 

The developed system detects spontaneous and voluntary eye blinks and allows 
for interpretation of eye blink patterns. The detected eye blinks are classified as 
short blinks (<200ms) or long blinks (>=200ms). Separate short eye blinks are as-
sumed to be spontaneous and are not included in the designed eye blink code. The 
example oculogram (plot of eye openness given in percent vs. time) recorded by 
the system is plotted in fig. 3. 
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Fig. 1. Test-bench 

 

Fig. 2. Block diagram of the system for eye-blink detection 

 

Fig. 3. Example oculogram recorded by the system 

3.2   Face Detection and Eye Localization 

The first step in the proposed algorithm for eye blink monitoring is face detection. 
For this purpose the statistical approach using features calculated on the basis of 
Haar-like masks is employed. The Haar-like features are computed by convolving 
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the image with templates of different size and orientation. The detection decision 
is carried out by a cascade of boosted tree classifiers. The simple “weak” classifi-
ers are trained on the face images of the fixed size 24×24 pixels. Face detection is 
done by sliding the search window of the same size as the face images used for 
training through the test image. The method was tested on the set of 150 face im-
ages of different sizes and taken at different lighting conditions. The algorithm 
recognized 94% of the faces correctly. 

The next step of the algorithm is eye localization. The position of the eyes in 
the face image is found on the basis of certain geometrical dependencies known 
for human face. The traditional rules of proportion show face divided into six 
equal squares, two by three. According to these rules the eyes are located about 
0.4 of the way from the top of the head to the eyes (fig. 4). The image of the ex-
tracted eye region is further preprocessed for performing eye blink detection. Then 
it is converted from RGB to YCbCr color space and eye regions are extracted by 
thresholding the image in the red chrominance channel. The threshold level is cal-
culated using the Otsu method [16]. The steps for eye region extraction are pre-
sented in fig. 5. 

 

 

Fig. 4. Eye localization based on face geometry (phantom of average female face from 
http://graphics.cs.cmu.edu) 

 

Fig. 5. Eye area detection by skin color segmentation: a) RGB image, b) Cr channel, c) Cr 
channel image with threshold 



128 A. Królak and P. Strumiłło 

3.3   Eye Tracking and Eye Blink Detection 

The detected eyes are tracked using normalized cross-correlation method. The 
template image of the user’s eyes is automatically acquired during the initializa-
tion of the system. The correlation coefficient calculated is used as a measure of 
correct detection of the eye region. If it is greater than the predefined threshold 
value, the algorithm works in a loop of two steps: eye tracking and eye blink de-
tection. If the correlation coefficient is lower than the threshold value, face detec-
tion procedure is repeated. 

 

Fig. 6. Eye tracking using template matching 

Eye blink detection and analysis is implemented by means of the active contour 
model. The idea of this technique is to match the computer-generated curve, called 
a snake, to object boundaries. In the iterative process of energy function minimiza-
tion the snake becomes deformed and follows the shape of the object’s boundary. 
The energy function E associated with the curve is defined as: 

imgcurvcont EEEE γβα ++=                                      (1) 

where Econt is the contour continuity energy, Ecurv is the contour curvature energy, 
Eimg is the image energy and α,β and γ are the weights of the corresponding ener-
gies. The role of the contour continuity energy Econt is to make the snake points 
more equidistant. The curvature energy Ecurv is responsible for making the contour 
smoother. Image energy Eimg depends on the features calculated from the image. 

In the proposed algorithm two active contours, one for each eye, are employed 
for eye blink detection. The initial shape of each snake is an ellipse (fig. 7a). Ac-
tive contour matching is performed on the binary image of the extracted eye re-
gion. The resulting curve (plotted in black in fig. 7c) is approximated to the shape 
of an ellipse (plotted in white) since the elliptical shape is sufficiently precise 
model of the eye image. This approximation also facilitates the calculation of the 
area of the visible part of an eye (eye openness), which is also used for eye closure 
detection. 
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Fig. 7. Eye blink detection using active contour model: (a) snake initialization, (b) iterative 
deformation of the snake, (c) resulting curve (in black) and approximated ellipse represent-
ing the boundaries of the visible part of an eye (in white). 

4   The Developed Software 

Two applications were created taking advantage of the developed eye-blink detec-
tion system: the spelling program named BlinkWriter and a software for load and 
viewing the web pages called BlinkBrowser.  

4.1   BlinkWriter 

The BlinkWriter is an application developed for entering alphanumeric signs by 
blinking. A virtual keyboard containing alphanumeric signs is displayed on the 
screen. The user accesses the demanded sign by eye-blink-controlled shifting of 
the active row/column and confirming the selection by performing longer break 
between the two consecutive eye-blinks (>2s.). The placement of the letters on the 
screen (fig. 8) was developed using a similar concept to Huffman coding. Thus, 
letters most often used in Polish language can be selected by shorter sequence of 
eye blinks. 

 

 

Fig. 8. Letter arrangement on the screen in BlinkWriter application 

4.2   BlinkBrowser 

The developed system for eye blink detection and analysis was also employed in 
the application allowing for web browsing by blinking. The graphical user inter-
face of the program is presented in fig. 9.  
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Fig. 9. Graphical user interface of BlinkBrowser 

The application works in two modes: “the address mode” and “the view mode”. 
In the address mode the user can enter the URL address from the virtual keyboard 
(fig. 10) or write a word or phrase to be found on the web. The button “Google” 
allows for automatic search of the entered phrase by Google search engine. View 
mode (fig. 11) allows for navigating in the BlinkBrowser window and for control-
ling the mouse cursor by blinking. 
 

 

Fig. 10. Control panel in the “Address mode” of BlinkBrowser 

 

Fig. 11. Control panel in the “View mode” of BlinkBrowser 

5   Results 

The developed eye blink monitoring system was tested by 40 healthy persons, 
aged between 18 and 32 years. Each person was asked to blink 40 times (20 long 
blinks and 20 short blinks, alternatively). The assessment of the effectiveness of 
the system was based on three measures: precision, recall and accuracy calculated 
according to formulas (2), (3) and (4). 
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where: 
 

• TP (True Positives) – number of detected eye blinks when the blink actually 
appeared, 

• FP (False Positives) – number of detected eye blinks when the eye blink did not 
appeared, 

• FN (False Negatives) – number of eye blinks that appear but were not detected 
by the system. 

The overall system precision was equal to 97% and the recall to 98%. The re-
sults for short blinks and long blinks detection separately are presented in Table 1.  

Table 1. System performance summary 

Measure Precision Recall Accuracy    

Long eye blink detection 96.91% 98.13% 95.17% 

Short eye blink detection 96.99% 98.50% 95.53% 

Overall system performance 96.95% 98.31% 95.35% 

 
The functionality of the developed interface was assessed by estimating the 

time needed to enter the sequence of letters or signs, such as single character, 
name and surname of the user, given sentence, URL address, but also by assessing 
time required to move mouse cursor to the desired position and activate the par-
ticular link. The results are summarized in Table 2. The average time needed for 
entering a single character was 10.7s. Moving the mouse cursor from the top left 
corner of the screen to the bottom right corner took a user 9.5s. in average. 

Table 2. Spelling program results 

Input sequence Blink Writer Time [s]   Blink Browser Time [s] 

A 6.9 8.1 

9 11.8 14.3 

CAT 23.1 24.2 

MY NAME IS 80.6 91.8 

www.yahoo.com 92.4 61.3 

Average time needed to enter single character 10.7 12.8 
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The possibility of head movements while using the system was also tested. The 
maximum head turn for correct eyen blink detection was equal to ±40°. 

6   Conclusions 

Obtained results show that the developed algorithm and its software implementa-
tion is a viable alternative communication technique suitable for disabled persons. 
Performed tests demonstrate that the system is able to accurately distinguish be-
tween voluntary and involuntary blinks. This is an important aspect as it is used as 
an interface controlled by facial gestures.  

The important advantage of the proposed system is the fact that it does not need 
prior knowledge of face location or skin color is not required, nor any special 
lighting. Moreover the system is passive (no IR used) and works in the real time, 
at a frame rate of 30 fps. 

In many human-computer interfaces for the disabled additional hardware is re-
quired to be worn by the user, such as special transmitters, sensors, or markers. 
Since a proposed system uses only the web camera, it is completely non-intrusive, 
and therefore more user-friendly and easier to configure. 

Further testing of the system with users with disabilities is planned to find out 
what is the most comfortable and effective solution for them. Ideas for the devel-
opment of the system include work on developing more effective eye blink code 
and preparing more applications controlled by eye blinks.  

Since the eye-blink dynamic changes are reported to be the earliest symptoms 
of fatigue [17], the developed eye-blink monitoring system is also used as a tool to 
assess the level of person’s workload and drowsiness [18]. 
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Abstract. In the article there is presented an efficient system for dynamic gesture 
recognition in movie sequences based on Hidden Markov Models. The system 
uses colour-based image segmentation methods and introduces high-dimensional 
feature vectors to more accurately describe hand shape in the picture. It also util-
izes a-priori knowledge on gestures structure in order to allow effective dimen-
sionality reduction, hand posture classification and detection schemes. There is 
also presented a comparison of the algorithm proposed with competitive methods 
and argued a particular suitability of the system for the situations when only a 
small amount of training data is available. 

1   Introduction 

The development of human-computer interaction science requires a new approach 
in constructing interfaces between human and machine. Today tendency is to 
promote communication based on natural human means. The most basic ways of 
inter-human interaction are speech and hand gestures. The methods of speech rec-
ognition comprising domains such as signal analysis, feature vector processing 
and speech flow interpretation has been strongly developed in recent years. Ges-
tures however, are less focused on in research and the problem itself differs much 
from the previous one at least in terms of methods of data acquisition. 

One common approach to the problem of data acquisition in hand gesture rec-
ognition is the use of a wearable device for collecting data [1] (data glove). More 
user transparent approaches base on hand image obtained from a camera. Among 
those, the methods of image processing vary. Feature vectors can be extracted us-
ing e.g. some form of colour analysis [2], detecting local features [3] or differen-
tial pictures [4, 5].  

The most common solution to interpretation of a gesture as a dynamic sequence 
is utilization of Hidden Markov Models [6]. In most works no a-priori knowledge 
on gesture structure eg. on trajectory, or hand postures is used. Therefore in order 
to train and utilize HMMs authors usually resort to continuous state Hidden Mar-
kov Models [2] or discreet HMMs supported by the automatic vector quantization 
algorithm, e.g. LBG [1]. 
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In the proposed solution it was assumed that the grammar of available dynamic 
gestures contains only gestures (which correspond to words) comprised of some 
sequence of previously defined static hand postures (which correspond to letters or 
phonems). The proposed constraints give some considerable advantages at the 
stage of image interpretation and recognition: 

 

• they allow to use feature space transformation methods facilitating discrimina-
tion between classes of hand postures, 

• they allow to use a wide range of known classifiers including Statistical Classi-
fiers, Neural Networks or Support Vector Machines for hand posture recogni-
tion, 

• they allow to use model-based methods for object detection and tracking. 
 
In most implementations of HMMs in gesture recognition some arbitrarily cho-

sen, small set of features has been used for recognition. This set could consist for  
instance of mutual orientation of hands and face, hand size and a few geometrical 
features [2] or hand position, angle of axis of least inertia and eccentricity of the 
bounding ellipse [6]. The choice of the best set of features is usually done manually. 
Results obtained for different sets are compared between one another to choose the 
best solution. Since the selection of features can be difficult and time-consuming, it 
seems to be a better idea to, at least partially, automate this process basing on  
a-priori knowledge on the structure of gestures (e.g. the set of hand postures util-
ized). Therefore, in the proposed solution there was used a large feature vector pre-
cisely describing hand shape, and the computational feasibility was ensured by the 
automatically generated linear projection scheme - LDA aiming at preservation of 
the most discriminant features for the given set of classes of hand postures. 

In the paper there is presented a system for hand gesture recognition imple-
menting both the efficient real-time hand posture recognition as well as recogni-
tion of hand posture sequences (dynamic gestures). This article builds upon the 
previous paper [7]. Therefore, in this article there is given only a shortened over-
view of the methodology used, so for detailed description please refer to [7]. The 
main contribution of this work is the evaluation of applicability of the recognition 
system proposed, in more complex task of continuous gesture recognition as well 
as comparison of the given methodology against several other possible approaches 
to the problem. The evaluation comprises a comparison of different methods of 
dimensionality reduction (Linear Discriminant Analysis, Principal Component 
Analysis and Random Projection) as well as of gesture modeling (discreet-output 
Hidden Markov Models and continuous-output Hidden Markov Models). 

2   Methodology 

It is assumed that the source of data for recognition is a single camera. The recog-
nition system is aimed primarily at its utilization in machine control so it uses 
some artificial vocabulary of sings for communicating commands. The application 
is able (under some conditions) to automatically isolate a meaningful gesture and 
to interpret its meaning.  
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The methodology adopted base on colour analysis of the input pictures, linear 
projection dimensionality reduction, statistical hand posture classifier and utiliza-
tion of Hidden Markov Models for dynamic gesture recognition. There is also dis-
cussed an adopted method of gesture time segmentation in on-line processing. 

2.1   Image Preprocessing and Color Segmentation 

Feature vectors used for classification of hand postures are obtained by the geo-
metrical analysis of the area in the image covered by hand. In the proposed ap-
proach the segmentation of the hand is based on colour analysis and detection of 
skin colour in the image.  

The colour space used for segmentation in this work was YCbCr. A simple ma-
trix multiplication can be used for transformation between RGB and YCbCr. The 
resulting colour space can then be a subject to statistical modeling of skin colour 
distribution based on previously gathered samples [2]. However – in the proposed 
implementation there has been used static thresholds for skin colour [8]. After im-
age binarization, the morphological operation of n-closure is applied to regularize 
the resulting shape (in experiments the value n = 3 has been adopted). Then the 
largest consistent object in the picture is chosen and scaled to fit into the rectangle 
of 64x64 pixels (starting from the initial resolution of 320x240 pixels).  

 

 
 
 
 
 
 

 

Fig. 1. (a) – input picture, (b) – picture after binarization based on skin colour,  (c) – image 
after applying morphological operations and the choice of the largest object, (d) – hand im-
age after centering and scaling into 64x64 pixels 

2.2   Feature Extraction 

Feature extraction is an important step in the recognition process. To large extent 
the quality of classification depends on the choice and representativeness of the 
extracted features. After binarization and normalization of the hand image de-
scribed in the previous section the following features, also used in some OCR ap-
plications [9] (since we have to do with binary patterns now), are utilized: 

 

• horizontal and vertical projection (histogram) – contains accumulated number 
of white pixels in single row or column of image, 

• image offsets – distances between each edge of the image and the nearest white 
pixel. 
 

b) d) a) c)
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In addition to these 2 types of features there is used another one – which bases 
on computing of the number of white-black (and black-white) pixel transitions for 
columns and rows of the image. Some features are extracted with lower resolution, 
so the total length of feature vectors is 224. 

 
 
 
 
 
 
 

Fig. 2. Example of projection and offset type features (a,b – vertical and horizontal projec-
tion, c,d – “north” and “south” offsets, e, f – “west” and “east” offsets) 

2.3   Dimensionality Reduction 

Modeling probability distributions for large dimensional vectors is usually infea-
sible due to a fact, that multi-dimensional distributions require large amounts of 
samples to learn. It is also the case that only a relatively small number of features 
is required to well characterize classes and the relationships between them. 

One way to deal with this problem is to perform a linear projection from a high-
dimensional space onto a low-dimensional subspace. The two most widely used in 
the domain of pattern recognition linear projection methods are based on the Prin-
cipal Component Analysis and the Linear Discriminant Analysis [10]. Both meth-
ods aim at reducing space dimensionality while preserving as much information as 
possible. With PCA it is possible to preserve to the maximum extent a variance of 
the data within the remaining dimensions.  

As has been already mentioned in the introduction, the recognized gestures are 
composed of some defined a-priori fixed set of hand postures. Thus – the latter 
method – LDA projection, has been chosen as more suitable solution in this prob-
lem. The LDA, unlike PCA, utilizes also information on classes when performing 
projection.  Its goal is to maximize the between-class data scatter SB while mini-
mizing the within-class data scatter Sw in the projected space. The optimization 
criteria can be defined as the maximization of the ratio given by equation 

)det(

)det(

w

bR
S

S
=                                                        (1) 

By solving the associated eigenvalue problem one can obtain the values of lin-
ear discriminants and corresponding vectors. The projection matrix is than formed 
out of the vectors corresponding to the largest linear discriminants. 

2.4   Statistical Classifier 

In the approach presented in this paper the statistical classifier is used to recognize 
feature vectors corresponding to different hand postures. The maximum likelihood 

a) d) b) c) e) f) 
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classifier was chosen to perform quantization of hand postures. So the classifica-
tion decision rule is governed be the equation: 

)|()( cxpxevalc =                                                   (2) 

where  c denotes a class, x is a sample and probability p(x|c) depends on the dis-
tribution of features over class c. The simple procedure for performing classifica-
tion in this case is to choose the class with the highest value of p(x|c). Since we 
are dealing with continuous distributions the term p(x|c), for the sake of perform-
ing classification, can be replaced by the value of probability density function 
modeling class c probed in point x. The most widely used solution (that has also 
been adopted in this work) is to assume the normal distribution of samples within 
classes and use the multivariate normal distribution probability function as p(x|c). 
For computability reasons there is actually used a logarithm of the evaluation 
function (also known as the log likelihood function). 

Having given a-priori knowledge of all allowed classes of hand postures par-
ticipating in recognition, the classifier can be trained using samples of hand pos-
tures labeled as belonging to different classes. Thus the statistical classifier re-
places the classic LBG quantizer with an objection that the LBG quantizer is 
trained using unsupervised learning method, while the quantizer proposed uses 
supervised learning.  

2.5   Recognition of Gestures 

The alphabet of symbols obtained at the hand posture classification stage can be 
used as an input for higher level recognition processes used for recognition of dy-
namic gestures. So a discreet-output Hidden Markov Model has been selected to 
perform the recognition.  

In the proposed solution each class of hand posture corresponds to a separate 
output symbol of the model. Adopted HMM model is the linear left-right HMM 
model and the number of states is adjusted so each state roughly matches one hand 
posture (or rather a sequence of consecutive identical postures) that the gesture is 
composed of. An example of 3-emitting-state Hidden Markov Model modeling a 
gesture made of 3 different hand postures are given in Fig.3. 

 

 
Fig. 3. Example of a hidden Markow model modeling gesture made of a sequence of 3 
hand postures. The states marked with dashed line are non-emitting states. 

S1 S2 S3 S4 S5 
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When the structure of the model has been established, the model can be trained 
using initially a Viterbi training method, and then fine-tuned using Baum-Welsch 
parameter for re-estimation applied to the training set of gestures. 

2.6   Gesture Detection and Segmentation in Time 

Recognition of isolated gestures is only a part of the problem to solve when han-
dling the task of using gestures in machine control. Equally important part of this 
task is the extraction of gestures from a continuous sequence of gestures and ran-
dom gesticulation (thus reducing the problem of continuous gesture recognition 
into the problem of isolated gesture recognition). In the method presented, the 
problem has been handled by giving special meaning to two of the hand postures 
and labeling them as <<sil>> (from “silence” in speech recognition) and 
<<start>>, and assuming that all gestures start with <<start>> posture and ends 
with <<sil>> posture. 

The problem of segmentation can be also addressed in other ways, e.g. as a 
specific case of spurious pattern rejection problem (discussed in [11]), by tracking 
hand activity (movement) [1] or by HMM filler models [5]. Gesture segmentation 
in time is not necessary for efficient gesture recognition though it can improve 
recognition results. Later in this work there will be presented experiments with 
continuous gesture recognition in which gestures are not treated separately but as 
a part of the whole sentence. 

3   Experimental Results 

3.1   Recognition of Isolated Gestures 

The methodology described, was used to recognize gestures in testing sequences 
[7]. For the recognition of hand postures there were utilized images of hand pos-
tures divided into 9 different classes. The examples from each of the class are pre-
sented in Fig. 4. 

Each gesture was composed of 3 static hand postures, began with <<start>> 
hand posture and ended with <<sil>> hand posture (which did not belong to the 
gesture itself). Training and evaluation settings are described in details in [7]. The 
gesture segmentation and recognition scheme gave very good results for the test 
sequence of 25 gestures (all of which were extracted and recognized correctly). In 
terms of hand-posture recognition there was obtained an accuracy of 92.33% and 
even 99.8% if the moments of transition between different postures were not taken 
into account. The “R” package [12] and Hidden Markov Toolkit [13] were used 
for feature projection and HMM modeling. An efficient implementation ensured 
also more than real-time algorithm efficiency. 

3.2   Comparison with Other Methods 

Selection of Methods 
The key point of the algorithm proposed is the utilization of a-priori knowledge 
on gesture structure (such as the sequence of hand postures that it is composed of) 
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in the task of dimensionality reduction and statistical modeling using Hidden 
Markov Models. This information is utilized two times, firstly when parameters of 
LDA projection scheme are established and secondly, when the statistical classi-
fier performs quantization of hand postures. However, it is quite hard to compare 
the proposed feature acquisition scheme (feature generation + dimensionality re-
duction) with other methods (including manual selection of features) due to enor-
mous number of possibilities.  

 

 
 
 
 
 
 

Fig. 4. Examples from classes of recognized hand postures 

Therefore for subsequent experiments it was decided to use a single scheme of 
feature generation (described before) and run the test on a selection of methods for 
dimensionality reduction and generation of input data for Hidden Markov Models. 
The proposed solution was compared against two methods of dimensionality re-
duction which do not take into account the a-priori knowledge of gesture struc-
ture. Two projection methods fulfilling this requirement have been selected, the 
Principal Component Analysis [10] projection and the Random Projection [14]. 
The PCA projection scheme uses some training set to “blindly” retrieve informa-
tion on the structure of feature space. It analyzes the training set and struggles to 
find the linear projection matrix which, while reducing the dimension, maintains 
as much variability of the data set as possible. On the other side - the Random Pro-
jection scheme does not use any training at all and produces a random projection 
matrix W, which elements have been generated from the Gaussian distribution wij 
~ N(0, 1). It is important to underline that neither of these projection schemes use 
the information of the classes’ structure that the space of hand postures is divided 
into, however the PCA tries to establish the best (most discriminative) projection 
directions basing on the structure of the dataset as a whole. 

The dynamic statistical model adopted in this work was based on the discreet 
output HMM model. In this approach the information on classes of hand postures 
was used to perform vector quantization on data before supplying it into the 
HMM. So another goal of the evaluation was to confront the proposed method 
based on discrete output HMM against HMM modeling schemes that do not per-
form vector quantization and are not dependant on a-priori knowledge on classes 
of hand postures. For this task the continuous-output HMMs have been utilized 
which model feature vectors distributions in states as multi-dimensional gaussians. 
Finally, the following test configuration schemes were selected for comparison: 

• Random Projection dimensionality reduction + continuous output HMM, 
• PCA projection dimensionality reduction + continuous output HMM, 

1 2 3 4 
<<sil>> 

5 6 7 8 9 
<<start>> 
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• LDA projection dimensionality reduction + continuous output HMM, 
• LDA projection dimensionality reduction + discrete output HMM (the original 

method). 

Testing Environment 
Tests for comparing the approaches described above were performed off-line with 
the use of HTK toolkit [13]. Since the original method gave very good results for 
testing sequences, some changes to the testing environment were made to increase 
the difficulty level of recognition. First of all, the gesture segmentation scheme 
has been turned off, so no hand postures were treated as special articulation signs 
(such as <<start>> and <<sil>>). The extended set of gestures (which we will call 
‘words’ further on) to recognize consisted of five different symbols “one”, “two”, 
“three”, “four”, “five” (in opposition to three in previously described experiments) 
and each symbol was composed of 4 hand postures (this is given in Fig. 5). 

The number of words recorded amounted to 318 elements and was formed into 
long sentences of 14-30 words. The input for the recognition process were whole 
sequences, so it was in fact an example of continuous gesture recognition task. 

 
 

 

 

 

 
 
 
 

 

 

 

Fig. 5. Recognized dynamic gestures “one”, “two”, “three”, “four”, “five” 

In all approaches the same method was used to obtain feature vectors, and then 
some projection scheme (PCA, LDA or Random Projection) was used to reduce 
vectors’ sizes. For more reliable comparison, the vectors’ dimensions in all cases 
were reduced to 8 (since it is the maximum dimension for the LDA projection in 
our case) and the gaussian distributions in HMM states were also 8-dimensional. 
Each dynamic gesture (word) was associated with exactly one HMM. The data 
processing structure for different evaluations performed is given in Fig. 6. 

”one” 

”two” 

”three” 

9 1 2 

4 9 6 7 

9 3 7 

9 9 8 

6 9 9 

”four” 

”five” 
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Fig. 6. Data processing stages for 4 recognition schemes tested 

At the training stage the Viterbi and Baum-Welsch algorithm were used to ini-
tialize each model using a few learning samples. This methods, however, require 
manual segmentation of particular gestures and are cumbersome for large training 
sets. So, the method of Embedded Training [13] was used to fine tune model pa-
rameters. In the case of Embedded Training, the learning process is sentence-
based, not word-based. The ‘word’ HMM models already initialized by the means 
described above were joined together to form one large HMM model for the 
whole sentence basing on the word transcription provided by the user. Then the 
large model was trained using the image sequence containing the whole sentence.  

The gesture set was made up of 318 samples. 123 samples were divided into 
five distinct sentences containing only repeated gestures of the same kind (e.g. on-
ly words “one”, “two”.....). These sentences formed a core of the training set. The 
rest of the samples were divided between the training and validation set. Behavior 
of algorithms for different proportions between training and testing data was veri-
fied. In order to improve statistical properties of results (especially in case of 
smaller training sets), the remaining samples were being added either to the train-
ing or validation set using the cross-validation principle. The experiments were 
performed for the following divisions between training and validation sets: 39% - 
61%, 69% - 31%, 80% - 20%, 85% - 15%. 

In the recognition phase the manually prepared sentence transcriptions were 
used to evaluate recognition results. The sentences and their transcriptions were 
compared using the optimal matching algorithm. The results given further on, re-
fer to successful and bad matches between particular words in sentences. 

Raw feature vectors (224 elements) 

Randomly Projected 

Features (8 elements) 

PCA Projected Features  
(8 elements) 

LDA Projected Features 

(8 elements) 

Quantized 

Features 

(10 classes) 

Continuous output HMM Discrete 
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Recognition Results 
The recognition rate obtained during the experimental procedure described in the 
previous section is given in Table 1 and Fig.7. The accuracy computed comprises all 
types of recognition errors detected when comparing original transcription with rec-
ognition results (the errors are comprised of mismatches, omissions and insertions). 

Table 1. Recognition rates for different sizes of the training set 

 Rand. proj.  

cont. HMM

PCA 

cont. HMM

LDA  

cont. HMM

LDA  

discr. HMM 

39% of samples in the training set 12.3% 32.8% 70.3% 88.2% 

69% of samples in the training set 65.1% 83.6% 82.6% 88.7% 

80% of samples in the training set 76.9% 88.7% 84.6% 88.2% 

85% of samples in the training set 72.8% 86.2% 85.1% 88.2% 

 
The most striking difference between 4 methods tested can be observed in case 

when the smallest number of samples (123) was used in training. In this case, the 
two methods not dependant on the a-priori knowledge on gestures’ structure 
scored below 50% in accuracy (with as little as 12.3% for the random projection). 
Whereas the method utilizing LDA projection with continuous-output HMMs ob-
tained about 70% of accuracy, and the corresponding method utilizing discrete-
output HMMs practically reached a peak of its performance! Together with  
increase of the number of samples in the training set the results of all methods 
converge, however (as could be expected), the results for the simplest projection 
scheme Random Projection still lags more than 10% behind the rest of methods. 

With extending of the training set the method based on PCA projection quickly 
makes up for bad results obtained for the smallest training set and reaches and 
even surpasses the recognition level of LDA-based projection method with con-
tinuous-output HMMs. For all proportions between the training and validation set 
the results for the LDA-based projection method with discrete-output HMMs were 
very good and typically better than for other methods by 3-4%. The results of all 
three algorithms (PCA-based, LDA-based with continuous and dicrete-output 
HMMs) for larger training sets can be described as satisfying (figures about 80%-
90% of recognition rate).  

Experimental figures stress the importance of additional knowledge on gesture 
structures (inherent to the methods based on LDA projection and discreet-output 
HMM) when the number of training data is severely limited. The overall better 
performance of discreet-output HMMs can be attributed either to general steeper 
learning curve of discreet-output HMMs in comparison with the continuous coun-
terpart or to a specific set of tested gestures which were highly “posture”-oriented 
(the gestures under test were in general constructed of long –lasting known hand 
postures and quick transitions in between). 

Separating the influence of LDA projection and the influence of utilization of sta-
tistical classifier together with discreet-output HMM is not straightforward basing 
on the data obtained. It can be argued however, that both factors have significant  
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Fig. 7. Comparison of recognition accuracy for different projection schemes and HMM 
output models 

positive impact on performance for small training sets (for the smallest training set 
they are responsible for 70.3% and 88.2% of accuracy correspondingly vs. 32.8% in 
case of PCA projection). 

4   Conclusions 

In the paper there was described an efficient system for both hand posture and dy-
namic gesture recognition. This paper proves that the concept of using high-
dimensional feature vectors in the problem of gesture recognition, can give very 
good results not only in terms of quality of the recognition (which is more obvi-
ous) but also in terms of efficiency. This is mainly thanks to the fact of using the 
efficient linear projection scheme, which reduces dimensionality of the input 
space at early stage of processing.  

What is more, the use of a-priori knowledge regarding hand postures used in 
dynamic gestures, creates a new possibilities of vector quantization (including use 
of all modern classifiers trained in a supervised mode), however at the expense of 
less automatic training stage. As it has been shown – it can also facilitate a solu-
tion to the problem of gesture segmentation in time. 

Experiments, during which the method proposed was compared against other 
related methods of recognition, showed that incorporating a-priori knowledge of 
gesture structure in recognition schemes gives largest benefits in case of very 
small training sets and the results of methods become comparable for larger train-
ing sets. This property indicates some possible applications of the method pro-
posed. For instance it could be used in adaptive systems, where the recognizer 
should learn new gestures very quickly under an assumption that they are based on 
a pre-specified alphabet of hand postures. 
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Abstract. We use some machine learning methods to build classifiers of pigmented 
skin lesion images. We take advantage of natural induction methods based on the 
attributional calculus (AQ21) and MLP and SVM supervised methods to discover 
patterns in the melanocytic skin lesion images. This methodology can be treated as 
a non-invasive approach to early diagnosis of melanoma. Our feature set is com-
posed of wavelet-based multi-resolution filters of the dermatoscopic images. Our 
classifiers show good efficiency and may potentially be important diagnostic aids. 

1   Introduction 

The death rate of patients suffering from malignant melanoma is very high [1]. 
This is due to inefficient early detection of this malignancy. Even experienced 
specialists have problems with visual identification of the initial melanoma pro-
gression [2]. 

There are broad attempts to support medical diagnosis with computational intelli-
gence systems. In this work we present machine learning methods for non-invasive 
dermatological diagnosis of melanoma using multi-resolution wavelet-based de-
composition of the pigmented skin lesion images. This approach assumes that some 
neighborhood properties of pixels in dermatoscopy images can be a sensitive probe 
of different pigmented skin lesion types and the melanoma progression. 

Progression of a pigmented mole consists of some transformations of melano-
cytes (pigment cells) in the epidermis. There are three steps leading from benign 
to malignant lesion: melanocytic nevus, dysplastic nevus which reveals some 
geometrical and cytologic atypia and then some phases of malignant melanoma. 
The latter comprises the radial growth phase where the lesion expands horizon-
tally within the epidermis and the vertical growth phase where the melanocytic 
cells expand to the dermis [3]. 

Dermatologists have measures that help diagnose pigmented skin lesions. The 
most popular are: ABCDE [4, 5], 7-Point Checklist [6, 7], and the Menzies scale 
[10]. Those descriptive measures have limited sensitivity especially in the early 
stages of melanoma development.  

Recently a lot of articles on the traditional ABCD rule and the melanoma indi-
cator TDS (Total Dermatoscopic Score) were issued [40] (see references therein). 
They report on the optimized version of the ABCD rule, which is concluded from 
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melanocytic data analyzed in various machine learning systems (LEM2, LERS, 
IRIM, C4.5). Machine learning methods (NN, LDA, k-NN) supporting classifica-
tion of dermatoscopy images can also become a diagnostic aid [35, 36]. 

Dermatoscopy [9-11, 39] consists in visual examination of skin lesions that are 
optically enlarged and illuminated by halogen light. The magnified field of the le-
sion can be digitally photographed and stored by a computer acquisition system 
[12, 13, 37, 38].  

The fully reliable method to identify nevi and melanoma lesions is biopsy. The 
histologic criteria of the resected lesion, ‘Clark’ and ‘Breslow’, assume, however, 
invasive treatment of the suspicious pigmented spots which is not feasible espe-
cially for patients with Atypical Nevus Syndrome (ANS). Development of non-
invasive methods for dermatological diagnosis is of key importance [8, 35]. 

Since the dermatoscopic images can be taken under different conditions (illu-
mination, optical magnification, skin complexion) we construct a feature set from 
different frequency filters of the skin texture. Those filters are found by means of 
wavelet transforms which have been widely studied as tools for a multi-scale pat-
tern recognition analysis [14, 15, 18]. 

Performance of the wavelet analysis of images depends on various factors [16]: 
recursive (pyramidal) decomposition of the low-frequency branch [17] vs. selec-
tive tree-structured analysis [15, 18], order of the transform [17, 18], the wavelet 
base [19, 20], and 2D [22, 23] vs. 1Dx1D filtering [21]. For that analysis we have 
chosen a full 3-fold tree-structured decomposition with the 1Dx1D Daubechies al-
gorithm of order 3 [24]. 

Having assumed that the multi-resolution analysis is well suited to determine 
distinctive signals characterizing the class of the dermatoscopy image, the wave-
let-based features of the dermatoscopy images are then attributes to machine 
learning classification. 

Taking into account the great variety of learning paradigms [25, 26], we de-
cided to probe the performance of the Attributional Calculus (AC) [41], multilayer 
perceptron (MLP), and the support vector machine (SVM), to make a comparison 
with the wavelet-based results from the literature.  

AC is a logic system that combines elements of propositional calculus, predi-
cate calculus, and multi-valued logic for the purpose of facilitating natural induc-
tion, a method of machine learning whose goal is to induce hypotheses from data 
in forms close to natural language descriptions. We used the AQ21 multitask 
learning and knowledge mining program [42] whose learning module is based on 
the concept of a star (a set of maximal generalizations of a given positive exam-
ple) and its generation. 

The choice for the MLP neural network classifier was done due to its ease in 
implementation and the possibility to test the stability of the solutions [26]. The 
topology of the network was subject to tests to determine an optimal configuration 
for maximizing its performance (both quality of the classifier and minimal training 
time). Evaluation of the features according to their rank was crucial in effective 
teaching of the neural network. 

The Support Vector Machine (SVM) technique maps input vectors to a higher 
dimensional space to build an optimally separating hyperplane to maximize the 
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margin between the two classes of data [27, 28]. There are a few reasonable ker-
nels that may be used in the SVM method [29]. A linear, polynomial, and a radial 
basis kernels were taken into account. 

In this paper we do not discuss the methodological background of knowledge 
representation by those machine learning methods used [26, 27, 43, 44], and con-
centrate on the performance of the constructed classifiers towards their application 
in the computer-aided diagnosis of melanoma. 

The following sections explain our experimental procedure and present the results. 

2   Procedure 

We have collected anonymous data from 19 unique dermatology patients suffering 
from malignant melanoma (acquisition time: 18 months). We have selected also 
20 cases of dysplastic nevus (available with a higher rate). For all 39 patients both 
the dermatoscopy images of the pigmented skin lesions and the histologic exami-
nations were available. 

The images were collected using a Minolta Dimage Z5 digital camera equipped 
with an epiluminescence lens with white halogen lighting. The settings of the 
camera were fixed on resolution of 2272x1704 pixels and quantization depth of 24 
bits (RGB-8). 

Three ways of extracting the numerical values of pixels are usually possible: 
 

(normal): binary values of the three channels R, G, B are put together (in the pre-
sented order) to compose one 24-bit long binary integer. This value is subtracted 
from the 24-bit long all-‘1’ binary number yielding a negative integer. 
(average): an average value of R, G and B is calculated and stored as a floating 
point number. 
(RGB): value of R, G, and B is stored independently in separate matrices. This 
approach assumes independent processing of the three channels. 

 

The most promising extraction method, measured in terms of the classification 
performance, was (RGB). We have chosen this data set with help of the Ridge lin-
ear model with 40 penalty vectors (see further). 

 

Fig. 1. Texture of one of the analyzed anonymous skin lesions 
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1.1.1 1.1.2 1.2.1 1.2.2 2.1.1 2.1.2 2.2.1 2.2.2 

1.1.3 1.1.4 1.2.3 1.2.4 2.1.3 2.1.4 2.2.3 2.2.4 

1.3.1 1.3.2 1.4.1 1.4.2 2.3.1 2.3.2 2.4.1 2.4.2 

1.3.3 1.3.4 1.4.3 1.4.4 2.3.3 2.3.4 2.4.3 2.4.4 

3.1.1 3.1.2 3.2.1 3.2.2 4.1.1 4.1.2 4.2.1 4.2.2 

3.1.3 3.1.4 3.2.3 3.2.4 4.1.3 4.1.4 4.2.3 4.2.4 

3.3.1 3.3.2 3.4.1 3.4.2 4.3.1 4.3.2 4.4.1 4.4.2 

3.3.3 3.3.4 3.4.3 3.4.4 4.3.3 4.3.4 4.4.3 4.4.4 

Fig. 2. Decomposition process. (Sub-)Numbers denote row/column respective filters: 
1=low/low, 2=low/high, 3=high/low and 4=high/high 

 

Fig. 3. Recursive decomposition of the low-pass filter (luminosity of the image is offset for 
this presentation). Decomposition of other branches is not shown here to clearly present the 
three stages of filtering. 

To the three sub-channels of each image a 2D=1D*1D wavelet transform was 
applied. The class of the filter was Daubechies 3 [24] and its efficient algorithm 
was taken from [31]. The choice for the filter was made concerning simplicity, 
performance and possible comparisons with references [14, 15]. 

An iteration of the wavelet algorithm produces 4 sub-images which can be con-
sidered as LL, LH, HL and HH filters, where L and H denote the respective low-
pass and high-pass filters. One sub-image is a product of the wavelet transform 
acting on each row and then on each column of the parent image. Any iteration re-
duces half of the rows and half of the columns from the parent image. This proce-
dure is depicted in Fig. 2. 

In each iteration (resulting in 4 sub-images) 11 coefficients were calculated: 
energies of the sub-images (e1, e2, e3, e4), maximum energy ratios (ei/emax, i=any 
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three out of four except the sub-image with the maximum energy), and the frac-
tional energy ratios (e1/(e2+e3+e4) + its three permutations), where the term energy 
means the sum of the absolute values of the pixels normalized by the (sub-)image 
dimension [14, 15]. The total number of coefficients, i.e. our feature set, had the 
size of (1+4+16)x11=231 numbers, where 1, 4 and 16 mean here the number of 
sub-images to filter in each iteration. 

Training outputs were coded as (1=melanoma) and (0=dysplastic nevus). Prior 
to the model construction, input variables were normalized by removing the mean 
and dividing by the standard deviation for each variable separately. 

Two preprocessing methodologies have been used: 
 

1. All the attributes were accepted as potentially significant discriminating  
signals. 

2. Since the number of patterns taken to our analysis was limited to only 39 (19 
cases of melanoma + 20 cases of dysplastic nevus), we tried to pre-select the at-
tributes to avoid the overtraining effect.  
 

In case of the inductive learning for feature selection we used the simplified 
‘promise’ method [45] available in AQ21. The ‘Attribute_selection_threshold’ pa-
rameter defining the minimum attribute discriminatory power was experimentally 
set to 0.9. This value limited our feature set to 4 attributes out of 231 (our initial 
requirement was arbitrarily set to ‘less than 10 attributes’). Since the AQ21 pro-
gram implements methods introduced in the Attributional Calculus, before select-
ing the relevant features we decided to digitize continuous domains of the coeffi-
cients by invoking the built-in ChiMerge algorithm [46]. 

For the other two methods for feature selection a Matlab toolbox Entool has 
been used [30]. Entool is a statistical learning package that has a set of tools for 
classification and regression analysis. Its performance is relatively high due to en-
sembling methods. In this analysis the Ridge linear model was used. Ridge regres-
sion constructs a model 0βXβŷ +=  (X-data matrix, y-vector of categories), but 

instead of minimizing the sum of squared residual ( ) ( )0
T

0 βXβyβXβy −−−− , it 

minimizes the regularized loss function (Tikhonov regularization):  

( ) ( ) βλββXβyβXβyRSS T
0

T
0pen. +−−−−= . 

The additional penalty βλβT  increases bias moderately whereas the variance of 

the constructed model is decreased considerably. The penalty parameter 0λ ≥  
can be used to fine tune the bias-variance tradeoff. For this study, the optimal 
ridge penalty was automatically determined by Leave-One-Out Cross Validation 
on each training fold individually. We applied an ensemble of one hundred Ridge 
models with 60 penalty vectors each, to select the most significant features. 

Due to small statistics of individuals (39) the classification accuracy was tested 
by the n-fold cross validation method [32]. We randomly divided the set of all 
available patterns into 19 subsets and 19 different models were trained using data 
from 18 sets and validated using the remaining one (the holdout fold). 
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Table 1. Crucial settings of the AQ21 program (the full index and meaning of parameters 
can be found in [42]) 

FEATURE SELECTION 

Attribute_selection_method = promise 

Attribute_selection_threshold = 0.9 

 

LEARNING 

Consequent = [class = *] 

Mode = TF / ATF  

w=0.3 (for ATF) 

MaxRule=1 

Cross_validation = 19 

 

TESTING 

Method = atest 

Threshold = 0.5 

Eval_of_conjunction = min 

Eval_of_disjunction = max 

Eval_of_selector = strict 
 

The generalization step of our classification system was performed by means of 
three different supervised learning paradigms: 

 

1. AQ21: The AQ21 program was run in two different learning modes [42], 
namely Theory Formation (TF) and Approximate Theory Formation (ATF). In 
the TF mode, learned rules are complete and consistent, whereas the ATF mode 
rules consist of the TF rules later optimized according to the given measure 

Q(w) that reads: ( ) ( )( )w-1

RcRcw)Q(R, w onsigompl ⋅= . This optimization (parame-

ter w) may cause a loss of completeness (compl) and/or consistency (consig) 
but may increase the predictive power of the learned rule (R) [43]. For our ex-
periments we used settings presented in Table 1. 

2. MLP: The neural network consisted of three layers. The input layer was com-
posed of ten linear-output neurons with constant unity weights. The hidden 
layer made of ten neurons and an output layer formed by one neuron had logis-
tic-like activation functions. The topology of the network was subject to tests to 
determine an optimal configuration for maximizing its performance (both qual-
ity of the classifier and minimal training time). At the beginning the weights 
were set to values randomly chosen from the range of [-1,1] and then modified 
in the learning process. In one training cycle some 150 000 iterations were per-
formed until the network could classify the input with a defined precision. 

3. SVM: We used the C-SVM algorithm with the RBF kernel implemented in the 
osu-svm-3.0 toolbox for Matlab [33]. The C-SVM adds the class mean infor-
mation into the standard SVM which makes the decision function less sensitive 
to ‘fuzziness’ of data or outliers. A grid search over the full parameter space 
was done to select the most efficient learning parameters C=512 and γ=2.44e-4. 
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3   Results and Discussion 

Numerical results for the AQ21 image classification are presented in Table 2. We 
use the following notation: 

 
ERROR: the total number of misclassified patterns (misclassified positive pat-
terns / misclassified negative patterns) 
AMBIG: the number of ambiguities, i.e. patterns classified to both classes (am-
biguous positive patterns / ambiguous negative patterns) 
OTHER: the number of patters classified to none of both classes (from positives 
patterns / from negative patterns), 

PA
AVGε : average predictive accuracy for all classes computed separately  

=1- (ERROR+OTHER)/(2*#ITERATIONS), 

POSε : average predictive accuracy when ambiguous patterns are classified as posi-

tive cases (melanoma) = 1- (ERRORPOS+OTHERPOS)/(#ITERATIONS), 

NEGε : average predictive accuracy when ambiguous patterns are classified as 

negative cases (dysplastic naevus)  
= 1- (ERRORNEG+OTHERNEG)/(#ITERATIONS), 
 
The acronym P0.9 states for using only the coefficients selected by the ‘promise’ 
algorithm. 

According to Table 2 the methodology of Approximate Theory Formation 
seems to fit the best to the inherent fuzzy nature of benign and malignant skin le-
sion images. 

Table 2. Results for the AQ21 image classification 

 ATF ATF 
promise TF TF prom-

ise 

ERROR 0 2 (1/1) 3 (1/2) 3 (1/2) 

AMBIG. 4 (2/2) 2 (1/1) 2 (1/1) 0 

OTHER 0 0 4 (2/2) 0 

PA
AVGε  100% 95% 82% 92% 

POSε  100% 95% 84% 95% 

NEGε  100% 95% 79% 89% 

 
Results for the neural network classifier and support vector machine are pre-

sented below. Accuracy of the Ridge regression and that of the classification mod-
el is graphically presented by means of the Receiver Operating Characteristics 
(ROC) [34]. ROC shows the sensitivity i.e. ratio of correctly identified mela-
noma lesions (TPF-true positive fraction) in relation to the specificity i.e. ratio 
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of correctly identified dysplastic nevi (1-FPF, FPF-false positive fraction). Area 
under ROC (AUC) is a numerical measure of the performance. 

The first preprocessing step with the Ridge models determined the optimal 
numerical representation of pixels from the raster. The (arbitrary) criterion was to 
maximize the classification performance of 20 most significant features. The fol-
lowing values of AUC were obtained: (normal)=85%, (average)=90.8% and 
(RGB)=93.2%. Separate wavelet processing of R, G, B color channels produced 
three different values of the channel energy. They had to be summed up before the 
11 (per iteration) coefficients were calculated. 

Table 3. Ten most significant features according to the Ridge pre-selection 

average energy 
4.1.2e , 

2.1.1e , 
3.3.2e , 

3.3.1e  

maximum energy ratio 
1.2.11.2.2 ee , 

4.14.2 ee , 
4.14.3 ee  

fractional energy ratio )ee(ee 2.3.42.3.22.3.12.3.3 ++ , )ee(ee 3.1.43.1.33.1.23.1.1 ++  

)ee(ee 3.1.43.1.33.1.23.1.1 ++  

 
The second step was limited to the analysis of the most efficient representation. 

We applied an ensemble of 100 Ridge models with 60 penalty vectors each to the 
full (RGB) data. Now the number of features was reduced to only ten (out of 231) 
most discriminating. Those features are presented in Table 3. For that feature set 
AUC was increased to 97.4%. ROC is shown in Fig. 4. 

In the generalization step the selected feature set was used to teach a three-layer 
back-propagated neural network and the C-SVM machine. The cross validation set 
of one melanoma and one dysplastic nevus was shifted between the training runs.  
The  MLP  classification was done for 10 most discriminating features to suppress 
the overtraining effect. 

 

Fig. 4. ROC i.e. (sensitivity) vs. (1-specificity) for the ten most significant features de-
rived with help of 100 ridge regression models. AUC is 97.4% 
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One of the results is presented in Fig. 5. As we can see, correctly identified le-
sions are those distributed around 1 on the ordinate for the first 19 indices (im-
ages) and around 0 for the other ones. On average two dysplastic nevi and two me-
lanoma images were misclassified yielding the sensitivity (true positive fraction) 
of 89.2% and specificity (1-false positive fraction) of 90%. 

 

Fig. 5. MLP binary classification of the investigated lesions: the abscissa is the image num-
ber (1-19 melanoma, 20-39 dysplastic nevus), the ordinate shows the classification result 
(1=melanoma, 0=dysplastic nevus) 

Due to small statistics (39 skin lesion images) we decided to perform additional 
tests with the oversampling technique. The (RGB) images limited to the pigmented 
spot of the mole (background-free) were divided into 64x64 blocks of pixels. Each 
block was decomposed with the Daubechies-3 wavelets for all possible sub-bands of 
frequency (3 iterations). Segments grouped to their parent images yielded 
AUC=92.4%. This method appeared to improve the accuracy of the MLP classifier 
but taking into account the burden for the processing, it was not satisfactory. 

For the SVM classifier, on the other hand, feature selection reduced the infor-
mation content available for learning from TPF=94.7%, (1-FPF)=95% (231 attrib-
utes) to TPF=84.2%, (1-FPF)=85% (10 strongest attributes). In principle the SVM 
results are more intuitive due to clear concept of the separating hyperplane in con-
trast to the MLP ‘black box’ approach. 

Since development of pigmented atypia may reveal some transformation stages be-
tween benign and malicious lesions the main impact on the classification performance 
has the inherent fuzzy nature of both classes, ‘melanoma’ and ‘dysplastic nevus’. 

MLP and SVM numerical results are gathered in Table 4. 

Table 4. Performance of the tested MLP and SVM classifiers 

 MLP     SVM RBS 

#attributes 10 231 10 

TPF 

1-FPF 

89.2% 

90% 

94.7% 

95% 

84.2% 

85% 
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Classification models of the wavelet-based feature sets of melanocytic skin lesion 
images were studied in references [18], [15] and [14]. In reference [18] wavelet 
channel decomposition is controlled by the threshold ratio of the channel average 
energy to the highest channel energy at the same level of decomposition. In the 
learning phase (15 melanomas+15 nevi) tree-like topologies of both classes are pro-
duced. In the testing phase (10 melanomas+15 nevi) unknown images are decom-
posed with the thresholds found in the learning phase to build tree structures that are 
classified due to the Mahanalobis distance from the known patterns. This procedure 
yields TPF=70% and FPF=20%. The arbitrary selection of the maximum energy 
thresholds is the main drawback of this method. 

In the ADWAT method [15] (like in this work) different combinations of chan-
nel energy ratios (not only maximum energy thresholds) are features analyzed to 
be linearly separable or bimodally distributed between both classes. This histo-
gram-based statistical analysis of features is used to find optimal thresholds for 
development of the tree-structured wavelet decomposition. In the testing phase 
unknown skin lesion images are semantically compared with the tree structure of 
the melanoma and the dysplastic nevus class. Results from [14] for the Adwat me-
thod read (learning: 15M+15D, testing: 15M+45D): TPF=86.66%, FPF=11.11%. 

In [14] an extended Adwat method is presented. In this approach an additional 
‘suspicion lesion’ class is defined. Unknown images are classified as mela-
noma/dysplastic nevus only if the tree structure completely matches the pattern as-
signed to one of those classes. Incomplete tree structures are assigned to the suspi-
cious lesion class and their trans-illumination images (580nm and 680nm) are 
analyzed in the second step. For the learning/testing scheme of 15M+15D and 
15M+45D this method yields TPF=93.33% and FPF=8.88%. 

When in addition fuzzy membership partitions of the melanoma and dysplastic 
lesion images by the Bell or Gaussian membership functions are applied, better re-
sults are obtained: TPF=100% and FPF=4.44% (FPF=17.77%) for the Gauss 
(Bell) partition functions. 

4   Conclusions and Outlook 

19 (20) dermatoscopy images of the melanoma (dysplastic) lesions, all confirmed 
by histologic examinations, have been classified using a wavelet-based set of fea-
tures. Discriminant power of those features has been determined by either Ridge 
regression models, or the ‘promise’ algorithm, and generalized in a three-layer 
back-propagated neural network/support vector machine, and by the Attributional 
Calculus. 

Our results, presented in Table 2 and Table 4, confirm that neighborhood prop-
erties of pixels in dermatoscopy images record the melanoma progression and to-
gether with the selected machine learning methods may be important diagnostic 
aids. Especially the inductive learning approach (AQ21, Table 2) shows great 
classification potential. 

The most critical factor in this paper is the statistics of the melanoma training 
samples. This is due to low rate (1-2%) of melanoma patients in the population 
(~1500) examined for the sake of this study (the statistics will be enlarged tenfold 
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by 2009). Nevertheless, the present accuracy of the classifiers is a promising fac-
tor for the further research in the field, especially considering the fact that all der-
matoscopy images were taken in white light without any specialized instruments 
(like in [14]). 

The constructed model of features for melanoma and dysplastic lesions can 
evolve, after some fine-tuning and improvements, to a computer-aided diagnostic 
system. 
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Abstract. The main goal of our research was to investigate the Glasgow Outcome 
Scale (GOS), one of several measures applied to the evaluation of patient’s func-
tional agility and  his/her condition after brain damage therapy. In the first stream 
of the research, our attention was focused on the question of the importance of 
particular parameters, used by medical staff for the description of the patients 
situation after the stroke. Our current research was based on the application of 
own, in-house developed data mining systems to the same dataset describing the 
GOS. Results of our experiments shows that from 42 descriptive attributes, just 5 
from them were never accessed in the decision rules induction process. On the 
other hand parameters having the larger frequency quotient (importance of the pa-
rameter in diagnostic process) should be diagnosed very carefully. 

1   Introduction 

According to many sources [1-3] the brain damages seems to be one of very wide-
spread civilization illnesses, occurring at various levels of severity, usually descri-
bed by means of various measures (scales) [4]. However, it is worth to emphasize 
that no single outcome measure can describe or predict all dimensions of recovery 
and disability after acute stroke. Several scales have proven reliability and validity 
in stroke trials [5], including the National Institutes of Health Stroke Scale (called 
NIHSS), the modified Rankin Scale (mRS, patient’s functional agility), the Barthel 
Index (BI), the Glasgow Outcome Scale (GOS, patient’s condition after therapy), 
and the Stroke Impact Scale (SIS). Several scales have been combined in stroke 
trials to derive a global statistic to better define the effect of acute interventions, 
although this composite statistic is not clinically tenable. In practice, the NIHSS is 
useful for early prognostication and serial assessment, whereas the BI is useful for 
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planning rehabilitative strategies. The mRS and GOS provide summary measures 
of outcome and might be most relevant to clinicians and patients considering early 
intervention, whereas the SIS was designed to measure the patient's perspective on 
the effect of stroke. Familiarity with these scales could improve clinicians' inter-
pretation of stroke research and their clinical decision-making.  

2   The Main Goal of the Research 

Recently, a comparison of Rankin and GOS scales applied to the evaluation of a 
real database of anonymous patients with severe brain damage was released [6]. It 
was found, that both scales produce large and unpredictable errors, possibly caused 
by the fact that descriptive parameters in both scales are ambiguous, complicated, 
and difficult to set correctly even for experienced medical staff. This finding in-
spired us to investigate in more details the GOS scale, trying to estimate which of 
the scale parameters (descriptive attributes) play the most important role in the 
evaluation of patient’s condition after therapy. On the other hand, the research 
should provide information which parameters are of low significance, hence, can be 
avoided or even removed. This approach can generally alert the medical personnel 
and focus the attention on the most important parameters of the GOS scale, and 
clarify their influence on the final assignment to a given class of patient’s condition 
after therapy. The basic idea of the research was based on the use of specialized 
data mining systems to search for the deep knowledge, hidden in the database. This 
knowledge was revealed in the form of various sets of belief rules of the type IF … 
THEN. These set of rules (called by us also models) build some relations between 
the description of an anonymous patient and his/her state, according to real (as-
signed by an medical expert) class in Glasgow Outcome Scale. 

3   General Methodology of the Research 

The main objective of our current research was based on the application of own, in-
house developed data mining systems (BeliefSEEKER [7], NewGTS [8], Rule-
SEEKER [9], and LERS [10] to the same data set describing the Glasgow Outcome 
Scale for 162 anonymous patients. In this data set 42 descriptive attributes were 
used (names of attributes and their allotted values are gathered in the Table 1), 
while cases were divided into five classes (concepts), accordingly to scores of the 
Glasgow Outcome Scale: 1 (death), 2 (persistent vegetative state), 3 (severe dis-
ability), 4 (moderate disability) and 5 (good recovery). As it was stated in Section 
2, data mining systems mentioned were used to generate learning models in the 
form of sets of production rules. Additionally, we used the LERS data mining sys-
tem for discretization of investigated data, based on divisive cluster analysis [11]. 
These sets of rules were then analyzed following two separate approaches. In the 
first one we apply some research schemes, described by us in [12], to evaluate the 
change of the error rate caused by optimization of learning models (particularly, by 
the change the number of rules, from 16 to 41). In the second approach, the set of 
rules were analyzed with the aim to find the most important descriptive attributes  
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Table 1. Variables (descriptive attributes) applied in validation of the Glasgow Outcome 
Scale  

Variable 
Context Code Name  Allowed values 

A1 Gender <Male>  ;  <Female> 
A2 Admission_diagnosis 

(Acc. to ICD-10 classification) 
<Subarachnoid_hemorrhage> 
<Intracerebral_hemorrhage> 
<Cerebral_infarction> 
<Stroke> 
<Other_cerebrovascular_diseases> 

A3 Final_diagnosis 
(Acc. to ICD-10 classification) 

<Subarachnoid_hemorrhage> 
<Intracerebral_hemorrhage> 
<Cerebral_infarction> 
<Stroke> 
<Other_cerebrovascular_diseases> 

A4  Body_temperature [0C] Discrete variable 

A5 Age [years] Discrete variable 

A6 Abode <Town>  ;  <Village> 

A7 Time spent in hospital [days] Discrete variable 

A8 Time_elapsed  
(from observation of illness occurrence 
to hospital admission) 

<Less_than_1_hour> 
<Less_than_3_hours> 
<3-6_hours> 
<6-12_hours> 
<12-14_hours> 
<2-3_days> 
<More_than_3_days> 

G
en

er
al

 d
at

a 
ab

ou
t p

at
ie

nt
 

A9 Patient_cure_location <Stroke_ward>  
 <Neurology_ward> 

B1 Arterial_hypertension <Present>  ;  <Absent> 
B2 Ischemic_heart_disease <Present>  ;  <Absent> 

B3 Past_cardiac_infarct <Present>  ;  <Absent> 

B4 Atrial_fibrillation <Present>  ;  <Absent> 

B5 Organic_heart_disease <Present>  ;  <Absent> 

B6 Circulatory_insufficiency <Present>  ;  <Absent> 

B7  Diabetes <Present>  ;  <Absent> 

B8  Hypercholesterolemia <Present>  ;  <Absent> 

B9  Obesity <Present>  ;  <Absent> 

B10 Transient_ischemic_attack <Present>  ;  <Absent> 

B11 Past_stroke <Present>  ;  <Absent> 

B12 Infection_in_a_week_to_stroke <Present>  ;  <Absent> 

B13 Alcohol_addiction <Present>  ;  <Absent> 

P
at

ie
nt

’s
 s

pe
ci

fi
c 

fe
at

ur
es

 
 

B14  Nicotine_addiction <Present>  ;  <Absent> 

C1 Systolic_pressure <Present>  ;  <Absent> 

C2  Diastolic_pressure <Present>  ;  <Absent> 

C3 Pulse Discrete variable

C
on

di
tio

n 
of

 h
ea

lth
 

C4 Heart_action <Normal_rythm> 
<Atrial_fibrylation> 
<Other_dysrythmia> 
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Table 1. (continued) 

C5 General_state_at_admission <Getting_up_alone> 
<Staying_in_bed_consc.> 
<Consciousness_disturbances> 

C6 Consciousness_at_admission <Conscious> 
<Coma> 
<Consciousness_disturbances> 

 

C7 Stroke_type* 
(Acc. to Oxford classification,  
OCSP) 

<LACS> 
<PACS> 
<POCS> 
<TACS> 
<Hard_to_class>

D1  Consciousness_disorders 
(during cure) 

<Present>  ;  <Absent> 

D2 Speech_disorders 
(during cure) 

<Present>  ;  <Absent> 

D
is

or
de

rs
 

D3 Swallowing_disorders 
(during cure) 

<Present>  ;  <Absent> 

E1 Aspirine_treatment <Present>  ;  <Absent> 
E2 Anticoagulants <Present>  ;  <Absent> 

E3 Antibiotics <Present>  ;  <Absent> 

E4  Antihypertensives <Present>  ;  <Absent> 

E5  Anti-edematous_agents <Present>  ;  <Absent> T
re

at
m

en
t 

E6 Neuroprotective_agents <Present>  ;  <Absent> 

F1 Exercise_therapy <Present>  ;  <Absent> 
F2 Speech_therapy <Present>  ;  <Absent> 

R
eh

ab
ili

-
ta

tio
n 

F3  Occupational_therapy <Present>  ;  <Absent> 

D
ec

is
io

n 

 
 

Glasgow_Outcome_Scale 1   (death) 
2   (persistent vegetative state) 
3   (severe disability) 
4   (moderate disability)  
5   (good recovery) 

 
applied in the Glasgow Outcome Scale, and to validate their overall importance. At 
this point of the discussion is worth to stress that the original data set was incom-
plete: 72 attribute values were missing. First, the missing attribute values were re-
placed by the most common values typical for a given class. Using this method, for 
any case x and attribute a with a missing attribute value, we restricted our attention 
to all cases from the same class as x, and the missing attribute value for the attribute 
a, was replaced by the most frequent value of a restricted to the given class.  

4   Results of Experiments 

An outcome of BeliefSEEKER, a Bayesian network, was converted into a set of rules. 
The rule set produced by BeliefSEEKER contains only sixteen rules, all of them have 
five conditions; they are shown (in alphabetic order) in Table 3. These rules classified 
unseen cases (unknown patients) with the error rate on the level of roughly 38%. 

In the next step, the initial set of 16 rules was improved and optimized, using 
successively NewGTS and RuleSEEKER. The resulting learning model (Table 2) 
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contains 41 rules. This improved model classified unseen cases (unknown patients) 
with a very low error rate about 3%. Other results, shown in Table 3-Table 5, are 
discussed in Section 5. 

Table 2. Initial learning model (in the form of production rules) 

RULE 1 
IF State_at_admission IS(ARE) coma AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents IS(ARE) present 
AND Exercise_therapy IS(ARE) absent AND Occupational_therapy IS absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 2 
IF State_at_admission IS(ARE) coma AND Body_temperature IS(ARE) 37.6..39[C] AND Anti-edematous_agents IS(ARE) present 
AND Exercise_therapy IS(ARE) absent AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 3 
IF State_at_admission IS(ARE) consciousness_disorders AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents 
IS(ARE) present AND Exercise_therapy IS(ARE) absent AND Occupational_therapy IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 1  

RULE 4 
IF State_at_admission IS(ARE) consciousness_disorders AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents 
IS(ARE) absent AND Exercise_therapy IS(ARE) absent AND Occupational_therapy IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 1  

RULE 5 
IF State_at_admission IS(ARE) conscious AND Body_temperature IS(ARE) 37.6..39[C] AND Anti-edematous_agents IS(ARE) absent 
AND Exercise_therapy IS(ARE) absent AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 6 
IF State_at_admission IS(ARE) conscious AND Body_temperature IS(ARE) 37.6..39[C] AND Anti-edematous_agents IS(ARE) present 
AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 7 
IF State_at_admission IS(ARE) conscious AND Body_temperature IS(ARE) 37.6..39[C] AND Anti-edematous_agents IS(ARE) absent 
AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 8 
IF State_at_admission IS(ARE) coma AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents IS(ARE) present 
AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 9 
IF State_at_admission IS(ARE) coma AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents IS(ARE) absent AND 
Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 10 
IF State_at_admission IS(ARE) consciousness_disorders AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents 
IS(ARE) absent AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 3  

RULE 11 
IF State_at_admission IS(ARE) consciousness_disorders AND Body_temperature IS(ARE) 36..37.6[C]  AND Anti-edematous_agents 
IS(ARE) present AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) present THEN 
GLASGOW_OUTCOME_SCALE IS 4  

RULE 12 
IF State_at_admission IS(ARE) conscious AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents IS(ARE) absent 
AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(IS) present THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 13 
IF State_at_admission IS(ARE) conscious AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents IS(ARE) absent 
AND Exercise_therapy IS(ARE) absent AND Occupational_therapy IS(ARE) present THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 14 
IF State_at_admission IS(ARE) conscious AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents IS(ARE) absent 
AND Exercise_therapy IS(ARE) absent AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 15 
IF State_at_admission IS(ARE) consciousness_disorders AND Body_temperature IS(ARE) 36..37.6[C] AND Anti-edematous_agents 
IS(ARE) present AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 5  

RULE 16 
IF State_at_admission IS(ARE) consciousness_disorders AND Body_temperature IS(ARE) 37.6..39[C] AND Anti-edematous_agents 
IS(ARE) absent AND Exercise_therapy IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 5    
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Table 3. GOS parameters applied in the initial learning model 

Parameter Frequency quotient 

Anti-edematous_agents 

Body_temperature 

Exercise_therapy 

Occupational_therapy 

State_at_admission  

16/16 

16/16 

16/16 

16/16 

16/16 

Table 4. Optimized learning model (in the form of production rules) 

RULE 1  
IF State_at_admission IS(are) coma AND Exercise_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 2  
IF State_at_admission IS(ARE) consciousness_disturbances AND Anti-edematous_agents IS(ARE) present AND Exercise_therapy 
IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 3  
IF State_at_admission IS(ARE) consciousness_disturbances AND Anti-edemaTHENus_agents IS(ARE) absent AND Exer-
cise_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 4  
IF Body_temperature IS(ARE) 37.6..39[C] AND Exercise_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 5  
IF Body_temperature IS(ARE) 36..37.6[C] AND Past_stroke IS(ARE) absent AND Swallowing_disorders IS(ARE) present AND An-
ti-edematous_agents IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 6  
IF Time_elapsed IS(ARE) less_than_3_hours AND Circulatory_insufficiency IS(ARE) absent AND Hypercholesterolemia IS(ARE) 
absent AND Consciousness_disorders IS(ARE) present THEN GLASGOW_OUTCOME_SCALE IS 1  

RULE 7  
IF Atrial_fibrilation IS(ARE) absent AND Nicotine_addiction IS(ARE) present AND Stroke_type IS(ARE) TACS THEN 
GLASGOW_OUTCOME_SCALE IS 1  

RULE 8  
IF Stroke_type IS(ARE) POCS AND Anti-edematous_agents IS(ARE) present THEN GLASGOW_OUTCOME_SCALE IS 2  

RULE 9  
IF Admission_diagnosis IS(ARE) stroke AND Past_stroke IS(ARE) absent AND Heart_action IS(ARE) normal_rythm AND Con-
sciousness_disorders IS(ARE) present AND Antibiotics IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 2  

RULE 10  
IF Body_temperature IS(ARE) 36..37.6[C] AND State_at_admission IS(ARE) consciousness_disturbances AND Anti-
edematous_agents IS(ARE) absent AND Exercise_therapy IS(ARE) present THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 11  
IF Body_temperature IS(ARE) 37.6..39[C] AND State_at_admission IS(ARE) conscious AND Exercise_therapy IS(ARE) present 
THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 12  
IF Transient_ischemic_attack IS(ARE) absent AND Past_stroke IS(ARE) absent AND Heart_action IS(ARE) normal_rythm AND Oc-
cupational_therapy IS(ARE) present THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 13  
IF Diabetes IS(ARE) absent AND Hypercholesterolemia IS(ARE) absent AND Obesity IS(ARE) absent AND Tran-
sient_ischemic_attack IS(ARE) absent AND Heart_action IS(ARE) atrial_fibrillation AND Anticoagulants IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 3  

RULE 14  
IF Admission_diagnosis IS(ARE) subarachnoid_hemorrhage AND Age IS(ARE) 17..67 AND State_at_admission IS(ARE) conscious-
ness_disturbances THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 15  
IF Age IS(ARE) 17..67 AND Stroke_type IS(ARE) LACS AND Speech_disorders IS(ARE) present THEN 
GLASGOW_OUTCOME_SCALE IS 3   
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Table 4. (continued) 

RULE 16  
IF Gender IS(ARE) m AND Atrial_fibrilation IS(ARE) absent AND Alcohol_addiction IS(ARE) absent AND Heart_action IS(ARE) 
normal_rythm AND Speech_disorders IS(ARE) present AND Swallowing_disorders IS(ARE) absent AND Occupational_therapy 
IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 3  

RULE 17  
IF Organic_heart_disease IS(ARE) present AND Circulatory_insufficiency IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE 
IS 4  

RULE 18  
IF Time_spent_in_hospital IS(ARE) 3..37[days] AND A11 IS(ARE) sale_udarowe AND State_at_admission IS(ARE) conscious 
THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 19  
IF Time_elapsed IS(ARE) less_than_1_hour AND Swallowing_disorders IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE 
IS 4  

RULE 20  
IF Heart_action IS(ARE) other_dysrythmia AND Swallowing_disorders IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 
4  

RULE 21  
IF Atrial_fibrilation IS(ARE) absent AND Diabetes IS(ARE) present AND Obesity IS(ARE) absent AND General_state_at_admission 
IS(ARE) staying_in_bed_conscious THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 22  
IF Final_diagnosis IS(ARE) cerebral_infarction AND Time_elapsed IS(ARE) 2-3_days AND Alcohol_addiction IS(ARE) absent 
AND Consciousness_disorders IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 23  
IF Final_diagnosis IS(ARE) cerebral_infarction AND Past_stroke IS(ARE) present AND Consciousness_disorders IS(ARE) absent 
AND Anticoagulants IS(ARE) absent AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 24  
IF Final_diagnosis IS(ARE) cerebral_infarction AND Abode IS(ARE) town AND Ischemic_heart_disease IS(ARE) absent AND Tran-
sient_ischemic_attack IS(ARE) absent AND Stroke_type IS(ARE) PACS THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 25  
IF Final_diagnosis IS(ARE) cerebral_infarction AND Organic_heart_disease IS(ARE) absent AND Swallowing_disorders IS(ARE) 
absent AND Exercise_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 26  
IF Abode IS(ARE) miasTHEN AND Time_elapsed IS(ARE) 3-6_hours AND Obesity IS(ARE) absent AND Past_stroke IS(ARE) ab-
sent AND Pulse IS(ARE) 55..100 AND General_state_at_admission IS(ARE) staying_in_bed_conscious AND Antibiotics IS(ARE) 
absent THEN GLASGOW_OUTCOME_SCALE IS 4  

RULE 27  
IF Admission_diagnosis IS(ARE) intracerebral_hemorrhage THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 28  
IF State_at_admission IS(ARE) consciousness_disturbances AND Anticoagulants IS(ARE) absent AND Anti-edematous_agents 
IS(ARE) present AND Exercise_therapy IS(ARE) present THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 29  
IF Body_temperature IS(ARE) 36..37.6[C] AND State_at_admission IS(ARE) conscious AND Anti-edematous_agents IS(ARE) ab-
sent AND Exercise_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 30  
IF Patient_cure_location IS(ARE) neurology_ward AND Pulse IS(ARE) 100..180 AND Anticoagulants IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 5  

RULE 31  
IF Time_elapsed IS(ARE) 2-3_days AND Past_cardiac_infarct IS(ARE) absent AND State_at_admission IS(ARE) conscious THEN 
GLASGOW_OUTCOME_SCALE IS 5  

RULE 32  
IF Abode IS(ARE) wieś AND Time_spent_in_hospital IS(ARE) 3..37[days] AND Past_cardiac_infarct IS(ARE) absent AND Or-
ganic_heart_disease IS(ARE) absent AND Past_stroke IS(ARE) absent AND State_at_admission IS(ARE) conscious AND Con-
sciousness_disorders IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 33  
IF Atrial_fibrilation IS(ARE) present AND Organic_heart_disease IS(ARE) absent AND Past_stroke IS(ARE) absent AND Pulse 
IS(ARE) 55..100 AND Consciousness_disorders IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 5   
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Table 4. (continued) 

RULE 34  
IF Heart_action IS(ARE) normal_rythm AND Speech_disorders IS(ARE) absent AND Occupational_therapy IS(ARE) present THEN 
GLASGOW_OUTCOME_SCALE IS 5  

RULE 35  
IF Diabetes IS(ARE) absent AND Obesity IS(ARE) present AND Consciousness_disorders IS(ARE) absent AND Speech_therapy 
IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 36  
IF Nicotine_addicti IS(ARE) absent AND State_at_admission IS(ARE) conscious AND Consciousness_disorders IS(ARE) present 
AND Anti-edematous_agents IS(ARE) absent AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE 
IS 5  

RULE 37  
IF Time_spent_in_hospital IS(ARE) 3..37[days] AND Diabetes IS(ARE) absent AND Past_stroke IS(ARE) absent AND Sys-
tolic_pressure IS 90..200 AND Diastolic_pressure IS(ARE) 95..180 AND Heart_action IS(ARE) normal_rythm AND 
State_at_admission IS(ARE) conscious THEN GLASGOW_OUTCOME_SCALE IS(ARE) 5  

RULE 38  
IF Diabetes IS(ARE) absent AND Past_stroke IS(ARE) absent AND Alcohol_addiction IS(ARE) absent AND SysTHENlic_pressure 
IS(ARE) 90..200 AND Heart_action IS(ARE) normal_rythm AND Consciousness_disorders IS(ARE) absent AND Speech_therapy 
IS(ARE) present AND Occupational_therapy IS(ARE) absent THEN GLASGOW_OUTCOME_SCALE IS 5  

RULE 39  
IF Diabetes IS(ARE) absent AND Stroke_type IS(ARE) POCS AND Consciousness_disorders IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 5  

RULE 40  
IF Ischemic_heart_disease IS(ARE) absent AND Obesity IS(ARE) present AND Past_stroke IS(ARE) absent AND Heart_action 
IS(ARE) normal_rythm AND Consciousness_disorders IS(ARE) absent AND Swallowing_disorders IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 5  

RULE 41  
IF Final_diagnosis IS(ARE) other_cerebrovascular_diseases AND Speech_disorders IS(ARE) absent THEN 
GLASGOW_OUTCOME_SCALE IS 5  

Table 5. GOS parameters applied in the final (optimized) learning model 

Parameter Frequency quotient 

State_at_admission  

Consciousness_disorders  

Heart_action  

Exercise_therapy  

Anti-edematous_agents  

Occupational_therapy  

Past_stroke  

Diabetes  

Swallowing_disorders  

Body_temperature  

Final_diagnosis  

Obesity  

Stroke_type  

Time_elapsed  

Anticoagulants  

Atrial_fibrilation  

13/41 

12/41 

11/41 

9/41 

8/41 

7/41 

7/41 

6/41 

6/41 

5/41 

5/41 

5/41 

5/41 

5/41 

4/41 

4/41 
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Table 5. (continued) 

Parameter Frequency quotient 

Organic_heart_disease  

Speech_disorders  

Abode  

Admission_diagnosis  

Alcohol_addiction  

Pulse  

Time_spent_in_hospital  

Transient_ischemic_attack  

Age  

Antibiotics  

Circulatory_insufficiency  

General_state_at_admission  

Hypercholesterolemia  

Ischemic_heart_disease  

Nicotine_addiction  

Past_cardiac_infarct  

Patient_cure_location  

Speech_therapy  

Systolic_pressure  

Diastolic_pressure  

Gender  

4/41 

4/41 

3/41 

3/41 

3/41 

3/41 

3/41 

3/41 

2/41 

2/41 

2/41 

2/41 

2/41 

2/41 

2/41 

2/41 

2/41 

2/41 

2/41 

1/41 

1/41 

5   Discussion and Conclusions 

In the Table 3 five most important descriptive parameters of the Glasgow Outcome 
Scale are presented. All of them (Anti-edematous_agents, Body_temperature, Ex-
ercise_therapy, Occupational_therapy, State_at_admission), seem to be equally 
important in relation to the investigated database. The entry, say Body_temperature 
16/16, informs that in the set of 16 rules this parameter was included 16 times. 
However, the error rate for the discussed set of rules is not acceptable.  

More important and interesting is the improved set of 41 rules. Having ex-
tremely small error rate (≈3%), it shows that from 42 descriptive parameters used 
in the investigated database, just 5 from them were never accessed in the process 
of inductive generating of rules. These unnecessary parameters not needed from 
the point of view of classification (at least, within a group of investigated patients) 
are: Arterial_hypertension, Infection_in_a_week_to_stroke, Diastolic_pressure, 
Antihypertensives, Neuroprotective_agents. Further inspection of Table 5 pointed 
out that parameters having the larger frequency quotient (# of entries / # of rules, 
the rightmost column in Table 5), say for example 13/41, should be diagnosed 
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very carefully. On the other hand, it is to note that the Age and Gender of a patient 
seem to have rather minor influence on the outcome of Glasgow Scale. 

The future research should be oriented towards simplification of the discussed 
descriptive parameters, looking for the compromise of a low error rate and high 
effectiveness of the Glasgow Outcome Scale. 
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Abstract. Rapid advances in imaging modalities have increased the importance of 
image segmentation techniques. Image segmentation is a process that divides an 
image into regions based on the image’s internal components to distinguish be-
tween the component of interest and other components. We use this process to ana-
lyze the region of the component of interest and acquire more detailed quantitative 
data about the component. However, almost all processes of segmentation of ana-
tomical structures have inherent problems such as the presence of image artifacts 
and the need for complex parameter settings. Here, we present a framework for a 
semi-automatic segmentation technique that incorporates a local classifier derived 
from a neighboring image. By using the local classifier, we were able to consider 
otherwise challenging cases of segmentation merely as two-class classifications 
without any complicated parameters. Our method is simple to implement and easy 
to operate. We successfully tested the method on computed tomography images. 

1   Introduction 

Modern imaging modalities such as computed tomography (CT) and magnetic re-
sonance imaging (MRI) readily yield detailed information on anatomical structures 
such as organs. Many scientific disciplines rely not merely on image observation 
but also on the quantification of various characteristics of organs and other regions 
of interest. Image segmentation [7, 13] can play an important role in the quantifica-
tion of imaging data. Image segmentation is a process that divides an image into 
regions based on the image’s internal components to distinguish between the com-
ponent of interest and other components. 

Segmentation of anatomical structures is, however, frequently complicated by 
image artifacts such as noise and partial-volume effects [3] and by the diverse ge-
ometry of the segmentation target. Parametric deformable models such as snakes 
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[6, 8, 14, 15] and geometric deformable models such as the level-set method [2, 4, 
6, 9], and the graph-cut algorithm [1] are widely used and yield robust segmenta-
tion results under extreme conditions. However, one drawback of these methods is 
that they require complicated parameter settings to deliver the high performance 
needed to acquire highly accurate segmentation results. 

To overcome these drawbacks, we proposed a new framework of anatomical 
structure segmentation that is simple to implement and useful. Our method offers 
semi-automatic segmentation of the target structure from 3D volume images com-
posed of sequential 2D images (Fig. 1). Our method requires only a seed region, 
which indicates the region of the segmentation target and is present in at least one 
image. After defining the seed, we can detect the target region in each subsequent 
image by using a local classifier that has been trained by the seed image, or the al-
ready segmented neighboring image that has been yielded by the seed image. An-
other key advantage is that use of the local classifier makes our method very com-
petitive in terms of computational cost. 

In Section 2, we briefly describe the proposed framework and its methodology. 
Experimental results and an evaluation of the proposed framework on test CT im-
ages with ground truth are presented in Section 3. Finally, a conclusion is offered 
in Section 4. 

 

Fig. 1. Brief overview of our segmentation framework: one seed image showing the region 
of the segmentation target is used for segmentation of the entire region from the sequential 
images 

2   Segmentation Framework with a Local Classifier 

The framework we present here uses a simple and robust semi-automatic tech-
nique to segment the target anatomical structure present on sequential 2D images 
(i.e., a 3D image). First, we define one seed region that represents the target on 
one slice (Fig. 1). After the seed region has been defined, the class to which each 
pixel belongs – either “target” or “background” – is calculated automatically from 
all sequential images, in sequential order. The calculation used to classify each 
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pixel is performed with our proposed local classifier. The classification procedure 
used is as follows: 

 

1. Manually set the target region iR  as the seed in the starting image iS . 

2. Copy iR  into the neighboring image 1+iS . Call the copied region 
1+′iR . 

3. Detect the boundary pixels inside 
1+′iR . 

4. Store the detected pixels in the transient data queue (TDQ). 
5. Retrieve one boundary pixel nP  from the TDQ and determine the class of nP  

by using the local classifier (described later). 
6. Update the boundary of 

1+′iR  according to the result of classification of nP  and 

store the newly detected boundary pixel in the TDQ. 
7. Repeat steps 5 and 6 until the TDQ becomes empty. 
8. Let 

1+iR ←
1+′iR . Then, 

1+iR  represents the target region in 1+iS . 

9. Let i ← i+1. 
10. Repeat steps 2 through 9 as long as the target region exists in the processing 

image. 
 

Because of introduction of the TDQ into our framework, no end condition is 
needed to judge whether the segmentation process is finished with their calcula-
tion in each image. The empty TDQ means that there is no pixel that needs to be 
classified in each image. This is an effective way of improving the segmentation 
accuracy. This is because we consider that minimizing the arbitrary conditions ap-
plied is an effective way of achieving robust segmentation. Note that the informa-
tion on the images where the segmentation target exists is defined manually. In the 
above procedure, nP  is classified in step 5 by using the local classifier as follows: 

I. Define a local region i
nPL enclosing nP ′  in the neighboring image iS . nP ′  has 

the same ),( yx  coordinates as does nP . 

II. Train a classifier by using the segmentation results of all the pixels inside 
i

nPL . 

III. Assign the class of nP according to the results of classification with the trained 

classifier. 
 
Figure 2 is a schematic diagram of the steps involved in defining the training 

region for one local classifier. We predefine a window size of i
nPL according to 

the size of the target, so as to produce the situation of the two classes’ existence 

inside i
nPL . The classifier is generated by use of a pattern classification technique 

(e.g., k-nearest neighbor algorithm, support vector machine [11]). The features 
used for training the classifier can be related to intensity, texture, or other image 
properties. 

The main advantage of our method is that it constructs one classifier at every 
pixel near the boundary of the target structure. Because the association between  
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Fig. 2. Schematic diagram of definition of a training region i
nPL  for a local classifier 

features and class has diversity at each position, use of the classifier generated by 
using neighboring image’s information in each case is likely to improve the accu-
racy of segmentation. In addition, since the local classifier is generated only near 
the boundary, we can reduce the computational cost. 

Note that our framework requires a high z-resolution to prevent existence of an 
excessive bias between the two classes in each local classifier. That is, if the z-
resolution is too low, the movement of a target region between neighboring im-
ages may become too large. In that case, users should set a larger window size to 
maximize the reliability of the segmentation results. A flexible window size allow 
us to avoid generating biased distribution of the two classes inside each i

nPL .
..

As 

a result, we can reduce the possibility that each local classifier produces a misclas-
sified result. 

3   Experimental Analyses and Discussion 

3.1   Advantages of Our Local Classifier 

Generally, the geometric diversity of anatomical structures complicates their seg-
mentation. Our method is able to overcome this difficulty simply by approaching 
the segmentation problem as a two-class classification according to the framework 
described in Section 2. The reason for using the neighboring segmented results as 
a training dataset for the classifier is to avoid making assumptions in terms of fea-
ture distribution. Frequently, image features such as pixel intensity are assumed to 
be derived from a mixture of probability distributions (usually Gaussian). In the 
case of multi-class segmentation, the Gaussian mixture model (GMM) [5] is often 
used to represent feature distributions. However, in many cases, because of the in-
fluence of imaging factors such as noise, the GMM does not quite correspond to 
the actual feature distribution; its application therefore results in declining seg-
mentation performance. In contrast, use of our local classifier achieves more  
robust segmentation than that obtained with the GMM because we make no  
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assumptions as to feature distribution. That is, our local classifier can be regarded 
as a nonparametric classifier. 

Figure 3 compares the classification results obtained by using the GMM and a 
method without any assumptions—that is, a nonparametric classifier. The objec-
tive of this experiment was to classify the test image shown in Figure 3 (a) into 
two classes according to internal components, as for the neighboring image (b) 
that was manually provided. The test image is an 8-bit grayscale CT image. As a 
set of training data, we used intensity values from the whole image. In the case of 
the GMM, to estimate parameters to fit a Gaussian distribution, we used the ex-
pectation–maximization (EM) algorithm [5, 10]. The EM is a well-established ma-
ximum likelihood algorithm used to fit a mixture model to a set of training data. 
 

    
(a)                        (b)                                     (c)                                 (d) 

Fig. 3. The test image (a) and the trained image (b): images resulting from the GMM (c)  
and ANN (d) 

In the case of the nonparametric classifier, we used the approximate nearest 
neighbors (ANN) method [12], a kind of k-nearest neighbor method. Because 
ANN requires pre-defined training data, we performed a classification by using 
the trained image, which had already been classified (Fig. 3(b)). Figures 3(c) and 
3(d) show the results of classification by the GMM and ANN, respectively. It is 
clear that under-segmentation has occurred in the gray region in Figure 3(c). 
These results indicate that the criterion derived by using ANN achieved a more 
accurate classification than did that derived with the GMM. That is, even if the 
target image has the simple components as shown in Fig. 3(a), the distribution of 
image features does not always fit a Gaussian distribution. Therefore, we consider 
that our method will perform better with the nonparametric classifier, which repre-
sented the real image features well and without any assumptions in terms of the 
two-class classification. 

3.2   Segmentation on Test CT Images 

We implemented our segmentation framework and tested it on CT images of the 
human abdomen. The goal of segmentation was to extract only the kidney region 
from the sequential 2D images. The kidney region was extracted after we had de-
fined a seed from a single image (Fig. 4). In this test, we used the ANN classifier 
as the local classifier trained by the intensity value from each 7×7 pixel local re-
gion. The number of nearest neighbors referenced for the classification was 11. 
For comparison, we also tested another segmentation method with the GMM clas-
sifier. Figure 5 shows the segmentation results. In each resulting image, a black 
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line indicates the boundary of the extracted region. With our proposed method, 
each target region in each image was segmented within 20 s on a personal com-
puter (Intel Pentium 4, 2.53-GHz) with 2 GB of memory. 

 

   

Fig. 4. The test image (left) and the seed image (right): in the image at right, the non-black 
region indicates the kidney 

On reviewing the segmentation results shown in Figure 5, we noted that a few 
regions were segmented incorrectly with our classifier, whereas many regions we-
re segmented incorrectly with the GMM classifier, especially in the later images. 
To analyze this phenomenon quantitatively, we calculated the accurate segmenta-
tion ratio (ASR), as follows: 

100(%) ×=
trueseg

trueseg

regionregion

regionregion
ASR

∪
∩

                              (1) 

where regionseg represents the region extracted by using our segmentation frame-
work, and regiontrue represents the true kidney region extracted manually. Accord-
ing to equation (1), a perfect segmentation result has an ASR of 100%. We show 
the ASR results in Figure 6. In both cases, the ASR of segmentation dropped rap-
idly in later images because there was an excessive movement between neighbor-
ing images. This degradation was due to the propagation of error occurring in the 
neighboring image; the error spread gradually through the sequential images. 
However, it should be noted that, with our classifier, segmentation accuracy 
peaked at approximately 90% for many images and at about 80% overall through-
out almost the entire image sequence. In comparison, use of the GMM classifier 
led to a peak accuracy of about 70% and about 50% overall accuracy. Therefore, 
the local classifier that had avoided predefined assumptions regarding distribution 
was effective in robust segmentation. 

Our segmentation framework enables the user to detect false segmentation 
clearly and directly on the computer screen. If the user detects false segmentation, 
he or she can simply set a new seed image. This resetting of the seed improves the 
accuracy of segmentation. 
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Fig. 5. Test abdominal images (left column). Images generated by using our proposed 
framework (center column). Images generated by using the GMM classifier (right column). 
Every fifth image is shown. 
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Fig. 6. Plot of accurate segmentation ratios of 40 segmented regions in the test images 

 

Fig. 7. Three-dimensional kidney model reconstructed by using the volume-rendering 
method which is equipped in the Volume CAD (VCAD) tools [16]. The color bar means 
degree of 8-bit pixel intensity. 

3.3   Deliverables of Successful Segmentation 

As we mentioned in Section 1, our segmentation results allow us to analyze a 
structure of interest, such as an organ, from various perspectives. That is because 
we were able to distinguish one region of interest from the others by segmentation. 
For example, we can use the segmentation results to show a 3D kidney image. 
Figure 7 is a 3D reconstruction model of the segmented kidney generated by the 
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volume-rendering technique. By using this product, we were able to observe the 
kidney from many viewing directions on the computer screen. A surface model of 
the segmented kidney is also shown (Fig. 8). These models may be helpful in fu-
ture biological simulations.  

In addition, we were able to calculate the surface area, volume, and surface-to-
volume ratio of the segmented kidney; the segmented kidney was 256.81 cm2 in 
surface and 106.37 cm3 in volume, and the calculated surface-to-volume ratio was 
2.41. These data were easily calculated by counting the number of the segmented 
pixels. We therefore consider that successful segmentation of anatomical struc-
tures will yield new insights into biological studies, such as functional anatomy 
and anatomical physiology. 

 

 
Fig. 8. Surface model of the segmented kidney represented by using the surface-rendering 
method which is equipped in the VCAD tools 

4   Conclusions 

We developed a new segmentation framework based on the use of a local classi-
fier trained by segmentation of previous regions. The local classifier plays an im-
portant role in simplifying a challenging segmentation task into a simple classifi-
cation task. Our framework enables users to segment anatomical structures after 
the seed region has been defined from only a single image. In addition, our 
framework is simple to implement and easy to operate because it avoids reliance 
on predefined parameters. 

We tested our framework only on human abdominal CT images, but it is not 
limited to these. Note that it is preferable not to have a branched structure as a 
segmentation target; if the target is a branched structure, it will be necessary to 
devise measures for defining multiple seed regions. Although we used only inten-
sity value as an image feature here, the method could be improved by incorporat-
ing additional features or higher level classifiers (e.g., texture information in mul-
ti-scale space or support vector machines). 



180 S. Takemoto et al. 

Acknowledgments 

This work was supported by Grants-in-Aid for Scientific Research of Japan (Young 
Researcher, Start-up: 19800062). 

References 

1. Boykov, Y., Funka-Lea, G.: Graph cuts and efficient N-D image segmentation. Intern. 
J. Computer Vision 70(2), 109–131 (2006) 

2. Yan, P., Shen, W., Kassim, A.A., Shah, M.: Segmentation of neighboring organs in 
medical image with model competition. In: Proc. Medical Image Computing and 
Computer-Assisted Intervention Conference, pp. 270–277 (2005) 

3. Pham, D.L., Bazin, P.L.: Simultaneous boundary and partial volume estimation in 
medical images. In: Proc. Medical Image Computing and Computer-Assisted Interven-
tion Conference, pp. 119–126 (2004) 

4. Qu, Y., Chen, Q., Heng, P.A., Wong, T.T.: Segmentation of left ventricle via level-set 
method based on enriched speed term. In: Proc. Medical Image Computing and Com-
puter-Assisted Intervention Conference, pp. 435–442 (2004) 

5. Carson, C., Belongie, S., Greenspan, H., Malik, J.: Blobworld: image segmentation us-
ing expectation-maximization and its application to image querying. IEEE Transac-
tions on Pattern Analysis and Machine Intelligence 24(8), 1026–1038 (2002) 

6. Xu, C., Pham, D., Prince, J.: Image segmentation using deformable models. In: Hand-
book of Medical Imaging. Medical Image Processing and Analysis, vol. 2, pp. 175–
272 (2000) 

7. Lakere, S., Kaufman, A.: 3D segmentation techniques for medical volumes. Technical 
Report, State University of New York, New York (2000) 

8. McInerney, T., Terzopoulos, D.: T-snakes: Topology adaptive snakes. Medical Image 
Analysis 4(2), 73–91 (2000) 

9. Malladi, R., Sethian, J.A., Vermuri, B.C.: Shape modeling with front propagation: a 
level set approach. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 17, 158–174 (1995) 

10. Akaho, S.: The EM algorithm for multiple object recognition. In: Proc. Internat. Con-
ference on Neural Network, pp. 2426–2431 (1995) 

11. Vapnik, V.N.: The nature of statistical learning theory. Springer, New York (1995) 
12. Arya, S., Mount, D.M., Netanyahu, N., Silverman, R., Wu, A.Y.: An optimal algo-

rithm for approximate nearest neighbor searching in fixed dimensions. In: Proc. 5th 
ACM-SIAM Symposium on Discrete Algorithms, pp. 573–582 (1994) 

13. Pal, N.R., Pal, S.K.: A review of image segmentation techniques. Pattern Recogni-
tion 26(9), 1277–1294 (1993) 

14. Cohen, L.D.: On active contour models and ballons. Comp. Vision, Graphics, and Im-
age Processing: Image Understanding 53(2), 211–218 (1991) 

15. Kass, M., Witkin, A., Terzopoulos, D.: Snakes: active contour models. Computer Vi-
sion, 321–331 (1988) 

16. http://vcad-hpsv.riken.jp/en/ (accessed April 29, 2009) 



Z.S. Hippe and J.L. Kulikowski (Eds.): Human-Computer Sys. Intera., AISC 60, pp. 181–191. 
springerlink.com                                                       © Springer-Verlag Berlin Heidelberg 2009 

An Application of Detection Function for the  
Eye Blinking Detection 

T. Pander, T. Przybyła, and R. Czabański 

Division of Biomedical Electronics, Institute of Electronics,  
Silesian University of Technology 44-100 Gliwice, Poland 
Tomasz.Pander@polsl.pl 

Abstract. The electrooculogram represents the electrical activity of muscles that 
control movements of eyes. The eye blinking is a natural protection system which 
defends the eye from environmental exposure. The spontaneous eye blink is con-
sidered to be a suitable indicator for fatigue diagnostics during many, different 
tasks of human being activity. The action of eye blinks covers a specific range of 
frequency and for that reason it is possible to construct a function which processes 
the signal and generates an artificial peak when blink occurs. This function is called 
the detection function. This function is used to detect the spontaneous eye blink ac-
tion. Nonlinear and linear signal processing methods are applied to obtain the de-
tection function waveform. On this base the position of an eye blink is estimated. 
The results demonstrate that the measurement of an eye blink parameter provides 
reliable information for eye-controlled systems from human-machine interface. 

1   Introduction 

Communication between people seems to be much more simple than between a 
man and a computer machine. This difficulty increases when a person is disabled. 
The eye movement can be applied as a mean to communicate with a computer. 
The idea of such interface is the following. The human-machine interface device 
(one of the important components is a digital signal processor - DSP) records the 
electrooculographic (EOG) signal and then EOG is processed in DSP. And in the 
end, the device generates steering signals for a computer. 

The blinking can be applied to a human-machine interface as an indicator of 
some typical signaling methods. Such system may be used for detecting basic 
commands to control some instruments, robots or any other applications by people 
with limited upper body mobility [3]. The most typical situation is a control of ap-
plications during working with a computer.  

The EOG signal is based on electrical measurement of the potential difference 
between the cornea and the retina. The cornea-retinal potential creates an electrical 
field in the front of a head [15]. This field changes in orientation as the eyeballs 
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rotate. The amplitude of EOG signal varies from 50 to 3500 μV with a frequency 
range of about DC-100 Hz. Its behavior is practically linear for gaze angles of 
±30° [3]. It should be pointed out here that the variables measured in the human 
body (any biopotentials) are almost always recorded with a noise and often have 
non-stationary features. Their magnitude varies with time, even when all possible 
variables are under control. This means that the variability of the EOG signals de-
pend on many factors that are difficult to determine [3, 15]. 

Eye blinks and eyes movement are “windows'' across a man can understand an 
surrounding world. Eye blinking is the contraction of sets of muscles of eye and 
produces an electrical activation of eyelid's muscles. Durations of such signals last 
for a fraction of a second [1]. The eye blink mechanism has several effects. The eye 
blinking can be divided into reflex blink (in response to something invading in the 
eye, this type of blink is instinctive response that protects the eye against air puffs 
and dust, this is also part of scared response to loud noises), voluntary blink (as a 
result of a decision to blink) and involuntary (spontaneous without external stimuli, 
probably controlled by a blink generator in the brain) [1, 14]. The spontaneous eye 
blink is considered to be a suitable ocular indicator for fatigue diagnostics [4, 6, 8]. 
An eyelid movement (blink) introduces a change in the potential distribution 
around the eye [14]. Spontaneous blinks are typically of a shorter duration than re-
flexive and voluntary blinks, and voluntary blinks show the greatest amplitude in 
EOG waveform [7]. Recent studies demonstrate that the analysis of spontaneous 
blinks may provide substantial information concerning nervous activation process 
and fatigue [4]. 

 

 

Fig. 1. Bipolar electrode placement and the measuring system connection 

The EOG signal can be recorded in a horizontal and a vertical direction of eye's 
movements. This requires six electrodes (standard Ag/AgCl electrodes attached by 
means of rings of double adhesive) which are placed in the front of a human face. 
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In this work applied measurement system is presented in the Fig. 1. This system is 
based on the Biopac MP-35 unit. The sampling frequency for that work is 100 Hz. 

The recognition of eye movements and its behavior can be classified in two 
categories: invasive methods which require direct contact with the eyes  and non-
invasive method which avoid any physical contact with the user. Such methods 
are more comfortable and safety for the user than the first group of methods [2]. 

The simplest method of eye blink detection is manual detection based on the di-
rect observation of a investigated man. This method is time-consuming and is typ-
ically limited to short time intervals, however, due to the natural variability in 
blinking, measurements should generally last at least 5 min [14]. This method can 
be a reference method.  

Another way of recording an eye's movements signal and eye blinks is an ap-
plication based on the different reflection of the emitted infrared light from eyelid 
and eyeball [4, 11, 13, 14]. 

The goal of this paper is to employ the method of a detection function to raise 
the precision of detection of eye blinks and detection of single or double blinks. 
The rest of this paper is organized as follows: Section 2 describes the proposed 
method of the detection function; Section 3 presents the method of localization of 
blinks from the detection function waveform in the time domain and Section 4 is 
devoted to final conclusions. 

2   The Detection Function for Eye-Blink Detection 

The EOG signal can be very noisy and is non-stationary in its nature. An example 
of EOG signal recorded in vertical and horizontal plane is presented in the Fig. 2. 

The main source of a noise in EOG signal is a signal of electrical activity of 
face's muscles. A movement of a head or speaking can also disturb EOG signal. 
The rapid change of amplitude of EOG signal (it is shown in the Fig. 2) is caused 
by the saccadic movement of eye's ball. Three spikes which appeared in a vertical 
plane are eye's blinks. Blinks of eye are very well seen in a signal which is re-
corded in a vertical plane. A high change in the potential distribution around the 
eye is a result of movements of muscles of upper and lower eyelid. This potential 
is greater in a vertical plane than in a horizontal plane. 

An idea of the detection function comes from ECG signal processing [5, 9, 12]. 
The concept of such device consists of two steps. The first step is a filtering proc-
ess (including robust nonlinear filtering and traditional linear filtering) and the 
second step is nonlinear operation (using a square or an absolute value function). 
Then the “description” function is made. Because EOG signal contains signal 
components from DC-100 Hz, it is possible to construct a cascade of digital filters 
to detect an eye's blink. But the range of frequency for blinks is from 1Hz to 
10Hz. The purpose of the signal filtering is to attenuate noise and enhance those 
features of the signal used for detection as this leads to an increased probability for 
correct detection of blinks. The detection function is created by the device shown 
in the Fig. 3. 
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Fig. 2. The EOG signal in horizontal (a) and vertical plane (b) 

 

 

Fig. 3. A structure of device which creates the detection function 

The detection function is implemented in the following way. The first step is 
rejection of any outliers from a signal by an application of nonlinear median filter. 
The length of the window of a median filter is 10 samples. The second step is the 
bandpass filtering realized by serial joined of three FIR filters (applying Matlab 
procedures):  

1. the low-pass filtering is realized with the 32 order low-pass FIR filter and the 
cut-off frequency is 30 Hz. 

2. the high-pass FIR filter and the cut-off frequency is 1.5 Hz. The Chebyshev 
window with 20 decibels of relative sidelobe attenuation is also used. The order 
of the filter is 62. 

3. the low-pass FIR filtering is implemented, the order of the filter is 60, the cut-
off frequency is 8 Hz, and the Chebyshev window with 20 decibels of relative 
sidelobe attenuation is also used. 

The frequency characteristic of the proposed band-pass filter is presented in the 
Fig. 4. 
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Fig. 4. The frequency characteristic of the bandpass filtering of the proposed detection 
function 

The next step is a nonlinear operation and smoothing of a obtained signal with 
a moving average filter. There are two kinds of nonlinear operation which can be 
applied. The first one is the square function and the second is the absolute value 
function. These operations can be described in the following way: 
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where: xf (n) is the output signal of bandpass FIR filtering, 2N+1 is a length of the 
moving average filter. In this work N=20. Such value of N guaranties that detec-
tion function has only one peak. The example of the detection function (with 
square and absolute value functions as a nonlinear operation) waveform in re-
spect to EOG signal which contains blinks is presented in the Fig. 5 and in the 
Fig. 6. 

The AmpThreshold level which is presented in the Fig. 5 and 6 determines the 
threshold level for the detection of peaks in the detection function waveform. Value 
of AmpThreshold from these figures is the same and equals 0.3. When the absolute 
value function is applied as the nonlinear operation (Eq. 2), then peaks generated 
by the detection function have higher amplitude than peaks generated by using the 
square function for the same value of AmpThreshold. The square function more ef-
fectively suppress small components in the detection function waveform and at-
tenuate higher components, but requires smaller value of AmpThreshold  for proper 
recognition of blinks than the absolute value function. 
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Fig. 5. The detection function waveform obtained with the square function as a nonlinear  
operation (lower plot) and the corresponding EOG signal (upper plot) 

 

 

Fig. 6. The detection function waveform obtained with the absolute value function as a 
nonlinear operation (lower plot) and the corresponding EOG signal (upper plot) 

 

Peaks which occur in the shape of the detection function correspond to time 
moments when blinks of eyelids appear. This method operates proper only when 
one blink occur in short time interval. In the case of appearance of two or few, fast 
blinks, the detection function can detect only the first blink. This situation is not 
an important problem, because the location of first blink is detected, and in order 
to detect second blink (in short time interval) another method can be used. An ex-
ample of such situation is presented in the Fig. 7. 
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Fig. 7. Problem of detection of “double” blink in EOG signal (eyes make two fast blinks in 
short time interval) 

3   Location of Blinks in Time Domain 

The second stage of detection of blinks is a localization process in the time do-
main on the base of the shape of the detection function waveform. In order to 
make this task the method described in [10] is applied. This method allows to lo-
cate and measure the positive peaks in a noisy data sets. It detects peaks by look-
ing for downward zero-crossings in the smoothed first derivative that exceeds 
some a slope of threshold and peak amplitudes that exceed given amplitude thre-
shold, and determines the position [10]. An example of the peak detection on the 
base of the first derivative is presented in the Fig. 8.  

Adjustable parameters allow to discriminate of blinks signal peaks from a noise 
or saccadic eye movements which can appear in the detection function waveform. 
The pseudocode of the applied algorithm is the following: 

for i=1:length(y) 
 if sign(d(i)) > sign(d(i+1)) 
  if d(i)-d(i+1) > SlopeThreshold*y(i) 
    if y(i) > AmpThreshold 
      begin 
        gather points around peak 
        find maximum of points 
      end 
    endif 
  endif 
 endif 
end 
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where: y  is the vector variable which represents the detection function waveform 
from eq. 1, d is the vector variable which denotes the first derivative of the detec-
tion function waveform, SlopeThreshold and AmpThreshold are adjustable pa-
rameters which values depends on the values of the detection function. When the 
sampling frequency equals 100 Hz, the average width of peaks in the detection 
function waveform width=60, then 

)2(5.0 −⋅= widthholdSlopeThres                                          (3) 

and value of AmpThreshold depends on the kind of applied nonlinear function 
used in detection function waveform creation. In this work values of this parame-
ter are equaled 0.2 for the square function or 0.3 for the absolute value function. 

 

 

Fig. 8. The example of the detection function waveform and its corresponding the first de-
rivative in the moment when eye blink occurs 

The first derivative (d) calculated from the detection function waveform has 
many local fluctuations which can make difficult to detect peaks of the detection 
function waveform. This problem is presented in upper plot of the Fig. 9. In order 
to avoid such situation the first derivative of the detection function waveform was 
smoothed by MA filter. The order of this filter is equaled half of the width of a 
peak from detection function waveform. In this work the width of a peak is 
equaled 40 samples. 

The detection of double blinks is performed in the following way: creation of 
the detection function waveform on the base of EOG signal, location of blinks in 
time domain and then checking does in short time interval (0.6 sec.) exist one 
blink or two (or more), fast blinks. 

These steps are sufficient to distinguish single or double blink. The example of 
proper recognition of single and double blinks with presented method is shown in  
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Fig. 9. The first derivative of the detection function before smoothing (a) and after smooth-
ing (b) 

 

Fig. 10. Part of EOG signal with discriminated single (dashed line) and double (dot-dashed 
line) blinks 

the Fig. 10. The EOG signal (recorded in vertical plane) presented in the Fig. 10 
was recorded during the working with computer, and single and double blinks cor-
respond to the mouse clicking in the window application. 
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4   Conclusions 

In this paper a new method for blink detection is presented. The proposed method 
is based on the detection function. The main aim of the application of the detec-
tion function is suppression of noise and any other movements of eyes and en-
hanced blinks. The structure of detection function consists of the bandpass filter, 
stage of nonlinear operation and last stage is smoothing with the low-pass moving 
average filter. The square function or the absolute value function can be used as a 
nonlinear operation. But using one of these function requires choosing of an am-
plitude threshold level for proper detection and localization blinks in time domain.  
The duty of these stages is obtaining a single peak when a blink occurs. The cas-
cade of proposed filters efficiently suppress any kind of eye's movements and am-
plify any type of blinks. The last stage of the creation of the detection function, 
when MA filter is applied, is critical. In this stage we should obtain peaks corre-
sponding to blinks which are separated from other components of EOG signal. 
This process depends on the length of MA filter. 

All experiments were run in the MATLAB environment. 
The presented method can be applied for a human-machine interface, for ex-

ample to control windows-based computer application as the virtual mouse for one 
or double clicking. Such approach can be very useful for people with limited up-
per body mobility or for testing human sight sense. 

Another example of using this method is an application for accurate measure-
ment of eye's blink parameters like blink frequency, amplitude or eyelid opening 
level and duration. 
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Abstract. The paper presents an interactive training and evaluation system desi-
gned for the evidence-based medicine (EBM) training of Romanian undergraduate 
students. Fourteen tutorials and a series of supplementary materials were devel-
oped and integrated into a virtual self-directed training environment in order to 
provide the opportunity to learn about and to assess evidence-based medicine 
knowledge and skills. The interactive web-based approach was efficient and effec-
tive in the EBM education of undergraduate students, suggesting that it could be 
the appropriate method of teaching the evidence-based medicine. 

1   Introduction 

Evidence-based medicine education, part of the concept of evidence-based medi-
cine (EBM), introduced by Guyatt et all [1], refers to training undergraduate stu-
dents [2], residents [3] and practitioners [4] to use the best available, valid and  
reliable evidence for individual daily medical decisions. Evidence-based practice 
seems to be a useful instrument for improving health care quality and controlling 
the costs of health services [5, 6]. EBM education is the first step in putting the 
concept into practice [7, 9]. Compared with no intervention, short EBM educa-
tional strategies have proved able to transfer knowledge and improve critical ap-
praisal skills [9-12]. 

Information and communication technology lead to changes in medical practice 
[13] that influence the quality, efficiency and costs of medical care [14]. Moreover, 
changes in the translation of medical knowledge into medical practice, influencing 
the evidence-based practice [15] and education in medicine [16] are identified. 

A self-directed computer-based curriculum in the Romanian language (run at 
the Iuliu Haţieganu University of Medicine and Pharmacy) and its effectiveness, 
were evaluated. 
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2   Material and Method 

2.1   Training and Evaluation System 

The computer-based EBM curriculum was designed with three core goals: (1) to 
promote access to EBM knowledge and resources in the Romanian language for un-
dergraduate medical students, (2) to increase students’ awareness and use of relevant 
medical evidence, and (3) to teach the calculation and interpretation of fundamental 
EBM metrics (therapy intervention, diagnostic or screening studies, disease progno-
sis studies). The computer-based EBM design respects the principles of educational 
psychology [17]. 

The EBM training and evaluation system contains tutorials, several supplemen-
tary materials and an evaluation system. Fourteen tutorials (see Table 1) were de-
veloped; each of them contains objectives, prerequisites, training materials divided 
into chapters, clinical-based problems, references, and a self-evaluation test. The 
self-evaluation test is interactive and comprises five multiple-choice questions 
(two problem-based questions) with one up to four correct answer(s). 

Six types of supplementary materials [18] were available through the EBM trai-
ning system. In addition, software for a) assisting the creation and browsing of 
critical appraisal topics [19-21], b) assisting the creation and browsing of guide-
line models and clinical practice guidelines [22], and c) calculating the 95% con-
fidence interval for proportions1 [24-33] is available. This material is completed  
 

Table 1. Tutorials: evidence-based medicine curriculum 

Tutorial Remarks 

1st Introduction to Evidence-Based Medicine 

2nd Asking Answerable Questions 

3rd Medical Evidence 

4th Finding Evidence 

5th Applying Evidence in Day-to-Day Practice 

6th Decisions Based on Evidence* 

The order of these tutorials must be re-
spected for understanding all evidence based 
medicine concepts 

Study Assessment of 

Therapy (7th) 

Diagnostic Test (8th) 

Screening Test (8th) 

Prognosis (10th) 

Etiology (11th) 

Economic Analysis (12th) 

Decisional Trees* (13th) 

Can be completed in any order with one ex-
ception (*): the 13th tutorial must be com-
plete after the 6th tutorial 

Assessment of Evidence-Based Clinical Prac-
tice Guidelines (14th) 

Must be the last broach tutorial 

 

                                                           
1 http://vl.academicdirect.org/applied_statistics/binomial_distribution/ 
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with twenty diagnostic and treatment guidelines published by the Romanian Col-
lege of Physicians2; seventeen materials on proved based medicine published by 
the Stethoscope Journal3), and an EBM glossary. 

An online tutor-assisted evaluation environment is merged into the system in 
order to facilitate the evaluation of the acquired knowledge. A detailed description 
of the evaluation system is available in [23]. 

The tutorials are in the Romanian language while the resources and both in 
Romanian and English. 

The self-directed training and evaluation computer program system, is merged 
into a Windows help application by using the HTML Help Workshop (version 4, 
Microsoft®, free to use). 

2.2   System Evaluation Methodology: Evidence-Based Medicine 

System Evaluation 
Third to sixth year students at the Faculty of Medicine (who do practicums in hos-
pitals and dispensaries) represented the target population. The 4th year students of 
the Faculty of Medicine, The Iuliu Haţieganu University of Medicine and Phar-
macy, Cluj-Napoca, Romania were the available population. One group (out of 
five) of students, randomly selected, was included in the research. The students 
participated in a traditional two-hour EBM course that covered the basics of prac-
ticing evidence-based medicine. The evidence-based medicine knowledge and 
critical appraisal of evidence of each student has tested at the end of the EBM tra-
ditional course. It was done, using eighteen true/false paper-based questionnaires 
that incorporated five problem-based questions. Students also completed the base-
line characteristics form that included demographic data (gender, age) and infor-
mation about computer and Internet access. They also ranked their perception of 
continuing medical education, quality of health care, and patient satisfaction on a 
1 to 5 scale (1 = extremely unimportant, 2 = unimportant, 3 = unconcerned, 4 = 
important, 5 = extremely important). A question regarding their previous experi-
ence with EBM concepts was also included. All the participants had previously 
received training in research methodology, epidemiology, and statistics. 

Since the topic of the study is not included in the core medical curriculum, stu-
dents enrolled voluntarily in the intervention group after the EBM traditional 
course. Students were eligible for the intervention group, if they met the following 
criteria: attended the traditional EBM education course, and filled in a participa-
tion and consent form. Access to an individual computer with CD-ROM, with or 
without an Internet connection, was necessary to get a prerequisite for the enroll-
ment in the intervention group. The students in the intervention group received 
additional training via an interactive computer-based curriculum available on CD-
ROM and on the Internet. We found, that the computer-based curriculum depends 
on EBM knowledge; it presents clinical problems with or without solutions and it 
offers links to evidence-based medicine resources in Romanian and English as 

                                                           
2 http://www.cmr.ro 
3 http://www.stetoscop.ro 
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well as links to medical publications. EBM knowledge and skills, searching tech-
niques and the critical appraisal of evidence were measured in the intervention 
group with a computer- and tutor-assisted online multiple-choice questionnaire at 
the beginning (pre-test) and at the end (post-test) of the three-month self-directed 
training. The questionnaire had forty-five questions with five possible options and 
one up to four correct answer(s); fifteen of them were clinical problem-based que-
stions. A post-study survey, carried out in the intervention group, provides the 
evaluation of the developed system. Tested were the following problems: ▪ advan-
tages offered by using the system in EBM training; ▪ usefulness of the developed 
application in EBM education; ▪ evaluation of ease of using the system; ▪ applica-
tion usefulness in medical practice. 

Statistical Analysis 
The participant’s characteristics were summarized and comparisons between the 
two groups (intervention and control) were carried out according to variable types. 
The differences in proportions were tested using chi-square statistics and the dif-
ference test for proportions (Statistica 8.0). The differences between the scores 
and the number of correct answers were evaluated using the Mann-Withney U test 
(comparison between control and intervention groups). The data from pre- and 
post-test knowledge assessment, in the intervention group were analyzed using the 
Wilcoxon test. In each statistical experiment, a significance level of 5% was ac-
cepted. The 95%-confidence intervals for proportions were computed with a me-
thod based on the binomial distribution hypothesis [24]. 

3   Results 

3.1   Study Participants 

Ninety-six students were included in the study: fifty-six in the control group and 
forty in the intervention group. For summary of the demographic data of the par-
ticipants, in the intervention and control groups, see Table 2. 

No statistically significant differences were identified between the groups in 
terms of gender (p = 0.743), age (mean 21.78 in the intervention group and 21.91 
in the control group, p = 0.235), computer access (p = 0.713), and Internet access 
(p = 0.676). However, significant differences between the proportion of students 
who ranked Internet access as being “relatively difficult” was identified in the in-
tervention and control groups (p = 0.0432). As far as the moment when students 
first heard about EBM was concerned, statistically significant differences were ob-
tained (p = 0.003) between groups, a higher percent of students from the interven-
tion group had previously heard about EBM concepts compared with the control 
group. 

As far as the importance given by students to continuing medical education, 
quality of health care and patient satisfaction were concerned, no significant 
differences were found between groups (p > 0.05), with two exceptions. The 
exceptions were identified for quality of health care on two scales “important” 
(p = 0.0019) and “extremely important” (p = 0.0001).  
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Table 2. Demographic characteristics of participants 

Characteristic Intervention Group (n = 40) 

Percent (%) [95% CI] 

Control Group (n = 56) 

Percent (%) [95% CI] 

Gender Female 67.50 [50.06–82.44] 64.29 [50.03–76.75] 

Age    

▪ 21 years old 32.50 [17.56–49.94] 19.64 [10.75–32.11] 

▪ 22 years old 57.50 [40.06–72.44] 69.64 [55.39–82.11] 

▪ 23 years old 10 [2.56–22.44] 10.71 [3.60–21.40] 

Previously heard about EBM 55 [37.56–69.94] 25 [14.32–37.47] 

Computer access   

▪ Easy 42.50 [27.56–59.94] 44.64 [30.39–58.90] 

▪ Relatively easy 32.50 [17.56–49.94] 19.64 [10.75–32.11] 

▪ Difficult 20.00 [10.06–34.94] 30.36 [17.89–44.61] 

▪ No access 2.50 [0.06–12.44] 1.79 [0.03–8.90] 

▪ I don’t know 2.50 [0.06–12.44] 3.57 [0.03–12.47] 

Internet access   

▪ Easy 27.50 [15.06–44.94] 33.93 [21.46–48.18] 

▪ Relatively easy 45.00 [30.06–62.44] 25.00 [14.32–37.47] 

▪ Difficult 22.50 [10.06–37.44] 35.71 [23.25–49.97] 

▪ No access 5.00 [0.06–17.44] 1.79 [0.03–8.90] 

▪ I don’t know 0.00 [n.a.] 3.57 [0.03–12.47] 

Continuing medical education   

▪ Unconcerned 0.00 [n.a.] 5.36 [1.82–14.25] 

▪ Important 60.00 [42.56–74.94] 50.55 [35.75–64.25] 

▪ Extremely important 37.50 [22.56–54.94] 44.64 [30.39–58.89] 

▪ Missing data 2.50 [0.06–12.44] 0.00 [n.a.] 

Quality of health care   

▪ Unconcerned 5.00 [0.06–17.44] 16.07 [7.17–28.54] 

▪ Important 35.00 [20.06–52.44] 67.86 [53.60–80.32] 

▪ Extremely important 55.00 [37.56–69.94] 16.07 [7.17–28.54] 

▪ Missing data 5.00 [0.06–17.44] 0.00 [n.a.] 

Patient satisfaction   

▪ Unconcerned 5.00 [0.06–17.44] 3.57 [0.03–12.47] 

▪ Important 50.00 [32.56–67.44] 53.57 [39.32–67.82] 

▪ Extremely important 40.00 [25.06–57.44] 42.86 [30.39–57.11] 

▪ Missing data 5.00 [0.06–17.44] 0.00 [n.a.] 

95% CI = 95% confidence interval, n. a. = not applicable 
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3.2   Intervention Group: Pre- and Post-test Assessment of EBM Knowledge 

The students in the intervention group completed a questionnaire with forty-five 
multiple-choice questions in order to have their knowledge of EBM assessed at the 
beginning and completion of the self-directed training period. The tests were tutor-
assisted and the students received maximum 45 points. The number of correct and 
incorrect answers (for each student) expressed as absolute frequency (fa) and con-
fidence interval for relative frequency (95%CIfr), are presented in Table 3. 

The number of correct answers to the pre-test proved to be significantly lower 
compared with the number of correct answers to the post-test (n = 40, Wilcoxon Z 
= 5.51, p < 0.001); the number of incorrect answers to the pre-test was signifi-
cantly higher compared with the number of incorrect answers to the post-test (n = 
40, Wilcoxon Z = 5.51, p < 0.001). 

Table 3. Distribution of the correct and incorrect answers to pre- and post-test 

Pre-test Post-test 

Correct Incorrect Correct Incorrect 

StdID fa [95%CIfr] fa [95%CIfr] fa [95%CIfr] fa [95%CIfr] 

std_01 7 [6.72-28.84] 38 [71.16-93.28] 41 [77.83-97.73] 4 [2.27-22.17] 

std_02 2 [0.05-15.51] 43 [84.49-99.95] 38 [71.16-93.28] 7 [6.72-28.84] 

std_03 5 [4.49-24.40] 40[75.60-95.51] 38 [71.16-93.28] 7 [6.72-28.84] 

std_04 5 [4.49-24.40] 40 [75.60-95.51] 37 [68.94-93.28] 8 [6.72-31.06] 

std_05 7 [6.72-28.84] 38 [71.16-93.28] 41 [77.83-97.73] 4 [2.27-22.17] 

std_06 5 [4.49-24.40] 40 [75.60-95.51] 36 [64.49-91.06] 9 [8.94-35.51] 

std_07 9 [8.94-35.51] 36 [64.49-91.06] 32 [55.60-84.40] 13 [15.60-44.40] 

std_08 6 [4.49-26.62] 39 [73.38-95.51] 37 [68.94-93.28] 8 [6.72-31.06] 

std_09 3 [2.27-17.73] 42 [82.27-97.73] 36 [64.49-91.06] 9 [8.94-35.51] 

std_10 5 [4.49-24.40] 40 [75.60-95.51] 37 [68.94-93.28] 8 [6.72-31.06] 

std_11 5 [4.49-24.40] 40 [75.60-95.51] 41 [77.83-97.73] 4 [2.27-22.17] 

std_12 8 [6.72-31.06] 37 [68.94-93.28] 40 [75.60-95.51] 5 [4.49-24.40] 

std_13 4 [2.27-22.17] 41 [77.83-97.73] 35 [62.27-88.84] 10 [11.16-37.73] 

std_14 2 [0.05-15.51] 43 [84.49-99.95] 35 [62.27-88.84] 10 [11.16-37.73] 

std_15 6 [4.49-26.62] 39 [73.38-95.51] 37 [68.94-93.28] 8 [6.72-31.06] 

std_16 4 [2.27-22.17] 41 [77.83-97.73] 42 [82.27-97.73] 3 [2.27-17.73] 

std_17 4 [2.27-22.17] 41 [77.83-97.73] 38 [71.16-93.28] 7 [6.72-28.84] 

std_18 8 [6.72-31.06] 37 [68.94-93.28] 39 [73.38-95.51] 6 [4.49-26.62] 

std_19 3 [2.27-17.73] 42 [82.27-97.73] 38 [71.16-93.28] 7 [6.72-28.84] 

std_20 2 [0.05-15.51] 43 [84.49-99.95] 38 [71.16-93.28] 7 [6.72-28.84] 

std_21 6 [4.49-26.62] 39 [73.38-95.51] 38 [71.16-93.28] 7 [6.72-28.84] 

std_22 6 [4.49-26.62] 39 [73.38-95.51] 36 [64.49-91.06] 9 [8.94-35.51] 

std_23 3 [2.27-17.73] 42 [82.27-97.73] 37 [68.94-93.28] 8 [6.72-31.06] 

std_24 6 [4.49-26.62] 39 [73.38-95.51] 41 [77.83-97.73] 4 [2.27-22.17] 
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Table 3. (continued) 

std_25 4 [2.27-22.17] 41 [77.83-97.73] 37 [68.94-93.28] 8 [6.72-31.06] 

std_26 6 [4.49-26.62] 39 [73.38-95.51] 36 [64.49-91.06] 9 [8.94-35.51] 

std_27 8 [6.72-31.06] 37 [68.94-93.28] 37 [68.94-93.28] 8 [6.72-31.06] 

std_28 7 [6.72-28.84] 38 [71.16-93.28] 37 [68.94-93.28] 8 [6.72-31.06] 

std_29 5 [4.49-24.40] 40 [75.60-95.51] 38 [71.16-93.28] 7 [6.72-28.84] 

std_30 2 [0.05-15.51] 43 [84.49-99.95] 36 [64.49-91.06] 9 [8.94-35.51] 

std_31 5 [4.49-24.40] 40 [75.60-95.51] 38 [71.16-93.28] 7 [6.72-28.84] 

std_32 6 [4.49-26.62] 39 [73.38-95.51] 40 [75.60-95.51] 5 [4.49-24.40] 

std_33 6 [4.49-26.62] 39 [73.38-95.51] 40 [75.60-95.51] 5 [4.49-24.40] 

std_34 5 [4.49-24.40] 40 [75.60-95.51] 38 [71.16-93.28] 7 [6.72-28.84] 

std_35 3 [2.27-17.73] 42 [82.27-97.73] 38 [71.16-93.28] 7 [6.72-28.84] 

std_36 3 [2.27-17.73] 42 [82.27-97.73] 38 [71.16-93.28] 7 [6.72-28.84] 

std_37 2 [0.05-15.51] 43 [84.49-99.95] 40 [75.60-95.51] 5 [4.49-24.40] 

std_38 7 [6.72-28.84] 38 [71.16-93.28] 40 [75.60-95.51] 5 [4.49-24.40] 

std_39 3 [2.27-17.73] 42 [82.27-97.73] 34 [60.05-86.62] 11 [13.38-39.95] 

std_40 1 [0.05-11.06] 44 [88.94-99.95] 41 [77.83-97.73] 4 [2.27-22.17] 

3.3   Intervention Group: Usability Analysis of the Training and Evaluation 
System 

Thirty-six (90%) medical students in the intervention group considered that the 
system offered a friendly interactive training environment. The participants identi-
fied the following advantages: self-evaluation facilities associated to each tutorial 
(95%), possibility of choosing the appropriate time and place for EBM education 
(80%), guidance in accessing electronic medical journals (60%), searching and re-
trieving medical information (95%), access to EBM resources in the Romanian 
language (97.5%). 

The usefulness of the EBM education and evaluation system was regarded as 
indifferent by one student (2.5%), useful by twenty-eight students (77.5%), and 
very useful by eleven students. 

The ease of using the application was perceived as relatively difficult by seven 
students (17.5%), as relatively easy by eleven students (27.5%), as easy by eight 
students (20%) and as very easy by fourteen students (35%). 

Twenty-four students (60%) considered that the training and evaluation system 
was a helpful instrument in EBM training while twenty students (50%) regarded it 
as a useful instrument in medical practice. 

3.4   Comparison between Control and Intervention Groups 

Knowledge Evaluation: Traditional Course 
The number of correct answers to the 18-question survey varied from 7 to 16. With 
one exception, the numbers of correct answers were not significantly different in 
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the control and intervention groups (p = 0.7948, nintervention = 40, ncontrol = 56). A sig-
nificantly higher percent (p = 0.0426) of students in the intervention group (nine 
students out of forty) gave nine correct answers out of eighteen compared with the 
control group (three students out of fifty-six). In order to identify significant differ-
ences at the end of the EBM traditional intervention, the Mann-Withney U test was 
used to compare the average of the correct answers given by the students in the in-
tervention and control groups. The results revealed that, at the end of the EBM 
course, there were not significant differences in EBM knowledge between the in-
tervention and control groups (p > 0.05). 

Groups’ Comparison 
EBM knowledge in the intervention (assessment at the end of the self-directed 
training) and control groups, were compared by analyzing the averages of the pro-
portion of correct answers.  

The results showed that the average proportion of correct answers in the inter-
vention group (0.84, n = 40) was significantly higher (p = 0.0174) compared with 
the average proportion of correct answers in the control group (0.62, n = 56). In 
order to identify the source of this difference, four cases were analyzed by split-
ting the intervention and control group classes according to the percent of correct 
answers (see Table 4). 

Table 4. Results of comparison between interventional and control groups 

Parameter Class 1 (≥50%) 
int ≥ 23; con ≥ 9 

Class 2 (≥60%) 
int ≥ 27; con ≥ 11 

Class 3 (≥70%) 
int ≥ 32; con ≥ 13 

Class 4 (≥80%) 
int ≥ 36; con ≥ 14 

fa-int 40 40 40 36 
fr-int [95% CIfr-int] 1 [0.90–1.00] 1 [0.90–1.00] 1 [0.90–1.00] 0.9 [0.78–0.97] 
fa-con 51 32 11 6 
fr-con [95% CIfr-con] 0.9 [0.80–0.96] 0.6 [0.43–0.70] 0.2 [0.11–0.32] 0.1 [0.04–0.21] 
p 0.0421 < 0.001 < 0.001 < 0.001 
fa = absolute frequency; fr = relative frequency; 95% CIfr = 95% confidence interval for relative frequency; 

int = intervention group (n = 40); con = control group (n = 56); 

int ≥ 23 = the number of correct answers in intervention group greater than or equal to 23 

4   Discussion 

The EBM training and evaluation system proved to be efficient and effective. Al-
though a number of EBM educational resources were already available on the Inter-
net [34, 35], the proposed EBM computer-based curriculum is unique. The system is 
unique because it follows a deliberate sequence of educational activities in order to 
promote the reflection and active interaction of the students with online available re-
sources, by requiring them to apply EBM concepts for solving real medical prob-
lems. It is also a unique resource for EBM education in the Romanian language. 

The two investigated groups included homogenous participants in terms of gen-
der, age, computer and Internet access. The enrolment of the students in the inter-
vention group, could be explained by their previous contact with EBM concepts  
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(a significantly higher proportion of students in the intervention group compared 
with the control group). A significantly higher proportion of students in the con-
trol group also ranked Internet access as “relatively difficult”, which could explain 
their lower interest in self-directed EBM training.  

The analysis of the students’ perception of continuing medical education, qual-
ity of health care and patient satisfaction revealed the following:  

 

• All participants ranked the importance of continuing medical education and pa-
tient satisfaction almost identically; but a higher percent of students in the con-
trol group ranked the quality of health care as “important”, while a higher per-
cent of students in the intervention group regarded it as “extremely important”. 

• The importance of health care quality was ranked by most of the participants as 
“extremely important” (intervention group) or “important” (control group). 
 
No significant differences in terms of number of correct answers to the assess-

ment of EBM knowledge performed at the end of the traditional course sustained 
the validity of the results obtained in the intervention group. The analysis of the 
performance of the intervention group students revealed that EBM knowledge and 
skills improved (a significantly higher percent of correct answers were obtained to 
the post-test compared to the pre-test, see Table 3). This result suggested that ba-
sic EBM knowledge could open the pathway to practicing evidence-based medi-
cine, the individual being responsible for continuing personal training. Most of the 
participants in the intervention group found that the EBM training and evaluation 
system was friendly and allowed self-paced, independent training; the students 
were able to tailor the learning experience as well as the time and place of EBM 
education to personal preferences. Guidance to accessing medical journals, search-
ing and retrieving medical information, as well as access to EBM resources in the 
native language have also been identified as advantages of this training and evalu-
ation system. The EBM training and evaluation system was regarded by more than 
half of the students in the intervention group as a helpful EBM training instrument 
and a useful tool in medical practice. 

The analysis of the comparison between the control and intervention groups re-
vealed that the 95% confidence intervals for the proportion of students that gave a 
specified number of correct answers in three out of four criteria (≥ 60%, ≥ 70%, 
and ≥ 80%) did not overlap. These observations showed that the students in the in-
tervention group obtained higher EBM performances compared with the students 
in the control group. The most relevant information in Table 4 is the result ob-
tained for criterion ≥ 80, because for passing an exam students had to prove that 
they acquired 80 percent of the information. 

Although the outcome variables were not identical in the two groups, the dif-
ferences were higher than observed. The differences derived from different evalu-
ation methods used for knowledge assessment in the two studied groups. The me-
thod selected to evaluate the knowledge of the control group were constructed as 
true/false statements. In terms of probability, the chance of guessing the correct 
answer to a question of this type equals 0.5. The probability equals 0.0278 in  
an eighteen-question questionnaire. On average, the probability of guessing the 
correct answer to a multiple-choice question with five choices and one up to four 
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correct answers is of 0.15. For a sample of forty-five questions, the probability be-
comes 0.0033, and is ten times smaller in comparison with the probability of 
guessing the correct answer to a test with eighteen true/false statements. 

The research had some limitations. The first limitation refers to the allocation 
of students into groups. Not all medical students included in the study had access 
to an individual computer. Because a realistic solution to the problem of student 
access to computers in the university computer labs, the student’s allocation in the 
intervention or control group was not random. The second limitation refers to the 
research outcomes. Neither critical appraisal skills (as skills not as knowledge 
about skills) nor the attitude regarding EBM were included in the study outcome 
because more time could not be allotted to the traditional approach and web-based 
training for EBM due to the students’ extremely busy schedule. The series of stu-
dents randomly chosen was doing a six-week module with three subjects and a 
daily average of three hours of lectures and/or seminars plus four hours of practi-
cal and/or clinical activities. According to the students’ availability for EBM edu-
cation, the aim of the research was limited to EBM knowledge and problem-based 
assessment. Future intervention in evidence-based medicine skills and attitude is 
required.  

The research compared only two methods of teaching EBM and focused on un-
dergraduate medical students. More research aimed at comparing EBM educa-
tional strategies in other healthcare professionals such as nurses, residents, and 
practitioners could identify the best solution for EBM training according to learner 
category. The following also require future investigation: critical appraisal skills 
for searching the best available evidence able to answer a specific medical ques-
tion, the assessment of the validity, reliability and usefulness of the evidence in 
treating an individual patient for including it in the daily medical decision-making 
process and the long-term effects on patient outcome. 

5   Conclusions 

The interactive web-based approach was efficient and effective in the EBM educa-
tion of undergraduate students, suggesting that it could be the appropriate method 
of teaching evidence-based medicine. 

The self-directed educational approach offered students the possibility of choos-
ing the time, place and modality of learning. It also provided the possibility of us-
ing specialized online resources, an interactive self-evaluation environment, and an 
interactive web-based multiple-choice questionnaire for knowledge assessment. 

However, more research aimed at comparing the proposed web-based curriculum 
with other educational models, applied on residents and practitioners is required. 
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Abstract. This research aims at developing “Humanoid Robots” that can carry out 
intellectual conversation with human beings. The first step of our research is to rec-
ognize human emotions by a computer using neural network. In this paper all six 
universally recognized principal emotions namely angry, disgust, fear, happy, sad 
and surprise along with neutral one are recognized. Various neural networks such as 
Support Vector Machine (SVM), Multilayer Perceptron (MLP), Principal Compo-
nent Analysis (PCA), and Generalized Feed Forward Neural Network (GFFNN) are 
employed and their performance is compared. 100% recognition accuracy is 
achieved on training data set (seen examples) and test data set (unseen examples).  

1   Introduction 

It is highly expected that computers and robots will be used more for betterment of 
our daily life. Information Technology organizations expect a harmonious interac-
tion or heart to heart communication between computers and / or robots and hu-
man beings. For its realization it seems to be necessary that computers and robots 
will be implemented with artificial mind that enables them to communicate with 
human beings through exchanging not only logical information but also emotional 
one. The first step to realize mind implemented robot is to recognize human emo-
tions. Meharabian [1] indicated that the verbal part (i.e. spoken words) of a mes-
sage contributes only for a 7% of the effect of the message, the vocal part (i.e. 
voice information) contributes for 38% while facial expressions of the speaker 
contributes for 55% of the effect of the spoken message. Hence in order to  
develop “Active Human Interface” that realizes heart to heart communication be-
tween intelligent machine and human beings we are implementing machine recog-
nition of human emotions from facial expressions.  

Affective computing addresses issues relating to emotion in computing and has 
been pioneered by the work of Picard at MIT [2]. Picard describes how “Affective 



208 G.U. Kharat and S.V. Dudul 

interaction can have maximum impact when emotion recognition is available to 
both man and machine” and goes on to say if one party can’t recognize or under-
stand emotion then interaction is impaired [3]. The problem of recognizing facial 
expressions had attracted the attention of computer- vision community [4-7]. Bas-
sili [8] suggested that motion in the image of the face would allow emotions to be 
identified even with minimal information about the spatial arrangement of features.  

Essa [13, 14] proposed FACS+ model extending Facial Action Coding System 
(FACS) model to allow combine spatial and temporal modeling of facial expres-
sions. Optical flow computations for recognizing and analyzing facial expressions 
are used by [5, 7, 11-18]. Anthropometric facial points are used for feature extrac-
tion to recognize emotions [7, 19].  

This paper provides an innovative approach of using images and obtain their 
Discrete Cosine Transform (DCT) to extract features along with physical parame-
ters, say energy, entropy, variance, standard deviation, contrast, homogeneity and 
correlation to obtain intelligent feature vector for the recognition of facial expres-
sion. SVM, MLP, PCA and GFFNN are used for recognition of emotions.  

2   Facial Expression Database 

Facial expression database in six universally recognized basic emotions and neu-
tral one is collected from Japanese female database. Ten expressers posed 3 to 4 
examples of each of the six emotions along with neutral one for a total of 219 im-
ages of facial expressions. This data was prepared when expresser looked into the 
semi reflective plastic sheet towards camera. Hairs were tied away to expose all 
expressive zones of the face. Tungsten lights were positioned to create even illu-
mination on the face. The box enclosed the region between camera and plastic 
sheet to reduce back reflections. The images were printed in monochrome and di-
gitized using flatbed scanner. Sample images from Japanese Female database is 
shown in Fig. 1. Total 210 images are used for the experiment. 

3   Feature Extraction 

Feature extraction is an important step in the recognition of human emotions using 
neural network. Discrete Cosine Transform (DCT) is used to extract the features. 
The number of features in DCT is varied and it is found that optimal results are 
obtained when 64 features are used. Program in MATLAB is developed to obtain 
DCT of each image. 

Statistical parameters of an image give important clue about the image. The 
programs in MATLAB are also developed to obtain statistical parameters of the 
images namely, Standard Deviation, Entropy, Co-relation, Energy, Homogeneity, 
Contrast and Variance. Optimal feature vectors are obtained containing 64 values 
of DCT and 7 statistical parameters. Thus each optimal feature vector contains 71 
features.  
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Angry Disgust Fear Happy 

Neutral Sad Surprise  

 

 

Fig. 1. Sample images from Japanese Female Database 

4   Neural Networks for Emotion Recognition 

The generalized procedure for emotion recognition from facial expressions using 
different neural networks is shown in Figure 2. Support Vector Machine (SVM), 
Multilayer Perceptron (MLP), Principal Component Analysis Neural Network 
(PCA NN), and Generalized Feed Forward Neural Network (GFFNN) are used 
one by one for emotion recognition using facial expressions. Number of input 
Processing Elements (PE) must be equal to that of input data of facial information. 
Since we have used 64 DCT & 07 statistical parameters of an image, 71 input 
Processing Elements are used in input layer. Seven Processing Elements are used 
in output layer for six emotions and neutral one.  

4.1   SVM for Emotion Recognition 

The randomized data is fed to the SVM network. The single hidden layer with 71 
PEs delivers optimal result. The network is trained three times by varying the  
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Fig. 2. Tentative scheme of procedure for emotion recognition 
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Fig. 3. Variation of % average classification accuracy with % of CV data 

number of samples for training and cross validation (CV) data. The percentage av-
erage classification accuracy is calculated and is demonstrated in Figure 3. The 
optimal results are obtained when 90% data is used for training the network and 
10% data for cross validation. 

With 10% CV and 90% training data, the step size for training the SVM is var-
ied from 0.01 to 1.0 and each time network is trained and tested on training and 
CV dataset. The graph of % average classification accuracy is plotted against step 
size in Figure 4. It is evident that average classification accuracy is 100% on train 
data and 94.28% on CV data. 
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Fig. 4. Variation of % average classification accuracy with Step Size 

Optimally designed SVM is  
 
Learning control  = Supervised  
Weight update  = Batch 
Step size  = 0.5 
Number of epochs  = 1000 
Number of runs  = 03 

 
Training is terminated at 100 epochs if there is no further improvement in MSE.  

 
Time elapsed per epoch per exemplar  = 0.564mSec 
Number of free parameters (P) of SVM  = 5616 
Number of samples in training dataset (N)  = 189  
N/P) ratio  = 0.0337 
 
Finally, designed SVM is tested on training and CV dataset and results are de-

picted in table 1 and 2.  

Table 1. Performance parameters for training data set using SVM 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.004573 0.004941 0.005143 0.005426 0.005126 0.005981 0.005363 

Min Abs  

Error 
0.001387 0.000248 0.001571 0.003599 0.000107 0.000127 0.002193 

% Correct 100 100 100 100 100 100 100 
The overall emotion recognition accuracy is = 100 %    
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Table 2. Performance parameters for CV data set using SVM 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.029818 0.045804 0.046596 0.065398 0.059857 0.085149 0.097773 

Min Abs  

Error 
0.001583 0.000860 0.013855 0.000672 0.000543 0.003794 0.065074 

% Correct 100 100 100 100 100 66.67 100 
The overall emotion recognition accuracy is = 95.24 %    

4.2   MLP for Emotion Recognition 

Japanese female database is randomized for generalization and true learning of 
neural networks. Randomized database is input to the MLP NN and is trained with 
different hidden layers. Maintaining one eye on simplicity of the designed network 
and other on maximum emotion recognition result, it is observed that single hid-
den layer entails better performance. The number of Processing Elements (PEs) 
used in the hidden layer is varied. The network is trained several times and mini-
mum average MSE (0.0360) is observed on cross validation (CV) dataset when 10 
PEs are used in hidden layer as depicted in Figure 5.  

Data is partitioned into two parts: training data and cross validation (CV) data. 
The percentage of data used for training and cross validation is varied. The net-
work is trained three times with different random initialization of weights so as to 
ensure true learning and avoid any biasing & affinity towards choice of specific 
initial connection weights. Minimum average MSE on training dataset and CV da-
taset along with average classification accuracy is calculated & it is observed that 
maximum recognition of emotion is obtained when 90% data is used for training 
and 10% data for cross validation (testing). 

Using 90% data for training and 10 % data for CV, various transfer functions 
for the processing elements are used to train MLP NN. Average classification  
accuracy is measured and plotted in Figure 6. It is observed that tanh is the most  
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Fig. 5. Variation of average minimum MSE with number of processing elements in the hid-
den layer 
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Fig. 6. Variation of % average classification accuracy with Transfer function 

suitable transfer function as average classification accuracy is 99.47% on train  
data and 100% on CV data. 

Now with 10 PEs in hidden layer, 10 % CV data, 90% training data and tanh 
transfer function, Neural Network is trained using various learning rules such as, 
momentum, Conjugate Gradient (CG), Quick Propagation (QP) and Delta Bar Delta 
(DBD). Minimum average MSE and average classification accuracy are computed. 
It was found that Momentum is the most appropriate learning rule for MLP NN. 

The time required to process the data and complexity of the neural network are 
important performance parameters of any neural network in addition to emotion 
recognition accuracy. Time elapsed per epoch per exemplar is found out to be 
0.0496 milliseconds. The ratio of number of instances in the training dataset to the 
number of free parameters of the network (N/P) is calculated and is found out to 
be 0.2371. From above experimentation selected parameters for MLP NN are: 

 
MLP NN (71-10-7), Number of epochs = 5000 
Learning control  = Supervised  
Weight update = Batch 
Step size = 0.5 
Number of epochs = 3000 
Number of runs = 03 

 
Training is terminated at 100 epochs without MSE improvement. 

 
Time elapsed per epoch per exemplar  = 0.0496 mSec  
Number of free parameters (P) of MLP  = 797 
Number of samples in training dataset (N)  = 189 
(N/P) ratio  = 0.2371 
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Thus, with rigorous experimentation and variation of parameters of the neural 
network, the optimal MLP is designed and tested on training and CV dataset and 
results are portrayed in table 3 and 4. 

Table 3. Performance parameters for training data set using MLP 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.002260 0.002385 0.002210 0.002192 0.002843 0.002440 0.008098 

Min Abs  

Error 
0.000741 0.000314 0.000259 0.000227 0.000337 0.000748 0.001107 

%  Correct 100 100 100 100 100 100 96.30 
The overall emotion recognition accuracy is = 99.47% 

Table 4. Performance parameters for CV data set using MLP 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.002895 0.045778 0.009529 0.006265 0.029642 0.038633 0.028476 

Min Abs Er-
ror 0.013469 0.002336 0.008965 0.000310 0.001365 0.001955 0.003866 

% Correct 100 100 100 100 100 100 100 
The overall emotion recognition accuracy is = 100% 

4.3   PCA for Emotion Recognition 

The randomized data is presented to the PCA neural network and is trained for dif-
ferent hidden layers. It is evident that PCA NN with single hidden layer delivers 
better performance. The number of Processing Elements (PEs) in the hidden layer 
is varied. The network is trained for 20 principal components (PC) and the average 
MSE is lowest on CV data when 19 PEs are used in the hidden layer as indicated 
in Figure 7.  
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Fig. 7. Variation of average minimum MSE with number of processing elements in the hid-
den layer 
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Fig. 8. Variation of % average classification accuracy with transfer function 

Rigorous experimentation is performed by varying number of instances for 
training and cross validation data using 19 PEs in hidden layer. The network is 
trained three times. Average Minimum MSE on training and CV data set along 
with average classification accuracy is calculated and it is inferred that the best re-
sults are obtained when 15% instances are used for cross validation (CV) data and 
85% for training. 

Various transfer functions are used for training the network and average classi-
fication accuracy for different transfer function is plotted in Figure 8. It is inferred 
that tanh is the most suitable transfer function as average classification accuracy is 
100% on train data and 95.47% on CV data. 

Using tanh transfer function the PCA neural network is trained using learning 
rules namely, Sangers full, Ojas full, Momentum, Conjugate-Gradient (CG), Qui-
ck Propagation (QP), and Delta Bar Delta (DBD). Minimum MSE on training and 
CV data set is measured. Finally network is tested on training and cross validation 
dataset. It is observed that Sangers full and momentum are the most appropriate 
learning rules for our neural network. 

From above experimentation selected parameters for PCA neural network are 
given below. 

 

PCA NN (71-19-7), Number of epochs = 5100 
Unsupervised learning control epochs = 100 
Supervised learning control epochs = 5000 
Number of runs = 03 
Step size = 0.5 
Number of principal components = 20 
Instances for cross validation  = 15% 
Instances for training = 85% 
 

Training is terminated at 500 epochs without MSE improvement.  
 

Time elapsed per epoch per exemplar  = 0.0129 mSec. 
Number of free parameters (P) of PCA NN = 1508 
Number of instances in training dataset (N)  = 178 
(N/P) ratio = 0.118. 
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Finally, designed PCA NN is tested on training and CV dataset and results are 
depicted in table 5 and 6.  

Table 5. Performance parameters for training data set using PCA NN 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.010648 0.009319 0.009922 0.007877 0.019872 0.020167 0.017200 

Min Abs  

Error 
0.000374 0.001759 0.000226 0.000034 0.001261 0.000114 0.000720 

% Correct 96 95.65 92.59 100 100 94.74 89.29 
The overall emotion recognition accuracy is = 95.47% 

Table 6. Performance parameters for CV data set using PCA NN 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.001070 0.001596 0.001001 0.002180 0.002376 0.002049 0.001582 

Min Abs  

Error 
0.000091 0.000495 0.000202 0.000656 0.000499 0.000090 0.000262 

% Correct 100 100 100 100 100 100 100 
The overall emotion recognition accuracy is = 100%    

4.4   GFFNN for Emotion Recognition  

The randomized data is fed to the GFF NN network and is trained for different 
hidden layers. It is evident that GFF NN with single hidden layer entails better 
performance. The number of Processing Elements (PEs) in the hidden layer is var-
ied. The network is trained and average minimum MSE is obtained on CV data 
when 19 PEs are used in the hidden layer as indicated in Figure 9.  
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Fig. 9. Variation of average minimum MSE with number of processing elements in the hid-
den layer 
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Fig. 10. Variation of % average classification accuracy with Transfer function 

Rigorous experimentation is done by using 19 PEs in hidden layer and varying 
number of samples for training and cross validation data. The network is trained 
three times with different random initialization of connection weights. Average 
Minimum MSE on training and CV data set along with average classification ac-
curacy is calculated and it is observed that the best results are obtained when 10% 
samples are used for cross validation (CV) and 90% for training. 

Now various transfer functions are used for training the network and average 
classification accuracy for different transfer function is plotted in Figure 10. It is 
inferred that tanh is the most suitable transfer function because the average classi-
fication accuracy is 99.57% on train data and 100% on cross validation data.  

With tanh transfer function the GFF NN neural network is trained using learn-
ing rules namely, Momentum, Conjugate-Gradient (CG), Quick Propagation (QP) 
and Delta Bar Delta (DBD). Average minimum MSE on training and CV data set 
is measured and it is observed that momentum is the most appropriate learning 
rule for our neural network. 

From above experimentation selected parameters for Generalized Feed Forward 
Neural Network are given below. 

 

GFF NN (71-19-7), Number of epochs = 3000 
Number of runs = 03 
Step size = 0.5 
Samples for cross validation  = 10% 
Samples for training = 90% 

 
Training is terminated at 500 epochs if there is no further improvement in MSE 

 

Time elapsed per epoch per exemplar   = 0.0496 mSec. 
Number of free parameters (P) of GFF NN = 1508 
Number of samples in training dataset (N)  = 189 
(N/P) ratio = 0.1253 
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Finally, designed GFF NN is tested on training and CV dataset and results are 
portrayed in table 7 and 8.   

Table 7. Performance parameters for training data set using GFF NN 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.003894 0.016805 0.008205 0.002288 0.008074 0.016625 0.013031 

Min Abs  

Error 
0.000176 0.000302 0.000471 0.000644 0.000028 0.000312 0.002085 

% Correct 100 92.31 100 100 100 93.10 96.55 
The overall emotion recognition accuracy is = 97.57%  

Table 8. Performance parameters for CV data set using GFF NN 

Performance Angry Disgust Fear Happy Neutral Sad Surprise 

MSE 0.004986 0.002693 0.002151 0.003051 0.003722 0.002524 0.003095 

Min Abs  

Error 
0.002386 0.010128 0.000011 0.007991 0.015433 0.003593 0.020783 

% Correct 100 100 100 100 100 100 100 
The overall emotion recognition accuracy is = 100%    

5   Conclusions 

In this paper, the performance of the four Neural Networks MLP, SVM, PCA and 
GFFNN for recognition of emotions from facial expressions is evaluated to develop 
a “mind implemented computers and robots” and examined the validation of vari-
ous Neural Networks in recognition of emotions and results are tabulated in table 9.  

Table 9. Results of Emotion Recognition from Facial Expressions 

MSE % Accuracy 
NN t (µs) N/P 

Train Test Train Test 

MLP 49.6 .2371 .0229 .0014 99.47 100.00 

SVM 564.0 .0337 .0051 .0614 100.00 95.24 

PCA 12.9 .1180 .0135 .0016 95.47 100.00 

GFF 49.6 .1253 .0098 .0031 97.57 100.00 
Where t = time elapsed per epoch per exemplar per run for training 
N/P = ratio of number of exemplars to the free parameters 

 
It is evident from the table 9 that for MLP NN, the percentage of recognition of 

emotions is highest (100%),N/P ratio is highest indicating that the Neural Network 
is most simple to design and hardware realization, MSE is lowest and processing 
time for training the Neural Network is reasonably low. Hence MLP NN is rec-
ommended in recognition of emotions from facial expressions.   
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Abstract. In this paper we describe an architecture named Psychodynamic Cogni-
tive Construction (PCC) for artificial systems to develop affective attitudes from 
the history of human-machine interaction. Meanwhile the evolving emotion states 
are used as an appraisal for decision making. Psychodynamic appraisal mecha-
nism is proposed based on our understanding that emotion is a physically 
grounded, dynamically constructed, and subjectively experienced process. Differ-
ent from other mechanisms, in PCC the emotion aroused by perception is not just 
a predefined mapping to be learned by the agent, but changes along with the cog-
nitive development of the agent during interaction. The agent’s knowledge and 
history bias its feeling. The emotional incentive makes the system trying to live 
for its own well-being and keep improving its constructs of the external world. 
The fluctuation of tensions, which is induced by innate needs or acquired anticipa-
tions, drives associative learning and expressive behaviors. A growing network is 
devised to memorize and retrieve its past experiences. A semi-embodied system, 
named qViki, is built as an implementation of PCC architecture. The preliminary 
experiment shows how the system’s attitude towards certain stimulus is elicited 
and regulated by interaction. We discuss the role that emotion may play in affec-
tive agents as a motivation system to facilitate autonomous social learning. 

1   Introduction 

The pivotal role of emotion in reasoning and decision-making has been manifested 
by the study of neurological patients and widely accepted [1]. It quickly called the 
attention of AI community, challenging the traditional rational cognitive models that 
neglect or demote emotion. Affective computing [2], taking emotion as the core  
issue, aims to “give a computer the ability to recognize and express emotions, devel-
oping its ability to respond intelligently to human emotion, and enabling it to regu-
late and utilize its emotions” [3]. For sociable robots [4], to express emotions in a 
natural and intuitive way, such as emotive facial expression or gestures, provides 
important cues for maintaining and regulating human-robot interaction. Although af-
fective capabilities can make robots appear more “life-like” and “believable”, how 
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much can emotion contribute to the cognitive development of artificial systems? The 
machine psychodynamic paradigm [5, 6] seems to fill the gap by assuming the sys-
tem keeps seeking pleasure gained from the rapid discharge of psychic tensions. 
Here, we extend the assumption to the notion that continuous cognitive development 
may be motivated by emotional needs, which are aroused by both innate organism’s 
needs and acquired experiences. This paper discusses emotion elicitation and affec-
tive decision making from the perspective of developmental robotics [7], exploring 
an approach toward the long-term goal of open-ended life-long learning. 

The rest of the paper is organized as follows: section 2 presents the key princi-
ples that guide the design of our emotion eliciting system, as well as the system 
architecture. Section 3 gives more details of the components. Section 4 introduces 
our affective agent qViki and preliminary experimental results. We conclude the 
paper with our future direction of research effort in Section 5. 

2   Psychodynamic Appraisal Mechanism 

2.1   Emotion Synthesis 

Emotion synthesis methods in existing work [2, 8, 9] are mainly based on pre-
defined drives or releasers. Emotions are mapped to sensori-motor conditions and 
represented as states in an affect space. It is convenient to integrate behavior, per-
ception, drive and emotion in a unified way and observe the expression changes 
over time. However, people have more complex emotional feelings, which are not 
just aroused by innate drives and physical preferences. In the affect space, for one 
moment the system can only have one emotional state, but in daily life, some 
events may give rise to several simultaneous emotions, occurring as a succession 
or superposition of different emotions, masking of one emotion by another, etc. 
[10]. Moreover, emotion elicited by certain sensori-motor context may not be sta-
ble because of habituation, adaptation or more profound cognitive changes.  

Another approach is proposed as psychodynamic model [6], in which pleasure 
is the result of sudden plummeting of a tension. As a consequence, sometimes an 
agent should intentionally put itself in an inconvenient or dangerous situation to 
get pleasure. This model sheds light on the dynamic property of emotion. 

The model of emotion as naturally existing and objectively measurable is 
grounded in the laboratory behavioral sciences in which subjective experience is 
suspect, but this tradition does not address salient aspects of emotion as experi-
enced in interaction [11]. Our emotional states keep evolving in our life time. To 
apply emotion as a self-motivation and appraisal mechanism for task-nonspecific, 
cumulative learning, we propose a mechanism that underscores emotion as physi-
cally grounded, interactively constructed and subjectively experienced. 

2.2   Psychodynamic Appraisal Mechanism 

In our model, emotion may be elicited from two levels: primary level with innate 
settings, e.g. aversive and appetitive stimuli, instincts or hardwired needs; and 
secondary level with acquired memories and knowledge, which are flexible. Both 
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of them can be represented by states, while the changes and differences of states 
also generate affective feelings. 

The primary level includes the emotional reactions wired in at birth. Certain 
features of perceived stimuli in the world or in the agent’s body make the agent 
respond with an emotion and/or action. These innate responses are the basic me-
chanism, from which more associations between situations and emotions are built.  

The secondary emotion is not reactive. The system uses its learning machine to 
make prediction. We call it “anticipation”. According to Kelly’s Personal Con-
structs Theory [12], human beings experience the reality from different perspec-
tives and have various constructions. "A person's processes are psychologically 
channelized by the ways in which he anticipates events" [12]. People have their 
own constructions of the reality, use their knowledge and previous experience 
with similar events to generate anticipations of how ongoing events will unfold, 
test those expectations, and then improve their understandings of reality by adap-
tation process [13]. So the emotion aroused by anticipation is personal and experi-
ence-dependent, with its root in the primary emotion. 

The process of anticipation is intrinsically affective. The biological body may 
provide pleasure and pain. To have anticipation is to have anxiety (anticipation of 
pain) or hope (anticipation of pleasure), and the result could be distress, surprise, 
delight, anger or disappointment, etc. Sometimes those feelings are mixed. The 
secondary emotion is the affective side of adaptation and learning when we en-
counter and resolve the inconsistency of our construction and the reality.  

Therefore in our understanding, emotion is a process, rather than a body state. 
Emotion is elicited and differentiated when the state transits. Tensions themselves 
cause pain, but the fluctuation of tensions is the source of pleasure. An agent’s an-
ticipation influences the feeling it experiences, which depends on the cognitive 
constructs that represent its knowledge and past interaction with the reality. For 
the same artificial agent, it may feel differently encountering the same situation in 
different time if its construct has been modified. As a result the agent’s behavior 
may change correspondingly. The psychodynamic appraisal is an ever changing 
evaluation mechanism. The agent strives to gain more pleasure during its life time, 
but the source of pleasure varies from time to time. 

2.3   System Architecture 

Fig. 1 gives a system architecture implementing psychodynamic appraisal mecha-
nism, called Psychodynamic Cognitive Construction (PCC). 

The system starts with primitive actions, fundamental perceptual abilities with 
innate awareness of the pleasantness of stimuli, and some basic tensions (loneli-
ness, boredom, etc. released by “Innate Need Module” (INM)). This is the primary 
level of emotion synthesis. We say emotion is physically grounded because most 
of primary emotions can be defined by the body. For an artificial agent, certain 
features of sensory data are hardwired to generate positive or negative emotional 
responses, such as comfortable or painful contact, preferred sound, hungry feeling 
and so on. Those instincts that cannot be directly represented by sensory data are 
defined in INM as tensions. 



224 J. Liu and H. Ando 

 

Fig. 1. An overview of psychodynamic cognitive construction agent’s architecture. INM – 
Innate Need Module, EAM – Emotion Appraisal Module 

To make the secondary level of emotion possible, “Emotion Appraisal Module” 
(EAM) and “Growing Network” (G-Net) module are incorporated in the architec-
ture. G-Net builds cognitive constructions and produces anticipations using a 
memory of the experiences encountered by the agent. The past experience relevant 
to the concerns of the agent is stored in cells and their connections.  

EAM appraises an event according to the bodily feeling (intrinsic pleasantness 
of sensory inputs), goal/need relevance (INM), its novelty and predictability (G-
Net). A part of the outputs of EAM is provided to G-Net for learning emotionally 
important events and biasing behaviors. Another part is forwarded to motor sys-
tem to express its affective states.  

Initially G-Net has no function besides receiving stimuli from the sensors and 
other modules. The block acquires the association of its action, perception and an-
ticipation when the agent interacts with the environment. If an event is emotion-
ally influential enough, new cells and connections will be generated to memorize 
the event. However, if G-Net has been able to predict what would happen in a cer-
tain situation (where at least one cell’s potential exceeds a threshold), it will not 
generate new cell, but adjust existing connections on account of the event. Events 
happening as expected will not have the same strong feeling as before. This influ-
ences the evaluation result of EAM. If the pleasure appraised by EAM can not sat-
isfy the innate need of the agent, the agent will be driven to try some new actions. 

The emotion process gets started and becomes differentiated when the agent 
starts to evaluate the significance of an unfolding event using its learned knowl-
edge. The overall state of G-Net gives rise to “gut feelings” of desire or aversion 
to its current situation, while EAM provides conscious emotional feeling based on 
anticipation and reality. The internal representation is highly subjective and re-
lated to the agent’s experiences. The system acts in the way that is promising to 
gain positive emotion and avoid negative one.  
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2.4   Emotion as a Motivation Mechanism 

In PCC architecture, INM, EAM and G-Net form two processes between the input 
and output modules. One is the motion driven by INM and then the sensorimotor 
information and EAM evaluation are used for G-Net learning. The other is the an-
ticipation and motion produced by G-Net that are fed to EAM for affective ap-
praisal, and then influence the state of INM. The two flows are connected by 
EAM. Emotional states are used to drive acting and learning. Meanwhile they are 
elicited and differentiated during the learning process.  

Without G-Net, the system can not anticipate the emotional impact of future 
rewards and punishment, i.e., it is not able to learn to adjust its action according to 
its experience. But the system still can receive stimuli and trigger emotional states 
through INM flow if its EAM is intact. However, without EAM, neither of the two 
flows works properly. The functions of G-Net and EAM are similar to those of the 
ventromedial prefrontal cortex and amygdala [14] in some aspects. 

Emotion works as the appraisal of sensori-motor context. The acquired knowl-
edge modulates the emotional status of the agent. Therefore there are two kinds of 
drives: biological needs and anticipations generated by the agent’s construction of 
the world. These two drives are not separated. The construction is built during the 
agent’s behaviors to fulfill needs and test anticipations. Anticipations may be mo-
tivated by an innate need. They two work together as our body and mind described 
in Damasio’s Somatic marker hypothesis [1]. The two kinds of drives are both 
tensions in our psychodynamic appraisal mechanism. Different from some mecha-
nisms driving the exploratory behaviors, such as intelligent adaptive curiosity 
[15], novelty [16], the EAM integrates the innate need and developed motivation 
in the framework of emotion.  

In the next section, we will give a possible implementation of the mechanism. 

3   Modules for Psychodynamic Cognitive Construction 

3.1   Sensori-Motor Apparatus  

A PCC agent has a number of sensors ( )is t gathering information from external 

world and its own body, which is preprocessed into ( )ix t containing the features of 

interest, summarized as ( )X t (see Fig.1). Some of them intrinsically arouse feel-

ings, i.e. ( )X t+  for positive features, and ( )X t−  for negative ones. There are also 

some unlabelled features ( )nullX t , which will be discriminated and marked by the 
agent later. The agent’s actions are controlled by a set of parameters ( )M t . We use 

superscripts to show the types of action/motor parameters, such as ( )i
fm t  for facial 

expression, ( )i
vm t for voice, ( )i

ptm t for posture. The system has an internal clock 

that synchronizes the update of sensori-motor flow at every time step. At birth the 
system can present facial expressions showing its feeling to aversive or appetitive 
stimulus, randomly make phoneme sound or move its head if these actuators are 
motivated. 
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3.2   Innate Need Module 

In this module, some instinct tensions are defined as a part of primary drives. A 
tension will accumulate in certain speed and discharge when the predefined condi-
tion is fulfilled. When a tension plummets, a pleasure signal is generated.  
The level of ith tension ,i tΘ  changes according to the following formula:  

, ,

, , ,
1

, 1 , G(  - , )i t i t

S i A i D i

A D
i t i t T T T ε+Θ = Θ + +                                     (1) 

where: 

• 
0

( , ) 1

1

if a b

G a b a if b a

otherwise

≤⎧
⎪= < <⎨
⎪
⎩

; t  – time steps; ε  – lower limit (usually 0.01); 

• ,S iT – spontaneous increase/discharge time;  

• , ,0, , ,i t i t i n tA A A= + + – accumulating signals, ,A iT – tension increase time; 

• , ,0, , ,i t i t i n tD D D= + +  – discharging signals, ,D iT – tension discharge time. 
 

Pleasure ( )P t  is related to the dynamics of tension discharge. The greater and 
the faster the tension discharged, the greater the initial intensity of the pleasure. 
When a tension level is decreased because of discharging signals, other than spon-
taneous reason, pleasure level increases. Otherwise it decays. 

In PCC, we defined two kinds of primary tensions. One works as the basis of its 
social behavior, named “loneliness”. Another is for cumulative learning and curi-
ous behavior, named “boredom”. Since their discharging ports are connected to 
different sources, they function in two distinct ways in the system. Both of them 
accumulate slowly. The loneliness tension can be discharged if a human face im-
age 0( ) ( )fx t X t∈ is detected in the fovea. The discharging port of boredom tension 
is connected to the appraised pleasure output of EAM. The output of boredom ten-
sion is used to enable a random driver of voice and posture actuators. The pleasure 
generated by these two tensions is forwarded to EAM. We try to keep the primary 
level concise and not to add tensions that are not really fundamental.  

3.3   Emotion Appraisal Module 

EAM works as emotion elicitor for the affective agent. It takes dichotomous la-
beled sensory signals ( )X t , pleasure output of INM ( )P t and anticipation produced 

by G-net ( )i
aF t  as input, appraising current situation ( )p

iF t  and generating emo-

tional experience ( )i
eF t of the agent. The internal affective feelings are expressed 

through facial expression controlled by a set of action parameters ( )f
im t .  

Appraisal is carried out dichotomously, i.e. evaluation is represented by two 
kinds of variables: positive (pleasure) ( )pF t+ and negative (pain) ( )pF t− emotions.  

( ) ( ) ( ) ( ) ( ) ( )
i

p a b a
ix XF t x t P t F t F t F t++ + + +∈= + − = −∑                         (2) 
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( ) ( ) ( ) ( ) ( )
i

p a b a
ix XF t x t F t F t F t−− − − −∈= − = −∑                             (3) 

Then it is clear that the emotion appraisal of a situation is not only decided by 
the body states and innate needs, but also the anticipation of the situation. The 
agent’s expectation of positive/negative feeling will alleviate the effect of intrinsic 
feeling, since the agent has prepared for such a situation. Therefore, emotionally 
the consequence will not be so impact. However, if the anticipation is opposite to 
the fact, the feeling will be much stronger. If ( ) 0pF t+ < , that means the agent is 

unsatisfied about the result. If ( ) 0pF t− < , the agent may feel relieved or lucky. 

( )p
iF t shows the subjective feeling of the agent. It is forwarded to INM’s boredom 

tension. Insufficient fluctuation of this subject appraisal will drive the agent to try 
novel actions in order to gain new stimuli or interaction.  

Emotional experiences ( )e
iF t are calculated according to the value and relation-

ship among ( )p
iF t , ( )i

bF t  and ( )i
aF t . In current experiments, six kinds of feelings 

are differentiated from the dichotomous appraisal: hopeful, elated, surprised, anx-
ious, disappointed, and painful. The expressed emotion is a blend of feelings. In 
one time step, if ( )p

iF t  and ( )e
iF t  are not modified, they will decay similar to 

( )P t . Here the anticipation ( )i
aF t  is a critical factor for both emotion synthesis 

and appraisal. It is generated by G-net that equips the agent with a memory of past 
significant experiences.  

3.4   G-Net 

By saying “significant experiences”, we emphasize that not all of the situations 
encountered by the agent are memorized. Only those experiences with fairly high 
emotional effect ( )b

iF t δ>  will be used to update the growing network.  

At the initial stage, the network has a set of sensory cells S  for perceived fea-

tures and motor primitives, two emotion cells { , }P p p+ −= for receiving pleasure 

and pain signal. Event cell set { , }E E E+ −=  and action cell set M  are empty. 
Newly created event cells are those generating anticipation signals for EAM. 
Learned actions are stored in M  and activated by E . 

The network’s working procedure in one time step is: 
1. Update cells’ state ( )iy t in ,S P . 

( )
0

( )
( 1),0.01  0

i i
i

i i i

u if u
y t

G y t if uβ
>⎧⎪= ⎨ − =⎪⎩

 (4) 

where iu is the input of cell i , 1iβ <  is its decay coefficient. 

2. For cells in E , if i∃  whose potential value ( 1)i tϕ θ− > , i.e. last step the net-

work anticipated that certain event represented by cell i would happen, then 
update the credit coefficient iσ , 
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[ ( 1)] or  ( 1)

/( 1)  or 
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+ −

− +
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By Equation (5), the credit coefficient iσ  of cell i  is increased if the actual 

situation (pleasure or pain signal received by emotion cells) is consistent with 
the anticipated situation (pleasing or painful events), i.e. both of them are nega-
tive or positive. Otherwise, the credit value is decreased. 
Then calculate ( )i tϕ   

0 if , 0

( )
( ,0)i

i

i k

i ij jj C

ijj C

k H y

t y
G otherwise

ϕ α
α

∈

∈

⎧ ∃ ∈ >⎪⎪⎪⎪=⎨⎪⎪⎪⎪⎩

∑
∑

 (6) 

where iC is the excitatory presynaptic cell set, iH is the inhibitory presynaptic 

cell set, ijα is the strength of connection from j  to i . 

3. If i∃ , ( )i tϕ θ> , calculate the anticipation value iφ  of event cell i E•∈ , where 

{ , }•∈ + − , ( ) ( )i i ip i
t tφ σ α ϕ•= . If ( )i tϕ θ≤ , ( ) 0i tφ = . ( ) ( )a

i E iF t tφ•∈• = ∑ . 

Output action value for actuator z  is ( ) ( )
zz zi ii Cm t tα ϕ∈=∑ , if ( ) ( )a aF t F t+ −> , 

else ( ) ( )
zz zi ii Cm t tα ϕ∈=−∑ . That means if the agent has a negative anticipation, 

the motivated action will be opposite to that produced in positive case. The 
emotional state influences decision making and behaviors of the agent. 

4. If , ( ) ( )i p
i E t y tϕ θ δ•∀ ∈ ≤ ∩ > , generate new event cell l E•∈ and new action 

cell n  if any actuator is working. The initial configuration is 0.1lσ = ; 

( )
p l p

y tα • •= ; for k S∈ ; if ( ) 0ky t > , ( ) lk ky tα = , lk C∈ ; else 1lkα =− , 

lk H∈ . For cell n , ( )nl hy tα = , where h M∈ , ( 1)hy t ε− > . There may be more 

than one action cell generated. By default, 0.8θ = , 0.5δ = , 0.9iβ = . 
 

Introducing credit coefficient σ  endows the agent with more delicate evolving 
process of emotion. The agent may feel most elated when it can predict something 
it is not sure about. It gains a lot of pleasure by testing its constructs. The growing 
rules that rank events as rewarding and quasi-rewarding situations according to 
temporal relations of events in our previous work [17] may also be applied here. 

4   qViki System and Experiments 

An artificial agent named qViki is built as a test-bed of our mechanism. qViki is a 
distributed system composed of a simulated part and physical parts (Fig. 2). The 
simulated part is mainly a face that is taken as a set of virtual actuators to express 
the emotion of the system and conduct communication with people. The physical 
part includes camera, microphone, speaker, tablet, touch sensor, and odor sensor.  
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Fig. 2. Illustration of qViki system 

Various actuators (e.g. remote controllable appliances, robotic arm, or mobile ro-
bot) can also be connected to sense the environment and manipulate objects. The 
whole system is build upon the software named brainCAD developed by our 
group for prototyping large-scale systems and running many modules in parallel 
on multiple workstations.  

In our preliminary experiment, we observed how qViki’s emotion is elicited 
and evolved through interaction, how it affectively appraises a situation by its ex-
perience and how the anticipation drives its action. A typical example is the vary-
ing attitude toward a human face. Fig. 3 shows a result of the experiment. 

At the beginning qViki was indifferent to this stimulus. In the first stage of in-
teraction, qViki learned positive anticipation to human face (second curve) be-
cause face was helpful to discharge the innate tension “loneliness”, so she tended 
to track human face when seeing it. Since loneliness tension was innate and ho-
meostatic, qViki should keep holding a positive anticipation to a human face if no 
other thing happens. But when the usual tender stroke became a hit or squeeze, 
qViki’s surprising and painful facial expression showed that she suddenly realized 
her construct of human was deficient. After a sequence of unpleasant interactions, 
she started to generate negative anticipation and her action was changed. She 
avoided human face, instead of tracking it! This change of action was not prede-
fined. However, the loneliness tension and later comfortable experiences changed 
her mind, again. But she looked more sophisticated than before, since the presence 
of a human aroused a lot of memories. G-net keeps recording and retrieving mem-
ories on-line. The synthesized emotion played an important role in decision-
making and social learning in the artificial agent, like human emotion system, not 
only for expressive representation of internal states. 
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(a) 

 
(b) 

Fig. 3. A typical run of the human presence experiment: (a) Curves of innate feeling from 

sensors and INM, anticipation from G-net, emotion appraisal signal ( ( ) ( )p pF t F t+ −− ) and 

experienced emotion generated by EAM. (b) Facial expressions in corresponding stages, 
showing the evolution of qViki’s attitude towards the same stimulus – human face via  
interaction 

It is noticeable that the role of human-machine interaction is critical in the de-
velopmental scenario. Here a human being is a part of the external world that the 
agent intends to construct a mental model for. The PCC system seems suitable for 
social learning. qViki is like a naïve child, completely expressing her subjective 
feelings on her face. People may easily evaluate the validity of the emotion elicita-
tion and differentiation model by direct communication with the face. They can 
also adjust their way of interaction to forge a desired appraisal mechanism in qVi-
ki. The emotional behaviors of qViki are not predefined to be carried out under 
corresponding conditions; instead, they are learned and keep changing. 

5   Conclusion and Future Work 

The brain systems that are jointly engaged in emotion and decision-making are 
generally involved in the management of social cognition and behavior. Similarly 
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in robotic systems, emotion should also have some cognitive significance. In our 
system, the emotion expression is not the purpose of the implementation, but a 
way to facilitate cognitive development and social interaction. Emotion experi-
ences are getting abundant along with the mental development. While the agent 
learns more about the world, her feeling changes. And it drives her to experience 
more. That is the main difference between psychodynamic appraisal mechanism 
and the work of [2, 8, 9, 18, 19]. Emotion is needed for mastering the knowledge 
behind proper social behavior, and also required for the deployment of proper be-
havior [1]. A key problem for scaling up the system is to find a set of essential 
laws of G-Net’s growth that would result in efficient learning even in more com-
plicated domains. The feature extraction part may also be involved in psycho-
dynamic construction and influenced by the agent’s subjective model of the reality 
as the top-down process in human perception flow.  
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Abstract. We define our empathy learning problem as determining the extent by 
which a system can perceive user affect and intention as well as ambient context, 
construct models of these perceptions and of its interaction behavior with the user, 
and incrementally improve on its own its models in order to effectively provide 
empathic responses that change the ambient context. In concept, system self-
improvement can be viewed as changing its internal assumptions, programs or 
hardware. In a practical sense, we view this as rooting from a data-centric ap-
proach, i.e., the system learns its assumptions from recorded interaction data, and 
extending to growth-centric, i.e., such knowledge should be dynamically and con-
tinuously refined through subsequent interaction experiences as the system learns 
from new data. To demonstrate this, we return to the fundamental concept of af-
fect modeling to show the data-centric nature of the problem and suggest how to 
move towards engaging the growth-centric. Lastly, given that an empathic system 
that is ambient intelligent has yet to be explored, and that most ambient intelligent 
systems are not affective let alone empathic, we submit for consideration our ini-
tial ideas on an empathic ambient intelligence in human-system interaction. 

1   Introduction 

Recent advances in human computing have resulted in significant enhancement of 
user experience in unprecedented fashion (e.g., [1, 2]). These involve projecting 
the human user into the foreground while pushing the computing technology to in-
fuse itself unobtrusively into the background (human-centered design) and dealing 
with the difficult issues surrounding the front end, i.e., to understand human be-
haviors, specifically, affective and social signaling, through visible behavioral 
cues, and back end of human computing, i.e. anticipating human responses and 
then selecting, after deliberation, emulated human behaviors as system responses 
to meet user needs [3]. Dealing with the front and back end problems equates to 
engaging issues in user modeling and adaptive user interfaces, respectively. 

Instead of more traditional user models that describe the cognitive processes, 
skills or preferences of the user [4], there has been a significant shift to model hu-
man emotional-social processes in intelligent systems that educate [5-9], comfort 
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or counsel [10-15], provide health care [16-18], aid children with special needs 
[19-21], game users [22, 23], or for music listening [24-28]. We posit, however, 
that a system obtains not only the perception of user affect, but include delibera-
tions based on user intention and/or situational context (state of the surrounding 
environment) when providing perception-based user-centered responses. 

Most of these existing affective social systems employ synthetic agents and are 
commonly confined in a sit-down set-up. It is to our knowledge that a system that 
has the features of ambient intelligence while being empathic has yet to be ex-
plored, and that the counter is equally compelling, that most ambient intelligent 
systems are not affective let alone empathic. 

Moreover, existing interactive systems are implemented with either theory-
centric or data-centric knowledge bases [29]. The former is a top-down approach 
that uses AI methods to apply domain expert knowledge while the second is bot-
tom-up that uses huge amounts of recorded traces of human-system interactions to 
acquire generalizations of empathic behaviors or stereotypes using techniques in 
Machine Learning. Fig. 1 illustrates these two approaches to empathy modeling 
(with our proposed approach indicated in dotted lines). 

 

Fig. 1. Theory- data- and growth-centric approaches to empathy modeling 

We reiterate here the tendency of theory- and data-centric approaches to fall 
short of optimal performance. The knowledge engineering required for the former 
is costly especially in novel applications where expertise is scarce and lackluster 
when expert analyses cannot be detailed directly into the machine. Furthermore, if 
the implementation is theory-specific, it can render the knowledge inflexible and 
not scalable. Lastly, most existing systems in their rule-based implementations are 
unable to adapt dynamically to never before encountered situations due to their 
preconditioned or scripted knowledge. These problems motivate constructing inter-
active systems that can generalize from human-system interaction data empirically 
grounded models of empathy. This approach, however, is impeded by the strict 
demand for a labeled dataset that needs to be huge to acquire a viable generaliza-
tion. Problems arise due to an abundance of unlabeled data as credible annotators 
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are costly to acquire, target subjects are unavailable or unwilling to participate, la-
beling mechanisms fail, or noises invalidate recorded data portions. 

We posit a growth-centric, i.e. self-improving, approach to empathy learning in 
an ambient intelligent system. Research works have shown that the cognitive and 
perceptual abilities required for empathy mature in time and through experience 
(noteworthy citations in [29]). Emulating this in the realm of human-system inter-
action, an empathic machine learner may be allowed to acquire an initial knowl-
edge that is partial, i.e., only a subset of the set of all possibly existing cases in the 
real world, permit it to be inaccurate and imperfect, but expect it to continuously 
improve its knowledge on its own each time it interacts with the user, hence, ma-
turing or growing over time. This growth-centric approach is data-centric for a 
real-time incremental learning of empathy models (Fig. 1). 

To conclude this section, we define our growth-centric empathy learning prob-
lem as determining the extent by which an empathy machine learner can intelli-
gently perceive user and ambient context states and incrementally learn models of 
its perceptions and of its user interaction behavior patterns as means of improving 
its empathic responses. Although we have already elucidated in [29] our larger 
motivation for this growth-centric approach and our proposed learning framework 
for the empathic learner to self-improve its ambient responses based on the per-
ception of affect, intention and behavior patterns, we deem it necessary to step 
back and expound on how compelling the problem is by drawing insights from our 
prior work, and from the result of an experiment showing the data-centric root of 
the problem suggest how to move towards engaging the growth-centric challenge. 

2   Making the Case for a Growth-Centric Empathic System 

We reckon that our empathy learner can achieve a growth-centric learning if it can 
demonstrate incremental learning. To illustrate the need for this capability, we re-
turn to the fundamental concept that underlies emotional-social computing, i.e., af-
fect modeling, and report the results of our initial attempt to approximate continu-
ous affect measures.  

We collected user physiological readings using six wearable sensors1 while one 
subject listened to affect-eliciting songs and sounds for about 27 minutes. The 
sensors measured blood volume pulse, abdominal respiratory movements, skin re-
sponses (conductance, temperature, and rate at which heat is dissipating from the 
body), and movements of the corrugator and left/right masseter. Evidences exist 
that affective states can be inferred from these features (e.g., [30-33]). From the 
collected readings, feature vectors were extracted, with each vector containing 51 
attribute values. The software used to run these hardware provide facilities for the 
experimenter to extract the desired features (e.g., mean spectral values within an 
epoch of 20 ms). To label these vectors with affective states, we used another de-
vice2 that uses an emotion spectrum analysis algorithm to induce from brainwave 

                                                           
1 Acquired from Thought Technology (http://www.thoughttechnology.com/) and SenseWear 

BodyMedia (http://www.sensewear.com/solutions_bms.php) 
2 Acquired from Brain Functions Laboratory, Inc.(http://www.bfl.co.jp/english/top.html)  
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signals user affective states. We have discussed this algorithm and its outputs rela-
tive to our research in [28]. We have used this device to replace the semantic dif-
ferential-based instrument we used in [24, 27] to more effectively measure the  
influence of music on user affect. The emotion readings provided by this device 
are novel for two reasons, namely, the affective states are measured in separate 
dimensions thereby capturing existing mixed emotions and the affect values are 
continuous as opposed to discrete and mutually exclusive (i.e., the presence of one 
precludes the others) emotion categories used by the majority of related research. 
Each affect dataset contains 3,058,658 labeled instances. From each dataset, train-
ing and test datasets were constructed for a leave-one-out two-fold cross valida-
tion of the model. Furthermore, two versions of each dataset were constructed, one 
using all 51 attributes and the other using a subset of features. 

The primary objective of this experiment is to prune the initial feature set to 
contain only features that are relevant (their correlation with the continuous class 
labels is high), non-redundant (have low correlation with other features) [34] and 
effective (with accurate predictive function) when approximating user affect val-
ues. We contrast this to the majority of research that use frequently investigated 
features without attempting to explore other possibly affect-correlated features. 
Furthermore, the tendency for other research works is to employ feature extraction 
techniques that transform existing features into a lower dimensional space. The 
problem with feature extraction is that it can allow certain characteristics of the 
data to be lost and/or allow parts of noisy features to be inherited during transfor-
mation [35]. Moreover, we intend to employ the sensors corresponding to the sub-
set of effective features as alternatives to the emotion spectrum analyzer whose 
readings we have been approximating, in effect, finding cheaper means of emotion 
detection. We leveraged the effectiveness of sequential forward floating selection 
[36] with a correlation-based filter [34] to select the subset of optimal features. For 
the regression task, we employed a support vector machine [37] with a linear ker-
nel function. We refer the reader to these references for detailed discussions. We 
implemented the regression task in two instances, varying the amount of data to 
train the support vector machine (as well as the data to test the predictive models), 
i.e., 10% (train: 305,864, test: 2,752,794 instances) and 50% (train and test: 
1,529,329 instances) of the total data.  

It can be seen in Tables 1 and 23 that the feature subsets dynamically changed 
depending on the amount or content of the information read for three affect di-
mensions. The values in parentheses indicate that the number of needed sensors 
decreased from the original six. Later on, experts may need to look into these re-
sults and validate the learned relations. For example, there is evidence that skin 
conductivity is a general indicator of stress [32]. This appears in Table 1, which 
means that the model learner was able to discover existing real-world knowledge 
based on the data alone. The immediate question here, however, is whether these 
learned feature subsets are highly predictive of the approximated affective states. 

                                                           
3 BVP-blood volume pulse, HRV-heart rate variability, EMG-electromyograph, VLF/LF/ HF- 

HRV standard frequency bands. For “%power”, the software algorithm takes an FFT or 
power spectrum channel as input and determines the moment-to-moment percentage of total 
power within the spectrum. We refer the reader to the manufacturers’ website for the details. 
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Table 1. Learned feature subsets from a 10%(train)×90%(test) dataset 

Stressed (1 sensor) Sad (1 sensor) Relaxed (2 sensors) 

Skin conductance mean Heat flux mean 

Skin temperature mean

BVP VLF %power 

BVP LF total power epoch mean 

BVP LF/HF epoch mean 

Respiration epoch mean 

HRV standard deviation 

BVP peak freq. mean (Hz) 

BVP LF %power mean 

BVP HF %power mean 

Table 2. Learned feature subsets from a 50%(train)×50%(test) dataset 

Stressed (1 sensor) Sad (4 sensors) Relaxed (2 sensors) 

Skin temperature mean BVP HF total power epoch mean 

EMG epoch mean 

Respiration epoch mean 

HR max-min mean 

Abdominal amplitude mean 

Heat flux mean 

BVP HF total power epoch mean 

Respiration epoch mean 

HR max-min mean 

Abdominal amplitude mean 

 
Fig. 2 shows the accuracy of the predictive models within an estimation error 

bandwidth of 0.1, i.e., the predictive value is correct if it differs with the actual test 
value by < bandwidth. Table 3 shows the average estimation error between all 
predicted and actual test values. This shows that for some cases the bandwidth can 
still be lowered towards the average and still obtain satisfying results. The chart 
shows the effectiveness of the selected features as these increased the accuracy of 
the models by an average of 31 percent. It also shows that in using all 51 attrib-
utes, the tendency is for the model to become more accurate with the increase in 
data. This does not seem to hold, however, with the feature subsets. We suspect 
that this tendency to be less accurate can be attributed to overfitting as the learning 
algorithm is trained too many times on the same data.  

Though we cannot claim that the results here are conclusive since our method-
ology needs to progress (e.g., experiment with more subjects, perform 10-fold 
cross validation to account for all tendencies in the data, etc.), it is fair to suggest 
that the results show traces that to learn incrementally and effectively, a system 
must consider learning from few examples, intelligently select optimal features 
and account for various tendencies in the data as the amount of data increases. A 
dynamic attribute selection will prove useful in solving problems that might ema-
nate from high dimensionality of data (i.e., large number of features) that usually 
impedes the machine learning process or from changing contexts due to changes 
in the problem domain or in the physical environment [29]. There should be 
mechanisms to include new useful features that can bring about new relations and 
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remove noisy features, which is analogous to unlearning wrong ways of relating. 
Several works in emotion recognition have employed dynamic feature selection 
(e.g., [38-40]). There is a need, however, to investigate these in light of the various 
detection schemes of our self-improving empathy learner. 

 

Fig. 2. Performance evaluation of the learned models 

Table 3. Average estimation error when two-fold cross validation was performed 

 10%(train)×90%(test) 50%(train)×50%(test) 

 Stressed Sad Relaxed Stressed Sad Relaxed 

51 features 0.152 0.021 0.189 0.222 0.097 0.118 

Selected features 0.076 0.031 0.049 0.138 0.058 0.064 

3   Making the Case for an Empathic Ambient Intelligent System 

We build our case on the point that finding relations between user affective and 
behavioral patterns from whole body movements is still an open problem. Al-
though there are evidences to suggest that motion properties (e.g., acceleration, 
velocity, etc.) of human body parts (e.g., upper body, limbs, torso) are manifesta-
tions, hence predictive cues, of emotions and changes in emotional intensity  
[41, 42], generalizations about the movement characteristics associated with affect 
remain insufficient due to issues in the methods by which these generalizations 
have been observed [42]. Most prior works on emotion analyses use data from in-
duced or acted emotions [42, 43], hence deliberate and unnatural. Furthermore, 
most studies done to detect movement-based affect utilized body markers to facili-
tate easier segmentation of which body parts signal particular types of emotions. 
Second, although there are ubiquitous systems that detect normal and novel behav-
iors in everyday living [44], and use such knowledge to predict other needs of the 
user [45], most of such systems are not empathic on the basis of behavior patterns. 
Our challenge in this regard is for the system to deliberate on empathic responses  
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Fig. 3. Proposed empathic space for daily living 

based on perceived real-life user features, i.e., affect and behavior that spontane-
ously surface in natural contexts such as everyday situations, without obtrusive 
means and without the need for body markers. It has been shown, for example, 
that habitual patterns [46] and high-level behaviors [47] can be determined even 
with the use of low-level sensors (e.g., infrared sensors, GPS).  

Fig. 3 illustrates our proposed empathic ambient space with the devices that 
will comprise it. What is essential is for our empathic space to capture the dy-
namic flow of natural human-system interaction, i.e., it can provide immediate re-
sponse to current user states given the context that the user is in which requires the 
user and context states being interpreted, and the system responses being deliber-
ated and modified when necessary, in real-time; and permit mobility of the user in 
the space. We have detailed in [29] our learning framework that may (1) permit 
mapping affective states to their expressions, (2) determine causes of emerging af-
fect which include the user goal and behavior patterns and the state of the envi-
ronment, and infer empathic actions optimal for (1) and (2). At this conceptual 
stage, we have identified the system empathic responses as changing light color 
and intensity, adjusting room temperature, and modifying ambient audio expres-
sions. The difficulty is to permit online learning of the empathic response model. 
Is there motivation for us to believe that online self-improvement is feasible? 

The advantage of online learning is that training instances are continuously proc-
essed upon arrival, consequently updating the concept theory that covers all seen in-
stances [48]. Online variants of machine learning algorithms are available for deci-
sion trees, naïve Bayes models, and nearest-neighbor classifiers [48], for adversarial 
setting, online agnostic learning, and learning a drifting target concept [49]. There 
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are also online algorithms for active [50, 51]) and semi-supervised [52, 53]) learning 
and for real-time feature selection [54-56]). Semi-supervised [57, 58] and active 
learning [59, 60] are important and useful techniques when labeled data are hard to 
obtain while there is an abundance of unlabeled data. Their combination also proved 
useful [58, 61, 62]. Another ML technique that can cope with online experiential 
learning is reinforcement learning that relies on experience to discover a policy for 
acting optimally in given situations [63]. Reinforcement learning clearly suits un-
known or changing contexts. Furthermore, a model of system empathic dynamics 
that generates simulated experiences [63] and/or similar cases [64] can be used for 
planning to supplement real-time direct learning from experience. A notable pro-
gress has been demonstrated recently by a reinforcement learning algorithm that re-
quires only an approximate model and only a few real-life training samples to 
achieve a near-optimal performance in a deterministic environment [65]. Although 
these approaches have found many useful applications, these still need to be investi-
gated and tried in the area of human-system interaction. 

4   Conclusions 

The main goal of this paper is to put forth for consideration a growth-centric learn-
ing process when implementing an ambient intelligent system that has the capacity 
to be empathic. Addressing the issues when developing this process calls for the 
system to have notions of user and ambient states recognition and provisions of 
empathic support based on that perception, as well as provisions of machine learn-
ing techniques that can support the system’s self-improvement of its knowledge 
when interacting with the user in order to overcome the restrictions imposed by 
inaccurate approximated models and in real-time. 

We have also shown that the challenge to achieve a growth-centric empathy 
learning stems from addressing the problems rooted in the data-centric, i.e., to find 
means for the system to efficiently learn when labeled data is scarce, and refine its 
feature set dynamically because of the presence of changing contexts. 
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Abstract. This paper provides some insights related to building a working compu-
tational model of human-level mind. We propose to take a fresh look at some ideas 
propounded more than a century ago by William James and Sigmund Freud, which 
were recently reconsidered by Peter Naur and ATR Brain-Building Group, respec-
tively. Naur proposes his Synapse-State Theory of Human Mind (SST), while the 
research at ATR resulted in the Machine Psychodynamic paradigm (MΨD). We 
argue that SST and MΨD propose complementary ideas about implementation of 
mental functionalities, including those related to the quest of consciousness. The 
20th-century AI gave machine the ability to learn. The great challenge in the 21th-
century AI is to make a robot actually want to learn. MΨD proposes a solution 
based on pleasure defined as a measurable quantity to be used as a general rein-
forcement. SST proposes a neuroscience-inspired architecture, where the key 
blocks are item-nodes, attention-node, and specious-present excitation. MΨD may 
supplement SST with a pleasure node and related Pleasure Principle.  

1   Introduction 

How the mind really works? Neither mainstream cognitive modeling nor main-
stream robotics brings us closer to understanding the mystery. Even the ACT-R 
the flag computational model for cognitive psychology [3] deals with processing 
of sensory information toward rational behaviors out of their emotional context. 
Yet so many human actions is just irrational! As for speaking mascots or human-
shaped “reception-desk staff” that can welcome guest and even answer their ques-
tions, their “intelligence” is nothing but a masquerade aimed to impress laymen. 
Although capturing the fundamental nature of generalized perception, intelligence, 
and action is still recognized as the challenge for AI [31], the ingenious insights of 
fathers of psychology, like William James or Sigmund Freud, are not being con-
sidered by the researchers who do not want to risk their careers [1]. Fortunately, 
recently one can hear some strong voices against this ill situation.  

Peter Naur – recipient of 2005 Turing Award – writes: “William James’s Princi-
ples of Psychology from 1890 is a supreme scientific contribution of mankind, on 
par with Newton’s Principia” [28]. Eric Kandel – 2000 Nobel Prize winner – writes: 
“Psychoanalysis still represents the most coherent and intellectually satisfying view 
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of the mind” [23]. Inspired by the legacy of William James and Charles S. Sherring-
ton (neurophysiologist, 1932 Nobel Prize), Peter Naur  proposes the Synapse-State 
Theory of Mental Life (SST) [27]. The legacy of Sigmund Freud stimulated the 
ARS-PA (Artificial Recognition System-PsychoAnalysis [29], as well as the emer-
gence of Machine Psychodynamics (MΨD) [10,11,13]. We argue that SST and 
MΨD do not contradict each other at any point and that their development may con-
verge toward an artifact that can actually think human-like way.  

What does it mean “to think human-like way?” Daniel C. Dennett [16] wrote: 
“There are robots that can move around and manipulate things adeptly as spiders. 
Could a more complicated robot feel pain, and worry about its future, the way a 
person can? (…). We know that the people the world over have much the same 
likes and dislikes, hopes and fears. We know that they enjoy recollecting favorite 
events in their lives. We know that they all have rich episodes of waking fantasy, 
in which they re-arrange and revise the details deliberately.”  

One cannot disagree with the above. Therefore, as before building a machine 
with human-like intelligence it is necessary to study the spontaneous flow of 
thought that occurs in daydreaming, for this phenomenon is not a by-product of 
“more useful” mental mechanisms [1].  

2   Synaptic-State Theory (SST) 

According to SST, the nervous system consists of three kinds of things: synapses, 
neurons, and nodes. Excitations are transmitted along the neurons, through the 
synapses, and are summed and distributed in the nodes. Naur’s view of the sys-
tem’s structure is based on five layers: (1) item-layer, (2) attention-layer, (3) spe-
cious-present-layer,  (4) sense-layer, and (5) motor-layer, as well as (6) a special 
connection from motor layer to the sense-layer.  

Item-layer contains nodes that are the neurobiological embodiments of ac-
quaintance objects. When two nodes to which a given synapse is connected are 
both excited, the synapse becomes more conductive. This means that the nodes 
become associated. If no re-excitation takes place, the synapse’s conductivity will 
decay over years.  

Attention-layer contains a set of synapses linking selected nodes with a single 
special node called attention-excitation. When a given item node Ni gets  excited 
(through its connection to certain sense-layer nodes or other item nodes) beyond a 
certain level, the related attention synapse becomes conductive for about one sec-
ond and in this period it conducts a strong excitation from the attention node. It 
can be said that at this moment the attention sits in the node Ni. 

Specious-present-layer has similar structure as the attention layer. Its synapses 
normally have no conductivity. When a given item node gets excited above a certain 
level (especially by an impulse from an attention-excitation), a related specious-
present synapse becomes conductive and provides the node with an excitation from 
the specious-present excitation. This extra excitation will fall off within about 20 
seconds. It is assumed that always there are 5-10 specious-present synapses at the 
stage of falling off in their excitation. They form a queue of nodes that have been 
strongly excited within the latest minute or so. 
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The notion of specious present, taken from William James’s Principles of Psy-
chology [21] is the key to awareness of time-flow. Our attention jumps back and 
forth within a thought object, which happens within a time scale of about one sec-
ond. Accordingly, whatever we think about at a certain moment contains in a 
weaker form what we thought about a few seconds before, in a yet weaker form 
what we thought yet earlier, and so on. 

Sense-layer has a number of nodes. Each of them gets excited from one of the 
available senses (through appropriate transducers) and sends impulses to all item 
nodes. In the young individual the related synapses have only low conductivity. 
When they are excited from both sides simultaneously they gain in a conductivity 
which is higher in the direction towards the item-node, and lower in the opposite 
direction. When a particular item-node gets excited strongly enough to excite its 
attention-synapse, this is called perception of the corresponding object.  

Motor-layer has a number of nodes each of which excite a dedicated muscle or 
a gland. Motor synapses connect each of the nodes with all item-nodes and are 
subject to training.  

The special connection lets muscular activations influence sense cells. Owing 
to this we can feel the state of our body. According James’s suggestion that has 
been caught in SST, all what we call feelings and emotions is a matter of the mus-
cles having sense cells in them.    

SST sorts out James’s view of the mind and brings it quite close to a computa-
tional model, however, it can be noted that in his lecture Naur speaks nothing 
about mechanisms responsible for such phenomena as ambivalence, adventurous-
ness, heroism, hunger of knowledge, or proneness to imitate. Yet this does not 
mean that SST rejects the mechanisms. On the contrary, this theory contains a lot 
of blank space for a new contribution related to the mentioned phenomena. We ar-
gue that the school of thinking that can contribute to SST a lot is Machine Psy-
chodynamics. 

3   Machine Psychodynamics (MΨD) 

Machine Psychodynamics is an out-of-the-main-stream approach to building 
brains for robots, where the key concepts are tension, pleasure, and ambivalence. 
A tension relates to the degree to which a part of a robot’s body deviates from its 
state of resting or to which a drive (such as fear, anxiety, excitation, boredom, or 
expected pain) deviates from its homeostatic equilibrium. The pleasure is a func-
tion of tension dynamics. When the tension abruptly drops, the pleasure volume 
rises and then slowly decays. A psychodynamic robot is defined as a creature that 
always seeks an opportunity to enhance its pleasure record [10]. 

Unlike a mainstream bio-mimetic robot that is expected to always try to keep 
each of its drives within a homeostatic regime [6], a psychodynamic robot may 
sometimes deliberately let a bodily or psychic tension increase - even to extreme 
values. Though this may be madness, there is method in it. The higher the tension 
is before plummeting, the stronger the enhancement of the pleasure record [9].  

The term ambivalence refers to a perpetual struggle of ideas in the robot’s 
working memory. So, unlike a conventional robot that in the case of contradictory 
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ideas is expected to quickly decide which of them to implement, a psychodynamic 
robot may change its mind in unpredictable moments [12]. These properties are 
believed to enhance a robotic brain’s potential to self-develop. 

3.1   Pleasure Principle 

For a psychodynamic robot, any tension-increase is an occasion to get a new por-
tion of pleasure. However, in order to succeed, the robot must have learned what 
to do to cause a possibly rapid discharge of the tension. For each kind of tension 
there is a sensory pattern that triggers the process of discharge. Pleasure signals 
strengthen the circuits that contributed the most to the pleasure-resulting behavior. 
This principle forces the robot, all by itself, to develop smarter and smarter meth-
ods of changing its relation to the environment or changing the environment itself, 
just in order to enjoy perceiving various tension-discharging patterns. 

As an example of pleasure-principle application, let us consider an insect-like 
robot equipped with a pair of tentacles. Assume it has no innate mechanism for ob-
stacle avoidance. Upon each encounter with an obstacle, the robot performs random 
movements, while its pleasure generators receive signals representing the degree to 
which each of the tentacles is deformed. When one and only one tentacle touches 
something and, by accident, stops touching, a related pleasure generator produces a 
signal which reinforces the circuits that most strongly contributed to the recent 
movement. In this way, the creature learns, unsupervised, to more and more 
smoothly avoid obstacles, driven only by pleasure defined in psychodynamic terms. 
In the same way, a psychodynamic creature equipped with a camera may learn to 
chase objects of interest. It was also experimentally confirmed that, based on pleas-
ure principle, a robot equipped with a microphone and speaker, is able to develop 
together with its caregiver a mutually understandable proto-language [10, 25]. 

3.2   Freud in Machine 

Let us consider an SST-based robot equipped with a set of item-nodes constituting 
a world model including the model of the robot itself. Having one day completed  
machinery for handling the model, we may make a breakthrough in the issue that 
today is maybe the hottest one in the field of robotic intelligence – learning from 
observation and instruction. Related projects have resulted in giving robots the 
ability to imitate selected human behaviors [4]  or learn from verbal communica-
tion [32]. MΨD intends to supplement these achievements with mechanisms that 
will make a robot actually want to learn.  

Let us imagine a robot whose memory hosts two world models – a model of 
perceived reality and a model of desired reality. The desired reality may develop 
driven by, among other things, several sorts of challenges. Let us consider the fol-
lowing story: The robot notices a person (or other robot) juggling balls. A question 
emerges: “Would I be able to do the difficult thing that the other individual can 
do?” The question induces a challenge that results in the mental image of oneself 
juggling too. The difference between the desired reality and the perceived reality  
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may be a source of a strong tension. How to discharge the tension and have the re-
sulting pleasure? Just by learning. Needless to say, the learning can be recognized 
as a voluntary learning. But what to do with such tension when the learning cannot 
succeed? The theory of machine psychodynamics considers Freudian defense me-
chanisms [18], i.e., the possibility of redirecting the desire toward another chal-
lenge and acting toward a substitute satisfaction. Another defense may consist in a 
distortion of perceived reality, e.g. a repression of inconvenient memories to “un-
conscious” zones of the mind, which may reduce the difference between perceived 
and desired reality. To have the collection of world models complete, let us also 
mention a model of ideal reality to be acquired during upbringing. Having such a 
model the mind may develop tensions related to moral dilemmas that may result 
from the difference between the ideal reality and desired reality [8]. 

3.3   Machine Adventurousness 

As Marvin Minsky proposes, one ‘secret of creativity’ may be to develop the 
knack of accepting the unpleasantness that comes from awkward or painful per-
formances [26]. Indeed, only an adventurous individual may deliberately select a 
challenging gain over an easy one. Psychodynamic robots are adventurous owing 
to the pleasure principle and the adventurousness pays. First, adventurousness may 
facilitate survival. Second, it may accelerate cognitive growth.  

As for survival, let us consider an ecosystem psychodynamic filter (ΨD-Filter) 
in which a population of robots whose habitat is separated from the rest of the en-
vironment by an unsafe zone. Let us assume that the supply of vital resources 
started decaying in this habitat. Let us also assume that the robot’s knowledge in-
cludes neither the dimensions of the unsafe zone nor what lies beyond the zone. 
Needless to say, in this situation, if the robot were not psychodynamic, its fate 
would be sealed. Fortunately, unlike conventional robots that have no mechanisms 
facilitating an emergence of the idea to engage in a “purposeless” risk, a psycho-
dynamic robot from time to time ventures into the unsafe zone and deliberately 
exposes itself to dangers - just to increase the fear-related tension and to get pleas-
ure from discharging it. If the robot does not carry things too far or is simply 
lucky, it has a good chance of discovering an area rich in vital resources on the 
other side of the unsafe zone (Fig. 1). An instance of  ΨD-Filter was tested ex-
perimentally using a simulation model [11].  

The pleasure principle may make a psychodynamic robot penetrate “purpose-
lessly” various areas of its own memories. Unlike a non-psychodynamic robot that 
confines the usage of its long-term memories to finding only data that are helpful 
to solve a problem that is already being faced, its psychodynamic cousin may day-
dream in the literal meaning. Daydreaming allows it to experience, to a certain ex-
tent, an increase of bodily and psychic tensions, as well as pleasures resulting 
from the discharging of the tensions. In order to magnify such substitute pleasures, 
the robot may embellish facts, design new adventures, or even imagine completely 
fantastic worlds. It can later try to implement the ideas it has dreamed out. Hence, 
This way a circuitry that facilitates creativity may emerge just as a result of the 
robot’s strive for more pleasure.  
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Fig. 1. ΨD-Filter. Black dots denote vital resources whose number decays. Grey robots al-
ways try to reduce tensions (hunger, fear). White robots seek for pleasure that comes from 
rapid reduction of a tension. Hence, grey robots avoid entering the unsafe zone (see T1), 
while white ones sometimes venture into it to increase the fear-related tension and to get 
pleasure from discharging it (see P1). Although a number of the adventurers may get killed 
in the unsafe zone (see P2), the bravest ones may, by chance, reach a better habitat (see P3). 
Equipped with a circuitry for daydreaming, a psychodynamic robot may experience ten-
sion-increasing/reducing adventures in its imagination. 

3.4   Constructive Ambivalence 

Is the distant object a snake, or only a snake-shaped branch? To accept the chal-
lenge, or to give up? To select a longer, but safer route, or a shorter but riskier 
one? To imitate the other individual’s behavior, or rather refrain form the imita-
tion? Unlike a conventional robot, which in face of such dilemmas tries to quickly 
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work out an explicit decision (and thus employs an algorithm of multi-criteria op-
timization or a voting mechanism), a psychodynamic robot may endure ambiva-
lence. In a psychodynamic mind contradictory ideas coexist and each of them tries 
to achieve domination in the working memory, for such a domination gives an ac-
cess to motor drives and, in general, an influence on the course of things. How-
ever, as for the competing ideas, fortune is fickle. A winning idea may, after a 
while, lose to a rival one, and after an unpredictable time win again. An intrinsic 
dynamics of the process may cause irregular switches of beliefs or some inconsis-
tencies in the robot’s behavior [11].  

Ambivalence may force a robot to develop new methods of judgment and to 
test their efficiency versus those developed earlier. Also, ambivalence gives a 
chance to sometimes implement a stupid idea, which, as long as the resulting be-
havior is not too devastating, may give the robot useful knowledge about its own 
physical or mental capacity.  

4   Quest of Machine Consciousness 

Machine Consciousness is a difficult subject. The notion is commonly related to 
intentionality and free will. Maybe most of people seem to reject the idea that ro-
bots can be conscious. This is based on the belief that “humans are the most sig-
nificant beings in the universe” [17]. Some people do not like the idea of “ma-
chine ever being so much like us” [30]. In early 1900s ascribing mental processes 
to animals was thought to be against the principle of parsimony. Similar argu-
ments are being used against robots attaining human-like qualities by doubters and 
fearers [30].  

D. Griffin in [19] proposed a science of mental processes in the animals and 
gave it a name “cognitive ethology”. His proposal, though controversial, has been 
advocated by William Farthing [17] because it is consistent with the “liberal atti-
tude toward consciousness”. A similar attitude can be extended to robots;  how-
ever, the number of views and opinions related to the subject gives a little chance 
for development of a commonly accepted theory of consciousness before the end 
of 21st century. The most visible difference of approaches concerns the require-
ments the participants of the debate use to recognize an entity as conscious one. It 
can be noted that very hard requirements, as well as surprisingly modest require-
ments are being proposed.  

4.1   Hard-Requirement Camp 

Philip Johnson-Laird suggested [22] a hierarchically organized parallel-processing 
model of  the mind in which the conscious mind interacts with the lower level 
non-conscious sub-systems. The levels are defined in terms of the availability of 
contents to reflective consciousness. Primary consciousness is the direct experi-
ence of sensory percepts and emotional feelings, spontaneously arising memories, 
thoughts, images, dreams and daydreams. Reflective consciousness concerns 
thought about one’s own conscious experience and makes it possible for us  
to judge our own knowledge and to interpret our feelings. It helps to revise and 
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improve our thoughts, to evaluate our actions. It helps to plan our future actions. 
Reflective consciousness is necessary for an elaborated self-awareness involves 
the realization that you are unique individual, separate from others, with your own 
personal history and your own future. In reflective consciousness you relate your 
current experience to your self concept, which is your concept of your personal 
nature, including your personal desires, values, goals, interest, intellectual and 
physical abilities, and personality traits. Reflective consciousness includes the 
process of introspection. Both primary and reflective consciousness is varying in 
content and quality. Primary consciousness evolves in children as they mature. 
Reflective consciousness develops out of primary consciousness. 

Yang and Bringsjord  [33] wrote: “Cognitive modelers need to step outside the 
notion that mere computation will suffice. They must face up to the fact, first, that 
the human mind encompasses not just the ordinary, humble computation that Ne-
well and all his followers can’t see beyond, but also hypercomputation: informa-
tion processing at a level above Turing machines, a level that can be formalized 
with help from chaotic neural nets, trial-and-error machines, Zeus machines, and 
the like.”  

Even if they were right, yet there are so many mental phenomena that remain to 
be covered below the Turing limit that there is no need to even consider an aban-
doning of SST or MΨD in favor of hyper-computation. Moreover, even if hyper-
computing someday riches the stage of practical implementation, it will probably 
be possible to add a hyper-computing layer to a psychodynamic below-Turing-
limit architecture [11]. The structure suggested by Johnson-Laird seems not to 
contradict the Naur’s SST; however, an implementation of it remains an utopia. 
There are no tips how to represent in technical terms such concepts as “to judge 
our own knowledge” or “to interpret our feelings.” Fortunately, there is the mod-
est-requirement camp, which gives the enthusiasts of “strong AI” some hope.  

4.2   Modest-Requirement Camp 

Braitenberg  in [5] proposed that free will can be attributed to Vehicle 12 – a robot 
equipped with a module that, based on the number of brain elements activated at a 
given moment calculates the number of brain elements to be activated in the next 
moment. The related function was a U-curve, inverted and somehow distorted, so 
the generated numbers were virtually unpredictable for both a human observer and 
the robot itself.  

Brooks in [7] attributed an intentionality to Genghis – a legged insect-like robot 
whose brain is a collection of interconnected AFSMs (augmented finite-state ma-
chines), where no AFSM has an intelligence higher than a soda machine. When 
Genghis’s array of sensors caught sight of nothing, it waited. When perceiving a 
moving infrared source, the robot treated it as prey and chased it scrambling over 
anything in its path. Brooks argued that it was the robot’s own will, since there 
was no place inside the control systems of Genghis to represent any intent to fol-
low something. 

Regardless of whether one agrees with the thesis that Vehicle 12 and Genghis 
are intentional creatures, we can at least admit that Braitenberg and Brooks pro-
posed two criteria based on which we may consider a potential for intentionality. 
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The Braitenberg criterion is the lack of causality in a creature’s behavior, while 
the Brooks criterion is the lack of a particular goal-related place in a creature’s 
control system. In order not to provoke justified objections from philosophers, the 
notion of proto-intentionality was introduced [11] as the name of a feature one 
may attribute to a robot based on the Braitenberg criterion, Brooks criterion, and 
other criteria of this kind.  

Creatures working in the framework of Machine psychodynamics (MΨD) pa-
radigm meet the above criteria by definition. Moreover, MΨD provides another 
criterion based on the  ΨD filter discussed in IIIC. MΨD intends for the pleasure 
signal not only to reinforce the learning of particular reactive behaviors but, aim-
ing at the self-development of the human-level intelligence, intends to use pleas-
ure as a motivator of the sophisticated planning and executing of plans. A fully 
psychodynamic robot must be able to deliberately expose itself to inconveniences 
and dangers – just to increase related tensions and then let them discharge, which 
might result in pleasure-signal generation. Hence, the psychodynamic criterion of 
intentionality is the ability to achieve a state defined as pleasurable by deliberately 
plunging oneself into a state defined as unpleasant.  

According to Koch [24], one of the signs that a creature may be endowed with  
consciousness is a behavior revealing hesitation about what to do. Although the 
suggestion applies to living creatures, we could apply it also to artifacts, provided 
that hesitation demonstrated by an artifact is not a pre-programmed masquerade. 
This criterion, called the Koch criterion [11] fits well to psychodynamic machines 
since they demonstrate an emergent ambivalence, which seems to elevate their 
minds to a level that is not available to insects. Indeed, there is perhaps no doubt 
that dogs sometimes hesitate whether to attack or to escape, or whether to obey a 
calling or to ignore the caller. 

Dawkins [15] proposed that consciousness may arise when the brain’s simula-
tion of the world becomes so complete that it must include the model of oneself. 
Psychodynamic architecture uses several kinds of imagined reality where, in each 
case, a robot itself is an actor (IIIB). Hence, MΨD-based fully developed artifacts 
will meet Dawkins criterion by definition.  

Haikonen [20] proposes that the ultimate consciousness test should show that 
the machine has the flow of inner speech with grounded meanings and it is aware 
of it.. The existence of the flow can be determined from the architecture of the 
machine. As for the awareness of having the inner speech, we could rely on the 
machine’s own report. As it can be noted, Haikonen [20] provides the idea of a 
higher-level daydreaming in which the tested scenarios are not only sequences of 
images, but also verbalized scripts that help the machine to make order in its long-
term memories and more efficiently plan pleasure-oriented actions.   

5   Concluding Remarks 

How the mind really works? It often works irrationally. But, as we argue in this 
paper, a bit of irrationality may supports survival and cognitive development.  
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Hence the conclusion that the key to understanding how the mind works and 
building a truly thinking machine is probably hidden in the works of fathers of 
psychology forgotten by the mainstream cognitive robotics. The recent research 
by Peter Naur, by the ARS-PA project team in Vienna, and by the ATR Brain-
Building Group in Kyoto aimed to rewrite William James’ and Sigmund Freud’s 
insights in technical terms to be eventually implemented using 21th-century tech-
nology. Machine psychodynamics (MΨD), as a new subfield on the borders of AI 
and cognitive sciences, emerged.  

MΨD does not replace the homeostatic mechanisms employed by the mainstream 
AI robotics. The psychodynamic approach intends to supplement the mainstream so-
lutions with mechanisms for pleasure-seeking and “deliberate irrationality”. These 
mechanisms are expected to bring a breakthrough in the quest for a machine’s self-
development toward a human-level intelligence, especially when an apparatus for 
daydreaming and inner speech is implemented. This belief is justified by a number 
of experimental results, especially the experiment with emerging proto-language 
mentioned in IIIA. It is also believed that a set of methods for seeking pleasure that a 
robot develops may lean toward a state that is compatible with the caregiver’s sys-
tem of values. Hence, despite the pleasure-principle-based “selfishness”, a psycho-
dynamic robot may become useful to its human master. 

Unfortunately, a robot designed to deliberately expose itself to inconveniences 
and dangers may be hardly welcomed by today’s corporate investors. The same 
undoubtedly applies to a robot that displays visible signs of indecisiveness. None-
theless, we argue that such troublesome properties may be an unavoidable price 
for a robot’s cognitive self-development up to a level beyond that which can be 
achieved via handcrafting or simulated evolution.  
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Abstract. Fuzzy linguistics is popular in the fields like human system interaction 
and intelligent systems today, so to eliminate the expressive preference in fuzzy 
mood has become a crucial issue for computer to understand human’s real mean-
ing well. After defining and discussing the concept of mood operator and two 
typical kinds of expressive preference in fuzzy mood – attitude preference and de-
gree preference, we propose a method to eliminate this preference, which is to do 
a preparatory test in advance and get rid of the preference from data by mathe-
matical translation. Both the process and mathematical translation method will be 
illustrated, and an experiment will be done to verify the effect of the method as 
well. The results of the experiment reflect that it’s effective to some extent. At 
last, the method will be concluded as well as the study direction in future. 

1   Introduction 

Human language is plentiful and diversiform. For an object, people can use vari-
ous expressions to describe it. So for the “stiff” computer, it’s very difficult to 
identify and understand human language well and truly. Hereinto, the fuzziness in 
human language is one of the most important problems. In human’s manner of ex-
pression, not all things can be described in a precise and quantitative way. In a lot 
of cases, people express things in a way between qualitative and quantitative ex-
pression, by which they indeed represent some difference in degree, but can’t say 
the difference very accurately in a numerical way even by themselves. That’s ex-
actly an obvious feature of fuzzy linguistics in the ordinary course of events. 

To describe the problems in real world, fuzzy linguistics is undoubtedly neces-
sary. Actually, it provides a means by which people can handily represent their 
opinions in a natural and intuitive manner rather than a precise manner that they are 
not adept at ordinarily [3]. Therefore, to translate human’s fuzzy natural language 
into a quantitative and relative precise form which can be understood well by the 
“stiff” and programmed computer is exactly what we need to do. In this field, one 
method for fuzzy linguistic measurement and translation is proposed by Zadeh.  
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He has given an approach to translate the fuzzy terms into numerical computations, 
which uses a fuzzy linguistic variable to represent a variety of values in natural lan-
guage [4, 5]. Based on his idea of using fuzzy subsets for “computing with words” 
[6], a lot of representations have been proposed [8, 9]. Another of the most popular 
method adopted in practice is ranking, which gives an ordinal scale which indicates 
the fuzzy terms’ relative position but not their distance [10-12]. Without the magni-
tude of difference, the degree of fuzzy terms is still unclear, and the results of sur-
vey cannot be analyzed by traditional statistical methods [13-15]. Besides, there are 
also many other means to depict fuzzy linguistic variables, like triangular, trapezoi-
dal and other suitable geometric representations [16, 17]. 

Each of the above methods has its respective pitfalls in some respects, such as 
inconsistency with human intuition and indiscrimination of interpretation [18]. But 
there is a common pitfall of all these methods, which is not taking people’s ex-
pressive preference in language into consideration. In fact, every person has its 
own expressive preference or habit, and different people have different preference 
in their linguistic expression. Due to these expressive preferences, sometimes what 
people say is not exactly what they mean or think. What we really would like to 
do is to catch what they mean rather than what they say, which means we need to 
find out their real meaning through their apparent language.  

Nowadays fuzzy linguistics is so popular that to eliminate people’s expressive 
preference in fuzzy linguistics has become a basic and crucial issue in lots of 
fields, such as human system interaction, intelligent decision-making and knowl-
edge-based systems [19, 20]. In this paper, we’d like to focus on the fuzzy mood 
terms and put forward a method to eliminate the expressive preference in the 
mood of fuzzy linguistics. After the section of introduction, the concept of mood 
operator and two typical kinds of expressive preference in the mood of fuzzy lin-
guistics will be defined and discussed in depth with some actual examples. Then a 
general method to eliminate this preference will be proposed, and both its process 
and the mathematical translation method in it will be illustrated. To verify the ef-
fect of the method we proposed, we will also do an experiment by it, and the re-
sults of the experiment reflect it’s effective to some extent. Finally, the method 
will be concluded and its disadvantages will be given as study direction in future. 

2   Expressive Preference in Fuzzy Mood 

When people express in human’s natural language, there’re a lot of preferences 
and habits in their expressions, such as being used to using a genus of words, mak-
ing sentences in a changeless grammatical form and representing things in a cer-
tain mood. These expressive preferences often make people’s linguistic expression 
deviate from their real meaning and form an individual style of their own which 
presents a certain rule. Whatever, the expressive preference has become an indis-
pensable part of human language. And hereinto, the expressive preference in fuzzy 
mood is a very important aspect. 
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2.1   Mood Operator 

In human’s natural language, there is a species of words especially used to repre-
sent some degree of mood, such as “very”, “comparative”, “a little” and so on. In 
general, these words cannot be used solely as it will be meaningless, but only can 
be used with the words owning true meanings. By adding these words in front of 
the true-meaning words, the mood degree of their previous meaning will be 
changed along with them. So in fuzzy linguistics, we call this species of words as 
“mood operators”, which are used to adjust the mood degree of fuzzy words [21]. 

Actually, mood operators are only useful for fuzzy words [21], so people’s ex-
pressive preference in the mood of fuzzy linguistics can be exactly considered as 
the expressive preference in mood operators, which is eventually represented on 
the fuzzy membership. Here we mainly divide the expressive preference in fuzzy 
mood into two categories – attitude preference and degree preference. 

2.2   Attitude Preference 

As we all know, every person has their own attitude towards things. Some of them 
are positive and optimistic, and they usually pay more attention to the positive as-
pects of all things; while the others are negative and pessimistic, and they usually 
pay more attention to the negative aspects of all things. Similarly, this kind of atti-
tude problem also exists in human’s linguistic expression, which makes people be 
inclined to adopt different expressive preference. Some people are optimistic in 
linguistic expression, and they are usually inclined to magnify the positive repre-
sentation and compress the negative representation; while some others are pessi-
mistic in linguistic expression, and they are inclined to compress the positive rep-
resentation and magnify the negative ones. Here we define this preference of 
attitude in human linguistics as “attitude preference”, and consider it may influ-
ence the effect of human’s linguistic expression. 

Different from people’s attitude towards things, the attitude preference here 
purely points at their habit or fancy in linguistic expression. In many cases, what 
people consider is one thing and what they represent is another, which usually 
proceeds from their different will of expression. People always would like others 
to know a certain part and certain degree of their opinions rather than all, so they 
would reveal something and hide some others for certain. This attitude preference 
results in the distance between people’s expressions and opinions, which makes 
their linguistic expression don’t always reflect what they really think and take on 
asymmetry for positive and negative things (Fig. 1).  

In fuzzy linguistics, people’s attitude preference is in action by mood operators 
to a great extent. People whose attitude preference is positive would generally 
choose strong mood operators to represent the positive meanings and weak ones to 
represent the negative meanings; to contraries, people whose attitude preference is 
negative would usually use weak mood operators to represent the positive mean-
ings and strong ones to represent the negative meanings. E.g. for a film, the person 
with positive attitude preference may say “it’s very interesting” while another 
whose attitude preference is negative may say “it’s a bit interesting”, though their 
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feelings about the film may be similar. And for a traffic accident, the former may 
say “I’m a little unlucky” while the latter say “I’m very unlucky”, though their 
feelings about it is not very different. So as we can see, the attitude preference can 
really distort people’s meaning by mood operators in fuzzy linguistics. 
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Fig. 1. Asymmetrical distribution of mood operators in attitude preference 

2.3   Degree Preference 

Besides the attitude preference, there is also another expressive preference in 
fuzzy linguistics, which may influence the effect of human’s linguistic expression 
as well. To describe an object, some people are exaggerated in linguistic expres-
sion and inclined to adopt an exaggerated expressive manner to represent it; con-
trarily, some others are conservative in linguistic expression and used to represent 
it in a cautious expressive manner. Owning to the difference in characters and cul-
ture, people may always adopt different expressive manners in linguistics which 
are consistent with their style of doing things. Here we define this exaggerated or 
conservative preference in linguistic expression as “degree preference”, and con-
sider it may distort people’s real meaning in fuzzy linguistics as well. 

The degree preference’s reaction on the mood of fuzzy linguistics is also actu-
alized by mood operators. For all things, the exaggerated people generally would 
like to choose strong mood operators for description or expression while the con-
servative people would like to choose the weak mood operators. E.g. after degust-
ing a delicious dish, while a conservative person just says “it’s delicious”, an ex-
aggerated person may say “it’s extremely delicious”, though in fact it’s not so 
much more delicious than any other dishes. So this is just the habit or fancy of this 
person in linguistics, which may make there be a certain distance between his or 
her expressions and opinions. Different from the attitude preference, degree pref-
erence generally magnifies or compresses the expressive degree of things in the 
same proportion no matter they’re positive or negative, so it  makes people’s lin-
guistic expression towards positive and negative things symmetrical (Fig. 2).  
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Fig. 2. Symmetrical distribution of mood operators in degree preference 

3   Method 

To make the computer understand human being’s real meanings well through their 
apparent linguistic expression, it’s necessary to eliminate the influence of expres-
sive preference in fuzzy linguistics by dealing with the original data with some 
method, no matter it’s the attitude preference or degree preference. And the me-
thod we proposed to eliminate people’s expressive preference in the following is 
based on a simple idea, which is to do a preparatory test to get the respondents’ 
expressive preference in advance, and then getting rid of their preference from the 
survey data by some mathematical translation. By this way, the processed data af-
ter translation should be the information without people’s attitude preference or 
degree preference, and represent the respondents’ real meanings in opinion. 

3.1   Process 

To eliminate the expressive preference in fuzzy mood, the steps of the whole 
process this method being actualized should be as follows: 

 
1. For the theme that would like to be studied, make sure of the proper respon-

dents being investigated. 
2. Take the preconcerted respondents’ background and the prospective answers of 

thematic investigation into account, design one or several questions as the prior 
questionnaire to test their expressive preference. These questions should be 
easy to answer and have nothing to do with both the theme and respondents’ 
background, which will be answered only according to the respondents’ opin-
ions and intuitions. They should be able to represent the scale of mood opera-
tors in the thematic investigation. And what is most important is that there 
should be a standard index to measure the difference in respondents’ fuzzy 
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mood of linguistics by them. So the answers should be able to reflect the ex-
pressive preference of the respondents.  

3. Do the testing survey, and get their answers as the original data for analysis 
along with that of the thematic investigation. Actually, as having nothing to do 
with the questions of thematic investigation, the testing questions can be an-
swered ahead of, along with or after the thematic questions though it’s called as 
preparatory investigation, and it won’t influence the testing survey’s result. 
Sometimes doing the testing survey after thematic investigation is better, be-
cause the mood operators that the respondents use can be analyzed first and the 
testing questions can be designed suitably. 

4. Analyze the original data being got in the testing survey. Calculate the distance 
of different grades in the respondents’ answers by the measurement index. Set a 
series of normal distance, and compare the calculated distance with the normal 
ones. Adjust the fuzzy numerical value of mood operators in the thematic in-
vestigation according to a mathematical method and rule, when the departure of 
two distances exceeds the limit set in advance. And the value got after adjust-
ing are the data we would like to get, which have been eliminated the influence 
of respondents’ expressive preference.  

3.2   Mathematical Translation 

To eliminate the expressive preference in fuzzy mood well, the mathematical me-
thod used for translating the original data into processed information without ex-
pressive preference’s influence is most important except the questionnaire’s design. 
The mathematical translation method should be able to get rid of the influence of 
expressive preference in people’s answer to the thematic investigation as much as 
possible without changing their real meanings. The method we proposed here is to 
adjust the fuzzy value of mood operators when someone’s cognitive distance of 
mood operators are different much from the normal standards. 

Suppose X to be a fuzzy concept or judgment, and A  represents the mood 
word used for adjusting its degree, like “very”. The membership of A  belonging 
to X  which means how much degree of “very X ” belonging to X can be ex-

pressed as )(AXμ , where ]1,0[∈μ . So the fuzzy membership of mood opera-

tor can be expressed as: 

))(())(()( XAHXAHAX λλμ ==                                  (1) 

where λ  takes different value for different mood operators and +∈ Rλ . 

)(AHλ  represents the fuzzy value’s expression of mood operator A . 

Before translating the original data into numerical values by a mathematical al-

gorithm, set a benchmark 0A for the different standard mood operators  
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nAAA ,...,, 21  in a scale of mood operator set S  first. Then measure the distance 

0id  between all the mood operators used by respondents in answers and 0A  with 

the standard measurement index we set, which can be expressed as: 

)( 00 AADd ii −=                                               (2) 

Measure that in the numerical algorithm we used as well, and compare the re-

spondents’ 0id  with the standard 0
'
id  according to the limit ε  we set in ad-

vance. Adjust the value ofλ according to some rule when the departure exceeds 
the limit, which can be expressed as: 
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where NinZR ∈∈∈ ++ ,,,' ελ . The rule for adjusting is not stated, but it 

should make λ  change in the same direction with the departure, and consider 
about the real distance between different mood operators in respondents’ answers. 

4   Experiments 

To illustrate and verify the method proposed above, a simple experiment has been 
done. Based on not influencing the result of experiment, taking the limits and con-
venience of existing condition into account, we have designed a simple question-
naire according to the testing purpose, and then selected 30 students at random in 
the library of SUFE (Shanghai University of Finance and Economics) to answer 
the questionnaires. The process of the experiment is in the following. 

 
1. Considering about the respondents’ background in common, we chose “con-

sumption capacity of market” and “demand for college graduates” as the the-
mes of investigation, and thought their cognitions wouldn’t differ too much. In 
the questionnaire, the respondents would be asked to select the adjectives as an-
swers from the given sets (strong, weak) and (big, small), and add mood opera-
tors in front of the adjectives to adjust the degree they’d like to express as well. 

2. Taking the independence and simpleness into account, we chose “the film you 
like” and “the dish you dislike” as the questions to test the respondents’ expres-
sive preference, and used the price that they would like to pay as the measure-
ment index. Set the difference of degree as three grades, and the testing ques-
tions were: “how much would you like to pay for a film you like very much, 
comparatively, or a little?” and “how much would you like to pay for avoiding 
eating a dish you dislike very much, comparatively, or a little?”  
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3. Do the investigation by the selected students, and ask them to answer the test-
ing questions along with the thematic ones in the questionnaire. Then withdraw 
all the questionnaires, and get their answers as the original data for analysis. 
For the 30 selected students, totally 27 questionnaires of this experiment were 
withdrawn, and hereinto 23 of them are valid. 

4. Analyze the original data of the thematic investigation we got. Find out all the 
mood operators used in the answers, and build up a mood operator set 
=S (very, comparative, relative, a little, not too). For the reverse word “not 

too” in the set, considering about the meaning and degree it actually expresses, 
convert it into “a little” in the answers, and the adjectives into the corresponding 
antonyms at the same time. Take the mood operator “relative” as equal degree 
as “comparative”, and thereby there are only three kinds of mood operators in 
the answers, each of which respectively represents a grade that is corresponding 
with the scale we set in the testing survey. So set up the scale with four grades 
totally including the case that there’s no mood operator in front of the adjective 
at all (Table 1). 

Table 1. Scale of mood operators 

ID Grade 

1 a little, not too 

2 comparative, relative 

3 (none) 

4 very 

5. Analyze the original data of the testing survey we got. Get the median price of 
each grade for the first testing question, which is 50, 30, and 10. Set the grade 
of “comparative” as the benchmark for comparison, and calculate the relative 
distance among them by the expression as follows: 
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Deal with the data of the second testing question in the same way, and the re-
sults are shown in Table 2. 

Table 2. Distance of mood operators 

  M(A1) M(A2) M(A4) d’12 d’42 

Question 1 10 30 50 0.67 0.67 

Question 2 2 5 10 0.6 1 
            M = Median 



 Eliminate People’s Expressive Preference in the Mood 265 

6. Use a classical expressive form of fuzzy value as the mathematical algorithm to 
translate original data into numerical value, which is expressed as [21, 22]: 

λ
λ eAH =)(    ( )1,0(∈e )                                         (5) 

Take the calculated results of the two testing questions as the cognitive distance 
of different grades for positive and negative case respectively, according to 

which set the parameter in the expression above as =e 0.7, and the value of λ  

and H  for every grades are shown in Table 3. 

Table 3. Value of parameters in the expression 

grade ID 1 2 3 4 

Positive     

λ  5 1.5 1 0.1 

H  0.17  0.59  0.7 0.96  

Negative     

λ  5 2 1 0.1 

H  0.17  0.49  0.7 0.96  

7. Calculate the distances of different grades in every respondent’s answers to the 

testing questions according to Formula (4), which are represented as 0id . Take 

the relative distance of the mood operators’ median 0'id which is calculated in 

Step 5 as the normal departure, and compare 0id with it. The calculation ex-

pression used for comparison is as follows: 
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8. Take 50% as the limit, and adjust the numerical value of mood operators for the 
thematic investigation got in Step 6 according to the rules as follows: (Fig. 3) 

2)(
λ

λ eAH = ,     when %500 >il                               (7) 

Finally, the processed data are got, in which the respondents’ expressive pref-
erence in fuzzy mood has been eliminated. 
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Fig. 3. Asymmetrical distribution of mood operators in attitude preference 

5   Results 

To test the effect of the method we proposed to eliminate people’s expressive pre-
ference in fuzzy mood, we calculate the standard deviation of mood operators’ 
numerical value for the two questions in the thematic questionnaire that both be-
fore and after the translation. The results are shown in Table 4. 

Table 4. Standard deviation before & after elimination 

  before after 

Question 1 0.20 0.14 

Question 2 0.25 0.21 

 
As we can see, the standard deviation of mood operators’ numerical value has 

been reduced after the translation by the method we proposed. It can be considered 
as the expressive preference which may make people’s expression deviate from 
their opinions has been eliminated, so the expression reflecting people’s opinion 
become more coincident (Fig. 4). 
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Fig. 4. Numerical value of mood operators before & after elimination in Question 1 and 2 

6   Conclusions 

As to understand fuzzy linguistics well has become a crucial issue in human sys-
tem interaction, intelligent systems and so on, identifying and eliminating the ex-
pressive preference in human’s fuzzy mood is one of the most important issue in 
this field. In this paper, we propose a method aiming at eliminating this prefer-
ence. On the basis of defining the concept of mood operator and two typical kinds 
of expressive preference in the mood of fuzzy linguistics, we put forward a me-
thod of doing a test investigation to get the respondents’ expressive preference in 
advance and getting rid of it from the survey data by mathematical translation. 
Both its process and mathematical translation are illustrated, and an experiment 
has been done to verify it, whose results illustrate its effect to some extent.   

However, the greatest problem in this method is to design the testing questions 
and translation rules, which should eliminate the expressive preference well with-
out change people’s real meanings. It’s really difficult and should be the study di-
rection of this field in future. 
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Abstract. Not only that the use of different services is faster and easier in a voice-
based user interface, but it also has benefits for people with physical impairments. 
This paper investigates the possibilities that minority languages have in developing 
spoken dialogue applications. We present our future platform and discuss difficul-
ties that we as Croatian language speakers face in the planning and development 
phases. Furthermore, we set forth our Dialogue Manager Strategy, discuss proper-
ties which affect it and create weather-forecast dialogues. We have opted for 
VoiceXML as a dialogue modeling language since it is a language for creating 
voice user interfaces which simplifies application development, especially for mi-
nority languages. 

1   Introduction 

The number of telephone and mobile phone users increases daily and it is substan-
tially greater than the number of Internet users. The number of telephone user ser-
vices which enable DTMF (Dual Tone Multi Frequency) and voice input grows 
accordingly. Furthermore, beside visual browsers, there are also voice browsers 
which enable us to surf the Internet over the telephone from any place at any time 
[6]. Almost immediate information access is granted to people around the world. 
Research in this field aims at achieving natural language communication with the 
system. It is quite plausible that such a goal cannot be achieved in the foreseeable 
future. Therefore, it is better to talk about human-like dialogues with the system.   

VXML (Voice Extensible Markup Language) is a programming language for 
creating VUIs (Voice User Interface) similar to XML (Extensible Markup Lan-
guage) or HTML (Hyper-text Markup Language) [13]. It enables web program-
mers to create applications that can be accessed via any telephone or mobile 
phone. The development of voice applications is simplified because it is based on 
familiar web techniques, tools and infrastructure.  

Time efficiency of voice interaction is indisputable. When it comes to tele-
phone user services, voice interaction reduces costs and waiting time. Another ad-
vantage of the utmost importance is that these applications have benefits for peo-
ple with physical impairments [7]. These systems are applicable in different 
spheres like support desks, airline and train arrival and departure information, 
booking services, weather and traffic conditions, etc [19]. However, it needs to be 
pointed out that voice interaction is transient and more susceptible to errors [19]. 
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Spoken dialogue systems usually have modular design as shown in Fig. 1. 
Modularity simplifies integration of new features [10]. The system is connected to 
the user through ASR (Automatic Speech Recognition) and TTS (Text-to-Speech) 
modules [19]. ASR translates user utterances into text. In order to reduce complex-
ity and improve quality, ASR usually has a defined set of acceptable words. ASR is 
connected to the linguistic analysis module which serves for interpreting syntactic 
expressions [3]. TTS plays the answer to the user either by using prerecorded audio 
files or synthesized speech [13]. The answer is generated by the answer generation 
module which receives appropriate information from the Dialogue Manager [3]. 
The Dialogue Manager is therefore a central component which extracts information 
from a database connected to the Internet and directly or indirectly communicates 
with the remaining modules in order to ensure system functionality [7].  

 

Fig. 1. Spoken dialogue system architecture 

We have opted for VXML as a dialogue modeling language because of its sim-
plicity [1]. In this paper we introduce VXML as our language of choice. Next, we 
give a detailed account of our future platform. Then we discuss properties that in-
fluence the Dialogue Manager Strategy. Based on the Dialogue Manager Strategy 
we set forth, we create simple VXML weather forecast dialogues, illustrating turn 
taking behavior and confirmation policy. Special attention is paid to the difficul-
ties that minority languages like Croatian face in developing spoken dialogue ap-
plications and solutions to these problems are proposed. Lastly, we describe our 
CROVREP system and set directions for future work.  

2   W3C Speech Interface Framework 

W3C (World Wide Web Consortium) Speech Interface Framework is a collection 
of interrelated languages for developing speech applications. It consists of VXML, 
SRGS (Speech Recognition Grammar Specification), SSML (Speech Synthesis 
Markup Language), PLS (Pronunciation Lexicon Specification), SISR (Speech 
Recognition for Grammar Specification), CCXML (Call Control), and SCXML 
(State Chart XML) [19]. These languages can be used independently.  
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The goal of W3C is to lead the Web to its full potential and that is possible only by 
using compatible hardware and software. The responsibility for developing languages 
within the W3C Speech Interface Framework lies with the W3C Voice Browser 
Working Group. From this point on, we will turn our attention to VXML [19]. 

2.1   VXML 

Typical components of a spoken dialogue system are listed in the introductory 
part. The Dialogue Manager is a central component and it can be written in 
VXML. The Dialogue Manager requires input from the user, interprets the input 
and determines the dialogue flow based on the script written in VXML. VXML 
can be used in DTMF applications as well [18].  

The Dialogue Manager can be seen as a set of components. It consists of Input 
Interface, Grammar’s Handling Unit, Output Interface, Document Manager, Log-
ging Interface, VXML Interpreter, XML Parser, and ECMAScript Unit [11]. The 
Input Interface unit catches input-related events like noinput or nomatch events. It 
also sets and resets timers. The input is forwarded to the Grammar’s Handling 
Unit, which implements Grammar Activation Algorithm and therefore activates 
and deactivates different grammars. It is in charge of grammar scope and also 
grammar generation if option or menu elements are used. More than one grammar 
can be active simultaneously, which makes multiple slot filling feasible [11]. 
However, as pointed out in [12], vocal grammars are inevitably limited. Recording 
user utterances and sending them to an external NLU (Natural Language Under-
standing Unit) might bypass this limitation. The Output Interface Unit is responsi-
ble for selecting a prompt and inserting appropriate variable values. The underly-
ing algorithm is known as Prompt Selection Algorithm. The Document Manager is 
in charge of file downloads. The Logging Interface Unit makes error logs, warning 
logs, diagnostics logs and detailed interaction logs [11]. 

W3C VXML 2.1 recommendation was published in 2004 [17]. It relies on the 
principle of modularity and asynchrony which eases the integration of external 
media and applications. 

2.2   VXML Platform Architecture 

VXML is downloaded from HTTP servers in the same way as HTML. They differ 
only in layout mode. Since HTML is a visual language, the emphasis is on visual 
layout, while VXML puts emphasis on voice layout [19].  

First, we will describe a typical cycle in our system. The overall architecture is 
shown in Fig. 2. A user dials a number and actually calls an Internet service pro-
vider that has a VXML Interpreter. When the connection is established, the user 
listens to the welcoming message and then makes a voice request. The request is 
received and sent to a particular web server. The web server returns a VXML page 
created after processing the request. The VXML Interpreter interprets the VXML 
page to provide the user with the desired information [5]. The web server is con-
nected to a database which is automatically updated and from which a response to 
the user’s query is generated. 
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Fig. 2. VXML platform architecture 

Voice browser resides on the voice server. It fetches VXML documents from 
the web server and sends these documents to the Interpreter and actually integrates 
modules responsible for ASR, DTMF interpretation, input recording, TTS, and 
playing prerecorded audio [18].  

Gateway is equipped with the telephone card and it connects one or multiple 
telephone lines with the Interpreter [12]. It enables two-way connection between 
the telephone network and the world of Internet protocols and acts as a client to 
the application server [5]. 

Although the voice browser and the gateway provide two different functional-
ities, they can often be found in the same casing.  

VXML Interpreter is responsible for interpreting commands. It controls speech 
and telephony resources like ASR, TTS, play and record functions, and a tele-
phone network interface [5]. It is, therefore, responsible for answering calls, send-
ing voice prompts to the user, accepting DTMF and voice input, recognizing or 
recording the words, sending requests to a web site and finally receiving informa-
tion from the Internet and giving it to the user. The Interpreter can access a remote 
database or run application in the same way as HTML browser [18].  

Interpreting is not a sequential procedure. Its flow is determined by different 
VXML algorithms, some of which have already been described. We will continue 
with the description of the remaining algorithms. Document Loop determines the 
flow of dialogue and keeps track of variables and document settings [11]. Form 
Interpretation Algorithm selects a dialogue element to be interpreted next and in-
terprets it. It also catches input or events initialized after interpreting. Event Han-
dling Algorithm catches and controls events that are thrown during interaction like 
noinput or disconnect. Resource Fetching Algorithm controls content fetching 
from different URIs (Unifies Resource Identifiers) [9].  
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There are a couple of open source Interpreters and a great number of commer-
cial Interpreters. Open source VXML Interpreters do not usually have all of the 
VXML elements implemented. On the other side, commercial VXML Interpreters 
are often part of a complex IVR (Interactive Voice Response) system and there-
fore unsuitable for adaptation. This is of crucial importance when dealing with 
minority languages like Croatian. There is also a third possibility and that is build-
ing an Interpreter from scratch. Since there are no Interpreters with Croatian lan-
guage support, second choice has to be excluded from further considerations. 

3   Dialogue Modeling 

Application is a collection of interrelated VXML documents which share the same 
root document. Root document variables are global scope variables and root doc-
ument grammars are active throughout the application [7]. VXML document or a 
set of documents that make up an application is a finite conversation automaton. 
That means that the user is always in one of the possible conversation states or di-
alogues [16]. A document, therefore, contains one or more dialogues [7]. Each 
dialogue determines the next dialogue the user will engage in. These transitions 
are specified by URIs. If there is no document specified, the default document is 
the one currently active. If there is no dialogue specified then the execution starts 
with the first dialogue in a document. A conversation comes to an end if a dia-
logue does not specify its descendant [16]. A session starts when the connection is 
established and lasts until the user, the document or the system signals the end [7]. 

Prior to setting the strategy, we will discuss properties which affect the Dia-
logue Manager. Main Dialogue Manager goals are just-in-time information deliv-
ery, user-friendly interface and user guidance. The Dialogue Manager Strategy 
gives shape to the dialogue flow, confirmation policy, data quantity per turn, and 
available help [15]. Turn-taking and confirmation policy are human-human con-
versation properties which affect the Dialogue Manager Strategy.  

Turn-taking rule has a number of important applications for dialogue modeling. 
We distinguish between three turn-taking situations. In the first situation a speaker 
selects the next person to speak by addressing him or her. This is reflected in two-
part structures called adjacency pairs. Representatives of these structures are ques-
tion-answer structures, greeting followed by greeting, request followed by grant, 
proposal followed by acceptance or rejection, etc. The second situation would be 
when the speaker does not specifically select another speaker, and then anybody 
can take turn. In the third situation nobody wants to take their turn, so the first 
speaker can take another turn [4]. These three situations can be mapped onto two 
system behaviors. In system-initiative or single-initiative systems, the system com-
pletely controls the conversation with the user by a series of questions. Mixed-
initiative systems allow for initiative shifts between the user and the system [4]. 
The latter make the dialogue sound more natural, hence they are preferred. 

Understanding is facilitated by confirmation, which can be explicit or implicit. 
Explicit confirmation includes additional questions to confirm system understand-
ing at each point in a conversation. It lengthens the conversation and sounds awk-
ward. Implicit confirmation sounds more natural and that is why it should be em-
ployed whenever possible. An alternative to a confirmation is a rejection [4].   
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3.1   Weather Forecast Dialogues 

A detailed account of the Dialogue Manager Strategy in our weather forecast sys-
tem is to be presented next. What is the weather like in Rijeka today? Is it snowing 
in Zagreb? Is it windy in Senj? These are only some of the questions that the user 
might ask. As an answer, our system would give a complete weather forecast or 
just one part of it.   

The confidence obtained as a result of a recognized grammar in a field element 
would determine whether the system should ask for explicit confirmation (Would 
you like to hear the weather forecast for Rijeka for today?). While there are empty 
fields left, the system would continue questioning the user and filling the remain-
ing fields. Each question would implicitly confirm previously filled slot (You 
would like to hear the weather forecast for Rijeka. And for what period of time, 
please?). In cases of input misrecognition, the system would follow the strategy of 
rapid re-prompting Could you repeat that, please? When the input is rejected for 
the second time, the system would follow the strategy of progressive prompting or 
escalating detail. The third rejection would lead to an explicit question What is the 
name of the city? Furthermore, the system would automatically switch to the entry 
at the telephone keypad in cases of multiple input misrecognitions. Moreover, 
DTMF support would be useful in cases of noisy environment or in situations 
where it is not proper to speak. 

A form is one of the two existent dialogues in VXML. It is interactive section 
of a document and it has a set of item variables which are initialized during inter-
action. A form-level grammar, if present, can be used to fill several fields from 
one utterance. Another existent dialogue is a menu but we will not discuss it in 
this paper. Although we have opted for a form-filling mechanism, VXML also de-
fines a mechanism for handling events not covered by the form mechanism. In 
case the user does not respond, needs help or the input is not intelligible, the plat-
form throws an event, which is then caught by catch elements or their syntactic 
shorthand. Each input item may have associated shadow variables like the above 
mentioned confidence variable which belongs to the field element. They return ad-
ditional execution results [16].  

Interesting weather forecast voice browsing based on a VXML platform is pre-
sented in [6]. 

3.2   VXML Syntax Basics 

VXML documents can be created with any text editor. They consist of plain text 
and tags. Tags are keywords or expressions enclosed by angle brackets (<and>). 
A tag can have attributes inside the angle brackets which consist of a name and  
a value (name=”value”). Tags which have counterparts, like <vxml> and </vxml>, 
are called containers, and contain either content or other tags. Tags that do not 
have counterparts are called empty tags or stand-alone tags, and they do not have 
anything besides attributes. An empty tag has a slash (/) just before the closing> 
character. Writing VXML documents demands strict syntax usage [8].   
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3.2.1   Basic VXML Elements 
A simple VXML document code is presented below. This simple document gener-
ates a voice request for the user to choose a city, accepts the response from the 
user and sends it to a server-side script named izbor.jsp. The first line is known as 
a header line and it is followed by the body. The body contains at least one form 
element [16].  

<vxml version="2.1"> 

  <property name="universals" value="all"/> 

  <form>  

    <field name="grad"> 

      <prompt> Odaberite grad za koji želite čuti vremensku prognozu – Osijek, Zagreb, Rijeka, 
Split ili Dubrovnik. </prompt> 

      <grammar type="text/gsl"> [Osijek Zagreb Rijeka Split Dubrovnik] </grammar> 

      <noinput> Molimo vas ponovite unos. <reprompt/> </noinput>   

      <nomatch> Nismo vas razumjeli. Molimo vas ponovite unos. <reprompt/> </nomatch> 

      <help> Odaberite grad <reprompt/> </help> 

      <filled>  

        <prompt> Vremenska prognoza za grad <value expr="grad"/>. </prompt> 

      </filled>  

    </field> 

    <field name="sea" cond="grad=='Rijeka' || grad=='Split' || grad=='Dubrovnik'"> 

      <prompt> More ili kopno? </prompt> 

      <grammar type="text/gsl"> [more kopno] </grammar> 

      <filled> 

        <prompt> Vremenska prognoza za grad <value expr="grad"/> <value expr="sea"/>.  
        </prompt> 

      </filled>  

    </field> 

    <block>  

      <submit next="izbor.jsp"/>  

    </block> 

  </form>  

</vxml>             

 
The form used in the example above is a rigidly controlled form also known as 

directed form. It processes fields in a sequence. It contains only one field for stor-
ing the response.  

A field can have a type attribute that can facilitate input processing. The type at-
tribute of our interest is the date. It defines a field which accepts a calendar date. 
Its value is a string with eight digits – year, month and day, respectively. If the 
field does not have a type attribute, it must have a grammar. The element grammar 
defines elements that will be accepted by the Interpreter. The documents in this 
paper use the GSL grammar format used by the popular Nuance advanced speech 
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recognition system. If the user’s response can be found in the grammar, the Inter-
preter sets the field’s izbor variable to the response. A dtmf tag can be used in the 
same manner as the grammar tag. It is worth to mention two additional tags not 
included in the example, subdialogue and record tags, which can be nested in the 
form tag. The first transfers control to another document, which can, in turn, return 
the control using the return tag, and the latter audio records the input [8].  

The prompt tag tells VXML Interpreter to use TTS to read aloud the text en-
closed in these brackets. If the audio tag is enclosed in prompt, the recorded audio 
files are to be played to the user. This tag may be a container or a stand-alone tag. 
If it is a container, a text can be enclosed in it. The text is pronounced only if the 
associated audio file cannot be found or loaded. Otherwise, the text is ignored. 
The src attribute specifies the URL of the audio file. A prompt tag can also have 
the bargein attribute which can be set to true or false to enable or disable barge-in. 
The block tag contains a section of executable content, which does not interact 
with the user. In the example given above, a block container has a submit tag 
which transfers control to another document or script and sends the value of the 
izbor variable to that script. However, it can serve the same purpose as the prompt 
tag [8].  

Any text found between the delimiters <!—and --> is considered to be a com-
ment and is, therefore, ignored by the Interpreter. A standalone tag clear is re-
sponsible for resetting the fields and resuming the execution at the top of the form. 
Universal commands are available anywhere in the document if there is a line of 
code including that property. The most interesting universal command is help, 
which has its counterpart and usually gives a detailed explanation of the applica-
tion. In our example help is used to give a specific field related message if the user 
asks for help. The tag filled is used for defining specific actions once the field is 
filled in. The tag value is used to include the field value in the prompt by referenc-
ing the field name [8]. 

The var tag is used for declaring variables. Variables can hold numbers, text 
and several other data types. Every field has an associated variable based on its 
name attribute. The var tag is used to hold values computed by the script which do 
not have their own fields. Attributes that belong to the form items and that control 
their execution are cond and expr attributes. The Interpreter executes a form item 
if its guard condition is set to true. A guard condition can be any JavaScript ex-
pression [8].  

3.2.2   Event Handlers 
If the user fails to provide input, the noinput tag specifies what the document 
should do. The amount of time that the Interpreter waits for input can be adjusted 
by the timeout property. Properties are VXML predefined variables. There is an-
other useful tag and that is the reprompt tag, which makes the Interpreter repeat 
the prompt from the current form field. There is also nomatch tag, which has func-
tionality similar to those of the noinput tag and is used when the input does not 
match any active grammar. These two tags can be defined at the top level of the 
document. However, such usage makes them too general. Tags noinput, nomatch, 
and prompt can have count attributes with various values. When the value reaches 
a certain number, the prompt with that count value is played [8]. 
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3.2.3   The Flow of Dialogue and Mixed Initiative Dialogues 
In the example below, the user can ask for three services in any order which illus-
trates mixed initiative dialogue behavior. The top-level rule in the grammar is a 
rule called Request and it represents the entire input. The first letter has to be capi-
talized so it could be identified as a name, rather that part of the spoken text. The 
presence of a question mark allows the user to use the word following the question 
mark in any reasonable place. Service is the name for another rule which can rec-
ognize the choices. Two choices are optional, as marked by a question mark. The 
portions enclosed in curly brackets are commands that store the value true into 
special variables called slots. The first element processed by the Interpreter in the 
mixed-initiative form is the initial element, which contains the opening prompt. It 
can also be used for initializing variables. Notice that the tag filled has mode at-
tribute set to any. Otherwise, the form would execute only if all the fields have 
been filled in. 

<vxml version="2.1">  

  <form> 

    <grammar type="text/gsl"> 

      <![CDATA[Request (?[ (zanima me) (htjela bih čuti) (htio bih čuti) ] Service ?and ?Service 
?and ?Service ?molim vas) Service ([temperatura     { <temperature true> }  vjetar  { <wind 
true> }  oborine   { <precipitation true> }])]]> 

    </grammar> 

    <initial>  

      <prompt> Što vas zanima </prompt>  

    </initial> 

    <field name="temperature"    type="boolean"> </field> 

    <field name="wind" type="boolean"> </field> 

    <field name="precipitation" type="boolean"> </field> 

    <filled mode="any"> 

      <if cond="temperature"><prompt>Odabrali ste tempreraturu.</prompt> </if> 

      <if cond="wind"><prompt>Odabrali ste vjetar.</prompt> </if> 

      <if cond="precipitation"><prompt>Odabrali ste oborine.</prompt> </if> 

    </filled>  

  </form>  

</vxml> 

4   CROVREP System 

Slavic languages are a group of Indo-European languages spoken in most of East-
ern Europe, much of the Balkans, part of Central Europe, and the northern part of 
Asia. Slavic languages have similar vocabulary, as well as similar basic grammar. 
All of these languages are free word order because of the rich morphological sys-
tem. However, there is an unmarked subject-verb-object order. They have three 
noun/adjective genders, gender and number agreement for nouns, adjectives and 
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sometimes verbs, developed grammatical case system (from six to seven cases), 
number and person agreement for subjects and verbs, and lack of articles the and a 
[2]. All these grammatical subtleties complicate the process of modeling Slavic 
languages and developing their language tools. 

The system we are building is to be based on VXML. Since existent voice 
browsers do not have Croatian language support, we intend to engage in the inte-
gration process. We will use already developed ASR and TTS engines based on 
Hidden Markov Models and integrate them with the OpenVXI Interpreter [6]. 
However, ASR engine needs to be modified in order to report recognition confi-
dence values. Meteorological and Hydrological Service1 is to be used as the data 
source. The web application for fetching data has already been built. It runs on a 
LAMP (Linux, Apache, MySQL, and PHP) platform and adds weather forecast 
reports to MySQL database three times a day at certain hours. The script for ob-
taining weather forecast reports is run by cron, a Linux daemon for executing 
scheduled commands.  

5   Conclusions 

There are several ways of accessing web pages via telephone devices. WTE (Mi-
crosoft Web Telephony Engine), WAP (Wireless Application Protocol), and state-
of-the-art VXML are among the most important ones [13]. In the foreseeable fu-
ture, we can expect hundreds of applications with input modalities that include not 
only speech and keyboard, but also pointing as emphasized in [14]. The W3C 
Multi Modal Interaction Working Group (MMIWG) has already started working 
on standards which would allow this [12].   

Open standards have proven to be the key to accepting new technologies pri-
marily because of their flexibility and portability. In general, we can say that 
VXML is a powerful, though very simple, programming language for spoken dia-
logue applications development. More importantly, it is platform independent. 
However, different service providers often add their own extensions which, along 
with unspecified grammar format, might hinder portability. Still, VXML connects 
telephony and World Wide Web in a unique fashion, and that is why we should 
continue our work in that direction.  

When it comes to the quality of service, Ajax technology is worth mentioning 
[7]. If VXML documents are atoms of speech applications, time efficiency is af-
fected and other services are temporarily unavailable. Therefore, if only small 
parts of a dialogue need to be updated, Ajax technology should be employed. Ajax 
supports dynamic web page updates, either synchronous or asynchronous.  Since 
VXML uses ECMAScript which, on the other side, does not have support for 
Ajax, the authors in [7] propose using X+V (XHTML+Voice Profile) instead. 
X+V is a web language with support for visual and voice interaction.  

Since Croatian is a language of only about 6 million speakers, conducting re-
searches is not a straightforward task. Its complicated syntax and morphology 

                                                           
1 http://meteo.hr 
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pose even more obstacles. Croatian is a language which is threatened with extinc-
tion, and that is why we need to strive to develop Croatian language tools, which 
would enable effective communication with foreigners and effective usage of web 
based systems.  
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Abstract. The work describes an application of the speech processing expert sys-
tem into the electronic system design flow. The main idea of the system is pre-
sented. Some aspects concerning the proposed speech processing methodology 
bound with characteristic properties of Polish language are emphasized. The idea 
of dialog system menus is discussed. The inference engine based on AI techniques 
supporting natural language processing is proposed. The entire expert system ar-
chitecture is introduced. Implementation and examples are discussed. 

1   Introduction 

A typical user of every-day electronic equipment wants to have programmable de-
vices with many functions and simple handling, i.e. as flexible as possible. It pre-
sents a great challenge for engineers – who are forced to deliver sign-off products 
in a very short amount of time. Modern engineers would like to be supplied with 
very powerful and intelligent design tools and they treat a computer (machine) not 
only as a tool but sometimes almost as a partner guessing his intentions. During 
the design process an engineer performs many repeatable time-consuming actions, 
which not necessarily require creative thinking. That is why many EDA vendors 
supply their tools with mechanisms facilitating the design process. This paper pro-
poses the design expert system supplied with the speech recognition module, dia-
log module with speech synthesis elements and inference engine responsible for 
data processing and language interpreting. The approach is dedicated to system-
level electronic design problems and is a proposal of a tool for modeling tasks. It 
focuses on automatic generation of modules based on speech and language proc-
essing and on data manipulating. 

2   The Idea and the Expert System Architecture 

Problems of natural language processing are present in many practical applications 
[5, 6] and belong to hot topics investigated in many academic centers [11, 13, 14, 
15, 16]. Rapid development of technology, multimedia and internet has shortened 
distances between countries evidently, so the automatic language translations sys-
tems are strongly demanded. Our main objective is to create an expert system that 
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aids the design process and enriches its abilities with speech recognition and 
speech synthesis properties. The proposed solution is intended to be an optional 
tool incorporated into the more complex environment working in the background. 
We show that such a philosophy simplifies the process of translation of the design 
models between subsequent levels of abstraction and facilitate the design compo-
nents generation, too. The goal is to create a system that assists the working de-
signer and suggests modules shells and templates, automatically generates signals, 
etc. We think that our approach is worth considering its application in a real, prac-
tical EDA tool. 

 

 

Fig. 1. A block diagram of a design system based on menus 

The above objectives can be met with the AI-based expert system that consists 
of the following components: speech recognition module, speech synthesis mod-
ule, language processing module with knowledge base (dictionary and semantic 
rules), knowledge base of the design components and design rules and intelligent 
inference engine which ties together entire system, controls the data traffic and 
checks if the user demands are correctly interpreted. Fig. 1 presents the block dia-
gram of the system, and the subsequent subsections address each part of it. 

2.1   The Speech Recognition Module 

Speech recognition is the process of finding the message information hidden in-
side the acoustic waveform [4]. The nature of speech recognition problem heavily 
depends on speaker, speaking conditions and message context. Usually, the speech 
recognition process is performed in two steps (Fig. 2). In the first step speech sig-
nal is processed by phonemes recognition system. As a result we obtain a se-
quence of phonemes or allophones. Phonemes are sound units which determine 
meaning of words. In phonetics, an allophone is one of several similar phones that 
belong to the same phoneme. A phone is a sound that has a defined wave, while a 
phoneme is a basic group of sounds that can distinguish words (i.e. change of one 
phoneme in a word can produce another word). This sequence of phonemes is 
processed by phonemes-to-text conversion unit with elements of speech under-
standing system. 
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Fig. 2. Two steps of speech recognition process 

2.2   Implementation of the Speech Recognition Module 

Effective speech recognition process of Polish language is based on linguistic 
knowledge. The entire process of speech recognition can be improved if we make 
use of information stored in acoustic, phonetic, syntactic and semantic knowledge 
bases [6]. Implementation of the effective speech recognition system can be based 
on multilayer speech recognition system architecture [8]. Each layer moves the 
speech recognition process one step forward. There are: acoustic layer, articulation 
layer, phonetic layer, syntactic layer, semantic layer and application layer. 

The first acoustic layer provides physical parameters of speech. Second articu-
lation layer provides vectors of distinctive parameters of speech. Basing on these 
vectors phonetic layer generates sequence of speech phonemes. Syntactic layer us-
ing dictionary of pronunciation rules provide orthographical notation of speech. 
Semantic layer establishes the spelling meaning of the orthographical sequence of 
characters and provides sentences in Polish language. The task of application layer 
depends on destination of speech recognition system.  

The presented method for speech recognition is based on detection of distinc-
tive acoustic parameters of phonemes in Polish language. Distinctive parameters 
have been assumed as the most important selection of parameters, which have rep-
resented objects from recognized classes of phonemes. Improvement of phonemes 
recognition process is possible when using phonetics and phonology of Polish 
language [8]. Each phoneme is specified by vector of distinctive parameters of 
speech signal. First distinctive parameter is the class of the phoneme. Second cor-
responds to the place of the phoneme articulation. Third parameter denotes the 
method of the phoneme articulation. 

Average number of distinctive parameters required for the recognition of one 
phoneme equals to 2.71, and can be estimated by the following formula: 
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where: Ns is average number of distinctive parameters of speech, M number of 
phonemes, pk - probability of k-th phoneme articulation, Nk – a number of distinc-
tive parameters required for recognition of k-th phoneme. Table 1 presents set of 
distinctive parameters of Polish speech with articulation probability. 

The most advanced speech recognition system is full speech dialog system with 
elements speech understanding based on AI techniques (Fig. 3). 
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Table 1. Distinctive parameters of Polish phonemes 

 

 

Fig. 3. The structure of speech dialog systems 

2.3   Speech Synthesis Methodology 

Today, the speech synthesis process is widely used in many practical applications, 
especially in telecommunication devices. The full TTS system converts an arbi-
trary ASCII text to speech. The first task of the system is extraction of phonetic 
components of the message performed by the text processing unit (Fig. 5). 
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Fig. 4. The structure of TTS (Text-To-Speech) synthesis system 

 

Fig. 5. The structure of TPU (Text Processing Unit) 

 

Fig. 6. The Speech Processing Unit structure 

At the output of this stage we have a string of symbols representing sound-units 
(phonemes or allophones), boundaries between words, phrases and sentences 
along with a set of prosody markers (indicating the speed, the intonation etc.). 
The second part of the process consists of two steps – finding the match between 
the sequence of symbols and appropriate items stored in the phonetic inventory 
and binding them together to form the acoustic signal to be sent by the voice out-
put device. This task is executed in speech processing unit shown in Fig. 6. 

A combination of linguistic analysis is to be done during the first stage which 
involves: converting abbreviations and special symbols (decimal points, plus,  
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minus, etc.) to a spoken form. Two generations of speech synthesizers for Polish 
language based on TTS technique have been developed [8] so far: 

 

• SM10 text-to-speech system for Polish is the first speech synthesizer. It simu-
lates the human vocal tract and is dedicated for blind persons. SM10 allows 
proper word pronunciation and word stress by means of full phoneme transcrip-
tion. Speech synthesis has been made on the phoneme level. 

• SM23, the next generation of speech synthesis system is based on allophonic 
level. The speech generated with this methodology is of better quality than 
speech obtained with phoneme-based technique in SM10. The new software 
provides natural-sounding and highly intelligible text-to-speech synthesis. 

2.4   Examples of Polish Language Processing 

We can distinguish two main tasks in language processing: a speech synthesis 
consisting of letter-to-phoneme and phoneme-to-sound conversions and a speech 
recognition divided into sound-to-phoneme and phoneme-to-letter conversions. 

 

Fig. 7. An example of letter-to-sound conversion in speech synthesis process 

The letter-to-phoneme conversion changes ASCII text sequences to phoneme 
sequences. The phoneme-to-letter conversion performs reverse operations. It is 
based on implementation and employment of rule-based system and the dictionary 
for exceptions. This is very crucial fragment of the speech processing software. 

Pronunciation of Polish language words is not very complicated. Even though 
the letter-to-phoneme conversion has more than 90 pronunciation rules, which re-
quires an exception dictionary. Each phoneme is actually represented by a structure 
that contains a phonemic symbol and phonemic attributes that include duration, 
stress, and other proprietary tags that control phoneme synthesis. This scheme is 
used for handling allophonic variations of a phoneme. The term phoneme refers ei-
ther to this structure or to the particular phone specified by the phonemic symbol in 
this structure. Fig. 7 and 8 present examples of this process. 
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Fig. 8. Example of sound-to-letter conversion in speech recognition process 

a) 
listframe([model,2,decoder,`4BitGrayDecoder`]). 
listframe([counter,`2BitCounter`,2]). 
listframe([port,1,`Clock`,`in`,`std_logic`,1]). 
listframe([port,1,`ParallelInputData`,`in`,`std_logic_vector(1 to 2)`,2]). 
listframe([port,1,`CountEnable`,`in`,`std_logic`,1]). 
listframe([portvariable,1,`CapacityVar`,``,`integer`,1]). 
listframe([function,2,truthtable,`4BitGrayDecoder_tab`, 
[`InputData`,`ChipEnable`,`OutputData`]]). 
listframe([function,`4BitGrayDec_tab`,2,1]). 
listframe([function,`4BitGrayDec_tab`,`('1' '-' '-' '-' '-' 'Z' 'Z' 'Z' 'Z' )`]). 
(.......) 
listframe([function,`4BitGrayDec_tab`,`('0' '1' '0' '0' '0' '1' '1' '1' '1' )`]). 
listframe([delayedports,1,`InputDataA`,[`InputDataA_ipd`,]). 
istframe([violationflag,1,`TviolRecovery_InputDataA_CarryIn`]). 
listframe([aliasvariable,`CoutVar`]). 

b) 
gem([design_module,’my_design’,’MULT1’]). 
gem([module_type,’MULT1’,multiplier]). 
gem([design_module,’my_design’,’ADD1’]). 
gem([module_type,’ADD1’,binary_adder]). 
gem([design_module,’my_design’,’program3’]). 
gem([module_type,’program3’,software]). 
gem([design_module,’my_design’,’MUX1’]). 

Fig. 9. Examples of PROLOG clauses: a) listframes representation of Vital hardware mod-
els [8] b) gems representation of system components 

Allophonic rules are the last rules, which are applied to the phoneme stream 
during the letter-to-phoneme conversion process. In fact, they are the phonetic 
rules, because most allophonic rules are described as follows: "if phoneme A is fol-
lowed by phoneme B, then modify (or delete) phoneme A (or B)." 

2.5   System Knowledge Bases 

We have divided the entire information stored within the system into two parts: 
the design knowledge-base and Polish semantic (dictionary) knowledge-base. The 
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first part is a kind of design library [7], which consists of sets of virtual compo-
nents, templates and cores with generic parameters, while the other is a typical 
dictionary with semantic rules [6, 9] (currently it is limited to the domain of elec-
tronic system design). The data stored in both parts is hierarchical – in the form of 
frame-lists and generic entity modules [7] (Fig. 9). This unification of both data-
bases simplifies the management of the information within the system. 

2.6   Semantic Rules of the System Menu Commands 

The commands understood by the expert systems are grouped into the categories 
concerning the type of inserted information. We can distinguish global, editing 
and reviewing commands. Every command has its own permissible set of parame-
ters; these parameters have a given form with other parameters or values, etc. This 
scheme creates a kind of semantic network within our system. Table 2 contains 
some examples of this structure. 

Table 2. Examples of commands (in Polish) 

TYPE PARAMETERS 

rozpocznij -> edycję -> danych 

start -> editing -> of data 

global 

anuluj -> poprzedni -> moduł (port) 

cancel -> previous -> module (port) 

wprowadź -> sygnał -> wejściowy -> .. 

insert -> signal -> input -> .. 

popraw -> nazwę -> portu -> wejściowego -> Ain 

correct -> name -> of port -> input -> Ain 

editing 

dodaj -> sygnał -> wewnętrzny -> Tx 

add -> signal -> internal -> Tx 

pokaż -> ostatnio -> wprowadzony -> moduł 

show -> lately -> inserted -> module 

reviewing 

sprawdź -> połączenia -> między -> sygnałami -> wejściowymi 

check -> connections -> between -> signals -> input 

2.7   Management of the Information in the System – Inference Engine 

The dialog menu of the expert system works in the background – it resembles the 
even-driven behavior of a typical object-oriented environment. When needed (if the 
user calls a request) the speech interface starts and asks for the input information. 
The entire process can be repeated as many times as necessary. For control and 
management functions is responsible the special inference engine [7] that consists  
 



 Polish Speech Processing Expert System Incorporated into the EDA Tool  289 

of two elements: PROLOG language [12] with backtracking search mechanism, in-
ference engine borrowed from NVMG system [7] and based on a form of non-
monotonic reasoning - default logic [1], but extended with elements of uncertainty 
and fuzzy information [10, 17]. PROLOG has proved its abilities and properties in 
the field of natural language processing [2, 3]. The non-monotonic logic models 
common-sense reasoning and increases the abilities of ‘pure’ PROLOG.  

The inference rules are based on Fuzzy Default Rules [17]: 

λΦ
βββα N...,: 21                                                         (2) 

where: α, β1…βN are wffs (well formed formulas) in a given propositional lan-
guage L and Φλ is a Fuzzy Hypothesis(FH) [17] of the form: 

( ) ( ) ( ){ }1 1 2 2,Tw , ,Tw , , ,Tw ,m mh h h h h hλ λ λ λ λ λ λΦ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ⎣ ⎦ ⎣ ⎦ ⎣ ⎦…  (3) 

where: hi
λ (i = 1...m) are wffs in propositional language L, and Tw(hi

λ) denotes 
Trustworthiness; i.e. one of the modality of generalized constraints in the Zadeh’s 
sense [10] (bivalent, probabilistic, fuzzy, veristic etc.). For the simplest case the 
trustworthiness can be treated as a membership function or probability. 

Additionally, we assume that prerequisite (like in Reiter [1]) represents strong 
information, while the possible uncertainty or missing of information is repre-
sented by justifications β1…βN.  

 
infer():- 
 fuzzy_default_rule(Alfa,[Beta1|BetaTail],[[H1,Th1]|HypothesesTail]), 
 \+(negation(Alfa)), forall(member(X,[Beta1|BetaTail]),negation(X)), 
 \+ temporal_hypothesis([[H1,Th1]|HypothesesTail]), 
 assertz(temporal_hypothesis([[H1,Th1]|HypothesesTail])). 
negation(Fact):-  Fact, !, fail. /* modified negation*/ 
negation(Fact) :-  no(Fact),!. 
negation(Fact) :-  \+ Fact, weak_neg(Fact). 
weak_neg(Fact):-  weak_negation(Fact),!. 
weak_neg(Fact):-  assertz(weak_negation(Fact)). 

Fig. 10. PROLOG implementation of the inference rule 

The interpretation of FDR is very similar to standard DL rule [1] (“if prerequi-
site α is true and the negation of β1,...βN (justifications) cannot be proved then in-
fer hypothesis Φλ and treat it as a temporary conclusion (that could be rejected)”) 
except the form of the hypothesis (FH), which consists of different aspects (views, 
extensions) of the same problem and each of these sub-hypothesis has its own Tw 
coefficient reflecting the significance of the given solution. Elements of a given 
FH Φλ, i.e. are h1

λ, h2
λ,.., hm

λ are mutually exclusive. The inference engine based 
on both parts navigates the process of speech (language) interpretation and be-
cause of it is based on non-classical deduction structure. Fig. 10 shows the Prolog 
implementation of the predicate infer and modified negation. 
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3   The Implementation and Examples 

As mentioned above, the semantic rules of the recognition mechanism have been 
implemented together with the speech recognition system. The speech recognition 
system is based on Polish dictionary and contains many words, not necessarily 
dedicated to the design systems and it may happen that the recognized phrase is 
not correct. If the noise level or pronunciation of the user is not correct, the single 
words or the entire sentence could be misunderstood by the system. In conse-
quence the command has no meaning for the design process. In such a case the in-
ference engine based on FDL rules (2) starts its work trying to find the correct 
meaning of the command and returning the results to the design module. The se-
mantic recognition of a given command is based on the database templates which 
constitute a kind of semantic patterns. The employment of such sophisticated in-
ference engine enables making temporary hypotheses and their potential rejections 
in case of wrongly recognized sense. The latter process is known in AI techniques 
as revision of beliefs (the fragment of PROLOG implementation is given below). 

 

phrase_recognize(Phrase):- 
 find_list_of_words(Phrase,[Head|Tail), menu_select([Head|Tail]). 
menu_select([Command|ListOfParameters]):- 
 check_command(Command,Menu,MenuType), 
 check_sense(Menu,ListOfParameters,Menu1), 
 execute(Menu1,ListOfParameters). 
/* If the command is not recognized system generates voice information to the user */ 
menu_select(_):-  
 speech_generate(‘Polecenie nie rozpoznane’), 
 speech_generate(‘Spróbuj jeszcze raz’). 
 check_command(X,X,Type):- command(X,Type), !. 
 check_command(Command,X,_):- infer1(X, Command). 

Fig. 11. Some of the semantic checker predicated (PROLOG implementation) 

The predicate menu_select is based on fuzzy default rule scheme and is ex-
tended by some additional operations not addressed in this paper. Predicates 
check_command, check_sense and check_parameter (not presented here) are re-
sponsible for command interpretation, and in case of fail, there are possible two 
different scenarios: generation of the returning information to a user about the er-
ror or start the dialog with the user. This interactive, dialog scheme is an idealistic 
solution not always possible. However, if we assume the finite number of possible 
actions at a given stage, it is possible to foresee context and construct a common-
sense dialog scenario. Fig. 12 shows two examples of the expert system activity 
process based on speech commands. First diagram presents a correctly recognized 
command and subsequent steps from the recognition to the final description gen-
eration, while the other describes the situation, when the wrongly recognized 
command is corrected by the inference engine and the appropriate action is exe-
cuted. The result of the first example is generation of HDL description, and the ef-
fect of the second example is presentation of the last entered module. The latter 



 Polish Speech Processing Expert System Incorporated into the EDA Tool  291 

case is more interested because the system has recognized that the command has 
no meaning, i.e. it has no semantic value. The system has verified that the combi-
nation of the command ‘dodaj’ (add) with the rest of parameters has no sense, al-
though such command exists within the system. The inference engine interprets it 
as a mistake and a given FDR finds command ‘podaj’ (give) that has similar pho-
netic characteristic, but completely different meaning which fits the parameters. 

 

 

Fig. 12. Examples of the program run 

4   Conclusions and Summary 

The paper presents the novel approach to the design process employing the speech 
dialog system. It combines the design of electronic systems issues with the speech 
processing and understanding techniques. The prototype PROLOG [12] imple-
mentation has been tested on the example set of the typical design procedures 
(commands) and Polish language dictionary [4]. The proposed expert system can  
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be an interesting cover extending abilities of the existing EDA tools. Its imple-
mentation allows simplifying the design process. Thanks to the novel approach to 
Polish language recognition based on phonemes and allophones we have achieved 
very promising results. The speech recognition system works on huge language 
dictionary, while the design expert system is limited to only selected set of com-
mands. Implementation of probabilistic techniques based on dictionary improves 
the effectiveness of the recognition process. 

The described implementation gives new quality to the design process, allows 
the real conversation between the program and the user, helps handicapped per-
sons to work as designers, and extends the quality of the work. The system is 
open, it can be extended with new rules (defaults) and commands and the thesau-
rus mechanisms that can give more flexibility to the designer. 
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Abstract. Facial animation denotes all those systems performing speech synchro-
nization with an animated face model. These kinds of systems are named Talking 
Heads or Talking Faces. At the same time simple dialogue systems called chatbots 
have been developed. Chatbots are software agents able to interact with users 
through pattern-matching based rules. In this paper a Talking Head oriented to the 
creation of a Chatbot is presented. An answer is generated in form of text trig-
gered by an input query. The answer is converted into a facial animation using a 
3D face model whose lips movements are synchronized with the sound produced 
by a speech synthesis module. Our Talking Head exploits the naturalness of the fa-
cial animation and provides a real-time interactive interface to the user. Besides, it 
is specifically suited for being used on the web. This leads to a set of requirements 
to be satisfied, like: simple installation, visual quality, fast download, and interac-
tivity in real time. The web infrastructure has been realized using the Client-
Server model. The Chatbot, the Natural Language Processing and the Digital Sig-
nal Processing services are delegated to the server. The client is involved in ani-
mation and synchronization. This way, the server can handle multiple requests 
from clients. The conversation module has been implemented using the A.L.I.C.E. 
(Artificial Linguistic Internet Computer Entity) technology. The output of the 
chatbot is given input to the Natural Language Processing (Comedia Speech), in-
corporating a text analyzer, a letter-to-sound module and a module for the genera-
tion of prosody. The client, through the synchronization module, computes the 
time of real duration of the animation and the duration of each phoneme and con-
sequently of each viseme. The morphing module performs the animation of the fa-
cial model and the voice reproduction. As a result, the user will see the answer to 
question both in textual form and in the form of visual animation. 

1   Introduction 

A talking head is a 3D animated model aimed at simulating a human head. The mo-
del is capable to emulate the articulation of word pronunciations, by synchronizing 
an audio flow with labial movements and reproducing emotional expressions of the 
face. The application fields of this technology include telecommunication [1, 2], 
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teaching [3, 4], speaking rehabilitation [5] and all systems requiring a friendly in-
teraction with a human user. The problems related to a talking head realization can 
be summed up in three main tasks: viseme-phoneme association, animation and 
synchronization. The phoneme is the smallest unit of distinguishable sound: the 
concatenation of phonemes forms words and phrases. 

Conversely, a “viseme” identifies the equivalent contractions of face muscles 
that produce the phoneme sound.  

More phonemes can be expressed by the same viseme: the viseme-phoneme as-
sociation task consists of detecting this connection. Furthermore, the visemes must 
be linked together in order to simulate the articulation of entire words pronuncia-
tion movements. The subsequent task is to smooth the lips movements in order to 
produce a fluent video stream. The most used techniques to accomplish this task 
are Keyframe Interpolation [6], Muscle-Based Facial Animation [7] and Direct 
Parametrization [8]. 

The last task, consisting in the correct synchronization between sound and ani-
mation flows, is obtained adapting the duration of the viseme for the whole dura-
tion of the current phoneme. This produces a pleasant audiovisual effect. This step 
can be realized using a hybrid architecture based on Hidden Markov Models and 
Artificial Neural Network(HNN/ANN) [9]. 

This method cannot be applied to realize a real-time synchronization since it 
requires heavy computational resources. In order to overcame this problem, we in-
troduced a ”linear synchronization”. The talking head presented in this chapter is a 
real-time interface based on Java3D with full 3D capabilities and it is embedded 
into a simple conversational agent whose knowledge base is accomplished by pat-
tern-matching rules. It uses the Java3D Morphing technique provided by the ani-
mation engine of Java3D and exploits the linear model to perform the Synchroni-
zation task. 

2   State of the Art 

In this paragraph we give an overview of the main works related to talking heads 
and conversion from text inputs to audiovisual streams. As an example, a 3D head 
model interactive interface to express a sequence of phonemes and emotions is 
presented in [10]. Rational Free Form Deformations simulate abstract muscle ac-
tions. This technique moves from Free Form Deformation (FFD) depicted in [11]; 
rational basis functions are included in the analytical formalisation. The face mesh 
is subdivided into regions and control points impose the deformation. A basic fa-
cial motion parameter is called Minimum Perceptible Action (MPA). Each MPA 
is associated to a set of parameters. Such parameters modify the face mesh. An 
MPA can be thought as an atomic action unit like the Action Unit (AU) of the Fa-
cial Action Coding System (FACS) [12], but it also includes non-facial muscle ac-
tions, such as eyes movements. 

In [13] a 3D head model is constructed starting from a cylindrical acquisition 
performed with a Cyberware scanner. A generic face mesh is fitted on the scanner 
data thanks to an image analysis technique aimed at discovering local minima  
and maxima of the sampled data. Some facial features (like nose, eyes etc..) are  
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detected so that the ones of the generic mesh fit the feature samples. They propose 
an accurate biomechanical model for facial animation which has been compared 
with the one depicted in [14]. Once the 3D model has been created, a dynamic 
model of facial tissue has been created, a skull surface has been estimated and the 
most important facial muscles have been inserted into the model. 

In [15] the human co-articulation is modelled to improve the animation per-
formance. Co-articulation is related to the articulation modifications of a speech 
segment in function of the preceding and upcoming segments. Their synthetic vis-
ual speech is driven by the gestural theory of speech production detailed in [16]. 
In this work is a dominance degree among speech segments is defined. This al-
lows making a specific dominant segment more influent on the facial control. The 
co-articulation is mathematically modelled on the basis of the dominance of two 
contiguous speech segments. 

In [17] a system able to convert input text into an audiovisual speech stream 
has been presented. It makes use of a wide image collection representing many 
mouth shapes. Each image is a “viseme” for the corresponding phoneme. The term 
“viseme” was introduced for the first time in [18] and it is the analogous of “pho-
neme” for the face. Visemes are obtained by means of a recorded visual corpus of 
a human subject enunciating one instantiation of each viseme. This text-to-au-
diovisual speech synthesizer is based on the merging of visemes. The merging 
task is performed using a morphing transformation. Such an optical flow trans-
formation produces a smooth transition from a viseme to another. The video stre-
am is synchronized with an audio stream thanks to the timing information ob-
tained from a text-to-speech synthesizer. 

In [19] some of the authors of the previous work presented a system based on 
machine learning techniques able to enunciate new utterances that were not re-
corded in the original corpus. 

Video Rewrite[20] is a system able to create a new video of a subject saying 
words that she did not pronounce in a previously recorded video. The phonemes in 
the training data and in the new audio track are automatically labelled. Mouth im-
ages in the training video are reordered in order to match the phoneme sequence of 
the new audio flow. Video Rewrite approximates the closest phoneme to the un-
available one. The stitching process positions the sequence of mouth images com-
pensating the head position and orientation between the mouth images and the 
background footage. Computer-vision techniques are used to track points on the 
speaker’s mouth in the training video and the mouth gestures are merged thanks to 
morphing technique. 

The system proposed in [21] is inspired by [20]. A talking person is recorded 
on a video and some samples are automatically extracted. These samples are sto-
red in a library. The head is decomposed in a set of facial part. This task reduces 
the number of samples needed for the synthesis because each facial part can be 
animated independently. Such technique allows generating facial expression while 
speaking words. 

In [22] the talking-head animations system is composed by two steps. The first 
is aimed to create an image samples library of facial parts are extracted from a 
video of a talking person. The second step needs phonetic transcript from a text-
to-speech synthesizer (TTS) so that facial part samples can be reassemble into an 
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animation. A coarse synthetic 3D head model of the recorded subject is created by 
a 3D polygon model and a set of textures. It is composed by few four-sided poly-
gons approximating the face shape and the textures are the sampled facial parts.  

In [23] is depicted a system devoted to reproduce on a 3D face model the face 
expressions of an actress. The system uses six studio quality video cameras to cap-
ture the actress face. Sample points on the face are acquired thanks to 182 colored 
marker points. While the geometric data is tracked, multiple high resolution im-
ages of the face are acquired. They are used to create the texture of the 3D face 
polygonal mesh. A novel compression method based on principal components 
analysis is used to compress the geometric data and MPEG4 codec is used to 
compress the texture sequence.  

In [24] the concept of the morphable face model, that is a 3D deformable face 
model, is introduced. Starting from 200 registered 3D face scans (100 male and 
100 female), they find a parametric description of faces using the statistics of a 
dataset. Also facial attributes, like gender, are parameterized. The face is divided 
into independent sub-regions that are independently morphed. An algorithm mat-
ches the deformable model with novel images or 3D scans of faces tuning the pa-
rameters of the morphable model. A method to obtain a morphable model from 
unregistered dataset of 3D face scans is also presented. The dimensionality of the 
morphable model can be increased adding new faces. 

In [25] a generic face model is deformed to match with images of a subject, like 
in [24]. For this aim, multiple views of a human subject using regular cameras at 
arbitrary locations, while [24] and many other authors use Cyberware laser-based 
cylindrical scanners. The price to pay consists in some manual interventions dur-
ing the process. Some points referred to typical face features, such as tip of the 
nose, mouth corners and so on, are manually placed on each photograph corre-
sponding to a different view. These markers are used to compute the camera para-
meters for each view and the 3D marker positions in the space. These geometric 
positions are used to fit the face of the particular human subject. Other marker 
points could be necessary to refine the fitting process. A texture map is derived 
from the set of views. This process must be performed for each desired facial exp-
ression, given a human subject. The facial animations are produced by interpola-
tion of contiguous 3D models while at the same time blending the textures. 

In [26] is presented an animation approach based on the 3D face shapes during 
speech. A particular device (Eyetronic’s ShapeSnatcher) acquires 3D face recon-
structions. They are used to implement a robust face tracker without special mark-
ers. The face shapes are depicted by means of PCA. A space of eigen-facemasks is 
generated and visemes can be expressed in such space. 

DECface [27] is able to synchronize the animation of a wireframe face model 
with the audio flow generated by a TTS. It executes the following operations: an 
ASCII text is presented as input data ; a phonetic transcription is created from the 
input text ; an audio flow is generated by speech synthesis ; a query is sent to the 
audio server and the current phoneme is determined by the speech playback; the 
mouth shape is computed from nodal trajectories; speech samples are synchro-
nized with the graphics. It makes use of the DECtalk system to perform text-to-
speech conversion, the phonemic synthesizer and vocal tract model. The mouth 
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movements are simulated by motion of the vertexes polygonal mesh using a non 
linear law. The synchronization is performed by computing the duration of the 
mouth deformation in basis of the duration of an audio samples group. 

In [28] an intelligent human-like character driven by input text is described. Its 
movements and voice intonation are controlled by linguistic and contextual infor-
mation of the input text. A set of rules allows the mapping from text to body ges-
tures and voice intonation. The set can be enriched with new rules related to new 
features. The system is accomplished in Java and XML modules. Two XML files 
encode the knowledge base: the fist one describes objects, while the second one 
depicts actions. 

In [29] a web-based application based on client server architecture implementing 
a Talking head is outlined. A web browser, a TTS and a facial animation renderer 
are present on the client. The synchronization between the mouth movements and 
speech synthesis is based on co-articulation model [15]. Facial expressions are im-
plemented by special bookmarks. The 3D head model is created using VRML. 

In [30] the platform INTERFACE is implemented to develop LUCIA [31], a 
graphic MPEG-4 Talking Head. LUCIA is a female head 3D VRML model speak-
ing Italian by means of FESTIVAL, a diphone TTS synthesizer [32]. The anima-
tion engine is based on a modified co-articulation model.  

The SAMIR system [33] creates Web-based intelligent agents. A Behaviour 
Manager (BM), a Dialogue Management System (DMS) and an Animation Mod-
ule (AM) compose the system. The DMS client/server accomplishes the commu-
nication between the user and the BM. BM creates also the most appropriate set of 
parameters encoding the emotional expressions. The corresponding facial expres-
sion is generated by the AM on the basis of that parameters. The facial expres-
sions are implemented thanks to various morph targets [34]. The 3D face model 
was exported from FACEGEN in Shout3D file format. The morph targets are 
linearly interpolated by means of the Channel Deformer node in the Shout3D de-
velop environment. 

The work detailed in [35] is based on MPEG-4 standard. It allows defining 
audiovisual objects and provides a text-to-speech interface (TTSI). MPEG4 allows 
managing 3D VRML models also performing rigid body transform. A neutral face 
model, a set of feature points and Facial Animation Parameters (FAP) are also de-
fined in the MPEG-4 standard. Face Animation Parameter Units (FAPU) describe 
the face geometry in such a way that FAP drive the animation. 

In [36] is described a system able to adapt a generic wireframe model to a spe-
cific the somatic of a new model. The animation parameters and the deformation 
rules are properly suited by a calibration task. The deformation task is based on 
Multilevel Calibration with RBF (Radial basis functions) and Model Calibration 
with texture. 

A generic renderer can become MPEG-4 compliant with ADI (Animation 
Definition Interface) [37]. It is based on wireframe deformation based on VRML 
IndexedFaceSet node. The system output provides animation FAP parameters si-
milar to the ones in MPEG-4.  
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In [38] a talking head aimed to human-car means of communication simulating 
a human-human interaction is presented. It is accomplished by image based ren-
dering driven by a TTS (Text-To-Speech). It consists of an images database where 
each image is phonetically labelled. Such a task is performed by audio-video re-
cording of a subject reading text of a corpus. An Hidden Markov Model (HMM) 
recognizes and aligns the audio flow with phonemes. In this manner, each phone-
me is associated with the corresponding video frames. A Unit Selection Engine 
(USE) provides the synthesis of the Talking Head. Given an input text, a TTS pro-
vides the speech synthesis, phonemes sequence and their durations. The USE per-
forms the lip synchronization and smooth transitions between images. Its cost 
function takes also into account the co-articulation. This framework is quite simi-
lar to the one presented in [39], where the HMM is substituted with a Viterbi 
search on a graph. Such a graph is composed by candidate mouth images related 
to the corresponding phonemes. In [40] the Active Appearance Models (AAM) 
[41] are improved to accurately detect mouth feature points. These works move 
from [42] where the main framework was entirely present. 

3   An Overview the Talking Head 

3.1   Talking Head Features 

Artists and scientists have studied the human organs shape and their functions 
through the centuries. The aim of digital face modeling involves specifically their 
realism and their natural movement. The artificial face can be subdivided in three 
main components: the facial bones, the facial muscles and the facial representation 
of a conversation. 

Skeleton and facial muscles 
The human face bony structure is composed of two main components: the skull 
and the facial skeleton. The skull contains and protects the brain, while several 
bones constitute the facial skeleton, but the lower jaw is the only mobile bone. 

The muscles are directly attached to the facial skeleton. The facial muscle con-
tractions give rise to the face movements and expressions. Tendons generate the 
energy for the muscle contractions. Each phoneme of the human speaking can be 
visually represented by a facial expression and a particular disposition of the mo-
uth, called viseme. 

Face Modeling  
Geometric and texture description are fundamental for the facial model development. 
A face has a complex and flexible structure, due both to texture and color variety and 
expression imperfections. Even though most faces have a similar structure and char-
acteristics, few facial differences allow discriminating between two similar individu-
als (for e.g. the monozygotic twins). One of the most relevant challenges of the facial 
animation consists in designing models able to perform minimal face variations. 
Some of the approaches oriented to facial geometry definition are reported below. A 
first class of approaches employs volumetric representation techniques; they can be 
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implicit and involve voxel (volume rendering), Constructive Solid Geometry (CSG) 
and Octrees (connected volume elements).  

Another class of approaches for the facial geometry definition exploits surface 
representation techniques. The surface structure allows representing different fa-
cial configurations as modular surfaces, so many kinds of faces can be built. 

Surface analytical description is typically defined as parametric surface, like B-
Spline or NURBS, or polygon mesh.  

Facial Component Characteristics  
A facial model is also constituted by external parts, named facial components. 
They form the visible part of a face, like eyes, eyebrow, mouth, tongue, teeth and 
ears. The use of facial components enhances the naturalness of a face model.  

The mouth is more realistic if it is composed by three modules: lips, tongue and 
teeth. The lips must be designed using curve surfaces with the capability to be fle-
xible, so that the mouth can reproduce all the possible positions. The mouth is 
fundamental for the representation of emotions and for the speaking simulation; a 
phoneme should be represented by an appropriate ”viseme”.  

Animation  
Facial animation started with a sequence of hand-made slides. A present, many 
toolkits oriented to animation using different approaches are available. Human face 
animation can be produced using two different manners. The first one provides the 
desired animation using a technique named ”keyframe interpolation”. Starting from 
an initial image, a sequence of interpolated images is generated until the final im-
age is reached; both the initial and final images are named ”keyframes”. Some key 
points both on the initial and final faces must be placed in automatic or semi-
automatic manner in order to perform the interpolation of their intermediate posi-
tions on the frames. The second approach consists of a pseudo-muscular algorithm 
that surveys the real facial movements in order to arrange the model of face defor-
mations. These approaches require input devices based on laser scanning or video 
in order to build the model of face deformations. The face expressions are gener-
ated using a restricted number of facial animation parameters (FAP).  

Viseme  
A viseme is the basic unit of visual field, correlated to a phoneme. It represents the 
face and mouth articulations that occur during the pronunciation of phonemes.  

A viseme may represent more than one single phoneme. This approach reduces 
considerably the number of visemes that should be taken into account. 

Speech Synthesis 
The process of speech synthesis consists of transforming a written text in spoken 
text. In the context of speech synthesis systems, it is unthinkable to memorize all 
the words of a language, rather it is more suitable to use a voice synthesizer as a 
system for the automatic creation of speech through the phonetic transcription of 
the sentence that should be pronounced. The process of Speech synthesis must 
produce a talk that appears the most natural possible. In a TTS system the mecha-
nism of speech synthesis is carried out through two components. The first compo-
nent is the NLP (Natural Language Processing), capable of supplying a phonetic 
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transcription of the text with information on prosody. The second component is 
the DSP (Digital Signal Processing) that transforms the symbolic information re-
ceived from the NLP module into human voice. The NLP component consists of: 
a text analyzer that includes the functions of a pre-processor, a morphological ana-
lyzer, a contextual analyzer and syntactic-prosodic parser; a letter- to-sound mod-
ule; and a module for prosody generator. 

The pre-processor is deals with the input normalization. It transforms numeric 
values in words, identifies abbreviations and acronyms and transforms them into 
full texts. The morphological analyzer gives all possible categories of speech for 
each part of speech. The contextual analyzer takes account of the words present in 
the context in order to reduce the list of possible parts of speech. The syntactic-
prosodic parser examines the remaining area of research and finds the structure of 
the text through a prosody-based approach. The letter-to-sound component deals 
with automatic setting of phonetic transcription of the text input. The module for 
the generation of prosody deals with the right emphasis of verses. Once that the 
syntactic-prosodic structure of a sentence has been deduced, we can exploit it to 
compute the length of each phoneme (and silences), as of intonation that should be 
applied. The transitions between phonemes are rather important for the understand-
ing of speech. Two approaches, namely explicit and implicit, are available for the 
phonetic transition control. In explicit phonetic transition, a series of rules that for-
mally describe the influence of adjacent phonemes are exploited. In implicit pho-
netic transition examples of phonetic transitions, articulations underlying interval of 
speech and acoustic unit nearly fundamental (diphones) are used. These two meth-
odologies have generated different philosophies for the synthesis: one for the rules 
(synthesis-by-rule) and one for concatenation (synthesis-by-concatenation). 

Conversational Agents 
Conversational agents are often used to improve usability of human/computer inter-
faces. The use of these systems allows a fulfilling interaction and makes the system 
accessible either by inexpert users. The main issue of conversational agents imple-
mentation regards their natural language processing capabilities. In fact, natural 
language is characterized by several ambiguities which human beings can resolve 
through their own cultural experiences. Chatbots represent an alternative to ad-
vanced dialogue system, which analyze in depth the semantic and syntactic struc-
ture of the language. Chatbots can interact with the user using pattern-matching 
based rules. In the specific case the conversation is carried out by these kinds of 
agents looking for lexical matching between the user query and a set of question 
answer modules, called categories, stored in their own knowledge base. Chatbots 
can store user preferences and information, set up and change the conversation top-
ics and trace dialogue history. In last years there has been an extensive use of chat-
bots, as interface to e-learning platforms, research engines, e-commerce web-sites. 

4   The Proposed Architecture 

The proposed system is characterized by a client-server architecture (see Figure 1). 
The user can dialogue with the chatbot writing in a chat form on the client side. The  
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Fig. 1. The client/server system architecture 

client side includes the Java3D module, composed of the Morphing and the Syn-
chronization modules. The server side is composed of the Chatbot and the text-to-
speech (TTS) modules. The TTS module includes the Natural Language Processing 
and the Digital Signal Processing modules. The implementation of a talking head 
involves issues regarding the definition of parameters, such as the shape of speech. 
Moreover the construction of a web-oriented talking head requires a simple instal-
lation, a visual quality, a fast download in order to reduce the size of the client sys-
tem, involving in this way the development of a model of low complexity for inter-
activity in real time. 

4.1   The Server Side 

The Conversational Agent Module 
The conversation is carried out implemented by means of chatbot technology. In 
particular the A.L.I.C.E. (Artificial Linguistic Internet Computer Entity) technol-
ogy, an Open Source chatbot released under the GNU license, has been used. 

A.L.I.C.E. knowledge base is composed of question-answer modules, called 
categories and described with AIML (Artificial Intelligence Mark-up Language) 
[42]. The main components of an AIML category are represented by the “pattern” 
corresponding to the user question, and the “template” corresponding to the chat-
bot answer. Pattern matching rules allow the dialogue progress. The AIML cate-
gory is described by the tag <category>, while the pattern and the template are de-
scribed respectively by the <pattern> and the <template> tags. Special symbols 
called wildcards allows for a partial matching between the user question and the 
AIML pattern. Specific AIML tags are used to enhance the dialogue capabilities 
of the chatbot, for example to set and get values of variables, to execute other pro-
grams, to recursively call the pattern matching rules. Table 1 shows an example of 
AIML code. 
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Table 1. An example of AIML category 

<category> 

  <pattern> What means the Alice acronym< /pattern > 

  <template> It means Artificial Linguistic Internet Computer Entity 

  </template> 

</category> 

TTS Module 
The chatbot answer is analyzed by the Natural Language Processing (Comedia 
Speech) embedded into the TTS module. It incorporates a text analyzer, a letter-
to-sound module and a module for the generation of prosody. To each sentence is 
associated a set of phonemes (SAMPA [44]) with their durations and pitches tar-
get (prosody). The English language has about 40 phonemes that give rise to about 
1,600 diphones [45]. The synthesis is achieved through the frequency concatena-
tion of successive diphones, which are acoustic segments including the transition 
between two consecutive phonemes. In particular, in English language there are 
about 1,600 diphones, rising from about 40 phonemes . In phonetics, diphones are 
acoustic segments that include the transition between two consecutive phonemes. 

The information obtained from Comedia by the Natural Language Processing 
module is then used by the Digital signal processing (MBrola) [46] in order to 
produce human-like speech. All the obtained information, including concerning 
phonemes, prosody and talked generated are then sent to the client.  

4.2   Client Side 

The task of the client side is the evaluation of the real time of duration of anima-
tion and the duration of each phoneme and consequently of each viseme through 
the synchronization module. The synchronization module in particular sends the 
information of duration to the morphing module, which in turn performs the ani-
mation of the facial model and the related reproduction of voice. The final answer 
is returned to the user both in textual form and in the form of visual animation. 
The procedure is repeated until the chat session shutdown. 

Phonemes-Visemes Relation 
An appropriate association phoneme-viseme module has been implemented to add 
a voice system to the Talking Head. Our solution is based on the representation of 
text into phonemes with information on prosody. The visual animation has been 
obtained using visemes segmentation. Number of visemes used is 12, whereof one 
represents the silence. The 12 visemes illustrated in Fig. 2, have been chosen re-
viewing the studies made with different possible configurations of associations 
phonemes/visemes [47-49]. The value chosen has been the one supposed to be op-
timal among the number of visemes and association phonemes-visemes. We have 
used the CMU set of phonemes [50] containing 39 phonemes to which we added 
the phoneme silence to associate the corresponding viseme neutral. Finally a seg-
mentation process, after receiving the input phonemes and information on prosody,  
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Fig. 2. Waveform and visemes and phonemes associated to the sentence ”It contains” 

makes a parser of phonemes by SAMPA at CMU. The parser has been realized 
with [51] from SAMPA to TIMIT [52] and TIMIT to CMU. The CMU is a slight 
modification of TIMIT [53]. 

The Synchronization 
We have performed a linear synchronization, because we suppose having a limited 
computational resource, since this process must be executed on the client side. 

This solution allows the server handling multiple connections with many clients 
since this task is performed on each client. The synchronization of audio and graph-
ics are obtained reading, at the beginning, the time necessary to perform the pho-
nemes with the relevant information on prosody, adding it to the initial and final 
time of silence; then reading the actual duration of the audio file generated by the 
Digital Signal Processing MBrola. MBrola receives as input the information from 
the output of NLP. The length of each phoneme is revaluated by using a linear pro-
portion. The real duration of audio entails the total length animation, while the du-
ration of individual visemes has made to coincide with the phonemes duration. 

Animation 
The animation has been obtained importing the Head 3D model from FACEGEN 
[54] (Fig. 3). Moreover FACEGEN has provided also the visemes associated to 
English phonemes (see Fig.4). We have modified each viseme to adapt it to the 
one of Annosoft, which can be considered the main reference in the state of art of 
the field. Even if the head is composed of 1004 triangular polygons, the face and  
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   a)   b) 
 

 

   c)   d) 

Fig. 3. a) the 3D Facegen model; b) the head; c) the face; d) the internal parts like tongue, 
mandible and maxilla are inside the volume 

lips requires 712 of them. We have animated only the face discarding the rest of 
the head to obtain a higher speed. The animation is obtained by means of Java3D 
Morph class, that is a sort of keyframe interpolation. The face vertexes are trans-
lated from their initial position with a linear law in a way similar to the work re-
ported in [33] until the reaching of their final position in the last frame. This way 
allows for the to achievement of a frames sequence. 
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 AA.AO.OW      f.v      IH.AE.AH.EY.AY.h 

   
  IY.EH.y      l.eI      m.b.p.x 

   
    n.NG.CH.j.DH.d.g.t.k.z             Neutral      AW 
        ZH.TH.s.SH 

   
 r.ER         UW.UH.OY      w 

Fig. 4. Each picture shows the mouth gesture of the corresponding viseme 
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5   Interaction with the System 

The interaction is triggered by a user request in the chat form. After that, the chat-
bot searches in its knowledge base for the AIML pattern matching with the user 
query. The template in the corresponding category is then processed to obtain the 
chatbot answer. A set of phonemes and the information about the prosody are then 
associated to the answer. The prosody information allows a correct labial synchro-
nization. Visemes associated to the phonemes are reproduced in a synchronized 
way with the audio produced by the vocal synthesizer. In the following example it 
is shown an interaction between the user and a chatbot acting as a museum guide 
in the Archaeological Museum of Agrigento [55]. The following AIML category 
allows the chatbot to answer at the starting of the dialogue. 

The chatbot answer ”It contains 18 rooms” is then translated into a set of Sam-
pa phonemes, with the prosody information, as shown in Table 2. In particular the 
first column represents the chatbot response, and each line belonging to the next 
columns contains a phoneme name, a duration (in ms), and a series of pitch tar-
gets. The pitch targets are composed of two float numbers corresponding to the 
position of the pitch target within the phoneme (in % of its total duration), and the 
pitch value (in Hz) at this position. 

A possible interaction between the user and the chatbot is the following: 
 
User: Can you give me information about the Archaeological Museum of Agri-
gento 
Chatbot: It is located in the area of Valle dei Templi. It contains 18 rooms. 
User: Who designed the museum structure? 
Chatbot: The architect Minissi. 
User: I need some information about the showcase 8 
Chatbot: It contains an attic amphora. 
User: Can you give me more information about it? 
Chatbot: It belongs to Archaic Greek period and represents Athena 

6   Conclusions 

In this paper, after a review of the state of the art about talking heads, a web-based 
Talking Head embedded into a conversational agent has been illustrated. The sys-
tem allows translating the answers generated by the conversational agent during 
the dialogue with the user into an appropriate 3D facial animation. In the produced 
animation the lips movements are synchronized with the sound given by a speech 
synthesis element. The main problems concerning the Talking Heads, such as vi-
seme-phoneme association, animation and synchronization have been addressed 
for the system implementation. We have chosen to use the Java3D Morphing 
technique given by the Java3d animation engine. We exploit the linear synchroni-
zation algorithm to solve the synchronization problem between visemes and pho-
nemes in a real-time environment. The system is founded on a web infrastructure.  
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The Web Infrastructure is realized using a Client-Server model delegating the 
Chatbot, the Natural Language Processing and the Digital Signal Processing ser-
vices to the server, while the client is involved in animation and synchronization 
tasks. This solution allows the server to handle multiple requests from clients. 
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Abstract. An information visualization framework is proposed that considers key 
human factors for effective complex data perception and cognition. Virtual reality 
(VR) technology with data transformation heuristics are deployed in building the 
framework where an interactive VR-based 3-D information visualization platform 
is developed. The framework is applied to develop a visualization system for an 
express cargo handling center where analysts are able to effectively perceive op-
eration details and carry out timely decision making. 

1   Introduction 

Information processing is one of the key factors that affects human performance in 
complex information understanding. It involves perceiving data and transforming 
information to some human understandable form (e.g. cognition). Often, the effi-
ciency of information processing is greatly affected by the complexity of informa-
tion and the processing time may increase exponentially when the data set is large 
and complicated. With the proliferation of information technology, system ana-
lysts are facing an increasing challenge to process huge amount of data in order  
to perceive, understand and retain such information. In order to improve the un-
derstandability of data and shorten the system learning process, a VR-based in-
formation processing and representation framework, which includes a method and 
algorithms for information processing, plus an interactive user interface for data 
representation based on Virtual Reality (VR) technology is proposed in this re-
search to transform complex system data (e.g. generated from system simulation) 
into information which both management and analysts would find easy to visual-
ize, readily understand and get familiar with. In particular, the user interface capi-
talizes on the powerful features provided by virtual reality technology for 3-D ste-
reoscopic visualization, immersive information perception, and multi-dimension 
sensation recreation that effectively implement user friendly features including 
fast-forwarding and rewinding of computer generated sceneries, user-definable 
viewing cameras configurations, and displaying fully-textured vivid computer 
graphic entities without sacrificing the processing speed. In addition, the data 
transformation algorithms of the framework reduce human error due to the misin-
terpretation of information.  
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By adopting the proposed information processing framework, not only the sys-
tem data can be vividly presented; the user interface enhances the effectiveness of 
system analysis and the system learning processes, and it is envisaged that the in-
formation processing time can be considerably shortened. Moreover, transforming 
data into a format that can be represented and visualized effectively and vividly is 
one of the key features provided by the proposed framework. 

2   Literature Review 

Information visualization is a popular research topic in recent years. Technology 
adopted to provide vivid visualization is advancing rapidly in both research and 
application domains, and different visualization systems are proposed and devel-
oped. As summarized by Tory and Möller [1], information visualization generally 
provides the following four features: 

 
1. Data analysis can be enhanced when the data is visually represented for better 

understanding.  
2. Concretize the user’s mental model through the visual display; help verify the 

ideas and hypotheses, etc. 
3. Mental model can be ameliorated if supporting and/or contradictory evidence 

for the hypotheses made can be obtained. 
4. Organization and sharing of data can be achieved without huge effort. 

 
However, most of the researches focused on achieving the first feature and they 

mainly concentrated on how data can be processed in a more efficient manner in 
order to provide the desired visualization effect in a very short time. Solely pre-
senting information with well-textured graphical objects and fancy layout does not 
mean successful information visualization. The key to help users better perceive 
and understand information in order to make appropriate judgment relies on hu-
man perception and cognition, and more effort should be made to fulfill the other 
three features as listed above. In our proposed visualization framework, these four 
features are well-covered and therefore the system developed based on the frame-
work is able to present data which users find it efficient to perceive and under-
stand with reduced effort. 

2.1   Perception of Complex Data 

There are numerous researches undertaken regarding the perception difference be-
tween different kinds of information, such as text and image. Of these means, pic-
tures (including graphs) and texts are commonly used. Pictures capture concrete 
and spatial information appositely while texts capture abstract and categorical in-
formation neatly. Each of these approaches suits well in a particular situation but 
not others. For example, a picture is better suited than texts to describe “How is a 
cat look like?”, while texts are more suitable to describe something abstract like 
“What is peace?” To further categorize the different approaches, focused attentive 
processing is required for detailed information (e.g. text) while pre-attentive  
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processing is needed for perceiving information in general (e.g. image). One will 
need more effort and mental energy to process detailed information, and the effect 
will be more significant when the complexity of data increases. 

Based on this phenomenon, if the complex data sets can be transformed into a 
form such that less resource is required to process such information, and at the 
same time it facilitates the perception and cognition of the information. Informa-
tion visualization is one of the approaches which serve this purpose. However, it is 
not surprising that there is certain degree of misunderstanding of visualization. 
Zhang et al. [2] pointed out that visualization does not mean to replace quantita-
tive analysis. Instead, it complements the quantitative analysis and outshines the 
important parameters to be selected in order to perform appropriate analysis. In 
our proposed framework, a hybrid approach is adopted so that users can effec-
tively capture the salient features and important scenario at a glance, identifies the 
field of interest quickly without being distracted and required to study in detail the 
complex information to start with. Besides, the advantages of different approaches 
can be integrated while the weaknesses can be complemented. 

2.2   Current HCI Approaches for Data Visualization 

There are number of information visualization approaches proposed by experts in 
the field of human factors. In terms of textual information visualization, rese-
arches such as spatial mappings [3-4] and geographic metaphors [5] were explo-
red. Besides visualizing textual information, techniques for data visualization and 
analysis in different forms such as FilmFinder [6], Glyph-based visualization of an 
oceanography data set [7] and interactive visualization platform adopted by New 
York Stock Exchange (NYSE) [8] demonstrated that information visualization is a 
topic which is gaining increasing attention in the research community. Other in-
formation visualization related researches in the field can be found in [9-13]. 

 

 

Fig. 1. Interactive visualization was adopted to help supervising the NYSE 

Besides Virtual Reality, there are several areas where a lot of research effort 
has been made. As a result of the great advancement of computer and information 
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technology, the Augmented Reality (AR) [14-16] platforms and immersive tech-
nology are now being actively researched and deployed.  

AR technology refers to the real-time interaction between computer-generated data 
and the real physical world. Users are able to work with virtual data in real physical 
scenes and therefore AR provides a more intuitive and easy interaction between vir-
tual entities and the real world objects/environment. AR application for information 
visualization is one of the fast-growing research fields for human-computer interac-
tion. do Carmo et al. [17] developed an Augmented Reality environment that sup-
ports coordinated and multiple views, is one of the typical examples of the recent AR 
research development for information visualization.  

For immersive technology, a classical example is the application of Cave Auto-
matic Virtual Environment (CAVE) [18]. Typically, the CAVE produces stereoscopic 
3-dimensional graphics that are rendered from the viewer’s perspective. A traditional 
CAVE uses active / passive stereoscopic viewing devices to recreate the visual effec-
tive of stereo images and with the fully surrounding images, a completely immersive 
virtual environment can then be created. As CAVE provides a highly flexible platform 
for 3-D visualization, it has been adopted in various research and development pro-
jects. Some of these examples include the visualization of software objects and their 
relationships in complex software development [19], virtual exploration [20] and cap-
turing of human skills for performance evaluation [21]. 

Although there are numerous information visualization applications developed, 
many of the current approaches are specific to particular application domains and 
not many general frameworks have been developed. To fill the gap, this paper pro-
poses a generic framework for the effective visualization of information so as to 
facilitate the perception and cognition of complex information based on the tech-
nology of VR. 

2.3   Minimizing Semantic Gap between the Data and the Reality 

As stated by Tory and Möller [1], one of the key issues that must be addressed in 
information visualization is to concretize the user’s mental model towards a sce-
nario. There are plentiful of visualization platforms available in the field, such as 
virtual classroom [22], visualization of partial floor plan of Xerox PARC [23] and 
the UM-AR-GPS-ROVER Software [24]. All these application platforms have a 
common characteristic – to show how a system / object should look like. The pur-
pose of this is to minimize the semantic gap between one’s concept and the reality. 
If one’s concept is not aligned with the actual fact correctly, misunderstanding of 
data or fact may occur. Therefore, the importance of minimizing the semantic gap 
between the concept and the reality should be emphasized, especially when large 
amount of complex data is presented to an analyst. 

In the presentation of the generic visualization framework, this paper focuses 
on the development of a VR visualization system for the domain of logistics facil-
ity system performance analysis. Many of logistics facilities and systems consist 
of complex structure, such as large scale automated storage and retrieval systems 
(ASRS) and computer controlled conveyors systems that are found in distribution 
centers and logistics hubs in which complex interactions between different entities 
exist in the systems. Simply presenting figures or even graphs produced from  
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system data may not be helpful for quick analysis and understanding of system 
performance and operation because of complexity and it may be difficult to appre-
ciate the interrelationships between the information. For example, if a system is 
80% utilized, it is sometime difficult for users to perceive the actual operation and 
physical scenario of such a system. Without any knowledge about the actual or 
physical system, management and even operators will find it very difficult to 
’visualize’ the situation. However, if the information can be understand and ana-
lyzed with the help of ‘visualizing’ the actual scenarios that occur in the physical 
facilities, the semantic gap can be significantly reduced and parties involved no 
longer need to interpret the meaning of the data with sheer vagueness. In addition, 
appropriate indication should be given in order to enhance the understandability of 
the information, such as visually annotating an entity, complementing numeric 
data/graph to a particular part of the system (for example, displaying the actual 
queue length of a long queue of goods which is difficult to count manually). 

2.4   Focused Attention to Avoid Distraction 

In the domain of logistics in a modern distribution center, by conducting a system 
simulation using state-of-the-art simulation tools such as AutoMod® [25] and 
FlexSim® [26], analysts are able to collect huge amount of data from these simula-
tion systems. Given the complexity of such data sets, it is likely that analysts can 
easily be distracted with this volume of information, especially when some of the-
se data are irrelevant or redundant. Moreover, additional mental workload is re-
quired to process the large amount of data which also degrades user performance. 
As such, attention issue should also be considered, and this issue has been studied 
widely by researchers including De Weerd [27], Duncan [28], Motter [29], Posner 
& Fernandez-Duque [30] and Rao [31]. In their research, attention is referred to as 
the fact that we can only process a limited amount of information actively from a 
huge amount of information available through our senses, stored memories, and 
other cognitive processes. Since it is common that system analysts need to handle 
large amount of complex data in a limited time period, in order to help the analysts 
to carry out the analysis in an effective and efficient manner, information visuali-
zation should be performed with the following characteristics: 

 
• Unrelated information which is potentially distractive to the desired task should 

be filtered or hidden from the scene. 
• Important information that should be focused on should be emphasized, so that 

the desired task can be conducted in an efficient manner. 

2.5   Mental Workload 

Gopher and Donchin [32] mentioned that mental workload is an attribute of the in-
formation processing and control systems that mediate between rules, stimuli, and 
responses. Mental workload level determines analyst’s performance in certain ex-
tent. When the mental workload for a particular task is low or medium, one may 
not find the task to be difficult, therefore it often leads to satisfactory performance 
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of such a task. However, if the mental workload is perceived to be very high, an 
analyst may not handle the task effectively and it leads to degraded performance. 

As mentioned previously, system analysts deal with a large amount of numeri-
cal data in their everyday work. Without proper tools for data pre-processing, 
processing large amount of numeric data can be an exhaustive task, which implies 
a high mental workload to the analysts because a large amount of energy is re-
quired to process texts compared with images or other means. Therefore, proper 
tools for data pre-processing become necessary to reduce the mental workload to a 
reasonable level in order to improve analysts’ performance. Our proposed frame-
work aims to reduce the mental workload of complex data processing through 
several approaches such as reducing the need of creating conceptual linkage be-
tween data and user knowledge, and transforming part of text or number to 
graphical entities in VR for efficient and effective perception and understanding. 

3   Proposed Visualization Approach 

In order to vividly present the system data and enhance the effectiveness of infor-
mation cognition and perception, a methodology based on VR technology is pro-
posed to perform data transformation and visualization. Fig.2 shows the proposed 
general framework for information transformation and visualization that includes 
the following five main steps. 

 
1. Preparation of raw data that may be generated from a simulation model of a 

system or other means 
2. Classification of data  
3. Transformation of system data into pre-defined data structures 
4. Data manipulation in the VR system 
5. Information visualization by the VR platforms 

 

 

Fig. 2. The proposed framework for information visualization 

3.1   Preparation of Raw System Data 

Data transformation process transforms raw system data into a format that can 
readily be utilized by the visualization platform. In generating these raw data, sev-
eral means are adopted including taking references to operational records, collect-
ing outputs of simulation system, etc. The data format is transformed into a  
compatible format with the VR visualization platform so that rapid transformation 
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of data can be performed in real-time with least computation effort. In our case 
study, simulation system output files are used because most simulation systems 
are able to generate well-formatted data for subsequent data processing, and the 
formatted files are readily used by the VR visualization platform. 

To further elaborate, if simulation approach is chosen to generate the data 
needed to be visualized in the visualization system instead of using operational re-
cords, simulation system developer should design carefully how this process 
should be carried out. Appropriate simulation software should be chosen and a 
simulation model should be developed. System behavior should be modeled cor-
rectly to ensure data accuracy logged in the system performance files because the 
VR visualization platform entirely relies on these files as the system input. If the 
simulation system is not modeled correctly, the visualization platform will present 
misleading visual information that does not reflect the true scenarios. 

In the case study, we take the data generated by the simulation tool AutoMod® 
of an express air cargo handling center as the input to the visualization platform. 
Fig. 3 shows the screen shot of the simulation system developed using AutoMod® 
simulation tool. 

 

 

Fig. 3. A simulation system developed using AutoMod® 

3.2   Data Classification 

When the raw system data is prepared, data classification is then performed. In 
general, there are three main types of data that should be classified and grouped.  

 

1. Data that can be directly visualized 
These are information that can be visualized graphically. One of these examples in 
the case of the simulation of the operation of an express cargo center is the num-
ber of workers in a particular work zone. Based on the number of workers in the 
raw system data, corresponding number of workers can be allocated in the virtual 
environment to reflect the actual situation. 

 

2. Data which cannot be visualized 
Some of the information is very difficult to be visualized effectively but useful for 
complementing information for better understanding of the virtual environment. 
This kind of information should be kept in the visualization platform in different 



320 H.Y.K. Lau, L.K.Y. Chan, and R.H.K. Wong 

format, such as text. In the context of express cargo handling center, the cycle 
time of a particular parcel going through the system is very difficult to be visual-
ized. However, it can be easily presented in numerical format. Such information 
should be grouped together and system designers should discuss with end user 
how the information is best presented. 

 

3. Data which is not useful for visualization or analysis 
In order to visualize information in a way that user will not get distracted because 
of too much information, data filtering is necessary to remove such data that is not 
useful for analysis no matter data can be visualized or not. 

 

Data classification is crucial in information visualization because the purpose 
of the platform is to highlight/emphasize important parameters to be selected and 
eliminate non-useful information to avoid distraction. Fig. 4 show a General Data 
Classification Tree (GDCT) that provides guidelines for system developers to de-
cide on what and how data should be presented in order to facilitate information 
perception and cognition. 

 

 

Fig. 4. A General Data Classification Tree 

3.3   Transformation of System Data 

After classifying the raw system data, transformation of data can be performed. 
The transformation mechanism consists of sets of predefined rules which deter-
mine what information should be generated as system output. The transformation 
rules serve two main purposes: 

 

1. The transformation of data involves calculation of the key performance indica-
tors such as utilization of resources, efficiency, time delay of a process, etc. of 
the system being analyzed. In the case of an automated material handling system 
in an express cargo handling center, the key performance indicators include sys-
tem utilization, average queue length, cycle time, number of worker deployed, 
etc. The key performance indicators show the system behavior and performance 
at different time slots in a quantitative manner. 
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2. Besides calculating the key performance indicators, the transformation rules 
determine what and how graphical objects should be presented in the VR visu-
alization platform. In the context of the visualization of simulation data that is 
obtained from a simulation study of an automated material handling system, if 
a particular part of the system has a queue containing 10 objects in a certain 
time period, the visualization platform should display a queue of 10 objects in 
the system to reflect the system status. With the presentation of data in a quali-
tative manner, efficient data perception can be achieved in a very short time. 

In general, the construction of transformation rules varies for different applica-
tion domains. Here are some guidelines that should be considered: 

1. Location of where graphical objects will be displayed should be defined to 
mitigate misperception (e.g. Operators do not fly in the air). 

2. Data might have to be conditioned (e.g. rounding or truncation) so that objects 
can be presented in a discrete manner. In the case of express cargo handling 
center, if there are 7.68 pieces of parcel stacked in a work zone in average, 8 
pieces of parcel should be presented instead because displaying 7.68 pieces of 
parcel which may confuse the system user. However, the original data should 
be kept in the system for subsequent processing. 

3. If entities are correlated, data integrity and consistency have to be ensured. Re-
lationship between different objects should be added if it is not addressed be-
fore transformation. 

4. Data extrapolation may have to be performed if data is not sampled continuously. 
Better data perception can be expected because the data presented will change in 
a more natural manner; again, it is reminded that original data set should be kept. 

3.4   Visualization of Transformed Information in the VR Platform 

To present the information in the virtual environment, a fully-textured virtual sys-
tem model should be created using 3D graphics development tool such as Auto-
desk® 3ds® Max [33] or Autodesk® Maya® [34]. This virtual model should be  
developed based on the actual dimensions and construction of the physical facility 
in such a way that user will have better experience and understanding of how the 
system looks like without visiting the physical facilities because the correct di-
mensions and scale enable more natural perception. Besides the facilities, entities 
of the system, such as operators and loads, should also be modeled. 

When the data transformation is completed, the information will be imported 
into the virtual environment. In the case of the express cargo handling center, cor-
responding computer graphics will be prepared in the virtual facility, such as num-
ber of operators in certain part of the system, number of loads in a queue, etc. Be-
sides, transforming the numerical data into graphs and charts is a classical yet 
useful approach adopted in the framework. Purely visualizing the numerical data 
in virtual environment can only provide a general concept of how the situation is. 
It provides only a quick conceptualization but the level of details is not high 
enough for system analysis. To overcome this shortfall, figures and graphs can be 
used. Charting complementing the visualization in virtual environment offers an 
excellent means for system analyst to capture valuable information in a relatively 
very short time effectively. 
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In design of the VR-based user interface, in addition to having an aesthetic 
presentation, color contrast technique is used in enhancing the understandability of 
simulation result. Color contrasting is one of the common approaches that facili-
tate the process of learning and understanding. By highlighting an object with 
bright color, human attention can be easily drawn and the information searching 
time can be greatly shortened. Different colors used in the same object carry dif-
ferent meanings, in the case presented, using solid color in the objects represents 
average loading while using transparent color represents the maximum loading. 
Coloring also provides a convenient means to distinguish a group of objects from 
the others, and it can shorten the identification of areas of interest for system 
analysis to focus on. 

4   Case Study – Implementation of the Framework to Visualize 
the Operation of an Express Cargo Handling Center 

Based on the conceptual framework of the proposed information transformation 
and visualization methodology, a case study was conducted in visualizing the 
simulation data of an express cargo handling center. The system performance data 
is generated by a simulation model of the express cargo handling center according 
to several system objectives including the deployment of automated material han-
dling facilities, machine specifications, human resources allocation plan and proc-
essing time of different operations. Detailed time studies of the system and its cor-
responding operations were carried out to enable accurate generation of simulation 
results. The assumptions made in the development of simulation model were col-
laboratively defined with logistics system administrators and management. In or-
der to arrive at an accurate model, exact dimensions of the facility as defined by 
the CAD drawings are used by the simulation model as well as the virtual model. 
The AutoMod® simulation tool was used to build the simulation model and to 
conduct the simulation exercise to generate the operation data whereas Maya was 
used to develop the 3-D objects including the facility, human operators, vehicles, 
express cargoes that are salient to the physical system. 

When the development of the simulation model and the virtual model were 
completed, the VR data transformation platform was developed. As stated in the 
previous section, the visualization platform is an interactive VR application that 
analysts can interact with. Virtools® [35] is used for the application development 
because it supports interactive features in 3-D application plus other desirable 
properties that are found in a typical virtual reality system. When the 3-D objects 
created using Maya were imported into Virtools® environment, developers are 
able to “give lives” to the objects and system users can interact with these objects 
with different kinds of input peripherals such as a mouse and keyboards. Raw data 
contained in data files generated from the AutoMod’s system were used as the 
source for data visualization, and the 3-D objects created using Maya were re-
garded as entities in the virtual facility that is associated to the corresponding enti-
ties in the simulation model. 
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Fig. 5. Flow of information in the visualization platform 

In the Virtools® application development environment, information grouping 
was first performed. As there were number of system files that contain informa-
tion concerning the operation and performance of the express cargo center, group-
ing of information is required to identify the relevant data that is needed to be  
represented in the VR information visualization platform. In this case, information 
such as number of objects on the mechanized conveyors and inclined cargo ramps 
(slides), number of operators in different work zones and number of loads (express 
cargo) queuing to be handled were grouped and sorted. Besides, calculation of key 
performance indicators is performed, such as calculating the utilization of the in-
clined cargo ramps based on its maximum capacity and number of parcels stacked. 
Other information that is not readily visualized due to their intrinsic meaning such 
as cycle time of each individual load and the utilization of operators were grouped 
into another category where they are presented quantitatively in the form of charts 
and actual figures. 

After importing the raw information, the system determines the objects that 
need to be displayed in the corresponding format. In the proposed system, some of 
the information are statically represented (e.g., maximum number of operators 
available) and some of the information is dynamically represented (e.g., level of 
loads or cargo queue length in different time slots). For those objects that change 
over time such as number of parcels shown on the slide, the system will update the 
scene and reflect the change accordingly as the time slot changes. 

It is believed that by combining actual numerical information and graphical 
presentation can effectively enhance the understandability of information [1]. To 
achieve the best visualization for human perception, 2-D charts are included in the 
visualization platform so that users can analyze the scenario by complementing 
the “actual quantitative” status of the system and aligning the scenes with the cor-
responding charts at the same time. 

In order to review the system status at different moment in time, a special fea-
ture of forwarding and rewinding was implemented in the VR information visuali-
zation platform. By dragging the time bar at the bottom of the screen, user is able 
to see the status of the system at a particular time slot. An indicator is also shown 
in the performance chart in the upper left corner when user drags the time bar but-
ton, and users can select the particular time slot accurately. 
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Fig. 6. System status complementing with actual performance figures that are given by a 
time graph (upper-left corner) 

 
Fig. 7. The representation of low utilization level of a cargo slide 

 

Fig. 8. The representation of high utilization level of a cargo slide 
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The ability to ‘fly through’ a facility in 3-D is one of the very important features 
that tremendously helps users understand a complex physical facility such as in the 
case of the express cargo handling center in this case study. Users can navigate and 
travel freely around in the virtual environment by using an intuitive positioning  
device such as a mouse or joystick. This feature enables the users to effectively un-
derstand the layout and operation flow of the whole facility. In addition, the visu-
alization platform is equipped with user definable camera views for efficient navi-
gation to specific locations in the cargo center such as those illustrated in Fig. 6 – 8 
and Fig. 10 – 11. Different camera positions and orientations can be defined by the 
users and can be stored in the system for subsequent reference. Once these camera 
views are defined in the system, users can select the corresponding on-screen but-
tons and the system will navigate directly to the view points of these dedicated lo-
cations with the desired viewing angles. Analysts who are not familiar with the 
visualization system can operate the system in an efficient manner by using the pre-
defined camera views. 

 

 

Fig. 9. Specific camera views can be defined by the users 

In order to effectively represent the different 3-D objects in the visualization 
system, a coloring scheme was designed so that the 3-D objects that appear in the 
virtual scene carry corresponding visual information. For example, the express 
cargoes on the slides have two major colors. Cargoes in solid color refer to the av-
erage level of the loading while cargoes in semi-transparent red represent the 
maximum level of the loading on a slide in a particular time slot. This coloring 
scheme provides extra information that helps users appreciate the system perform-
ance holistically. In addition, color contrast technique was adopted to show group-
ing of objects. When the mouse pointer rolls over one of the operators in a particu-
lar work cell, all the operators belonging to the same work cell will be highlighted. 
Moreover, there are annotations above the workers showing the work group a par-
ticular worker belongs to. This feature makes the identification of objects in the 
same work group much easier and clearer. 
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Fig. 10. Cargoes in the same work group are highlighted when they are selected 

  

Fig. 11. Operators who are working in the same work group are highlighted when they are 
selected 

 

Fig. 12. Annotating objects with specific ID for easy object identification 
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5   Information Visualization Using the ImseCAVE VR System 

The imseCAVE system in the Department of Industrial and Manufacturing Sys-
tems Engineering at The University of Hong Kong was developed based on the 
concept of the CAVE. The imseCAVE consists of three 10 foot by 8 foot projec-
tion walls and a 10 foot by 10 foot silver screen as the floor projection screen 
(Figure 13).  With the use of networked computers, high resolution LCD projec-
tors, and specially designed polarizing lenses, a high performance passive stereo-
scopic projection system is obtained. To enable computer generated models and 
images to be simulated, a cluster of networked PCs are used as the virtual reality 
engine and these PCs are linked with a dedicated high bandwidth Ethernet net-
work. User interfaces including wireless joysticks, tracking devices, etc. are inte-
grated to provide an ergonomic means to interact with the virtual reality models in 
real-time in a fully immersive virtual environment [36]. 

 
Fig. 13. An illustration of the configuration of imseCAVE 

 
Fig. 14. The actual setting of the imseCAVE. Infra red cameras are attached at the top of 
the imseCAVE 
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Besides the VR-based visualization platform that is adopted in the single screen 
application, imseCAVE is also adopted and an immersive visualization platform is 
resulted. Since the imseCAVE provides an immersive environment and the user is 
essentially inside the 3D model, a user will need to operate the visualization soft-
ware in imseCAVE which the operation mode is different comparing with using 
single screen application. The user using the imseCAVE wears a pair of polarized 
glasses to visualize stereo images and flies around the express cargo center by us-
ing a wireless joystick. The user can also fly to a pre-defined set of locations dis-
played in the virtual scene by pressing corresponding buttons on the joysticks. The 
pre-defined set of locations is defined based on the salient locations that are de-
termined by the stakeholders, including operators, system analysts and the man-
agement.  In addition, an adjustable slide on wireless joystick is used to switch to 
different epochs in time in the simulation period.  Movement of the slide is di-
rectly mapped onto the movement of the time bar. In order for a user to precisely 
highlight or select virtual objects, an optical tracking system is developed. Reflec-
tive dots (Fig. 15) are attached on the polarized glasses and the position of these 
dots is tracked in real-time by a set of high resolution and high frame rate infra-red 
cameras, which are attached to the top of the imseCAVE for effective head 
movement tracking. (Fig. 14) 

   
Fig. 15. Polarized glasses with reflective dots attached 

 
By analyzing the images captured by different cameras, accurate spatial move-

ment of the user’s head can be obtained. Using the captured 3-D position and ori-
entation of the analyst’s head, the system displays the viewing direction in the  
imseCAVE by emitting a virtual ray with green cursor which shows the viewing 
direction of the analyst. When the virtual ray intersects with an object in the scene, 
the corresponding object’s information will be displayed on the floating board. In 
the single screen version of the visualization platform, there is a feature which 
shows the 2-D chart for the system objects, such as worker utilization and system 
queue length. The same feature has also been incorporated in the imseCAVE ver-
sion. As there are several screens in the imseCAVE, there is sufficient space to 
display the 2-D charts. In the implementation, the left screen of the imseCAVE 
was chosen for 2-D chart display. 
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Fig. 16. Left screen of the imseCAVE presenting the graphs of the utilization of the cargo 
slide, and the other screens display the situation of the express cargo handing facility in a 
VR environment 

 

Fig. 17. Head-motion tracking enables easy object picking 

6   Discussion and Future Work 

An implementation of the proposed VR-based information visualization platform 
has been successfully undertaken under two different hardware platform, i.e., with 
a single screen display and using the imseCAVE based on an express cargo  
handling center. The system was demonstrated to users from a wide spectrum in-
cluding personnel from the express cargo center, people in the logistics industry, 
engineers, university students and researchers. The feedback obtained was very 
positive and in particular, the management of the express cargo center found the 
system helpful in facilitating the understanding of the overall operation of the sys-
tem within a very short time comparing to studying raw data. Originally, system 
analysts needed to spend a lot more time in processing the raw data so that a de-
tailed analysis can be performed. With the help of the proposed system, informa-
tion of key performance indicators can be obtained within minutes. This will en-
able, management to better perceive the performance of the express cargo 
handling operation with the use of a combination of 2-D charts and 3-D virtual 
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sceneries. Users of the information visualization platform agreed that they can 
now perform decision-making more effectively and efficiently because of the pro-
ficient perception and cognition of the information. 

Moreover, different versions of the applications have their own strength. The 
single screen version of the platform is highly portable and ready to use in most of 
the computer as many of the computers have equipped keyboards and mice. The 
implementation of the proposed visualization system using the imseCAVE pro-
vides another experience to the analysts. Viewing the surrounding environment in 
the imseCAVE makes analysts feel that they are physically located in the facility. 
With the use of polarized glasses, stereoscopic view of the virtual entities can be 
perceived and analysts can visualize the real facility in 3-D. The spatial sensation 
effect has been further enhanced, and analysts would have better understanding of 
the facility.   

Although the framework proposed has proven success in the case study de-
scribed, a generic framework which serves a wider range of users and domain is 
our target in future research. With this direction in mind, an interactive AR visu-
alization framework is under development. It is expected that such a framework 
can contribute new finding in the field of AR, which further enhance the perform-
ance and capabilities of human-computer interaction.  
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Abstract. This article presents a new virtual reality installation inspired by the 
CAVE system, but in effect non expensive and transportable. Moreover, special 
attention was focused on the feeling of presence. This means user should be able 
to feel his self-presence in the virtual environment and the presence of the virtual 
objects and entities. Keeping in mind to increase the feeling of presence, we fi-
nally developed a dedicated game based on an immersive environment, consistent 
interactions and emotion. 

1   Introduction 

Virtual reality (VR) aims at plunging one or more users at the heart of an artificial 
environment where they are able to feel and interact in real time thanks to sensor-
motor interfaces. The key-point of a VR experiment is that users respond through 
real actions and emotions to stimuli which materialize the virtual environment 
(VE) and the virtual events.  

VR is a leading area which is mainly exploited in high-end fields like simula-
tors, scientific research, army and industry. Reasons why VR is not more general-
ized are mainly the cost of the system, the large room needed and the skills  
required. However, there is a growing demand for the use of VR in fields like 
games, artistic installations and education. That's why we design a non-expensive 
(7000€€ ) CAVE-like system [1] which is also easily transportable in order to be 
deployed in school or during show. 

Our system use four screens of size 3mx3m, a 3D sound rendering with head-
phones and various interaction tools like the Nintendo Wiimote or a 3mx3m home-
made sensitive carpet. After an overview of the concepts related to presence, we 
will describe our VR installation. Finally, we will outline the results of the evalua-
tion of the system. 

2   Virtual Reality and Presence 

2.1   The Role of Presence 

VR experience makers often intend to create the conditions required to make users 
feel presence. This feeling of presence could be seen shortly as a strong feeling to 
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exist in the VE. This means, user's being in the VE has to be the most natural as 
possible in the sense without the awareness of the virtuality of the situation [2]. 
Even if it has not been yet strongly established that presence improve the effi-
ciency of the experiment [3, 4], presence remains an important aims to tend to-
ward in that it motivates the researches on several levels: new interaction devices, 
new algorithms etc. 

The feeling of presence can be seen from three angles [5]. First, the spatial 
presence (or being there [6]) which is to feel like at a different place. Self-
presence, here it's not being there but just being, that is projection of user's ego in 
the role he is supposed to incarnate in the VR application. Social presence is the 
being with, it relates to the presence of other intelligences. 

One understands that to tend toward such unstable psychological state, it is cru-
cial that users accept to get caught up in the experiment. Then, our work is to pro-
vide an experiment sufficiently credible -but not necessarily realistic- in order to 
delude user's sense and critical thinking. For this purpose we identified five inter-
related technical and psychological pillars on which we can lean on: human cogni-
tion knowledge as a foundation, immersion, interaction, consistency of the sen-
sori-motor loop and emotions. These pillars, that are inclined to be sufficiently 
generic to fit with any kind of application field, have to be seen as guidelines for 
VR designers. We point the fact that there is no hierarchy between the pillars, 
some are technical, other are more human side. Sometimes they work on their 
own, sometimes they work in conjunction, the aim still remains to arouse presence 
in a synergistic manner. 

2.2   The Pillars of Presence 

As we already said human must be at the heart of a VR system that's why it is cen-
tral to understand how we perceive our environment and other humans, how we 
construct a mental representation of the environment etc. Moreover this may also 
permit to understand “the mental and neural processes that may underlie pres-
ence” [2]. That's why we consider human cognition knowledge as a root for other 
pillars. We could lean on the headways in neuropsychology, social cognition, psy-
chology of emotions etc. This knowledge may guide the VR system design (how 
to delude user's senses?) but also the experiment itself (scenario, atmosphere).  

The second pillar is immersion. It is achieved through the stimulation of user's 
senses in order to generate sensations which enable, sometimes thanks to an illu-
sion, the perception of the virtual environment. From this perception will ensue a 
proper comprehension of the virtual environment and consequently its appropria-
tion. At the stage of immersion there is absolutely no reference to presence or being 
there. The immersion is measurable: does the system provide a stereoscopic dis-
play?  What about 3D sound spatial-propagation? Use a sensory substitution? Show 
aesthetic high-defined textures etc. It is obvious that immersion will be more com-
plete [7] if several senses are stimulated in coherence. Last point, most of the time 
the virtual environment is rendered as it would be if no user were there. We forget 
that, if someone is plunging in a virtual environment, by his simple inactive pres-
ence he has an effect on this environment. So we claim that immersion must be bi-
directional, this will improve the credibility of the environment. 
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The third pillar, interaction has to fulfill two tasks: to acquire information (for 
example via a tactile system) and to communicate the information (for example to 
point out or manipulate an object, to modify the environment, to navigate etc.). 
Moreover, by inducing that user and virtual entities exist in the VE because they 
interact, interactions possibilities will help to improve the feeling of presence. If 
we refer to the concept of “perceptual illusion of non mediation” from [8] we un-
derstand that interaction devices must be as transparent and natural as possible 
until being forgotten. Moreover, direct body interactions could improve presence 
because these latter enable to match virtual actions with real or at least expected 
kinesthetic feedback. It could be the case if a virtual movement corresponds to a 
real movement like walking for example. Finally, until now we only emphasized 
communication between user and the environment but of course that can include a 
communication with autonomous agents or other human.  

The fourth pillar consists in maintaining an action-perception or sensor-motor 
loop consistent. It will be necessary to respect two main points. Firstly, we will 
have to take care not to break the causality link between user's actions and the 
system's feedback. That means we have to implement real-time algorithms and 
provide high frequency displays. Secondly, we must maintain the time and place 
consistency between various sensory stimulations associated with the same event 
or virtual object. This fourth pillar constitutes a link between the last two ones but 
can also include some works related to cross-modal illusion [9, 10] and multi-
modality [11]. 

Even by providing some high quality immersion and interaction which respect 
the consistency of the action-perception loop, it will probably remain a distance 
between users and the role they are suppose to incarnate in the experiment. This 
distance which links user to reality may have several causes: the system's short-
comings, the real world distractions [12] or just because the experiment is not mo-
tivating. We argue that technology can not, on its own, create the feeling of pres-
ence [13, 14]. Here is the role of the emotion pillar. By introducing emotion in the 
experiment we want to cancel this distance and encourage users to forget these 
disturbances and accept to get caught up and stay focused on the experiment. Fi-
nally, we think that emotions and presence self support themselves in a virtuous 
circle: firstly, emotion enables to reach presence more easily and then presence 
permits to feel more intensely emotions [14]. 

In section 3 we will explain how we put some of these ideas in concrete form 
through different choices. 

2.3   Virtual Reality Installations 

Head mounted displays [15] (HMD) are often associated with the concept of vir-
tual reality because they seem to be well-suited for immersive purposes. That kind 
of device which is quite intrusive because of weight is composed of two screens 
allowing stereoscopic display. Strength and weakness of a HMD is that users are 
roughly and completely cut off from the real environment. Therefore, the loose of 
fixed points contributes to faze user who will be unable to keep a motionless  
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position. Moreover, its cost will restrain its use to single user's applications. Fi-
nally, it is necessary to operate a tracking of user's position to maintain the consis-
tency between the virtual content and the orientation of the viewpoint. For these 
reasons, we prefer to concentrate on screen-based installations. 

The CAVE-system [1] relies on large screens to increase the feeling of pres-
ence, placing user at the center of a cube. Each face is a screen on which stereo-
scopic images are back-projected. That way, user is visually plunged into the  
virtual world (and drawbacks of HMD's are almost removed). However, like star-
cave [16], SAS, blue-c [17] or Allosphere [18], a CAVE-like system requires large 
space to ensure a correct display area. Furthermore, such an installation is hardly 
transportable due to its size and meticulous settings that are required. Finally, this 
system may be expensive because of devices used, maintenance cost and frame-
work needed. 

These limits have led to propose some alternatives. The area taken up by the 
VR installation can be reduced by replacing the projective devices with well-
adapted ones. For example, The Varrier [19] suggests the use walls from auto-
stereoscopic screens instead of the back-projected screens, but this solution is 
very expensive. Trying to ease the displacement of an installation, MiniVR [20] 
and Cyberdome [21] suggest solutions based on a small screen or a curved 
screen. 

To cut prices, some researchers (e.g. [22, 23] and HIVE [24]) have followed a 
self-made approach with consumer grade components. In addition, these installa-
tions are easily transportable because they are light and simple to assemble. Con-
cretely, these VR installations bring flexibility and control of the system. 

3   About the Developed Virtual Reality Installation 

3.1   Outlook 

Here are the constraints we identified in order to create a VR system less expen-
sive and easily transportable. Software has to be home-made or free open-source, 
bulk of our system has to be designed with consumer grade components and if no 
low-cost solution exists for a device we create it. Moreover, the framework has to 
be as light as possible, easy to assemble, a medium room like a class room must 
contain it and the whole system has to be transportable in a commercial vehicle. 

Despite these constraints we still want to provide an experiment which enables 
to feel presence. So, we will have to take care of several points according to each 
pillar. For immersion: the quality of the video-projector (luminosity, resolution, 
frequency, size of the projection plane), multi-sensorial rendering (sound, tactile). 
For interactions, we provide natural devices which are not too much intrusive but 
offer a good precision (Wiimote, a sensitive carpet for the management of user's 
moves). For the consistency of the sensor-motor loop: low latency system based 
on a client-server architecture. Finally, in order to find some subterfuges in the 
application, to make user forget the shortcomings of the installation. 
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3.2   Description of the Installation 

The Screens 
To visually immerse the user we choose to use a CAVE-like display system but 
using only the four vertical faces of the cube. The upper face is not used because 
the installation is designed to be used in rooms with classical height (roughly 
3.50m). Each screen is hand-made using tracing paper which is resistant and al-
lows back-projection. A video-projector is placed behind each screen and is cali-
brated as for the image perfectly matches its surface. This layout prevents user to 
cast his shadow when working close to the screen. 

Currently, the visual installation is monoscopic but can easily be evolved to ste-
reoscopic display. The installation can be upgraded with twice more video-pro-
jectors and special screens which support a polarized projection system [25]. 
However the number of required devices does not allow us to experiment stereo-
scopic projection yet. Active devices could also be used but need to be synchro-
nized and are still expensive. 

 

Fig. 1. Different views of the virtual reality installation 

Sound Spatialization 
To render the virtual acoustic environment two kinds of devices can be used: 
headphones or loudspeakers each having their advantages and shortcomings. He-
adphones are generally considered as more intrusive than loudspeakers what hin-
ders the immersion. But headphones have the significant advantage of isolating 
the listener from external sounds (spectators, other installations, etc.). As our in-
stallation is transportable, it can be installed in halls where the acoustic cannot be 
controlled and thus phenomenon of reverberation could appear and perturb the 
listener's perception. That is why we decide to use headphones as auditory display 
and a simple implementation of the HRTF associated to a spherical head  
model [26]. 

Interaction Devices 
One way to interact with the virtual environment is to capture user's position and 
head's orientation. Keeping in mind the cost constraint, two devices have been created. 

The first device is a multi-zonal sensitive carpet used to capture user's position. 
User's weight enables the contact of two aluminum sheets isolated by perforated 
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foam (Fig. 2, right). The floor area of the carpet is 9m² and contains 64 square 
zones meaning that the precision of the device is 14cm². Data transmission be-
tween the carpet and the server is provided by a MIDI interface. The multi-zonal 
sensitive carpet transmits the approximate user's feet position and some actions 
can be detected like user's jump or when user is hitting the ground with one of his 
feet. User's average posture can be deduced when these latter information are cou-
pled with the compass data. 

The second device is indeed an electronic compass that gives user's head orien-
tation. The lightness of the sensor allows placing it on a cap worn by user so its 
impact on the feeling of presence is small. The device is depicted on Fig. 2.  

A Nintendo Wiimote is used to let the user directly interacts with the content of 
the virtual environment. The benefits are its low price and the capacities of that 
device to increase immersion. Moreover, some actions can be triggered according 
to user's position captured by the sensitive carpet. 

 

Fig. 2. The electronic compass (left) and a cross section of the sensitive carpet (right) 

Software Architecture 
Achieving real-time is a key point for an immersive installation and software ar-
chitecture is the corner stone of this accomplishment. Such installation runs nu-
merous processing threads sometimes very complex like sound processing, captor 
acquisitions and 3D rendering on multiple displays. Those processes are mostly 
independent from each other except for synchronization data. Such characteristics 
call for a distributed architecture over network. Assigning processes between sev-
eral machines reduces per machine computational overhead and assures that every 
process gets the needed level of preemption. However this solution does have 
structural problems, so we stated that different processes need synchronization 
data. As an example, sound processing needs to be synchronized with user's posi-
tion. Network accesses, despite being nearly as fast as hard disk accesses, are sig-
nificantly slower than RAM and carrying data between each machine can be a hu-
ge bottleneck. The lack of hard real-time virtual reality platforms is another prob-
lem. Hard real-time ensures that two machines A and B receiving a signal from a 
machine C will act exactly the same at the same time. To address this problem A 
and B should share a clock signal to synchronize their reactions to an event. 

Our implementation uses a client/server architecture pattern with a double logi-
cal network topology. Our server hosts several processes and handles the central 
control of the installation. An operator can diagnose problems and possibly stop or  
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Fig. 3. Software architecture 

restart the experiment. In order to avoid multiple synchronizations between cap-
tors, we centralized their acquisitions on the server.  

The server hosts the sound processing and runs threads as well. Sound data 
should not be carried through the network since it may significantly decrease net-
work performances. Then, only sound controls are carried over the network 
through the sound thread, which may process and play a locally stored sound as a 
consequence. Our server is a completely homemade C++ program using the Qt 
library for inputs/outputs and the GUI. In our installation, the most resource inten-
sive process is the multiple screen 3D rendering. Any 3D rendering process is a 
client to our server and is hosted on a separate machine. In our installation a dis-
play client is a Ogre3D application, but most of 3D engines such as OpenScene-
Graph could be used as a display client. Each client is able to render on one screen 
and can be informed of captors of data. It can order the server to play or stop a 
particular sound. Synchronizing these events with the server is achieved using a 
star logical network. Signals from the server are broadcasted to each client while 
client orders directly reach the server. We stated that when receiving the same 
signal, clients can act slightly differently due to the lack of hard real-time. We 
resolve this problem with a full mesh logical network topology which connects 
every client. Each client broadcast a clock signal on the network to other clients. 
The clock is a signal count. If a client detects that another one has received more 
signals it will wait to receive the same signal before triggering more events. Else, 
if a client detects that the others didn't receive a signal, it will wait for them. This 
simple mechanism avoids de-synchronization between clients. 

3.3   Importance of the Content 

As described previously, one of the pillars concerns emotions. Most of virtual 
reality installations include computing units and others devices which lead to cre-
ate visual and audio discomforts. More the user feels involved in the world pre-
sented to him more he forgets these imperfections. Generating emotions helps 
captivating user to focus his attention on the virtual environment rather than the 
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material. To that purpose, we create a scenario taking advantage of the emotion's 
pillar to involve users. 

Several video games studies [27-28] have shown the importance of integrating 
emotions in content to increase presence feeling. For example, fear and anxiety are 
widely used for stimulating user's emotions in video games implementing dark 
atmosphere or dangerous place. Considering the scenario, it should be a help for 
the generation of emotions [29]. 

For these reasons, our VR installation has been developed considering using 
emotions within a scenario. We created a story for first person game taking place 
in a prison. The user is playing the role of a prisoner who is trying to escape with a 
fellow prisoner (NPC) who gives some advice. That scenario has several advan-
tages. First it allows user to evolve in the installation as he is moving in the virtual 
environment (for example the floor area fit with the jail area). Secondly, the at-
mosphere of prison is associated with strong feelings of stress and fear. These two 
latter points contribute to induce the feeling of presence, by generating emotions 
that involve user in the virtual world, and by increasing immersion thanks to simi-
larities between real and virtual spaces.  

Bi-directional aspect of immersion is also increased by displaying user's sha-
dow and his image on reflective surfaces like mirrors. This point is important for 
self-presence as user has to feel existence in the virtual world. For that purpose, 
we use a technique named visual hulls [30] which allows to reconstruct the ge-
ometry of an object according to a set of images captured from calibrated cameras. 
For each image, the silhouette of the object is computed and projected in the form 
of a cone centered on the related camera. The intersection of the cones produces 
an envelope approximating the body of the object. In the same way, we use visual 
hulls to create an avatar similar to the user which will be used to compute shadow 
or reflections in a mirror as in figure 4. 
 

 
Fig. 4. Using a visual hulls of the user increase self presence 

3.4   Financial Details 

As previously explained, the main disadvantage of most VR installations is their 
cost. Especially, CAVE-like systems are expensive (from 23,000€€  to 300,000€€ ). 
These reasons led us to propose a low-cost installation made with consumer grade 
components. The manufacturing cost of our installation is around 7,500€€  divided 
as follows: 
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• Display (4 screens and 4 video-projectors): 3,800€€  
• Computer hardware (5 PCs with Linux and network): 3,300€€  
• Small equipments (carpet, electronic compass and headphones): 420€€  

4   Evaluation 

We have initiated an evaluation procedure of the efficiency of the installation con-
cerning the feeling of presence and to validate several of our choices detailed in sec-
tion 3. Our study had 30 participants who are all graduates students in computer 
sciences. Most of them regularly play video games. For this evaluation we use post-
exposure questionnaire using a seven point Likert item. We firstly evaluate the per-
ceived feeling of presence through its different angles (cf. section 2.1). Question 1 
about spatial presence: During the game, how much did you feel like you were really 
there in the virtual environment? (1=there, 7=not there at all). Question 2 about self-
presence: During the game, how much did you feel you really be the prisoner? 
(1=was, 7=was not me at all). Question 3 about environment presence: During the 
game, how much did you feel that the virtual environment was a real place? (1=real, 
7=not real at all). Question 4 about social presence: During the game, how much did 
you feel that other prisoners were existing person? (1=existing, 7=not existing at 
all). Here are the results (average of the quote) for these 4 questions: Q1: 3.5, Q2: 
3.9, Q3: 4.1, Q4: 5.1. The results were quite conformed to our expectation, but we 
estimate them too unfinished to draw conclusions. 

We also evaluate the relevance of our interaction tools choices. Question 5: 
Does the video game you just played provide high quality play control? (1=high 
quality, 7=low quality). We had a quite surprising bad result for this question 
which may show that people expect more from a VR game than an interaction tool 
like Wiimote.  

In the future experiment we will evaluate the impact of each pillar on presence, 
independently and in conjunction. We will test if self-presence decrease without 
the virtual shadow or the reflection in the mirror. We will also do a comparative 
study between playing the game in front of a PC or in our installation. 

5   Conclusions 

We have presented a low-cost (~7000€€ ) and transportable version of a CAVE-like 
virtual reality installation. We also take care to keep enough quality to arouse feel-
ing of presence. We have described the different parts of the installation which are 
screens, sound, interaction devices and software architecture. We have also argued 
the importance of the content of the application to maintain the feeling of presence. 
Finally, we have briefly presented the results of our studies based on a question-
naire which were aimed at checking if user feel to be present in the virtual world. 

These latter evaluations have pointed out the lack of efficiency concerning the 
pillar of interaction. So we are thinking to more natural solutions of interactions 
by using non-intrusive devices. One of our goals is to propose a direct interaction 
thanks to the tracking of user’s hands. We would like to establish some eye  
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contact during the experiment which will signify that you are existing for someone 
else and then will increase your feeling of self-and co-presence. We also would 
like to add several fans in the installation to simulate air displacement to increase 
immersion. Finally, we want evaluate the impact of our four screens display on the 
feeling of presence by comparing it with a standard PC display. 
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Abstract. Sensor networks play an increasing role in domains like security sur-
veillance or environmental monitoring. One challenge in such systems is proper 
adaptation to and interpretation of events in the sensing area of an individual node; 
another challenge is the integration of observations from individual nodes into a 
common semantic representation of the environment. We describe a novel hierar-
chical architecture framework called SENSE (smart embedded network of sensing 
entities)1 to meet these challenges. Combining multi-modal sensor information 
from audio and video modalities to gain relevant information about the sensed en-
vironment, each node recognizes a set of predefined behaviors and learns about 
usual behavior. Neighbor nodes exchange such information to confirm unusual 
observations and establish a global view. Deviations from “normality” are repor-
ted in a way understandable for human operators without special training.  

1   Introduction 

Today, surveillance has become a relevant means for protecting public and indus-
trial areas against terrorism and crime. For both keeping privacy of irreproachable 
citizens as well as enabling automated detection of potential threats, computer-
based systems are needed which support human operators in recognizing unusual 
situations. For that purpose the SENSE project implements a hierarchical architec-
ture of semantic processing layers in a network of SENSE nodes [1], [4], where 
the goal of these layers is to learn the "normality" in the environment of a SENSE 
network, in order to detect unusual behavior or situations and to inform the human 
operator in such cases [5]. SENSE consists of a network of communicating sensor 
nodes, each equipped with a camera and a microphone array. These sensor mo-
dalities observe their environment and deliver streams of mono-modal events to a 
reasoning unit, which derives fused high-level observations from this information, 
which again is exchanged with neighbor nodes in order to establish a global view 
about the commonly observed environment. Detected potential threats are finally 
reported to the person(s) in charge. The first application area of SENSE is an  
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airport; therefore, the special interests of the airport security staff are considered 
as typical user requirements for the taken approach. 

Though most of the methods used in the particular layers are widely used in 
e.g. observation systems and many other applications, to our knowledge no other 
system uses a combination of them in order to let the messages of the system real-
ly appear smart and meaningful to the user. 

This article is structured as follows: Section 2 outlines the system architecture, 
while Section 3 describes the individual layers in more detail, and Section 4 con-
tains a conclusion and an outlook. 

2   Architecture Overview 

SENSE adopts an 8-layer data processing architecture, in which the lower layers 
are responsible for a stable and comprehensive world representation to be evalu-
ated in the higher layers (Fig. 1).  

First, the visual low-level feature extraction (layer 0) processes frame by frame 
from the camera in 2D camera coordinates and extracts predefined visual objects 
like “person”, “group”, or “luggage”. At the same time, the audio low-level extra-
ction scans the acoustic signals from a linear 8-microphone array for trained sound 
patterns of predefined categories like "scream" or "breaking glass". Due to limited 
processing capabilities, this layer can deliver significantly unstable data. In case of 
unfortunate conditions for the camera (many persons, they exchange positions in 
the crowd, bad light conditions, etc), detected symbols can change their label from 
person to object to person-group and back for the same physical object within 
consecutive frames. The size of detected symbols can change from small elements 
like bags to large groups of persons covering tens of square meters and including 
previously detected single persons and other objects. Consequently, the challenge 
for higher levels is to filter out significant information from very noisy data. 

The modality events of layer 0 (low-level symbols in Fig. 1) are checked at 
layer 1 for plausibility – e.g. the audio symbols with respect to position and inten-
sity, the video symbols with respect to position and size. In the second layer, sym-
bols which pass the first spatial check are subdued to a further check, regarding 
their temporal behavior. The output of this layer is a more stable and comprehen-
sive world representation including unimodal symbols. Layer 3 is responsible for 
sensor fusion: the unimodal symbols are fused here to form multi-modal symbols. 

Layer 4 is the parameter inference machine in which probabilistic models for 
symbol parameters and events are optimized. The results of this layer are models 
of high-level symbols (HLSs) and features that describe their behavior. In layer 5, 
the system learns about trajectories of symbols. Typical paths through the view of 
the sensor node are stored. Layer 6 manages the communication to other nodes 
and establishes a global world view. The trajectories are also used to correlate ob-
servations between neighboring nodes. In layer 7, the recognition of unusual be-
havior and events takes place using two approaches: the first one compares current 
observations with learned models by calculating probabilities of occurrence of the  
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Fig. 1. High semantic processing software architecture 

observations with respect to their position, velocity, and direction. It also calcu-
lates probabilities of the duration of stay of symbols in areas, probabilities of the 
movement along trajectories, including trajectories across nodes. Observations 
with probabilities below defined thresholds raise "unusual behavior" alarms. The 
second part of this layer is concerned with the recognition of predefined scenarios 
and the creation of alarms in case predefined “threat” conditions are met. Exam-
ples for predefined scenarios are "unattended luggage" or "running person". Fi-
nally, layer 8 is responsible for the communication to the user. It generates alarm 
or status messages and filters them if particular conditions would be announced 
too often or the same event is recognized by both methods in layer 7. 
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3   Description of Layers 

3.1   Low-Level Feature Extraction 

Basic Description 
Layer 0 is responsible for low-level feature extraction. It provides the high-level 
layers with unimodal data streams, which describe observations of the sensors of a 
particular SENSE node at the time t in the environment where the node is embed-
ded. There are extracted audio and video low-level symbols (LLS) representing 
defined primitives: person, person flow, luggage, etc. for video data; steps, gun 
shooting, etc. for audio data. 

Function Principle 
A description of the functionality of this layer lies outside the scope of this contri-
bution. An extensive coverage can be found in [22] and [23]. 

3.2   Preprocessing Including Plausibility Checks 

Basic Description 
The task of the visual feature extraction is to match a set of templates with the cur-
rent frame. In order to find objects of various sizes, the templates are scaled to al-
low matching within a range of sizes in every possible location in the frame. To 
filter unrealistic LLSs from the data stream, we first learn the average size of 
LLSs in dependence of their type and position in the camera field. Second, a plau-
sibility check is done based on bounding boxes. Bounding boxes of symbols are 
used to determine if a person or object is blended into a larger object. In such a 
case, the count of smaller and larger symbols decides, which kind of symbol is 
most likely. The selected type is then used for further processing. Additionally to 
the size of symbols, the system also learns the average speed and usual direction 
of movement. This information is furthermore used for symbol tracking. 

Function Principle 
To determine the parameters of symbols, Gaussian or mixture of Gaussian mod-
els are used. One model is utilized for pixel clusters in order to translate the 
640x480 camera pixels to 20x15 pixel clusters, each of them having a size of 
32x32 pixels. Each pixel cluster contains models for each type of symbol. The 
models need different parameters depending on the number of persons, because 
people behave differently depending whether they are alone, in pairs, or in 
groups. As symbols can change their type from frame to frame, all symbols are 
kept – even symbols with low probability of occurrence – and marked accord-
ingly. After having performed all plausibility checks, a voter decides which sym-
bols are handed over to the next layer. 

To construct models about the directions of movement (the angle), a split and 
merge algorithm for Gaussian mixture models is used [24]. More primitive variants 
of this algorithm are also used in order to process other parameters (size, speed), 
which possess only one component and therefore lack indices, posteriors, and priors. 
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Fig. 2. Means and standard deviations of Gaussian mixture models of the direction of mov-
ing objects in the camera view 

Results 
Fig. 2 shows the result of the application of the algorithm to data from a realistic 
video. The video duration is 207.3 seconds and it consists of 2074 frames (10 
frames per second). In sum, 924 different objects moved in the frames with differ-
ent appearance times, ranging from 100 milliseconds to some minutes. 

In the figure, three main directions for each cluster emerge. Most of the angles 
are grouped around the following directions: between 0° to 100°, around 200°, and 
between 250° to 350°. The σ value for each section is smaller than 20° and only at 
the left top and bottom right location there can be found bigger σ values. The rea-
son for their occurrence is that in these locations, objects occur very seldom and 
the few sampled angles are not enough to construct a reliable statistics. Because of 
this, the σ values stay bigger (as they are initialized) before the first split and mer-
ge can be applied. During evaluation, these values need to be omitted. 

3.3   Tracking 

Basic Description 
The tracking layer uses particle filter techniques to track the preprocessed sym-
bols. The aim is to record the trajectories of targets over time and to get a correct, 
unique identification of each target. 

In the area of particle filters, “objects” are tracked, not “symbols”.  Therefore, 
this term is used in the following. Traditionally, multiple objects are tracked by 
multiple single-object-tracking filters. While the usage of independent filters is 
computationally tractable, the result is prone to frequent failures. Each particle  
filter samples in a small space. The resulting “joint” filter’s complexity is linear in 
the number of targets. The problem is that in cases where targets interact, as it oc-
curs in many of our scenarios, single particle filters are susceptible to failures 
when interactions occur. In a typical failure mode, several trackers start tracking 
the single target with the highest likelihood score. 
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Function principle 
To track the preprocessed symbols, a particle filter specifically designed for 
tracking interacting objects [2] is used. To address tracker failures resulting from 
interactions, a motion model based on Markov random fields (MRFs) [11] is  
introduced. 

When targets pass close to one another or merge as persons do in a crowd, track-
ing multiple identical targets becomes especially challenging. Recently, an approach 
was developed that relies on the use of a motion model, able to adequately describe 
target behavior throughout an interaction event [2]. This approach contains a motion 
model that reflects the additional complexity of the target behavior. 

The reason for using this approach is that the number of LLS in the observation 
model can change in each time frame. E.g., if several persons walk through a corri-
dor, the visual feature extraction algorithms might detect a number of single persons 
in one image and just a group of persons in the consecutive one. Under bad condi-
tions, the detection for the same physical object can change often within short time 
periods. Details about how to use the method described in [2] for our purposes, can 
be found in [19]. Its advantage is that it minimizes the computational effort in com-
parison to joint particle filters for tracking of multiple objects at once and it also 
minimizes the fault detection rate compared to a set of single-object-tracking particle 
filters for individually tracking each object simultaneously. 

Results 
The effectiveness of the method is shown in Fig. 3. Two of the big advantages of 
the tracker are that it omits spurious visual errors only appearing very shortly and  
 

 

Fig. 3. Result of the tracking layer. Shown are zone errors (if a tracker target is within a 3m 
radius circle in world coordinates around an original person), distance error (accumulated 
distance between original persons and closest targets), and consistency error (if a target is 
associated to the same original person over time) 
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that it achieves much better consistency (as can be seen in Fig. 3, the “consistency 
error” is much smaller), which is necessary for constructing a model of trajectories 
of the tracked objects. Both, vision alone and tracker are compared to a “ground 
truth”, which was created manually by pointing at the position of each person in 
each frame. In the bottom sub figure, the real number of targets is additionally 
shown as darkest line. 

3.4   Sensor Fusion 

Basic Description 
The inputs of this layer are the unimodal symbols with smoothed trajectories. Its 
task is the fusion of audio and video symbols. For this purpose, factor analysis 
[10, 12] is used to determine the correlation between audio and video LLSs. The 
output of the layer is a symbolic representation of the real world as a collection of 
multi-modal symbols [13]. 

Function Principle 
Fusion of the audio and the video data is done using correlations between the pro-
vided data streams. Based on time correlation of low-level symbols (LLS), fea-
tures that are used for this purpose are: direction of arrival, position, loudness, 
power spectrum, and size of the video symbol in pixels. 

3.5   Parameter Inference 

Basic Description 
The task of the parameter inference layer is to set up a local semantic description 
of the events sensed by each node from the set of all the incoming lower level da-
ta. Besides the data representation, this layer also establishes neighborhood con-
nections between data representatives automatically within the node’s view. For 
learning the data representation, a vector quantization approach is used based on 
the Growing Neural Gas (GNG) algorithm [17]. In particular, it shall be referred 
to [18] and [16], in which the GNG method is used for learning high frequency 
paths in visual surveillance scenarios. 

Function Principle 
Getting symbols from the sensor fusion layer, the task of this layer is to infer the 
parameters of the underlying probabilistic model (Mixture of Gaussians [3]). To 
generate a spatial or – depending on requirements – spatio-temporal model of the 
events, unsupervised learning is used. The GNG algorithm is applied as a data-
driven vector quantization approach that iteratively generates a codebook of proto-
types in order to represent the data distribution, following the criterion of mini-
mizing the overall network quantization error. By data representation in terms of 
prototypes, a full covering of the data is provided. This means that even isolated 
small clusters of data are included into the data representation. Besides this, the 
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number of prototypes is arbitrary, while in other methods, e.g. the K-means clus-
tering, the number of clusters is a parameter to be defined beforehand. 

Results 
Ground-truth data of the CAVIAR project from the PETS 2004 workshop [25] is 
used to generate high-level symbols (HLS). The dataset includes 49 sequences, 
which correspond to two different camera views for a total of approximately 100 
trajectories. Persons walk along a corridor, which contains entrances to several 
shops. The available ground-truth provides the bounding box and the IDs of the 
objects for each frame. The reference point used for the trajectories of the training 
dataset is the head-top. Fig. 4 shows the case that two-dimensional HLSs are su-
per-imposed to the two camera views.  

 

 

Fig. 4. Front view of the corridor from the CAVIAR dataset. HLSs in 2D are represented 
by the ellipses. In blue, a representation of the graph can be seen, including prototype cen-
ters and edges 

3.6   Trajectories 

Basic Description 
Trajectories in a node are derived by use of a learned transition matrix, which con-
sists of transitions between HLSs. For this purpose each HLS keeps a list of all lo-
cal trajectories to which the symbol belongs. At the time t, when an observation is 
associated with that symbol, it is also associated to all trajectories to which the 
symbol belongs. The time sequence of symbol activation is used to compute the 
most probable trajectory for the univocal association of the observation to the tra-
jectory. Besides this, trajectories will also be active in neighboring nodes with cor-
related symbols. Global trajectories are learned over multiple nodes, by associa-
tion of local trajectories sharing correlated symbols between pair of nodes. The 
activation of a less probable local or global path triggers an alarm. 
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Function Principle 
Each node keeps a lookup table of all possible local and global trajectories. The 
matrix is built using the information deriving from the local transition matrix and 
the correlation matrix learned between symbols in different nodes. The knowledge 
about the pair-wise association between neighboring nodes is exchanged among 
nodes in order to set up the global view. 

3.7   Inter-Node Communication  

Basic Description 
Inter-node communication is based on the Loopy-Belief Propagation (LBP) algo-
rithm [6, 7]. Its primary task is to detect neighborhood relations between nodes by 
estimating correlations between symbols in different nodes, using simultaneous 
activations. This knowledge is used for both improving local views through feed-
back from neighbors and establishing the global view (e.g. trajectories).  

Function Principle 
A description of the functionality of this layer is outside the scope of this paper. 
Details can be found in [20]. 

3.8   Alarm Generator 

Basic Description 
The layer responsible for alarm generation detects predefined alarms and unusual 
behavior. The major difference between predefined alarms and unusual behavior 
is the following: a predefined alarm can be associated with a predefined, human-
readable text, like "scream noise" or "person dropped luggage". Unusual behavior 
in any situation – not only a predefined one – is detected as “unusual that deviates 
from normality”. 

Function Principle 1: (Predefined) Scenario Recognition 
The input for this method is the symbolic representation on the level of the modal-
ity related symbols. A rule-base is used to combine these symbols in a hierarchical 
way in order to get symbols with higher (more abstract) semantic meaning from 
symbols with lower semantic level.  

Predefined alarms like “screaming person” merely rely on information avail-
able from low-level symbols of the audio modality. In contrast, alarms like “unat-
tended luggage” require a symbolic processing of different information sources 
(see also [14]). 

Function Principle 2: Unusual Behavior Recognition 
The recognition of unusual behavior is operated on the base of the learned models 
of normal behavior. Each event is proven for normality: if it is classified outside 
the learned models, a deviation from normality is reported to the next layer. The 
criteria for normality are two: 1) activation of learned HLSs; 2) activation of a 
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learned sequence of HLSs. The activation corresponds to a probability of the event 
being classified in the given model higher than a threshold. 

3.9   User Notification Filter 

Basic Description 
The task of this layer is the connection of the high-level sensor processing and the 
user interface. It delivers alarms to the user interface and can be asked about the 
status of one or several nodes. It filters identical alarms occurring e.g. when the 
same lurking person is reported several times from the predefined scenario recog-
nition. When a reported unusual behavior can be matched with a predefined alarm, 
only the latter will be delivered. Furthermore, the user can choose filtering rules to 
omit or prolong alarms via the GUI. 

Function Principle 
A filtering mechanism is applied to avoid the sending of the same alarm several 
times or the sending a predefined alarm and an unusual behavior for the same ob-
ject. Furthermore, an additional rule-base with user preferences is also considered 
(see e.g. [21]). 

4   Conclusions 

This article presents a hierarchical processing architecture for smart sensor net-
works. The innovative aspect lies in the step-by-step processing, during which 
low-level information becomes more and more meaningful to a human operator in 
charge. Expected results are described for the deployment in an airport environ-
ment, whereby all layers of the hierarchical processing framework are described in 
order to understand the idea behind the architecture. Particular results from layers 
are depicted in order to give the reader better impressions of the overall perform-
ance of the approach. 
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Abstract. Current smart home is a ubiquitous computing environment consisting 
of multiple agent-based autonomous spaces, and it brings both advantage and 
challenge that a service interacting with users can be performed with multiple 
choices of configuration in space, hardware, software, and quality. In addition, a 
smart home should also satisfy the “home” feeling when interacting with its in-
habitants. In this work, we analyze the relationship between services, spaces, and 
users, and then propose a framework as well as a corresponding algorithm to 
model their interaction, thus for a smart home to behave both smart and as a home 
when interacting with its inhabitants. 

1   Introduction 

Current smart homes have transited from a centralized home automation system 
(HAS) integrating many hardware (HW) devices with software (SW) applications 
to a distributed system composed of cooperative agents integrating heterogeneous 
ubiquitous-computing (UbiComp) HW/SW to provide services [1], which can be 
seen as a UbiComp-based environment consisting of multiple autonomous spaces. 
Here we define that an autonomous space is a service area handled by agents, and 
each space equips HW/SW to provide various services. The greatest advantage of 
UbiComp-based smart home is that a service can be performed with multiple 
choices of configuration of at which space by what HW/SW in what level of qual-
ity, but this is also a big challenge to make the best configuration. 

However, the human requirement for home, generally involved with “comfort”, 
“convenience”, and “security”, can not be satisfied simply by advanced computer 
technology mentioned above. Therefore, for a smart home to be more than tech-
nology-based smart, it is very important to fulfill “comfort + convenience + secu-
rity” when choosing the configuration of a service interacting with inhabitants. In 
detail, we define “comfort” to be the quality of services (QoS) and the way to pro-
vide services, “convenience” to be the relationship between the user and the space 
where services are provided, and “security” to be the privacy issue. In this work, 
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we will study the above issues, and propose a framework with a corresponding al-
gorithm as the solution. 

The rest of this paper is organized as follows. Section 2 overviews related 
works, and section 3 describes the overall system. Section 4 and section 5 ad-
dresses the proposed framework and algorithm, and section 6 analyzes and dis-
cusses the design issues. Results of experiments and evaluations are shown in sec-
tion 7, and conclusions are made in section 8. 

2   Related Works 

Reference [2] develops a system which can adapt its QoS according to the envi-
ronment changes and user preference. However, it considers neither the issue of 
multiple spaces nor the issue of multiple users, and the privilege issues that a user 
may have different privilege at different spaces and different users may have dif-
ferent privileges in the same space is also not considered. The privacy issue and 
interaction requirement of services are also ignored. In addition, this system is us-
er-initiative, thus lacking of the situation where interaction is system-initiative, 
which is very important for UbiComp-based environment [3]. 

Reference [4] proposes a contextual notification model for system to adapt its 
interaction according to “Message Priority,” “Usage Level,” and “Conversation”. 
It considers the relation between user and system, however, it is for single user on-
ly, and issues of privacy, privilege, and multiple spaces, are also ignored. 

To further consider the relation between services and user, we study from [5] 
and [6]. In [5], the authors proposed a framework to categorize the notification 
systems according to their design objectives in “interruption,” “reaction,” and 
“comprehension”. In [6], the authors extend the model from [7] to categorize the 
interaction way between user and system as “foreground” and “background” ac-
cording to whether or not requiring user’s attention. In this work, we combine the 
framework of [5] and the concept of [6] to represent the interaction requirement of 
services, as well as the relation between services, spaces, and users. 

As for the privacy issue, we study from [8] which addressed that a system 
should provide users three modalities of control – solitude, confidentiality, and au-
tonomy – to complete the construction of an integrated privacy. We apply this 
viewpoint to consider the interaction privacy in three corresponding perspectives – 
physical, information, and freedom. Details will be shown in later section. 

There are still several related works. Reference [9] proposes a framework 
which envisions a smart home as a user centric multimedia system. Reference [10] 
and [11] propose similar concept, which is that the next generation human-
computer interaction should utilize and enhance existing appliances to embed the 
interaction information, so that inhabitants can naturally access them. Reference 
[12] proposes a mobile device based personal home server to achieve spontaneous 
interaction, personalization, privacy protection, and interoperability. However, all 
these works do not touch our focus, which is that fully utilizing the resources of a 
smart home to fulfill the “comfort + convenience + security” requirement when 
interacting, based on the relationship between human and spaces in a smart home. 
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3   System Overview 

The interaction flowchart of a smart home system can be simply described as 
Fig.1(a). Via the backbone platform, all the components are connected and can 
communicate with one another. Smart home system gathers statuses of the envi-
ronment and its inhabitants via intelligent sensing HW/SW, receives user input 
from smart human-computer interface (HCI), and then sends all information to  
inference mechanism to infer what services to be provided. According to the in-
ference results, smart home system will perform the parts in dotted line, including 
interacting with inhabitants via interface, manipulating devices around users, and 
changing the environment status via the integrated control handled by HAS. 

 

 
                                         (a)                            (b) 

Fig. 1. (a) the interaction flowchart. (b) the algorithm flowchart to provide services 

The focus of this work is how to utilize the UbiComp-based environment to ful-
fill “comfort + convenience + security” when performing the dotted line parts, and 
the flowchart is shown in Fig.1(b) and detailed as follows. When a smart home is 
going to perform a service for a user, it will compare the requirements of the ser-
vice with the status of current environment, to find out if there are some qualified 
spaces (QSs), whose status and resources are both capable of performing this ser-
vice. If such spaces exist, the smart home will perform the service at one of the QS 
according to the requirements of the service; otherwise, the smart home will con-
tinue to find out if there are some candidate spaces (CSs), whose resources are ca-
pable but status is not ready. If such spaces exist, the smart home will form a CS 
list with a notification to indicate user that a service is waiting to be performed; 
otherwise, the smart home will form a notification to indicate user that a service 
can not be provided at current environment. In either situation, the smart home 
will notify the user. The idea behind is to fully utilize the spaces in the smart home 
so that services are provided at appropriate spaces according to the relation be-
tween user, service, and space. After the notification, if the user agrees this service 
to be performed, he/she can choose one of the CSs and change its status for the 
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smart home to perform the service, or override the smart home by manually initi-
ating the service at any space, but this is out of the scope of this work. 

There are several points needing to be taken care of as follows. The first point 
will be dealt with in section 4, and the other points will be addressed in section 5. 

 

1. Define the requirements of services and the status of environment. 
2. Define the conditions for a space to be a QS or CS. 
3. Determine at which QS by what HW/SW in what level of QoS. 
4. Determine how to rank CSs to form the CS list. 
5. Appropriately notify the user according to the status of environment. 

4   Framework for Human-System Interaction 

4.1   The Requirements of Services 

According to [2], each service should specify its required resources and corre-
sponding HW/SW. But we further propose that these requirements should be clas-
sified into several QoS levels. Requirements in the lowest level represent the least 
constraints to perform this service, whereas requirements in the highest level mean 
that the Quality of Service (QoS) will not be higher even richer resources and 
HW/SW are provided. 

Learning from [6], service can be classified according to whether requiring user 
attention. However, inspired by [5], we propose that this attention-based classifi-
cation way should be further improved as that each service should specify how 
much attention it requires, because while background services do not require user 
attention, foreground services may prefer full, some, or little user attention.  

Inspired by [4] and [8], we propose that each service should specify its re-
quirement for priority and privacy. The former can be set as “normal” or “high” 
and the latter can be set as “personal”, “group”, or “basic”. Priority is used to ad-
just the initial interaction scopes of services and notifications, whereas privacy is a 
constraint for selecting spaces to perform services. Although there may be multi-
ple groups in a smart home, we assume that if a service requires “group” privacy, 
it only needs to specify one of them as its privacy requirement. 

All these requirements mentioned above should be assigned by the service de-
velopers at the design phase, except that the requirement for priority and privacy 
may be dynamically determined by the service content. 

4.2   The Status of Environment 

First, we define that the privacy level of a space is determined as “personal”, 
“group”, “basic”, or “none”, by all involved users. And a space can specify multi-
ple groups as its group privacy level according to involved users. A simple exam-
ple is described as follows, and is shown in Fig.2. If there is only one user in the 
space, then its privacy level is personal for that user. If another user joins this 
space and these two users belong to some groups, then its privacy level goes down 
to “group” and includes all their common groups. Otherwise, if they do not belong  
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Fig. 2. An example for transition of privacy level in a space 

to any same group, then its privacy level goes to basic. If the space is not involved 
with some user, then for him/her, its privacy level is none, the lowest one. 

Then corresponding to the attention requirement of services, we first classify 
the spaces as two types, background space (B.Space) and foreground space 
(F.Space), according to their interaction level. The interaction level of a space is 
defined as whether there are foreground interaction between user and this space 
recently. To model that the user attention will go lower as time goes by or the user 
leaves the space, another space type, inactive foreground space (IF.Space), is pro-
posed. And to represent the spaces which can be utilized but currently do not be-
long to the user, we propose another space type, free space (Free.Space). At last, 
to further deal with the privacy issue caused by multiuser, we define another space 
type, restricted space (X.Space), as that if a space is a F.Space for user1 but not for 
user2, then this space is an X.Space for user2. Further, according to whether user2 
is in the X.Space or not, X.Space is classified as restricted background space 
(XB.Space) and restricted free space (XFree.Space). A simple example for the 
transition of spaces is described as follows, and is shown in Fig.3.  

 

 

Fig. 3. An example for transition of interaction level in a space 

According to [2], each space should specify its own resources and its equipped 
HW/SW. However, to further deal with the privilege issue, we propose that each 
space also has to specify how much resources and what HW/SW can be allocated 
for each user according to the user identity. 

There are still three other statuses for each space but not related to service re-
quirements. The first one is a unique name for each space. The other two are its 
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service area, and its topology with other spaces. The former is used to determine 
whether a user enters a space, and the latter is used to calculate the distance be-
tween spaces thus later to rank the CS. When defining a new space, its service 
area is first specified and registered in the smart home system, and then its topol-
ogy is represented by edges, each of which links to a space whose service area in-
tersects or neighbors with. An example for topology of spaces is shown in Fig.4.  

 

 

Fig. 4. An example of smart home which consists of multiple spaces with their topology 

The first two statuses, privacy level and interaction level, are dynamically de-
termined by the interaction between users and spaces, whereas the other statuses 
are defined and fixed at the beginning of space creation. 

5   Algorithm for Human-System Interaction 

The main algorithm shown in Fig.5 mainly formulates Fig.1(b), and several sub-
algorithms in Fig.5 will be described later. If the smart home initiates a service, 
svcx, for a user, usery, then each space, spacei, will be determined whether it can 
be a QS or CS by comparing the requirements of svcx with all its space statuses. 
 

 

Fig. 5. The algorithm for a smart home to initiate services 
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5.1   Find QS and CS from the Environment 

If spacei is a QS for svcx for usery, it fulfills the following conditions: 
 

1. Its remaining resources and HW/SW for usery are richer than the least re-
sources constraints of svcx. 

2. Its privacy level for usery is not lower than the privacy required by svcx. 
3. Its interaction level for usery is not lower than the attention level specified by 

svcx. 
 

According to the last condition, QSs for foreground services can only be 
F.Space with high enough interaction level, whereas QSs for background services 
can be any type of spaces other than Free.Space and XFree.Space. But the QSs for 
background services will be first grouped and sorted by the order of B.Space, 
IF.Space, F.Space, XB.Space, and then all the QSs in the group listed first will be 
chosen as the true QSs. 

The idea of CS is to deal with the situation that currently there is no QS for the 
system-initiative foreground service. To achieve the purpose of foreground ser-
vices which is to draw user attention, all suitable spaces in the environment will be 
found out for this service to interact with the user. And since background services 
do not require user attention, there is no CS for them. CSs are those spaces which 
only do not fulfill the last condition, as well as those Free.Space or XFree.Space 
which fulfill the first two conditions if usery has entered them. 

This part of algorithm is shown in Fig. 6. 

 

 

Fig. 6. The algorithm to find Qs and CS for a service 

5.2   List of CS 

All the CSs will be grouped and sorted by the order of F.Space, IF.Space, 
B.Space, Free.Space, XB.Space, XFree.Space. After that, CSs in each group will 
be further sorted by its distance from usery according to its topology and by its 
best QoS level. For the user to identify each CS, the CS list includes the following 
information: name, type, distance, QoS level. This process is included in Fig. 5. 
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5.3   Configuration of Services 

The algorithm in Fig. 7 decides at which QS by what HW/SW in what QoS level 
svcx will be performed. The priority of svcx is for adjusting the interaction scope: 

 

• Service requiring high priority: All the QSs will initiate svcx at the best QoS 
level they can afford with related HW/SW specified by svcx. 

• Service requiring normal priority: All the QSs will calculate the best QoS level 
they can afford, and all the QSs with the best QoS level are chosen to perform 
svcx with specified HW/SW. 

 
If there are multiple QSs initiating svcx, user can choose one of them, and oth-

ers will stop svcx. If user does not make the decision, the situation will remain. 
 

 

Fig. 7. The algorithm to perform and configure a service 

5.4   Notification 

For background services, because there is no CS for them, it will only notify users 
“svcx can not be performed currently”. As for foreground services, besides the 
above notification content, it can also notify users “svcx is waiting to be per-
formed” attached with the CS list. The related algorithm is shown in Fig.8. 

 

 

Fig. 8. The algorithm to notify user 
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Since the purpose of notification is to draw user attention about some events of 
svcx, it can be seen as a kind of special foreground service. Therefore, the possible 
types of spaces to perform notification can only be F.Space, IF.Space, B.Space, 
XB.Space. Next, the priority of svcx will decide the notification scope. 

 

• Service requiring high priority: If there are some spaces in F.Space group, 
notification will be directly performed in all these spaces. Otherwise, for pri-
vacy, login will be prompted first in all the remaining spaces, and then the noti-
fication will only be performed in the space where after the user login. 

• Service requiring normal priority: The process is the same as the one in high 
priority except that the notification will not be performed at XB.Space. 

6   Analysis and Discussion 

In this section, we will analyze and discuss how we design our work to make a 
smart home to fulfill “comfort + convenience + security” when interacting. 

6.1   Comfort 

“Comfort” is related to QoS and how to perform services. For the former, our pro-
posed work lets smart home system manage to perform services at the best QoS 
level each space can afford. As for the latter, our work dynamically expands the 
interaction scopes of services and notifications. And whenever there is a notifica-
tion for a user, if the user is in some F.Space, it means that the user attention level 
is high enough, so we assume that the user is willing to be notified, and then the 
notification is directly performed. Otherwise, if the user is not in any F.Space, it 
means that user attention level may not be high enough, or the user is not willing 
to be interrupted, so the smart home will prompt login first. If the user agrees to 
interact, he/she can simply login for further information. If the user does not want 
to be interrupted, he/she can just ignore the notification to preserve privacy. This 
causes no harm since the user will only miss the notification that “a background 
service can not be performed currently” or miss the foreground services the smart 
home initiates, which is not preferred by the latter user currently. 

6.2   Convenience 

“Convenience” is related to the relationship between the user and the space where 
services are provided. We arrange foreground services at highly interactive spaces 
so user will not miss them. Relatively, we arrange background services at spaces 
with low attention, thus saving resources of highly interactive space for fore-
ground services. In addition, sorting CSs by their distance can minimize the neces-
sary move for the user, thus improving his/her convenience. 

6.3   Security 

“Security” is related to the privacy issue, and its complexity comes from the mul-
tiuser situation. We define that the privacy level of a space will be lower as  
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involving more users, and by defining “none” in privacy level of space, we pre-
vent service being automatically provided in the spaces where the user is not there. 
Further, IF.Space is related to the control modality of autonomy in [8], since in 
our work, the user can leave F.Space and thus keep attention-required foreground 
services out. This mechanism shows the freedom for a user to control his/her pri-
vacy. As for X.Space, it is related to the control modality of solitude in [8], which 
addressed the physical privacy. By arranging X.Space at the last position either in 
the CS list or in the notification order, we prevent the interruption between each 
user as much as possible by allocating them different spaces. Finally, when a 
F.Space transits into IF.Space, all the foreground services whose attention re-
quirements are higher than current interaction level will be paused until the user 
re-login to resume them. On the other hand, when a F.Space transits into B.Space, 
all the foreground services will be ceased. This achieves the control modality of 
autonomy and confidentiality in [8], by keeping the user-related services private. 

7   Experiment Results and Evaluations 

First, experiments are conducted to verify that human-system interaction can be 
improved by matching foreground service in foreground space rather than back-
ground space. And then we evaluate our proposed work by interviewing 54 people 
with application scenarios before and after applying our framework and algorithm.  

7.1   Experiments 

The experiment data are collected from 3 users. In our first experiment, we ask the 
user to focus on his/her desktop PC, which is F.Space. Aside the user, a mobile PC 
which can not be interacted directly is set as B.Space. A service is randomly initi-
ated at F.Space or B.Space every 3~5 minutes, along with a message randomly  
instructing the user to accept/reject this service. The user is asked to follow the in-
struction, thus to make sure this service having user attention and to simulate it as 
a foreground service. The response time is calculated as the period from the mo-
ment initiating the service to the moment receiving user response. The results in 
Table 1 verify that the user responds faster when service is initiated in F.Space. 

 

Table 1. Response time for a randomly initiated foreground service 

Scenario Average Standard Deviation Data Amount 

In F.Space 2924 ms 814 ms 268 samples 

In B.Space 6752 ms 965 ms 257 samples 

 
The environment for our second experiment is the same, but in addition to the 

randomly initiated service, the user is asked to continuously interact with another 
foreground service in F.Space. We measure the response time for the continuous 
foreground service at three scenarios: the random service appears at F.Space,  
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Table 2. Response time for a continuous foreground service 

Scenario Average Standard Deviation Data Amount 

Normal 3990 ms 914 ms 1141 samples 

In F.Space 9407 ms 1863 ms 125 samples 

In B.Space 14122 ms 3015 ms 131 samples 

 
B.Space, or does not appear. The results in Table 2 also verify that the user returns 
to his/her original focused tasks faster if the random service is initiated in F.Space. 

7.2   Evaluations 

The first scenario is about Security. Without our work interactions continue, 
though inappropriate inhabitants join in. With our work, interactions will auto-
matically pause or continue based on the privacy level resulted by users in the 
space. The second scenario is about how to deal with paused interactions when in-
habitants return to space where interactions pause, which is about Comfort. With-
out our work, interactions are automatically engaged (though inhabitants may not 
wish to interact). With our work, system prompts inhabitants first, and then waits 
for them to decide what to do. The evaluation results in Table 3 verify that our 
work can upgrade the appropriateness of system behaviors. 

Table 3. Appropriateness of system behaviors before and after applying our work 

 Scenario1(Before) Scenario1(After) Scenario2(Before) Scenario2(After) 

Appropriate 7.4% 88.8% 48.1% 85.2% 

No Comments 7.4% 5.6% 14.9% 11.1% 

Inappropriate 85.2% 5.6% 37% 3.7% 

8   Conclusion 

In this paper, we proposed a framework to model the interaction between a smart 
home and its inhabitants, thus to fulfill “comfort+convenience+security” when a 
smart home performs services to interact with its inhabitants. Our framework 
mainly focuses on the relationship between services, spaces, and users, and related 
analysis is provided. A corresponding algorithm is also proposed to appropriately 
configure services, so that a smart home can behave both smart and as a home. 
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Abstract. In this paper authors describe image compression based on the idea of 
biological “yellow spot” in which the quality/resolution is variable, depending on 
the distance from the point-of-interest. Reducing the amount of data in a robot’s 
vision system enables to use a computer cluster for non-time-critical “mental” 
processing tasks like “memories” or “associations”. This approach can be particu-
larly useful in HTM-based data processing of robot’s vision system data. 

1   Introduction 

Nowadays, mobile robots are mostly controlled by embedded systems. A light-
weight but efficient processing solution, powerful enough to acquire input data 
and to control the mechanics can be purchased for a fair price. On the other hand, 
intelligent and behavioral algorithms for a robot are much more demanding tasks. 
Using a vision system can also be a reason for replacing the processor with a 
faster one. However, powerful computers need more energy, which causes that the 
“mobility” of a robot is hindered by heavy batteries. 

Few years ago, some groups of researchers have tried to make use of a com-
puter cluster for handling algorithms not demanding real-time processing. The ef-
ficiency of computer clusters was strongly affected by communication time be-
cause video data sent between nodes was causing serious performance problems. 
Since then, processors have evolved, but wireless networks, which could connect a 
mobile robot with the cluster, have not seemed to keep up with the processors’ 
evolution. 

Designing a mobile robot’s human interaction algorithm is always a great chal-
lenge and a computer cluster would be a perfect solution for “mental” non-real-
time processing tasks like “memories” or “associations”. Unfortunately, using a 
computer cluster for image processing and object recognition (i.e. the usual way of 
making the robot understand the image) is not possible due to the communication 
time. Reducing the amount of the transferred data usually causes loss of informa-
tion in images. Object recognition gives poor results on noisy images. 
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Biologically Reasoned 
Unlike “artificial” vision systems, a human eye does not acquire the whole image 
using the same detail level or resolution for every part of the image. In fact, 
a greater part of “visual data” comes from a yellow spot, which is a part of the ret-
ina containing fovea (i.e. small pit responsible for central vision with more closely 
packed cones) providing the sharpest, and the most detailed image [1]. The nature 
has found its way to reduce the amount of data transferred to the “supercomputer”. 

This approach to visual data compression (presented in Fig.1) causes a funda-
mental change in object recognition. 

 

 

Fig. 1. Lena, vision system’s yellow spot is fixed on her eye 

2   Object Recognition 

An object recognition algorithm based on a sequence of images compressed as in 
Fig. 1 can be implemented using HTM networks (Hierarchical Temporal Mem-
ory). In HTMs it is absolutely natural to use spatial fragments of input data and to 
send it to the input of the network in a time sequence [2]. The idea of HTM net-
work’s understanding of the input data/signal [3] is based upon human brain’s 
neocortex. A human eye makes very fast movements called saccades. These 
moves change the fixation point of retina’s yellow spot causing a change in the 
observed detail. By generating sequence of details, it is possible to build up a vir-
tual map of corresponding image. 

A robot can also be programmed to use its vision system this way. A video 
camera or a stereovision system acquires video data and, subsequently, images 
are compressed with the use of yellow spot’s coordinates for defining the point-
of-interest (point of maximum quality of the image after compression). The in-
formation is passed to the HTM network on a remote computer and processed in 
a usual manner, just like any other information within HTM networks, making in-
ference possible. 

An abstract notion of a dog can be described as a sum of features like specific 
sounds or spatial patterns acquired by the retina (e.g. tail, nose, ear,paw) [4]. 
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3   Yellow Spot 

Human Eye 
In a biological eye, the quality/resolution of image is decreasing with the dis-
tance from the fixation point. The difference is not equal in every direction from 
the fixation point, although it seems to be so. If we look at the middle of a cir-
cle, the circle seems to be round (well, it is) but it is not transferred through the 
optic nerve as a circle (cones are not arranged uniformly on the retina) although 
the brain interprets it as a circle. This example shows that our “vision system” 
also makes some conversions and simplifications to the acquired data before 
processing. 

“Robot’s Yellow Spot” 
An “artificial” vision system acquires visual data as a predefined pattern of pixels 
organized in columns and rows. This is very problematic for people willing to ex-
periment with an HTM network, because the network expects temporal sequences 
of spatial patterns on its input. The most frequent solution is to scan the whole im-
age with the input sensor matrix. 

Having the yellow spot in mind, “temporal sequence” can be understood not as 
a horizontal shift of the sensor matrix but as a sequence of patterns found in the 
neighborhood of the yellow spot. Fig. 1 shows an idea of reducing the amount of 
data in the image, while not loosing the quality or resolution of the “virtual yellow 
spot’s” neighborhood. 

The image reduction cannot be made as it is shown in Fig. 2a because the in-
formation outside the central area is sometimes also useful. For instance, HTM 
cannot decide to change yellow spot’s coordinates to the nose because there is no 
nose in Fig. 2a. Of course, well-trained HTM could “suppose” where the nose 
should be found, but at first, it should have good opportunities to learn. 

 

 

Fig. 2. Lena, vision system’s yellow spot is fixed on a detail. (a) part of the image with 
the highest compression level (i.e. the lowest quality) is cut-off. (b) the same image without 
cutting. 
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4   Compression 

It does not matter what kind of compression algorithm is to be used for compress-
ing the images exactly but the algorithm should give the following abilities: 

 

• the quality/resolution is changing smoothly with the distance from yellow 
spot’s coordinates, 

• it would be very helpful if the high-level compressed area could show, despite 
compression, the existence of details. 

5   Practical Realization 

In the practical realization, the simplest possible DWT (discrete wavelet trans-
form), that is the Haar’s wavelet transform [5], was used, analyzing horizontal de-
tails only. Afterwards, all calculated differential matrices are compressed with 
a simplified RLE (run-length encoding) procedure, with only zeros compressed. 
The quality of image was defined by the threshold level determined not as a con-
stant value but as a modified Gaussian function (Fig. 3). 

 

 
Fig. 3. Threshold function 

By modifying the parameters presented in Fig. 3, it is possible to control pa-
rameters of the threshold function (see Fig.4). 

 
Fig. 4. Lena and threshold curves used within the DWT transformation 
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Parameters of the threshold function, i.e. the quality of the compressed image, 
can be chosen automatically by comparing original image to the compressed one, 
or manually. In the latter case, the application developer has the opportunity to 
watch the influence of a specific parameter on the compressed image. Fig. 5 
shows contour lines of the threshold function. 

The image in Fig. 5 c) seems to be useless for image processing and object rec-
ognition algorithms, but the neighborhood of the yellow spot is compressed with 
the best quality. Therefore, in some cases, e.g. for HTM networks, such image is 
equally as useful as uncompressed one. It is good enough for analysis of the ob-
served detail and for perceiving the existence of other details in its neighborhood. 

 

 

Fig. 5. Contour lines of the threshold function. White lines denote lines/areas with 
(threshold modulo 5) = 0. Numbers describe threshold value in specified area. 

Table 1. Data size of an example transformed image 

Image quality Example data size 

Best e.g. 212 327 bytes 

Very good (Fig. 5 a) e.g. 105 261 bytes 

Good (Fig. 5 b) e.g. 72 070 bytes 

Poor (Fig. 5 c) e.g. 33 285 bytes 

 
Values in Table 1 correspond to images in Fig. 5. Although the original file 

contained 196662 bytes (196608 and header), the first row of the table shows the 
weaknesses of the RLE encoding. 
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The compressed image data size depends on threshold function parameters, 
source image complexity, exact coordinates of the yellow spot and on some other 
factors, therefore it is difficult to estimate it. 

Entropy coding can produce better results [6] than the proposed compression, it 
is not the author’s intention to find an ultimate compression algorithm, but rather 
to show usefulness of compressing images with variable quality/resolution. 

6   Active Vision vs. Yellow Spot 

Choosing a smaller area of the image to speed-up the processing is well-known 
idea, called “active vision”. However, active vision usually ignores the rest of the 
image, while the proposed algorithm still gives the possibility to “notice” the exis-
tence of a new point-of-interest beyond the analyzed area. A DWT-transformed 
image reduces the information about small input signal changes and stores the  
information about big changes. Terms “big” and “small” are polarized by the thre-
shold parameter (or function). This allows detecting contrasting objects (differenc-
ing in color or lighting) located anywhere within the field of view (or detecting 
movement) while offering significant data size reduction. The developed applica-
tion’s algorithm is designed to transform the image using threshold function with 
the predefined maximum value of 32. It offers much better image quality than in 
Fig. 5c and more efficient data compression than in Fig. 5b. In Figs. 5c and 5b, the 
maximum threshold value is 18 and 68, respectively. The main goal of using the 
threshold function instead of a fixed threshold value is to compress the image not 
loosing the quality in the neighborhood of yellow spot, and not loosing the infor-
mation about contrasting or moving objects. 

Compression of images is essential for reducing communication time, which is 
an important parameter of a computer cluster. Using a computer cluster with raw 
data is useless. 

Although lossy compression often makes further image processing very diffi-
cult or even impossible, the proposed algorithm is transparent for an HTM net-
work because HTM networks require only a specified spatial fragment of the im-
age. Even the image shown in Fig. 5c should be sufficient for an HTM network 
because the yellow spot’s neighborhood is compressed with maximum quality. 

7   Inference 

HTM networks consist of nodes connected together in a tree topology. The lowest 
layer of nodes uses the sensory data, whereas all other layers usually use preproc-
essed knowledge from a previous layer. The hierarchical structure of HTMs com-
bined with nodes’ algorithm (based on the autoassociative memory) gives the ability 
to analyze the input data as a spatial and/or temporal sequence of input patterns, just 
like it happens in neocortex [3]. 

HTMs are capable of discovering causes in the analyzed input data, and infer-
ring causes of novel input. Optionally, they can be also used for predicting the in-
put data or controlling the application’s and/or robot’s behavior [2]. 
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Discovering causes is possible because objects are not stored in the memory as 
spatial patterns. Although the input data is acquired as a spatio-temporal pattern of 
pixels, this representation can be found only in the first, sensory-level layer. All 
other layers build an abstract pattern of active nodes to represent a specified ob-
ject. An object in the real world is called “cause” and its representation in HTM 
(a probability of each of the learned causes) is called “belief”. As an example, 
a spoken language can be used. Each layer of an HTM contains some active and 
some inactive nodes, while every layer represents more and more abstract and 
complex “causes”. The sensory data carries the information about current “active” 
sound frequencies, but higher layers can indicate phonemes, words, phrases, sen-
tences and ideas. This process is similar for any possible input data, so implement-
ing HTMs in a machine vision approach should not induce any change in the in-
ferring algorithm. 

HTMs can be easily used for image recognition [7], if the input node is modi-
fied to use spatial, 2-dimensional input data. The temporal aspect of sensory data 
can be generated artificially by scanning the whole image line-by-line with the in-
put nodes’ input arrays. It can also be derived from biology, just like human eye 
moves from one fixation point to another with every saccade [6]. 

HTM’s layers are built of nodes, where each node learns “causes” and forms 
“beliefs” [2]. Nodes in the first layer take arrays of pixels and form “beliefs” about 
e.g. basic shapes (see Fig. 6, first column). Next layer nodes analyze spatial and/or 
temporal coexistence of active input layer nodes and form further “beliefs” (Fig. 6, 
columns 2-5). 

 

Fig. 6. Hierarchy of patterns on different abstraction levels. The face on the right side of 
this figure should not be understood as an assembled bitmap, but rather as an abstract state 
of coexistence of “beliefs” from the previous layer of nodes (e.g. “an eye” [90% of a cer-
tainty]+”a mouth” [40% of a certainty] +”a nose” [40% of a certainty] = “a face” [50% of a 
certainty]). 

Various parts of the image can be acquired separately by moving the yellow 
spot from one part to another. The machine vision system must be cognizant of 
analyzing one particular object. A highly probable belief of seeing an eye fol-
lowed (after a saccade) by a highly probable belief of seeing a nose might mean 
that the robot is currently looking at a human being. This might be checked e.g. by 
an intentional saccade to another fixation point. 
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Fig. 7. Three fixation points of the acquired image seem to be enough for a human eye to 
recognize a face. Although human brain has already recognized the object, saccades still 
occur to send more details about it. 

As shown in Fig. 7, use of saccades and fixation points together with the de-
scribed DWT+RLE algorithm is a very powerful idea. 

The most important feature of this solution is that it uses HTMs – pixels located 
in the neighborhood of every fixation point are used for generating “beliefs” about 
fragments of an image (e.g. “an eye [80% of a certainty]”, “a mouth [60% of 
a certainty]”). These “beliefs” are crucial for inferring what exact “causes” are 
reasons of a final “belief”. 

While HTMs are based on autoassociative memory, input data can be incom-
plete or slightly differ from the learned example, and the algorithm would still be 
able to recognize it. 

A house with a blue roof will be recognized as a house even if the robot have 
never “seen” a blue roof before because “beliefs” of some of nodes indicate that 
this object has windows, door, etc. and the most probable “cause” of the final “be-
lief”, among all known “causes”, is “a house”.  

Indicating if the analyzed object is already known or new also seems to be easy 
task. For all known objects, the belief distribution is peaked, and for unknown ob-
jects, it is flat [2]. 

8   Election of a Next Fixation Point 

The developed application has two modes of defining a new fixation point. The 
first one, with lower priority, defines new fixation point in the middle of a moving 
object and starts analyzing it. The second operating mode is active only when an 
object is being analyzed. The movement of other objects is ignored, and further 
fixation points are defined depending on decision of the analyzing algorithm. 

Current version of the application is not using HTMs’ prediction feature, which 
seems to be the most promising direction of research. 
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While HTMs store the information about spatio-temporal sequence of patterns, 
it is possible to make some predictions. If the analyzed image contains “an eye” 
and “a mouth”, some of the nodes could already indicate, that it is probable that 
the common “cause” is “a face” (Fig. 8). However, there are more details describ-
ing “a face”, for instance “a nose” or “an eyebrow”. HTM might use this informa-
tion for checking if there is “a nose” (see Fig. 8). Choosing next fixation point 
with the use of HTMs is a complex task, but it seems to be the most resolute and 
effective way. 

 

 

Fig. 8. Election of another fixation point, basing on HTM’s prediction feature (predicting 
spatio-temporal patterns of partially recognized objects) 

9   Mobile Robots and Computer Clusters 

The most problematic task in using computer cluster as an enhancement of robot’s 
memory and/or association ability was the communication time. Input data of ro-
bot’s vision system, i.e. images from its camera, produced extremely high volume 
of the traffic. No parallel algorithm could manage it. 

The presented idea of yellow spot enables the possibility of using the cluster. 
The parallel algorithm should be designed to use task parallelism rather then data 
parallelism [8]. Analysis of half of an image is pointless, although some data par-
allelism can also be considered, depending on the case of use. 

A computer cluster is, in general, a group of loosely coupled computers that 
work together closely so that they can be viewed as though they are a single com-
puter [9]. Efficiency of parallel (cluster) implementation of computation depends, 
in general, on the processor performance and communication bandwidth of the 
cluster. The value of communication bandwidth is especially important for the 
problems for which exchange of data between each pair of the cluster nodes is re-
quired, especially for systems containing very large number of processors. Highly 
parallel computers contain thousands of processors. If, for a given problem size, 
communication will eventually dominate computation as the number of processors 
is increased, then the speedup cannot scale with large numbers of processors with-
out introducing additional levels of parallelism. 

Computational burdens encountered when solving complex problems of control 
of multidimensional processes (robots), can be essentially reduced by decompos-
ing the problem into a number of subproblems and by solving a set of subtasks as-
sociated with a certain coordination task. 

Assuming a set of all operations required to be carried out for solving one local 
task as the least portion of a task which can be performed by a processor, the  
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discussed two-level algorithm can in a simple manner be implemented parallel in 
multiprocessor system. Notice that the Master-Slave structure, being natural for 
methods of this type, is less effective for more complex cluster systems. Further-
more, in the distributed memory systems, each of the tasks specified in a given al-
gorithm, should be solved in a parallel way, i.e. in case of the considered methods 
the coordination algorithm ought also to be solved parallel. The vertical communi-
cation corresponds in principle to data exchange between two algorithms imple-
mented by the same processor, namely, between the algorithm implementing a lo-
cal task and a fragment of, allocated to this processor, the coordination algorithm 
implemented parallel. On the other hand, the horizontal communication corre-
sponds to that one between particular processors, including the exchange of data 
necessary for the correct implementation of the coordination algorithm. 

Decreasing of the computation time arising as the consequence of parallel reali-
zation of two-level optimization problem is rather evident. But decomposition can 
lead to decrease of the communication requirements too, especially, for the each-
to-each communication problem (bi-directional data transmission between each 
pair of processors). For example, a number of required communication tasks Ls for 
the latter problem is determined as: 

)P(PLs 1−=                                                       
(1) 

where P denotes the number of processors. 
If we divide all processors into L groups (nodes), each of them containing ap-

proximately P/L processors, the total number of communication tasks required to 
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where (P/L)(P/L-1)L denotes the number of required communications task in all 
groups of processors (nodes), L(L-1) denotes the number of communication tasks 
between all groups and (P/L-1)L denotes total number of communication tasks al-
lowing to send data obtained from other groups into all processors in each group. 

 

 

Fig. 9. Communication requirements for the two-level parallel each-to-each communication 
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Fig. 9 presents values of the factor Sd=Ls/Ld as a function of a number of proc-
essor groups L for given value of P. This picture shows that the communication 
requirements can be significantly decreased as a consequence of the realized de-
composition. 

10   Conclusion and Future Work 

Analysis of high-resolution image sequences demands computation power and op-
erating memory. Using a computer cluster not only proper data representation on 
system input is an important aspect of fast and efficient processing, but also defin-
ing proper “neural” architecture [10] and problem decomposition. 

HTM networks seem to be the most natural conception in vision understanding, 
and a new hope for active vision adherents. While HTM networks are relatively 
new idea of implementing memory and vision understanding, it is very hard to 
predict efficiency, elasticity and robustness of developed system before it is ready. 

HTM network is known to manage with image recognition [7], but it is not ful-
ly implemented in the application (Fig.10) yet. The next step is to implement an 
HTM network in an example vision system consisting of mobile robot with video 
capturing devices, and a computer cluster for advanced analysis of image, object 
recognition and inferring – HTM-based vision understanding. 

 

 

Fig. 10. A single frame with yellow spot fixed on the coin is firstly DWT-transformed. Sec-
ondly, the frame is RLE-compressed, then transferred from the input node to the computer 
cluster and finally IDWT-transformed for further processing. After processing, a new fixa-
tion point coordinates are sent back to the input node. 
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Abstract. In this chapter we present a surgical training system that employs some 
novel ideas on interaction between the trainee and the system. 

1   Introduction 

Laparoscopic surgery brings significant benefits into the healing process and 
therefore an increasing interest in it is observed. Great benefits over traditional 
surgery include: limited scarring, reduction in pain and recovery time, leading to a 
smaller risk of complications. Study conducted by Hansen et al. [1] shows that pa-
tients who have undergone laparoscopic appendectomy had five times fewer 
wound infections, two times shorter discharge time and fewer of them required 
narcotic analgesia. On the other hand, there is a number of downsides, for instance 
the surgeon's perception – both haptic and visual - is very limited, which extends 
the procedure time (in the open appendectomy case 40 as opposed to 63 minutes 
in laparoscopic appendectomy [1]) and the likelihood of human error. Also in-
vestment in expensive instruments and a very long training period are required.  

Surgical training should be modular, where each module should focus on the 
development of certain behaviors - knowledge-based, rule-based and skill-based. 
This chapter will focus on a system designed particularly for the skill-based be-
havior training.  

The primary skills that have to be developed during the training involve - depth 
perception, dexterity and hand-eye coordination. Traditionally, according to the 
Surgical Papyrus [2] since the times of ancient Egypt, surgical training has always 
followed the model of master and apprentice and involved mentorship in real-life 
clinical cases, where the apprentice would gain skills and experience from his 
teacher. That approach to surgical education hasn't changed significantly since an-
cient times. It is also worth noting that the training was strictly dependent on the 
availability of a patient and tied with the course of patient care [3-5].  

Since some of the surgical skills do not strictly require practicing them in a 
real-life clinical situation - it is desirable to enhance them in a safe environment, 
without any risk to patients. It is also important to note, that the operating room is 
not the best learning environment because of factors such as stress, time con-
straints and costs that have a negative impact on the learning process.  
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On the other hand, reference [6] shows, that surgical simulation has positive 
impact on improvement of psychomotoric skills, i.e. the gallbladder dissection 
procedure was 29% faster for residents trained on simulators, also accidental inju-
ries during the procedure were 5 times less frequent in that group. Similar results 
in a cholecystectomy procedure are shown in [7]. Therefore a number of surgical 
simulators, both physical-model-based and software-based, have been developed, 
all allowing the trainees to safely master the basics skillset.  

One of the first simulation devices for laparoscopic training was the Pelvi-
trainer, designed by Karl Semm in 1986 [8]. The original concept consisted of a 
transparent box, where organs were put. The box contained several holes to intro-
duce the instruments and the camera, Figure 1. The training method proposed by 
Semm was gradual: at first the trainee would only learn to use the instruments, 
without the use of the endoscope, secondly the endoscope would be introduced, 
while the trainee would be still allowed to occasionally look at the organ through 
the transparent walls of the box, and finally the box would be covered with a cloth 
to obscure vision.  

Since 1986 the concept of a pelvi-trainer has influenced many simulators and is 
currently used in many training programs.  

 

 

Fig. 1. Karl Semm’s pelvi-trainer [8] 

Semm's pelvi-trainer is a typical example of a skill-based training device that 
focuses on development of dexterity, depth perception and hand-eye coordination. 
There are several simulators that serve for knowledge- and/or behavior-based 
training as well as skill-based.  

One of the first systems built for that purpose is the Karslruhe Endoscopic Sur-
gery Trainer and the KISMET software [9, 10]. It is a complete training system 
with built in scenarios for practicing procedures like laparoscopic cholecystec-
tomy. There are several products similar to the Karslruhe Trainer, for instance the 
MISTELS system [11], or the LapMentor [12]. A lot of effort has been put in 
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those systems to reproduce details such as graphics, organ deformations and haptic 
feedback. Needless to say those systems are very expensive.  

One skill-based approach that combines a simple pelvi-trainer with a high-tech 
system is the Virtual Assistant Surgical Training (VAST) system, developed at the 
University of Arizona [13]. It is comprised of a pelvi-trainer and a computer sys-
tem. The computer, through a magnetic position sensor, collects data about the in-
strument's tip position, which is used to rate the trainee's performance in a certain 
exercise, based on time, path length and accuracy. The individual's progress can 
therefore be precisely measured and monitored.  

The approach represented by VAST is especially interesting and will serve as a 
basis for the further described training system which incrementally adds to the 
VAST trainer.  

2   Description of the System 

The purpose of the proposed system is to aid a trainee in the development of basic 
skills, as dexterity, hand-eye coordination and depth perception. The novel way of 
interaction proposed in this chapter – allows the trainee to develop the skill of 
avoiding certain regions where the appearance of an instrument might inflict dam-
age to the patient.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. System outline 

2.1   System Outline 

The system resembles the VAST prototype trainer [13] and is comprised of a 
standard pelvi-trainer setting – an endoscopic camera and two instruments - and a 
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computer. The instruments have an embedded position sensor. The video output of 
the camera, as well as the position sensors, are connected to the computer, where 
additional processing occurs, as in Figure 2. There are two results of the process-
ing. First - each exercise performed by a trainee is scored, and thus the perform-
ance can be analyzed, and secondly – the trainee is optionally informed by an 
auditory signal coming from a speaker, whenever he approaches the hazardous 
area with the instruments.  

The score achieved in the exercises is calculated by the computer and based on 
the information collected from position sensors and the video camera.  

Initially, before the exercise can start, and after a new model is introduced to 
the pelvi-trainer – a 3D representation of the model is built, from images collected 
with the endoscopic camera. Secondly – a hazardous region can be selected, the 
trainee has the opportunity to see and understand where the region is on the mod-
el, so it can later be avoided, during the course of the exercise. This can be done 
individually for each exercise to introduce more difficulty into the exercises.  

Later the coordinates of the instruments obtained from the position sensors can be 
used to determine the location of the instrument in the reconstructed environment.  

The 3D structure of the viewed scene, recovered in the process of the system's 
work, is at this point not intended strictly for visualization - the trainee observes 
the image as it comes from the endoscopic camera, but rather for the purpose of 
determining the hazardous regions within the 3D model. Through fusion of the 3D 
reconstructed model and sensor data the coordinates collected from the position 
sensor located on the tip of the instrument can be used to determine it's location 
and proximity to the hazardous area. If the position sensor indicates appearance of 
the instrument in a hazardous region an auditory signal is produced and a penalty 
score applied.  

2.2   Training Model 

The training is based on simple tasks that trainees have to complete within a speci-
fied time. Several types of exercises have been proposed by others [14, 15], the 
common goal is to practice dexterity, coordination and depth perception.  

Example exercises are:  
 

• knot tying, 
• cutting and suturing, 
• picking up objects, 
• touching different points on a model. 

 
Each exercise is associated with a different physical model which is placed in 

the pelvi-trainer's box.  
The trainee's score is calculated with respect to:  
  

• elapsed time, 
• length of the path of the instrument tip, 
• accuracy. 
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It is proposed that another factor is introduced and that the score is significantly 
decreased upon hitting a hazardous region, defined at the beginning of each exer-
cise, therefore the scoring function changes from 
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The terms Hc, T and RH in equation 3 denote respectively - the coordinates of 
the center of the hazard sphere, the coordinates of the instrument’s tip and the ra-
dius of the hazard sphere.   

Such a way of scoring the trainee allows considering the events of breaching 
the no-fly zones and is an important part of the training part of the system. 

2.3   Processing 

The following section describes the method for recovering the 3D structure of the 
scene applied in the presented system, which is the initial step in the work of the 
proposed system.  

During laparoscopic procedures it is natural that after introducing the camera 
into the body, the surgeon performs a series of movements with the camera to find 
the best viewing point for performing the procedure, and also to discover any po-
tential abnormalities in the viewed organs. It is therefore natural that a video  
sequence containing images of the operating field can be obtained in that manner 
also during the training procedure and serve as a source of images for a structure 
from motion 3D geometry recovery algorithm.  

Structure from Motion 
Since the early 1980's there has been a lot of research in the field of recovering 3D 
structure from camera image sequences [16, 17]. Current state of the art algo-
rithms [18, 19] perform the task without previous camera calibration and with the 
only constraints on the image sequence that a certain number of corresponding 
feature points between frames can be established and that a sufficient baseline 
(distance between the camera locations) exists. It has been proven [18] that the 
point-correspondences, along with several constraints on the camera, can lead to a 
metric reconstruction of the imaged scene.  
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In general the reconstruction process consists of: (a) selecting potential point 
matches between the frames of the sequence, (b) estimating the 3D geometry, (c) 
refinement. Since the whole process is based on point correspondences it is very 
important that the first step is performed carefully. Therefore potential matches, 
(m,m'), are selected from a set of points, populated through a Harris' corner detec-
tion procedure [20], that contains only interest points that significantly differenti-
ate from their neighborhood and can be matched with their corresponding points 
in other views using a similarity measure, i.e. cross-correlation. It is important that 
the usage of a video sequence limits the search for matches to a certain subwin-
dow of the image, because the camera movement between the frames (baseline) is 
small and therefore feature points stay in a several-pixel range.  

After the feature matching has concluded two initial views are selected that will 
serve as a base for further sequential structure refinement. The criteria of selecting 
such views are:  a) maximization of the number of features matched between the 
views, and b) sufficient baseline between the views, so the initial 3D estimate can 
be properly performed.  

While the first criterion is easy to fulfill, based on the results of feature match-
ing, it is significantly harder to determine if a view meets the second one, which is 
especially important in images from a video sequence, where the baselines are 
usually very small.  

The simplest approach would be to limit the frame sequence and select only 
every k-th frame, where k depends on the frame rate of the video. In fact, basing 
on the constraint that the camera moves are rather smooth and slow and the im-
aged object itself remains still, it is suggested to perform such a reduction of the 
input video sequence, by reducing the frame rate to 2 frames per second. Such a 
reduction essentially decreases the computational effort involved with the feature 
point selection.  

However a robust criterion for selecting key-frames is available [21] and has 
been employed in the proposed system. 

The GRIC, Geometric Robust Information Criterion [21], criterion can be used 
to determine if the geometry between 2 views is better explained by a homography 
transformation (true for small baselines) or by the fundamental matrix (larger 
baselines). Therefore GRIC is suitable to select views which are interesting for the 
2-view reconstruction process which only deals with the fundamental matrix mod-
el. It is especially important to evaluate GRIC for image sequences obtained with 
a video camera, where baselines can be really small for consecutive frames, it is 
less significant in case of image sequences from a still-camera, where most of the 
baselines are wide enough and the fundamental matrix model scores better any-
way - as seen in Figure 4.3(a). 

GRIC is a scoring function that takes into account several factors - number n of 
inliers plus outliers, the residuals ei, standard deviation of measurement error, the 
dimension of the data r (4 for two views), number k of motion parameters (k = 7 
for F, k = 8 for H) and the dimension d of the structure (d = 3 for F, d = 2 for H). 

∑ ++= )).ln()ln(()( 2 rnkrndeGRIC iρ
                 

(4) 
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After the initial two views have been selected the images may be further proc-
essed for the retrieval of the 3D geometry, next additional views are added, se-
lected in a similar manner as in the initial step. The recovery of the 3D geometry 
is based on the normalized 8-point algorithm and a triangulation method described 
in [19]. The 8-point algorithm is used to compute the fundamental matrix, F, and 
the epipoles (e,e'), from a set of point correspondences (m,m') between 2 images 
by solving (5).  

.0' =Fmm T
                                                    (5) 

The F matrix can be then used to calculate the camera matrices, (P,P'), which are 
needed for the triangulation step. 
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where [e]x is a skew symmetric matrix of the form:  
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and linked with vector product in the following manner:  

.][ baba x=×
                                                    

(8) 

The F matrix is calculated using the RANSAC algorithm, proposed by Fischler 
and Bolles [22], which is less sensitive to outliers in the matched point set than the 
standard 8-point algorithms, however it has to be fed with a greater number of po-
tential matches. 

The information obtained so far is sufficient to calculate rectifying transforma-
tions for the image pairs, which further serve as input for a stereo depth matching 
algorithm that produces a dense depth map of the scene. 

 

 
Fig. 3. Rectified image pair 
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A triangular mesh of the scene is constructed using the Delaunay [23] triangu-
lation method. The mesh is used for visualization of the 3D model of the operating 
field where at this point no-fly zones can be oriented.  

 

 
 

Fig. 4. Non-interpolated depth map of the vertebra, obtained with a segmentation-based 
depth matching algorithm 

Interaction 
The interactions are based on the information about the trainee’s behavior with re-
spect to the location of no-fly zones. By using fuzzy classification of movements 
[24] the system can guide the trainee to obtain better results. The advice offered 
by the system is of the form: 

 
• your movements are too fast, 
• your movements are too imprecise, 
• your moving too close to a no-fly zone, 
 
also the system can advise the user to go to a certain exercise which is designed to 
emphasize the particular skill the system considers to be weak. 
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Fig. 5. Illustration of the concept of the simulator of the system, showing example of no-fly 
zone location and the interaction features like the no-fly zone proximity indicator 

3   Conclusions 

This chapter describes a training system which utilizes a new interaction scheme 
for the purpose of aiding in the process of training laparoscopic surgeons.  

The video sequence obtained from the laparoscopic camera is used to construct 
a 3D model of the operating field in which information about no-fly zones is em-
bedded. The locations of no-fly zones and the position of the instrument tip are 
then used to provide the interaction and guidance during training. 

Knowledge of the 3D model and geometry of the scene can be further used to 
visually augment additional information into video from the endoscopic camera. It 
is interesting to apply the augmented-reality approach to laparoscopic training and 
examine it's usability in the Operating Rooms. The presented system can serve as 
a basis for such augmented-reality trainer. 
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Abstract. Robots are one of the most representative fields in mechatronics, this 
article presents the development process of a mechatronic system, taking into 
account 3 DOF parallel robots, pointing out the integration of the elements and 
showing the challenges needed to be faced for the interfaces between the robot 
modules and the GUI (Graphical User Interface). The interface uses virtual reality to 
provide the user with an interactive 3D graphical representation of the parallel robot. 

1   Introduction 

The integration of this disciplines leads to more competitive products, new 
technical solutions can be achieved from a mechatronic approach solutions like: 
new technical functions, increased flexibility, extension of the range of parameters 
used for machine control, reduce size and manufacturing costs due to physical 
integration. 

A mechatronic product is a very complex system with several components, 
technologies and function all interrelated and interdependent. The technical synergy 
of a mechatronics system creates critical dependencies between involved engineering 
disciplines, these dependences are demonstrated in many ways, mechanical properties 
may for example be strongly linked to the control system characteristic that in turn 
are strongly linked to software properties and the vice versa. 

In the design process of the robot one important aspect that was kept in mind 
was the modularity of the final product, building a modular robot bring several 
advantages like reconfiguration, the possibility to improve just one of the module 
without interceding in the entire structure, the possibility to use robot modules in 
building other robots or other structures. But beside this advantage a modular 
product brings new challenge in building interfaces between all the modules that 
are used for the robot. 

Parallel robots have a number of advantages over the traditional serial robots 
due to their particular architecture [1]. There are several examples of parallel 
robots, especially in the fields of assembly and medical applications.  
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The paper is organized as follows. The conceptual designs of the medical 
robots system are proposed in Section II. The kinematics and analysis is carried 
out in Section III, where the reachable workspace of the robots is generated. 
Section IV is focused on the virtual reality model of the robot architectures using 
the Virtual Reality toolbox from MATLAB/Simulink. The design of the 3 DOF 
parallel robots is presented in Section IV. Finally, this paper concludes with a 
discussion of future research considerations in Section V. 

2   Kinematics Analysis for 3 DOF Parallel Robots 

Robot kinematics deals with the study of the robot motion as constrained by the 
geometry of the links. Typically, the study of the robot kinematics is divided into 
two parts, inverse kinematics and forward (or direct) kinematics.  

2.1   Mathematical Model 

To analyze the kinematic model of the parallel robots, two relative coordinate 
frames are assigned, as shown in Fig. 1. 

 

Fig. 1. Schematic diagram of TRIGLIDE parallel robot 

A static Cartesian coordinate frame XYZ is fixed at the center of the base, 
while a mobile Cartesian coordinate frame XPYPZP is assigned to the center of the 
mobile platform.  

Ai, i = 1, 2, 3, and Bi, i = 1, 2, 3, are: the joints located at the center of the base, 
as presented in Fig. 2, and the platform passive joints, respectively. A middle link 
L2 is installed between the mobile and fixed platform. 

Let L1, L2, L3 be the link’s lengths as expressed in (1): 
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Fig. 2. Schematic diagram of mobile and fixed platform for TRIGLIDE parallel robot 
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where 
iβ is computed as .120)1( °⋅−= iiβ  
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iAr is calculated as:  
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where iα is computes as .120)1( °⋅−= iiα  From (3) yields fi: 
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From (4) we obtain (5) and by reformulating (5), (6) is obtained: 
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in (6), we obtain the inverse kinematics problem of the TRIGLIDE parallel robot 
from Fig. 1: 

iiii vuuq −±= 2

                                             
(8) 

For the implementation and resolution of forward and inverse kinematic 
problems of a parallel robot, a MATLAB environment was chosen. This is where 
a user friendly graphical user interface was developed, as well. 

 

Fig. 3. 3-RPS parallel robot with linear actuators 
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Fig. 3 shows a spatial parallel robot, 3-DOF, 3-RPS type of parallel robot. It 
consists of three identical links that connect the moving platform at points Bi by 
spherical joints to the fixed base at points Ai, by revolute joints.  

Each link consists of an upper and a lower member connected by a prismatic 
joint.  

These three prismatic joints are used as inputs for the parallel robot. Overall, 
there are eight links, three revolute joints, three prismatic joints and three spherical 
joints. Thus, the degree of freedom of the parallel robot can be computed with: 

( ) ( ) ( ) 393319861 =+++−−=+−−= ∑
i

ifjnF λ
                 

(9) 

For the kinematic analysis, two Cartesian coordinate systems A(x, y, z) and 
B(u, v, w) are attached to the fixed base and moving platform, respectively, as 
shown in Fig. 4.  

 

 

Fig. 4. Top views of the 3-RPS parallel robot 

The following assumptions are made. Points A1, A2, A3 lie on the xy-plane and 
B1, B2 and B3 lie on the uv-plane.  

As shown in Fig. 3, the origin O of the fixed coordinate system is located at the 
centroid of ΔA1A2A3 and the x-axis points in the direction of .1OA  

Similarly, the origin P of the moving coordinate system is located at the cen-

troid of ΔB1B2B3 and the u-axis in the direction of .1PB   

Both ΔA1A2A3 and ΔB1B2B3 are equilateral triangles, having the following 
feature gOAOAOA === 321

and hPBPBPB === 321
.  

Furthermore, the axis of each revolute joint, Ji, lies on the x-y plane and is 
perpendicular to the vector .1OA  

The transformation from the moving platform to the fixed base can be 
described by a position vector OPp =  and a 3 × 3 rotation matrix 

B
AR . 

Let u, v, and w be three unit vectors defined along u, v, and w axes of the 
moving coordinate system B, respectively; then the rotation matrix can be 
expressed in terms of the direction cosines of u, v and w as: 
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We note that the elements of B
AR must satisfy the following orthogonal 

conditions: 
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Let ai and i
Bb  be the position vectors of points Ai and Bi, respectively. Then the 
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The position vector qi and Bi with respect to the fixed coordinate system is 
obtained by the following transformation: 
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(16) 

For the implementation and resolution of forward and inverse kinematic 
problems of a parallel robot, a MATLAB environment was chosen. This is where 
a user friendly graphical user interface was developed, as well. 

3   Virtual Reality Model 

The user simply describes the geometric properties of the robot first. Then, in 
order to move any part of the robot through 3D input devices, the inverse 
kinematics is automatically calculated in real time. The interface was also 
designed to provide the user decision capabilities when problems such are 
singularities are encountered. More realistic renderings of bodies are possible, if 
the Virtual Reality Toolbox for Matlab is installed. Arbitrary virtual worlds can be 
designed with the Virtual Reality Modeling Language (VRML) and interfaced to 
the SimMechanics model. 

The user simply describes the geometric properties of the robot and then 
inverse kinematics is automatically calculated in real time, in order to move any 
part of the robot through 3D input devices. The interface is also designed to 
provide the user decision capabilities when problems, like singularities, are 
encountered. 

Inside this VR interface, the user can interact with the robot in an intuitive way.   
This means that the operator can pick any part of the robot and move it (in the 
general sense: translations and rotations), using 3D sensors, wherever he wants, as 
easily as a “drag and drop” program. Thus, trajectories can be defined, optimized 
and stored easily. The virtual world can be accessed also from Internet. We have 
found that the use of a VR interface to simulate robots drastically improves the 
“feeling” of the robot.  
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Fig. 5. TRIGLIDE Virtual Reality model made in Matlab/Simulink 

 

Fig. 6. 3-RPS Virtual Reality model made in Matlab/Simulink 

 

Fig. 7. Triglide Virtual Reality model made in Matlab/Simulink 
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Fig. 8. Triglide Virtual Reality model made in Matlab/Simulink – dynamic model 

 

Fig. 9. Triglide Virtual Reality model made in Matlab/Simulink 

 

 

Fig. 10. 3-RPS Virtual Reality model made in Matlab/Simulink – dynamic model 

Standard Simulink/SimMechanics blocks have been used to create the Isoglide3 
robot modules, whose internal structure can be easily modified by the user, and  
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Fig. 11. 3-RPS Virtual Reality model made in Matlab/Simulink 

tailored to the requirements of particular applications, should such a need arise. 
Furthermore, all the available MATLAB/Simulink add-ins (toolboxes, coding 
options, etc.) can be used within this framework to implement additional features. 
SimMechanics is capable of modelling a large number of DOF and CAD models 
exported from, for example, SolidWorks can be imported into SimMechanics 
providing a relatively straightforward solution to simulate complex 3-D multi-
body rover designs. 

In particular, the interface allows user to understand the behavior of an existing 
robot, and to investigate the performance of a newly designed structures without 
the need and the cost associated with the hardware implementation. 

4   Design of TRIGLIDE Parallel Robot 

In the followings is presented the design of the 3 DOF parallel robot of type 
Triglide (Fig. 12). The robot was realized at Department of Mechatronics, Tech-
nical University of Cluj-Napoca. 

 

 

Fig. 12. 3-RPS Virtual reality model made in Matlab/Simulink 

5   Conclusion 

Parallel robots such in human-systems interaction such as medical, industry 
depend on accuracy, robustness, precision and dynamic workspace. In the paper 
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was presented the control in Virtual Reality environment of the 3 DOF TRIGLIDE 
& 3-RPS parallel robots. For the simulation, we used an evaluation model from 
the Matlab/SimMechanics. It was proposed an interactive tool for dynamics 
system modelling and analysis, exemplified on the control in Virtual Reality 
environment for Isoglide3 parallel robot. The main advantages of this parallel 
manipulator are that all of the actuators can be attached directly to the base, 
closed-form solutions are available for the forward and inverse kinematics, and the 
moving platform maintains the same orientation throughout the entire workspace. 
By means of SimMechanics we considered robotic system as a block of functional 
diagrams. Besides, such software packages allow visualizing the motion of 
mechanical system in 3D virtual space. Especially non-experts will benefit from 
the proposed visualization tools, as they facilitate the modelling and the inter-
pretation of results. 
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Abstract. Graphical human-machine interface project is designed to provide algo-
rithms and graphical interface to navigate autonomous objects due to simply creat-
ing its trajectory from list of waypoints defined in a “drag-and-drop” technology. 
Trajectory is generated dynamically and it contains of basic geometry – straight 
lines and arcs – which keeps this solution easy and fast for calculation. As position 
of objects is presented in Cartesian coordinate system, presented solution can be 
easy implemented when it is difficult to obtain GPS data or this data are not accu-
rate. To enable autonomous control in the real object PID algorithm were imple-
mented. Data for PID algorithm were get from Crossbow Stargate™, which were 
also used as a servo-controller installed on the testing platform. 

1   Introduction 

Nowadays many solutions on both military and civilian ground are based on UAV 
(Unmanned Aerial Vehicle), which makes this technology became more and more 
popular.  

This solution enable exploitation of flying machines when it is too risky to use 
machines controlled directly by human (war patrols or firefighting) or when re-
mote control are too expensive (for example as a moving signal-transmitting sta-
tions). This solution provides opportunity to examine wheatear conditions (by 
sending UAV to the center of the thunder to collect data) or polar glacial. 

As UAV objects became more popular problem of controlling this objects be-
came very essential. In the literature two main attitudes could be found: 

 

• Control based on data collected from on-board sensors [5,6]; 
• Control based on flight program defined by operator before start [9]; 
 

Common technique for building trajectory for UAV object is to describe  it 
with some points (so called “waypoints”). Each waypoint is defined as a point 
placed in the objects move range and it should lay on the objects move path. 

Main task of Trajectory Generator project is to develop algorithms and human in-
terface for calculating and generating trajectory for autonomous unmanned vehicle.  

Trajectory, in generally, could be defined as the path a moving object follows 
thought space. In this work trajectory is defined as path of autonomous object, 
which cross each waypoint defined by operator. 
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2   Trajectory Planer and Trajectory Generator 

UAV Controller is an application written in Java language [1]. Application can be 
utilized to generate and simulate trajectory for various objects using specified al-
gorithms. Choosing Java makes this solution platform independent and enables 
exploitation of large number of free API and libraries available for this language. 

JFlightSimulator enables generation of trajectory for UAV object using coordi-
nate system connected with start position of object. So there is no need for check-
ing object position all the time while its moving – only knowing start position in 
geographic coordinate system is required. Positions of next points are calculated 
dynamically during movement. 

Trajectory Generator Project provides interface to translate list of waypoints in 
geographic coordinate system to the list of commands that can be exploited to 
generate object trajectory dynamically in semi-intelligent way based on simple 
model [7, 8, 12]. 

2.1   Parts of the Application 

UAV Controller application consist of several parts, which can be used for: 
 

• Viewing and editing map of specified terrain; 
• Build a trajectory for an objects. Trajectory is described by series of waypoints 

placed on map; 
• Trajectory generation of specified flight path; 
• Read the GPS data from GPS receiver mounted on object; 

2.1.1   Waypoint Editor 
A Waypoint Editor is part of program which enables a user to define the path by 
creating it from waypoints. 

 

 

Fig. 1. Trajectory planer witch example fly path and a map 
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To generate trajectory, map of region of our interest must be loaded (all maps 
comes from Google Earth program [2]). When we know accurate coordinates from 
lower-left and upper-right corners of the map we can easily calculate coordinates 
of each waypoint on the map (utilizing for example UTM coordinate system [3]). 

Results of Trajectory Generator program can be changed in text-table mode and 
saved as *.dat or *.flight file. These files can be later exploited in the Flight Simu-
lator for path generation. 

Saving data in *.dat file enables making a text file with waypoints coordinates, 
then *.flight file options allows to generate command file for the Flight Simulator 
program which is independent on the coordinate system exploited for the map. 

Here is an example of *.dat file: 
 

1,140.0,249.0,0.0,  
2,165.0,189.0,0.0,  
3,202.0,172.0,0.0,  
4,262.0,195.0,0.0,  
5,277.0,224.0,0.0,  
6,273.0,269.0,0.0,  

 

First number is PointID, then x, y and z coordinate. 
Below is example of *.flight file generated from previous coordinates: 
 

start 22  
flyto 25 60  
flyto 62 77  
flyto 122 54  
flyto 137 25  
land 229 

 

Files saved in *.flight format exploit Cartesian coordinate system instead of 
geographic coordinate system. Start point is located at (0,0) and all waypoints co-
ordinates are translated to it. 

2.1.2   Available Trajectory Presentation 
During simulation of non-flying object 2D coordinate system is good enough but 
when we want to simulate flying object we need represent it in its natural coordi-
nate system - 3D. 

 

Fig. 2. Perspective view example 



410 M. Jasiński and A. Nawrat 

Flight Simulator allows us to switch between 3D [Fig. 3] and 3D [Fig. 2] coordi-
nate system during simulation so we can compare generated trajectory from a flat 
view or perspective view. 

At this point Flight Simulator doesn’t support a load map option in 3D view. 

 

Fig. 3. Flat view example 

2.1.3   Flight Simulator 
Flight Simulator [Fig. 4] is a part of program where previously created *.flight file 
is exploited in order to generate trajectory of an object dynamically. Additional in-
formation about flight parameters are indicated on the right side of map window.  

 

 

Fig. 4. Trajectory generator with example fly path generated 

All constant parameters required for simulation can be freely modified in the 
configuration panel [Access to these values gives opportunity to change object 
dynamics and, consequently, type of simulated object. For example setting Ascent 
and Descent Angle to values about 20 and Curve Radius to 50 gives us simulation 
for an aircraft. But when we change Curve Radius to values about 5 and Ascent 
and Descent Angle to values about 80 we receive a simulation for helicopter. As 
we can set latitude to negative values we can simulate even submarines. 
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3   Trajectory Generation 

Generation of specified fly path is calculated dynamically due to control com-
mands generated from a series of waypoints. Each command is used to calculate 
specified destination point (represented by next waypoint from the waypoint list) 
and line (or curve) connecting actual waypoint with a following one (and change 
altitude if needed). 

In this project we decided not to exploit all available commands (described in 
“Command list” section) but “start”, “stop”, “ascent”, “descent” and “flyto” only. 
Main reason for this solution is to keep simulation and command file simple for 
testing purpose. While “start”, “stop”, “ascent” and “descent” commands will stay 
the same in final solution, the “flyto” command could be changed and split out to 
“heading” (on given direction) and “straight” (for given distance) depending on 
further analyses of simulation procedure. 

When procedure of trajectory generations [Fig. 5] starts, engine checks the com-
mand file for the flight commands and creates its representation in the memory. 
Then it is necessary to get any command separately and call action connected with 
specified command. When action connected with actual command is completed 
the control is set back to the simulation engine which checks command stack for 
the next command. Algorithm continues until the command stack is empty. 

 

 

Fig. 5. Scheme of simulation procedure 

3.1   Procedure of Trajectory Generation 

Every flight consists of the start procedure, then there comes a set of commands 
related to main flight procedure like turning or changing altitude and the final 
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point is connected with a landing procedure. Position of object is calculated sepa-
rately, step by step, by every command procedure. 

3.2   Command List 

Here is a full list of commands (with short description) which can be used in 
Flight Simulator. 

 

• Start – start in the given direction, then accelerating until start speed is reached.  
• Heading – at first this command detects turning direction and angle, then calcu-

lates centre of curve.  
• Flyto - calculates the curve and straight to reach a given location.  
• Straight – head straight (go ahead) until a given distance is reached.  
• Ascent – ascent to the altitude given in the parameter.  
• Descent – descent to the altitude given in the parameter.  
• Land – informs simulator that this is end of simulation.  
• Approach – this command generates sequence of actions prior to landing (it is 

assumed that the touchdown point is the same as the start point).  

 

Fig. 6. Schematic of start algorithm 
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3.2.1   Start Command 
During the start procedure [Fig. 6] speed of the object is growing until it reaches 
start speed specified in the object parameters. 

Acceleration of simulated object and its start speed is taken from the object pa-
rameters. 

At first, altitude on x and y should be calculated (Xatt and Yatt). This parameters 
are needed to split speed vector into its x and y coordinates. Let vector z will be 
the speed vector. Then we can calculate Xatt and Yatt as: 

cosatt

dx
X

z
α= =

                                               
(1) 

sinatt

dy
Y

z
α= =

                                               
(2) 

Now speed and position of object can be calculated as: 

( )v t at=                                                         (3) 
2

0 0( )
2

at
x t x v t= + +

                                             
(4) 

where: 
 

• a – acceleration [m/s2] 
• t – time [s] 
• x0 – previous position 
• v0 – previous speed [m/s] 
 

Knowing Xatt and Yatt [ and ] it is possible to calculate speed on x and y as: 

x attv vX=
                                                      

(5) 

y attv vY=
                                                       

(6) 

Actual position on x and y can be calculated as: 

2

2x att

at
x X=

                                                     
(7) 

2

2y att

at
x Y=

                                                      
(8) 

3.2.2   FlyTo Command 
FlyTo command [Fig. 7] is utilized to move from point (xi, yi) to the point (xi+1, 
yi+1). It calculates curve and straight line from start point to the end point utilizing 
curve radius get from the object parameters. 
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Fig. 7. Schematic of FlyTo algorithm 

First step of the algorithm is selection of turn direction (it calculates additional 
help parameter which says that turn should be to the left or to the right). 

( ) ( )
1.0, 0

1.0, 0

r att y pos att x pos

r

r

T X c Y T c X

T

T

= − − − =

>⎧
= ⎨− ≤⎩                    

(9) 

where: 
 

• cx, cy – destination point (on x and y); 
• Xpos, Ypos – start position (on x and y); 

 
Then center of the curve is calculated as: 

x pos r attm X T RY= −
                                            

(10) 

y pos r attm Y T RX= −
                                             

(11) 

where R is curve radius of the simulated object. 
Now algorithm checks if a destination position can be reached by the object 

with specified curve radius. Additional help parameter qr is calculated. If this  
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parameter is negative it means that destination point is located too close to the 
start point and can’t be reached with specified turn direction and curve radius – 
thus, turn direction (Tr is changed to opposite). 

If qr parameter is equal or greater than 0 algorithm calculates position of point 
B where curve ends and straight line that connects point B with specified destina-
tion point as following: 

( )
1

x y q x y

x
q

c qc q m qm
b

q

+ + −
=

+
                                     

(12) 

( )y y x xb c qb qm= +
                                              

(13) 

where additional parameters are: 

( ) ( )22 2

2

x x y y

q

c m c m R
q

R

− + − −
=

                             
(14) 

Simulation of turning process is just a simulation of moving on the edge of cir-
cle with a constant speed: 

cospos xX m R α= +
                                          

(15) 

sinpos yY m R α= +
                                            

(16) 

where: 

0 rT tα α ω= +
                                                   

(17) 

ω – angular speed [1/s]; 
Formulas to simulate of flight directly forward are the same like in case of the 

start simulation so it is simulation of moving on the straight line with constant ac-
celeration. 

4   Test Results 

Designed algorithm were tested on specially prepared platform. Test assumes that 
object is hanging over certain point and direction is controlled by human-
navigator by changing destination point. 

Test shows that designed algorithm is good enough to control UAV objects 
[Fig. 8]. Moreover both start and land maneuvers were successfully processed. 
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Fig. 8. Test results 

5   Conclusions 

Trajectory Generator Project provides algorithms to navigate UAV object by mak-
ing trajectory from a set of waypoints. To navigate the object we only have to 
know its start position (in geographic coordinate system). All other positions are 
calculated in the Cartesian coordinate system connected with start point which 
makes this project easier to implement when position data collected form GPS is 
not accurate or difficult to obtain [10, 11]. 

Results of tests show that simulated trajectory is good enough to take further 
research to fully adopt project to control flying autonomous object [7, 8].  

Full support of 3D view is very convenient to present trajectory of flying object 
- when we need information about x and y coordinates as well as z coordinate (al-
titude). 

Future works over the project assume providing possibility of to switching be-
tween automatic and manual control in any time. It is also planned to implement 
autonomous control for main rotor moves, witch allows controlled object to follow 
by more complicated trajectory.  
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Abstract. Visualization techniques and tools allow a user to make sense of enor-
mous amount of data. Querying capabilities and direct manipulation techniques 
enable a user to filter out irrelevant data and focus only on information that could 
yield to a conclusion. Effective visualization techniques should enable a user or an 
analyst to get to the conclusion in a short time and with minimal training. We il-
lustrate, via three different research projects, how to visualize two parameters 
where a user can get to a conclusion in a very short amount of time with minimal 
or no training. The two parameters could be the relation of documents and their 
importance, or spatial events and their timing, or even the ration between carbon 
dioxide emission levels and number of trees per country.  To accomplish this, we 
visualize the data in a three dimensional environment on a regular computer dis-
play. For data manipulation, we use techniques familiar to novice computer users. 

1   Introduction 

Nowadays, with the enormous amount of data available online and on other data re-
positories, analysts face a challenging problem in trying to make sense out of all 
these data [1]. Analysts need tools to guide them and interact with the system to en-
rich the analysis with details and insight  Such tools need to assist an analyst in visu-
alizing complex relationships and identify new patterns of significance.  After all, 
visual analytics through visualizations require extensive functionality in both the 
system and the interactive interface [2]. This can be characterized as an art work that 
consists of two major components: (i) the data transformation into a visual form that 
humans can easily understand and (ii) an interactive environment where the data can 
be explored and analyzed in order to carry out a better reasoning [3]. The data pres-
entation (i.e. rendering component) should provide the user with the capabilities to 
explore her dataset, highlight important data features such as relationships, similari-
ties and anomalies, query the dataset to narrow down the result, organize the result 
in her logical groups so that he can comprehend the data [4]. This is the result of 
transforming data into information and consequently into knowledge.   

Static images have limited capacity to supply enough information for the user to 
conceive appropriate reasoning. Therefore, a visualization analytics environment 
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should provide an interface where the user can interact dynamically and in real time 
with the system. Furthermore, we believe that the interface should be easy to mas-
ter because powerful tools that are difficult to master are normally abandoned by 
the user community. Human visual perception is fundamentally three dimensional 
and a support for natural human activities such as grabbing an object can make 
man’s interactions with machine much more natural and hence effective. 

In this paper we present our results of a technique that enables visualization of 
two parameters in a short amount of time. The two parameters are different of the 
three presented projects. An analyst can analyze the data to discover interesting re-
lationships; connect the dots and derive knowledge. This is accomplished by pre-
senting the data in a three dimensional environment where the user can manipulate 
the view-port to visualize the data from a different prospective.  

2   Related Work 

Linking tables with maps and images provides analysts with summary of informa-
tion in the context of space and time. As an example, elegant interaction tech-
niques and devices (the TouchTable) for manipulating, visualizing, and studying 
maps have been implemented by Applied Minds Inc (http://www.touch-table-
.com/). Their latest tools can also build physically 3D terrains of maps. MapPoint 
and ESRI ArcView can display position of events on a 2D map.  

By using maps we can visualize the position of events. Maps have been used 
for years to illustrate the space around us and provide a geographic understanding. 
With today’s growth of geospatial information, detailed maps can be constructed 
on demand that can be enhanced with digital terrains and satellite imagery such as 
Google Maps (www.google.com/maphp) and Google Earth (earth.google.com).  

Lifelines [5] and Microsoft (MS) Project display attributes of events over the 
single time dimension. Netmap (www.netmapanalytics.com), Visual Analytics 
(www.visualanalytics.com), and Analyst Notebook (www.i2inc.com) display eve-
nts as a graph of objects with connections between them.  

While research in GIS for event visualization is in the early stages, results seem 
promising for the 3D environments [6-8]. First results show how it is possible to 
visualize paths or track activities but there is no animation or support for visual 
analytics and most of the early work is concentrated in the “overview” aspect  
of visualization rather than the “detail” needed in many cases for visual analytics 
[9, 10]. A pioneering visualization system that displays information on a highly in-
teractive 3D environment that consists of a 3D terrain is GeoTime [11-13]. In 
GeoTime, events are displayed onto a 3D terrain to assist an analyst in correlating 
events and geographical locations of activities. GeoTime demonstrates that a com-
bined spatial and temporal display is possible, and can be an effective technique 
when applied to analysis of complex event sequences within a geographic context. 

Effective presentation of data plays a crucial role in understanding the data and 
its relationships with other data because it helps the end-user analyze and compre-
hend the data. As a result, data is transformed into information and then into 
knowledge [14]. Efficient understanding of semantic information leads to more 
actionable and timely decision making. Thus, without an effective visualization 
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tool, analysis and understanding of the results of semantic analytics techniques is 
difficult, ineffective, and at times, impossible. 

The fundamental goal of visualization is to present, transform and convert data 
into a visual representation. As a result, humans, with their great visual pattern rec-
ognition skills, can comprehend data tremendously faster and more effectively 
through visualization than by reading the numerical or textual representation of the 
data [15]. Interfaces in 2D have been designed for visualization results of queries in 
dynamic and interactive environments (e.g. InfoCrystal [16]). Even though the tex-
tual representation of data is easily implemented, it fails to capture conceptual rela-
tionships. Three-dimensional (3D) interactive graphical interfaces are capable of 
presenting multiple views to the user to examine local detail while maintaining a 
global representation of the data (e.g. SemNet [17]). 

3   Effective Visualization of Two Parameters 

An effective visualization technique should not only transform data into a visual 
representation but also provide the mechanics to either query and filter out irrele-
vant data or interaction techniques so that the user can see the data from different 
prospective. If the visual representation is difficult to understand, the technique 
used is not effective. For a visualization technique to be effective, the end result, 
the visual component, should be easy to understand and require minimal training 
to use. 

We present an effective technique where two parameters (relation of documents 
and their importance, spatial events and their timing, and the ration between car-
bon dioxide emission levels and number of trees per US state) can be visualized at 
the same time in a three dimensional environment. The technique requires mini-
mal training and the visual component is easy to understand. Three independent 
research projects illustrate the effectiveness of our technique. 

3.1   Semantic Analytics Visualization 

Semantic Analytics Visualization (SAV) [6] is a tool for semantic analytics in 3D 
visualizations. SAV is capable of visualizing ontologies and meta-data including 
annotated web documents, images, and digital media such as audio and video clips 
in a synthetic three-dimensional semi-immersive environment. More importantly, 
SAV supports visual semantic analytics, whereby an analyst can interactively in-
vestigate complex relationships between heterogeneous information. The backend 
of SAV consists of a Semantic Analytics system that supports query processing 
and semantic association discovery. The user can select nodes in the scene and ei-
ther play digital media, display images, or load annotated web documents. SAV 
can also display the ranking of web documents related documents. SAV supports 
dynamic specification of sub-queries of a given graph and displays the results 
based on ranking information, which enables the users to find, analyze and com-
prehend the information presented quickly and accurately. A snapshot of SAV is 
shown in Figure 1 as seen from the front. 
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Fig. 1. Layout of instances and their relationships in the foreground. In the background, the 
document nodes are shown as red 3D ovals. The intensity of the red color applied on the 
document nodes, the documents' position and width depends upon the document ranking. 

SAV partitions the 3D space into two volumes, the foreground and background.  
In the foreground it visualizes the ontology entities and their relationships, and in 
the background it visualizes the documents associated with each entity, as shown in 
Fig. 2.  

The documents are represented as red spheres in the background. The position 
of a document changes depending on its ranking. The higher the ranking, or else  
 

 

Fig. 2. Volume partitioning: visualization of entities and their relationships in the fore-
ground.  Documents associated with entities are visualized in the background. 
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the more important a document is, the closer to the foreground it is placed. The in-
tensity of the red color also becomes higher when the ranking is higher (redder 
spheres indicate higher ranking). Additionally, depending on a document’s rank-
ing, the width of the sphere representing the document becomes bigger, in which 
case a sphere becomes a 3D oval shape (wider 3D ovals indicate higher ranking).  

Since the most relevant documents are closer to the foreground, the user can se-
lect them more easily because they are closer to the user and the objects (the 
spheres) are bigger in size. The number of documents relative to a search could 
range from one hundred to several thousand. As a result, we visualized the entities 
and their relationships in the foreground while the document information stays in 
the background without cluttering the user’s view.  However, by rotating (using 
the mouse to drag the scene) the environment left or right, the user can see very 
easily which documents are important, less important or not so important; docu-
ments that are closer to the user are more important. 

Redgraph, a virtual reality based tool, allows a use to interact with Semantic Web 
data in an immersive environment.  Users can extrude nodes of interest from a 2D 
domain into the 3D space.  This enables the users to quickly identify clusters and 
other interesting patterns in two dimensional structures [7]. User studies showed that 
the utilization of the third dimension improved the users’ ability to answer fine-
grained questions about the data-set, but no significant difference was found for an-
swering broad questions concerning the overall structure of the data [18]. 

3.2   Semantic Event Tracker 

Semantic Event Tracker (SET) [8] is an interactive visualization tool for analyzing 
events (activities) in a three-dimensional environment. In SET an event is modeled 
as an object that describes an action, its location, time, and relations to other ob-
jects. Real world event information is extracted from Internet sources, then stored 
and processed using Semantic Web technologies that enable us to discover seman-
tic associations between events. SET is capable of visualizing as well as navigat-
ing through the event data in all three aspects of space, time and theme. Temporal 
data is illustrated as a 3D multi-line in the 3D environment that connects consecu-
tive events. It provides access to multi-source, heterogeneous, multimedia data, 
and is capable of visualizing events that contain geographic and time information. 

The visualization environment consists of a 2D geo-referenced map textured 
onto the surface of a 3D object. The users use the mouse to change the orientation 
of the map. We use the third dimension to visualize the time aspect of the events. 
The events are connected in space via lines to reveal the sequence of the events in 
time. There is an event at each end of a line segment. These events are visualized 
as small spheres and are selectable by the user. A user can select one of these 
events and then by issuing voice commands the metadata extracted from the on-
tologies can be presented. Examples include playing movie clips, showing digital 
images, playing audio clips, audio presentation of the date, time, casualties and 
other information associated with the selected event. Figure 3 shows a visualiza-
tion of the events and how the sequence of events is visualized in space and time. 

Three experiments were performed. The first was based on a web-browser in-
terface using Google maps to visualize terrorist events. The second interface was a  
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Fig. 3. Visualization of events on top of a map and their relationship with each other in the 
time domain 

3D interface. The events were visualized on a 2D map but the third dimension was 
used to show the time domain (how far apart the events occurred). The third inter-
face was a VR based interface. A user, using a data glove, could manipulate the 
data as well as the 3D scene. For the user studies, to compare the three interfaces, 
we used a between-subject experimental design using one-way ANOVA. Our in-
dependent variable was “interface type” (2D-browser based, 3D, and VR) and our 
dependent variable was performance (time to answer each question). The two que-
stions the subjects were asked are: 

  

• Question 1 (Q1). What specific pattern do you see in the geographic distribu-
tion of the locations of the events? More specifically, where most of the events 
occur? 

• Question 2 (Q2). What specific pattern do you see in the temporal distribution 
of the events? More specifically, when most of the events occur? 

 

ANOVA showed that the “Interface Type” is indeed a significant factor 
(F(2,18)=34.763, p<0.001). However, we did not find a significant difference for 
the first (temporal) question (F(2,18)=0.3654, p=0.699).  Then we performed Tu-
key’s Honest Significant Difference (HSD) method to create the confidence inter-
vals.  From this analysis we found that there is a significant difference between the 
2D and VR interfaces (p<0.001, TukeyHSD) as well as between the 2D and 3D in-
terfaces (p<0.001, TukeyHSD) at 95% confidence level. There is no significant 
difference between the 3D and VR interfaces (p=0.93, TukeyHSD). This increased 
performance in the 3D and VR interfaces, compared to the 2D interface, is based 
on the user’s ability to rotate quickly the map and see the location, Figure 4 (left), 
and the distance in time, Figure 4 (right), between the events.  
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Fig. 4. Visualization of event location (left). Visualization of when the events occurred 

In the 2D interface, the users had to click, explore, and remember the metadata 
information of the events so that they can mentally sort them based on time and 
figure out their concentration in a time period (when most of the events occurred). 
The 2D interface could be enhanced by adding a timeline that plots the sorted 
events in a separate window. This may enhance the users’ ability to answer easily 
temporal questions such as the question Q2. On the other hand, the 3D view ma-
kes it easier to comprehend spatiotemporal relationships because there is no dis-
connect between the two views as opposed with the 2D map plus the timeline plot. 

3.3   Health of US States 

Recently, we received a sponsorship from The Climate Project (www.theclimate-
project.org). For this project we wanted to visualize how each US state “behaves”. 
The definition of this is that a well behaved state has low carbon dioxide emission 
levels as well as many trees per square mile to clean our environment. Since we 
wanted to visualize two parameters, a) carbon dioxide emission levels and b) number 
of trees per square mile, and the information we wanted to visualize was geographic 
in nature, we utilized Google Earth as the visualization platform. We encoded levels 
of carbon dioxide with colors ranging from green to red, for well behaved to not-well 
behaved respectively. For the second parameter, we encoded the number of trees per 
square mile as the height of 3D models of trees that were placed at the center of each 
state. The result of this visualization is shown in Figures 5 and 6. 

Well behaved states are shown to have tall and green trees; tall for having many 
trees per square mile, and green for low carbon dioxide emission levels. On the 
other hand, badly behaved states are shown to have short trees with their leaves 
being red. This created visualizations with trees of different heights and a varia-
tion in their leaves’ color. When looked from the top, one can visualize easily the 
color of the trees and can compare the different states to see which ones emit less 
carbon dioxide in the atmosphere. When the earth is tilted, one can visualize the 
heights of the trees and can compare the different states to see which ones have 
many trees per square mile. Going back and forth to visualize both parameters, is a 
simple operation, simply hold the earth in Google Earth and move the mouse up 
and down. 
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Fig. 5. Visualization of carbon dioxide emission levels per state 

 

Fig. 6. Visualization of number of trees per square mile per state 

4   Conclusions 

We illustrated via three different research projects how we can use the third di-
mension effectively to visualize two parameters. The end result is easy to under-
stand and requires no user training in using such a technique. Empirical results as 
well as measurable research results were presented that show the effectiveness of 
our technique. We showed that minimal manipulation is required on the visual 
display to easily “connect the dots” of the presentation. 
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Abstract. The development and management of end-user computing capability is 
needed to efficiently do the given tasks in an organizational computing environ-
ment. This study presents a 16-item tool that can effectively evaluate end-user 
computing capability with an evaluation system, procedure and method. The utili-
zation and application of the developed tool is confirmed by applying it to a case 
study and presenting its results. 

1   Introduction 

In order to perform end-users’ given tasks, they use their computing systems in an 
enterprise. In this environment, their computing capability influences on the effi-
ciency and performance of their tasks. Hence, we need a measure to efficiently as-
sess the end-user computing ability and improve it for raising his or her business 
performance and the competitiveness of an enterprise. But studies on the evalua-
tion of the end-user computing ability have not actively executed, and these focus 
on specific software skills, professional skills, and operational skills [1-3]. For the 
end-users effectively accomplish their tasks in a computing environment, they 
have to be qualified with just not fragmentary computing skills, but with the total 
computing capability including the understanding, knowledge, and skills of an 
end-user computing.  

Therefore, this study presents an efficient tool to evaluate end-user computing 
competency that can efficiently execute the given tasks in an organizational com-
puting environment. 

2   Computing Competency 

In previous literature, most studies defined an end-user as an individual who di-
rectly interacts with his or her computer [4-6]. End-user computing refers to direct 
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interaction with computing application software by managerial, professional, and 
operating level personnel in user departments [7-8]. Hence, the end-user comput-
ing is defined as an end-user directly interacts with computer application software 
and computing systems in his or her task departments.  

Competency is a total set of knowledge, skills, and attitudes as the action char-
acteristics of an organizational member that can do his or her tasks outstandingly 
in an organizational environment [9]. The competency is a set of observable per-
formance dimensions, including individual knowledge, skills, attitudes, and be-
haviors, as well as collective team, process, and organization capabilities that is 
linked to high performance, and provides the organization with sustainable com-
petitive advantage [10]. The competency is a measurable pattern of knowledge, 
skill, abilities, behaviors, and other characteristics that an individual needs to per-
form work roles or occupational functions successfully [11]. 

With analysis of the literature, we summarized five major components of com-
petency as shown in Table 1: Motives, Traits, Self-concepts, Knowledge, and Co-
gnitive and Behavioral Skills [9-12]. 

Table 1. Major components and definitions of competency 

Division Definitions and contents 

Cognitive/Behavior 
Skills 

The ability to perform specific mental or physical tasks. 

Mental or cognitive skills include analytical or cognitive thought. 

Knowledge This is information that knows for specific department. 

It only indicates that what a person can do, but does not predict 
what a person will actually do. 

Self-Concepts This means attitude, a sense of value, and a self-portrait. 

A sense of value is an element which reflects on responsible ac-
tivities in a given situation for a short-period. 

Traits This means a consistent response to physical characteristics, situ-
ation or information. 

An emotional self-control and careful attitude is a consistent re-
sponse of a more complicated form. 

Motives This is a cause of activity leading an individual to do what he 
wants to do and what he consistently had in mind to do. 

This is an action which selects and instructs a trigger for a spe-
cific activity or an objective. 

 
In general competency, individual characteristics such as motives, traits, self-

concepts and knowledge lead to skills, and the action of a person with skills has an 
effect on the performance of his or her task [12]. In other words, computing com-
petency can be explained by transforming general competency into a type of com-
petency based on a computing perspective.  
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Hence, end-user computing competency (EUCC) can be defined as a total set of 
knowledge, technology, skills and attitudes which function as action characteristics 
of an organizational member who can do his or her task outstandingly in a comput-
ing environment. EUCC indicates an individual’s total ability to apply computing 
knowledge, solutions, and computing systems to his or her tasks. It finally means a 
total computing capability that an end-user can efficiently perform his or her given 
tasks in an organizational computing environment.  

This study generated the first 32 items to evaluate EUCC based on the 5 com-
ponents of general competency. These items were developed from studies and dis-
cussions by the experts such as postdoctoral researchers, professors and senior de-
velopers in IT and computing research centers, and the previous literature on an 
end-user computing [1,7-12]. 

3   Research Methods 

Many previous studies presented the methods to verify the validity of a model 
construct. Generally, two methods were presented to verify a model construct 
validation: (1) correlations between total scores and item scores, and (2) factor 
analysis [13]. The former used correlation analysis to verify the validity of the 
model construct [1,16]. The latter utilized factor analysis to verify the validity 
of the model construct [14,15]. This study used factor analysis and reliability 
analysis to verify the validity and reliability of the tool construct and to extract 
adequate items for measuring EUCC. The evaluation questionnaire used a five-
point Likert-type scale; where, 1: not at all; 2: a little; 3: moderate; 4: good; 5: 
very good. The survey was gathered data from various departments to general-
ize the results. 

A sample of 228 usable responses was obtained from a variety of industries and 
business departments, and from management levels. The industries represented in 
the sample were manufacturing (10.1%), construction (9.2%), bank and insurance 
(18.9%), communication and service (29.8%), and information system implemen-
tation service (32.0%). The respondent had on average of 8.9 years of experience 
(S.D. = 1.164) in their field, their average age was 35.8 years old (S.D. = 5.643). 
The survey method used in this evaluation questionnaire was based on two collec-
tion methods: by direct collection and e-mail. 

3.1   Analysis and Results 

By the criterion of previous literature, Items were excluded when their correlation 
with the collected item-total was < 0.5 or when their correlation with the criterion 
scales was < 0.6 [1,7,8]. The correlations with the corrected item-total and the cri-
terion item were significant at p < 0.01 and similar to those used by others in pre-
vious studies [7,8]. The elimination was considered enough to ensure that the re-
tained items were adequate measures of the EUCC. 
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Table 2. Factor loadings, corrected item-total correlation and coefficients alpha of extracted 
items 

Variable Factor Loading 

Factor 1 

 

Factor 2 

 

Factor 3 

 

Factor 4 

Corrected 
Item-total 
Correlation

Coefficients 
Alpha 

V1 0.813    0.689 

V2 0.748    0.647 

V3 0.701    0.562 

0.807 

V4  0.871   0.734 

V5  0.792   0.684 

V6  0.746   0.620 

V7  0.702   0.601 

V8  0.683   0.584 

0.867 

V9   0.882  0.756 

V10   0.825  0.712 

V11   0.746  0.673 

V12   0.721  0.602 

V13   0.652  0.579 

0.894 

V14    0.781 0.681 

V15    0.698 0.604 

V16    0.647 0.523 

0.801 

       * Significant P ≤ 0.01 

 
The tool construct was verified by factor analysis and reliability analysis. The 

inadequate items for the tool were deleted by the analysis results. These deletions 
resulted in a 16-item scale for evaluating EUCC. In general, the 16 items had fac-
tor loadings > 0.647 and the coefficients (Cronbach’s alpha) > 0.801. The descrip-
tions and loadings for the 16 items are presented in Table 2, and grouped by their 
higher factor loading. Each of the 16 items had corrected item-total correlations > 
0.523 (p ≤ 0.01). Hence, the evaluation items with a validity and reliability were 
extracted as shown in Table 2 and 3. 

4   Evaluation Tool 

This study extracted 16 items to evaluate EUCC and the extracted items were 
classified as four factor groups as presented in Table 2. These groups indicate the 
potential factors for evaluating EUCC, and they become four evaluation factors of 
the developed tool. With exploring the evaluation items of each factor, we identi-
fied the four potential factors as follows: factor 1: computing perception; factor 2: 
computing knowledge; factor 3: computing utilization; and factor 4: computing 
potential. Fig. 1 shows the developed evaluation tool for the EUCC based on the 4 
potential factors and 16 evaluation items. 
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Evaluation Tool
of EUCC

Computing
Potential

Computing
Utilization

Computing
Knowledge

Computing
Perception

Evaluation
Factors

Evaluation
Items

Evaluation
Problems

5 Evaluation
Items (V4,V5,
V6,V7,V8)

3 Evaluation
Items    

(V1,V2,V3)

5 Evaluation
Items (V9,V10,
V11,V12,V13)

3 Evaluation
Items 

(V14,V15,V16)

Evaluation Problems based on 4 Factors and 16 Items

 

Fig. 1. Structure of evaluation tool 

The four potential factors are considered the major components of this tool. 
This is a measure that can totally evaluate an end-user computing capability, and 
is different from the previous evaluation tools that can gauge the fragmentary 
knowledge and capability such as knowledge, technology, and skills of an end-
user computing [17]. 

Table 3. Evaluation factors and items 

Factors  Extracted Evaluation Items 

Computing   
Perception 

V1: Concepts on future computing paradigm 

V2: Understanding of computing progress trends 

V3: Ethic consciousness in a computing environment 

Computing 
Knowledge 

V4: Knowledge related to H/W, S/W, N/W, and DB etc. 

V5: Solution knowledge related to ERP, SCM, KMS, and CRM etc. 

V6: Knowledge related to solutions (B2E, B2C, and B2B)  

V7: Knowledge related to operation systems 

V8: Knowledge related to computing security systems 

Computing Uti-
lization 

V9: Ability of word processing, presentation, and spreadsheet  

V10: Ability using solutions of ERP, SCM, CRM, and KMS etc. 

V11: Ability using H/W, S/W, N/W, and D/B of computing Systems 

V12: Ability applying computing systems to B2E, B2C, and B2B 

V13: Ability of security establishment and management  

Computing    
Potential 

V14: Number of working years in computing department 

V15: Completion of computing education and training courses 

V16: Presentation of ideas and articles on  websites or in journals 
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4.1   Evaluation Factors and Items 

In Table 3, the computing perception evaluates acknowledgement, attitude, a sen-
se of value, and adaptability on end-user computing with the evaluation items 
such as concepts of future computing, understanding of computing progress 
trends, and ethic consciousness in an organizational computing environment. 

The computing knowledge appraises the knowledge of computing solutions and 
systems with the evaluation items such as the knowledge of H/W, S/W, N/W and 
DB, solutions of ERP, SCM, KMS, and CRM, e-Business (B2E, B2C, and B2B), 
and operation of computing systems and security systems.  

The computing utilization gauge the capability that applies the computing 
knowledge, solutions, and systems to his or her tasks with the evaluation items 
such as OA ability of spreadsheet, presentation and word processing, the ability 
to use business solutions of ERP, SCM, CRM, and KMS, the ability to use 
hardware, software, network and database, the ability to apply the computing 
systems to the end-user’s tasks such as e-business of the form B to E, B to C, 
and B to B, and the skills related to establishment and management of the secu-
rity system. 

The computing potential assesses the potential development probability of end-
user computing capability by job experience, participation of educations and train-
ings, and presentation of ideas and articles on websites or in journals. This is an 
important factor for the extension of computing competency in terms of breadth 
and depth of end-user computing. 

As shown in Fig. 1 and Table 3, the evaluation tool with 4 factors and 16 items 
is an important theoretical construct to assess the end-user’s total computing abil-
ity that can efficiently do his or her tasks in an organizational computing  
environment. 

5   Evaluation Systems 

The evaluation system, Fig. 2, comprises the evaluation stages and procedures 
for gauging EUCC. It has two main processes of the evaluation stage and the 
presentation stage of the evaluation results. The evaluation stage first extracts 
the evaluation problems from the problem database based on each factor and 
item. By the characteristics of each factor, the evaluation problems are identified 
as three kinds of problem forms such as a questionnaire test, a written test, and a 
utilization test.  

The factors such as the computing perception and the computing potential are 
tested by a questionnaire form, and the computing knowledge and the computing 
utilization are appraised by a written and a utilization form. After that, the tool ex-
amines the end-users by the extracted evaluation problems.  

The evaluation results are analyzed by extracting the evaluation values in each 
factor. The presentation of the evaluation results provides the interpretations of the 
evaluation results of each factor. The results are explained by each evaluation in-
dex (EI) extracted from each factor. The interpretation of the evaluation results 
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Start 

Evaluation Tool
(Computing Perception, Knowledge,

Utilization, and Potential)

Evaluation 
Problem 
Database

Performing 
Evaluation or Checking

Results ?

Extraction of Evaluation Problems
(4 Factors/16 Items)

Evaluation Execution
(Questionnaire, Written, 

and Utilization Test)

Evaluation System
(ID/PW)
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Database

Analysis of Evaluation Results
(Extraction of Evaluation Index)

Presentation of Evaluation Results
(Problems and Improvement Methods)

Weight Values
Database

(4 Factors)

End 

Evaluation
Results 
Database
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Perform

 

Fig. 2. Evaluation system 

Input Stage

- General Data
* ID/PW, Username
* Company, Business

Department/Position
* Job Years, Age, Sex etc.

- Extraction of 
Evaluation Problems
* 4 Factors/ 16 items
* Evaluation Problem

Database

- Evaluation Test 
* 3 Evaluation Forms

Process Stage

- Result Analysis on each
Factor and Item
* 4 Evaluation Factors
* 16 Evaluation Items

- Application of Weight 
Values
* 4 Evaluation Factors

- Extraction of EI
(Evaluation Index)
* Total Evaluation Index
* Evaluation Indices of

4 Factors

Output Stage

- Result of EI Generation
* 4 Evaluation Factors
* 16 Evaluation Items
* Evaluation Results of

each Organization/
Individual Unit

- Interpretation of Results
* State and Problems of

Evaluation Results
* Direction/ Method of

Improvement of EUCC

 

Fig. 3. Three stages and contents of the evaluation system 

presents the present states and problems of the EUCC, and the directions and 
methods to efficiently improve the EUCC based on the extracted evaluation in-
dices. Fig. 3 indicates the input, process, and output stage in this evaluation 
system. 
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The input stage includes a general data, extraction of evaluation problems, and 
evaluation test. The process stage analyzes the evaluation results by extracting the 
EI. The output stage provides interpretations of the analysis results. 

5.1   Evaluation Method 

This study used the weight values for each factor in order to develop an efficient 
tool considered the relative importance of each factor in evaluating EUCC. The 
weight values, Table 4, were extracted from the analysis results of the question-
naire survey (AHP) for about 40 experts working in computing departments. 

The evaluation method first calculates the evaluation values of each factor 
through analyzing the evaluation results that an end-user is measured by the ex-
tracted problems. The tool figures out the EI of each factor by multiplying each 
weight value by the evaluation values of each factor. The sum of evaluation indi-
ces of each factor becomes the total EI of an end-user. Namely, the total EI of an 
EUCC is the sum of evaluation indices of each factor. 

Table 4. Weight value of each evaluation factor 

Evaluation Factor Weight Value 

Computing Perception 0.24 

Computing Knowledge 0.26 

Computing Utilization 0.31 

Computing Potential 0.19 

  
Hence, the EI of each factor can be presented as Equation (1). 

EI EFi = EV EFi x WV EFi                                                (1) 

where: 
 

EI EFi: Evaluation index (EI) of the i-th Evaluation Factor 
EV EFi: Evaluation Value (EV) of the i-th Evaluation Factor 
WV EFi: Weight Value (WV) of the i-th Evaluation Factor 
 

Here, the sum of the weight values of each factor is 1.00 and i = 1, 2, 3 and 4 
indicate four evaluation factors. 

Therefore, the total EI can be defined as Equation (2) with Equation (1): 

                                                  (2) 

here, i = 1, 2, 3 and 4 mean the four evaluation factors. 
In this way, this tool presents the evaluation results of EUCC based on the total 

EI and the EI of each factor. 
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6   Case Study and Analysis Results 

We applied the developed tool to 164 end-users working in “A” Enterprise, Re-
public of Korea. The business departments of respondents were identified as fol-
lows: strategy plan department: 25.4%; development and maintenance department: 
20.6%; business application department: 35.2% and administration support de-
partment: 18.8%. The business positions of respondents were classified as follows; 
top managers: 4.1%; middle managers: 25.7% and workers: 70.2%. The respon-
dents had on average 7.6 years of experience (SD = 0.587). 

6.1   Application and Analysis of overall Organization 

The total EI of the overall organization was 61.96, and the strategy plan depart-
ment and the business application department were 62.57 and 64.68 as shown in 
Fig. 4. The evaluation results of each department showed that the EI of the busi-
ness application department was higher than those of the other departments. 
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Fig. 4. Evaluation indices of each business department 

This is due to their ability that effectively accomplishes their tasks by frequently 
applying computing knowledge, solutions, and systems to e-Business of the form B 
to E, B to C and B to B, and by utilizing the various solutions such as ERP, SCM, 
CRM, and KMS in order to do their business tasks in an organizational computing 
environment. But the end-users in the administration support department have to 
make an effort to efficiently raise their total computing capability. 

6.2   Application and Analysis of a Business Department 

The total EI of the strategy plan department (SPD) was 62.57, and it was quite 
high. The evaluation indices of the SPD were quite high in two evaluation factors, 
except for the computing knowledge and potential as shown in Fig. 5.  
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Fig. 5. Evaluation indices of each factor of the SPD 

Hence, the end-users of the SPD should endeavor to improve the computing 
knowledge and potential factors through acquirement of degrees and certificates, 
completion of educations and trainings, and production of computing knowledge 
in order to effectively raise the organizational computing competency. 

6.3   Application and Analysis of an Individual 

An end-user working in the administration support department (ASD) were evalu-
ated as an example. Table 5 shows the extraction process of the total EI for an 
end-user. The total EI of this EUCC was 63.04 as indicated in Table 5. Especially, 
the EI of the computing utilization was high. This means the outstanding applica-
tion ability that efficiently applies the computing knowledge, solutions, and sys-
tems to the given tasks in an organizational computing environment. 

The evaluation indices of the computing perception, knowledge, and utilization 
were high. But the EI of the computing potential was very low. 

Table 5. Extraction process of total evaluation index of an end-user 

Division Computing 
Perception 

Computing 
Knowledge 

Computing 
Utilization 

Computing 
Potential 

Total Evalu-
ation Index 

Evaluation Indices 
of Each Factor 

62.76 63.38 68.56 57.61  

Weight Value of 
Each Factor 

0.24 0.26 0.31 0.19 1.00 

Calculation of Total 
Evaluation Index 

15.06 16.48 21.25 10.95 63.74 
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Fig. 6. Evaluation indices of an end-user in the ASD 

Therefore, this end-user should make an effort to complete some computing 
education and training, acquire diplomas, and produce computing knowledge in 
order to efficiently raise his or her total computing capability. 

7   Conclusions 

Generally, most evaluation tools have limitations of their applications in a specific 
perspective. We should endeavor after additional evidence in terms of the tool’s 
validity, internal consistency, and stability. We verified a validity and reliability of 
the developed tool and made an effort to generalize it. This study presented a fea-
sible tool that can efficiently evaluate the EUCC in an organizational computing 
environment. This tool provides the concrete evaluation items with evaluation sys-
tem, process, and method. Hence, this study offers a new groundwork for develop-
ing a practical tool that can efficiently evaluate the end-user computing capability 
required to perform the given tasks in an organizational computing environment. 
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Abstract. The paper presents an original enterprise ontology oriented to the diag-
nosis of an economic situation. Three categories form the ontology: an agent ar-
gumentation (A), an expert assessment (E) and explanation acts (AE). An evaluation 
model defined in the paper consists of definitions of the set of images of enterprise 
assessments Ω, the assessment φ, agent argumentation for the potential range 
ARG(P), agent argumentation for the risk range ARG(R), and the generalized score 
trajectory Tgeneral. This model creates a basis for construction of the A-E-AE on-
tology; related taxonomy diagrams are presented. 

1   Introduction 

Development of modern software systems supporting enterprise management, i.e., 
systems such as MRP (Material Resources Process Planning), ERP (Enterprise 
Resources Process Planning), CRM (Customer Resources Process Planning), SC 
(Supply Chain), PM (Project Management), DSS (Decision Support System), EIS 
(Executive Information System), BI (Business Intelligence), ES (Expert System), 
KMS (Knowledge Management System), KOS (Knowledge Organization Sys-
tem), CM (Corporate Memories), etc., requires conceptualization and structura-
lization of the knowledge of the enterprise adequate to its development level. This 
aspect of software system construction concerns creating the enterprise ontology. 
Until now a number of enterprise ontologies have been developed, that can be cla-
ssified according to the enterprise description point of view: a) Domain appro-
ach, b) System approach, c) Planning approach, d)Transactional approach, e) 
Identification approach and f) Diagnostic approach.  

The EO ontology developed by the Artificial Intelligence Applications Institute 
(AIAI), The University of Edinburgh in 1997 [1] is regarded as a representative of 
the domain approach. In this ontology, an enterprise is characterized in four are-
as: strategy, marketing, organization, and activities. The ontology includes the 
term dictionary consisting of five sections:  

 

1. Metaontology terms including notions: entity, actors, relationships, actor roles, 
time.  

2. Terms related to planning including: activities, tasks, resources, resources allo-
cation.  



444 J. Andreasik 

3. Terms related to the organization structure including: legal entities, organiza-
tional units, ownerships, personnel, management functions.  

4. Terms related to defining a strategy including: vision, purposes, mission, deci-
sions, critical success factors, risk.  

5. Terms related to identification of marketing processes including: goods, ser-
vice, prices, promotion, customers.  

 

Creation of mechanisms of mapping the structure of the enterprise activity is 
essential in the system approach. The enterprise is treated as a set of subsystems 
(production, sale, storage, technical preparation of production, quality manage-
ment, logistic, scheduling and planning, controlling, etc.), The system approach is 
a characteristic feature of the TOVE (Toronto Virtual Enterprise) ontology elabo-
rated in Department of Mechanical and Industrial Engineering, University of To-
ronto [2]. This ontology is based on the enterprise ontology defined as a set of the 
following constraints [3]:  

externaloccservicesproductsgoalsresourceaction εεεεεεε ∪∪∪∪∪∪      (1) 

These constraints are defined according to principles of the predicate calculus 
of the first order. Such principles concern constraints put on operations and tasks 
(action), on resources used in realization of activities and tasks (resource), on or-
ganizational roles, on goals put for an enterprise (goals), on technological re-
quirements, structural and quality requirements related to products (products), on 
services related to product distribution (services), on internal conditions related to 
activities and tasks (occ), on the external environment dealing with customers, 
suppliers, competitors, etc. (external). 

Another example of the system approach is an ontology for virtual organization 
(VO) elaborated within the European 6th Framework Programme (IST-1-506958-
IP) in Jozef Stefan Institute, Ljubljana [4]. This ontology consists of three parts: a 
part which defines the structure and function of the virtual organization (VBE vir-
tual organization breeding environments), a part describing roles of participants of 
VBE, a part describing competencies, resources, and their availability. 

The planning approach includes construction of ontologies oriented to con-
cetualization of varied business processes. In this group, the REA ontology elaborated 
by Geerts and McCarthy [5] is the most representative. This ontology concerns model-
ing of financial flows [6]. The main classes of this ontology are the following: eco-
nomic resources, economic events, and economic agents. A class diagram in the UML 
language has been elaborated for this ontology [7]. 

The transactional approach includes construction of the ontology oriented to 
business interaction. Review of this type of ontology has been made by Rittgen  
[8]. The most advanced ontology representing the transactional approach is the en-
terprise ontology elaborated by Dietz [9]. This ontology is based on Ψ-theory. 
Four axioms are defined there:  

 

1. Enterprise activities occur thanks to competent and responsible performing 
roles by actors. These roles are enforced by acts of coordination and acts of 
production.  
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2. Acts of coordination are presented as steps in typical behavior patterns. These 
patterns are called transactions.  

3. A business process is the composition of transactions.  
4. In activities performed by actors, three abilities are taken into consideration: in-

formational (forma), reasoning (informa), and engagement (pergorma).  
 

For modeling processes according to presented theory, a special model called 
CRISP has been defined. This model is defined by a tuple:  

PSIRC ,,,,
                                                    

(2) 

where:  
 

C – is a set of coordination facts,  
R – a set of rules of actions,  
I – a set of intentions,  
S – a set of state facts, and  
P – a set of production facts.  
 

A technique of building diagrams called Crispienet has been also developed. 
The identification approach is oriented to creating and archiving the resources 

of corporate memory. Conceptualization of competences and experience of an  
enterprise is essential in this approach. The analytical knowledge model has been 
presented by Huang, Tseng and Kusiak in [1010]. In this model, the structure of in-
formation according to the IDEF3 standard has been used. For identification of 
competences in an enterprise, the language called UECML (Unified Enterprise 
Competence Modelling Language) [11] has been elaborated in Ecole Politechnique 
Federalne de Lausanne, Laboratory for Production Management and Processes. 
The key constructions of this language are the following: activities, processes, or-
ganization objects, resources, unit competences, individual competences, collective 
competences, humans, actors, teams, organization units. At University of Lausanne 
a concept of ontology [122] has been elaborated, which can be a complete repre-
sentative of the identification approach. The idea of this ontology is considered on 
three levels: 

 

1. Core business: represented by business processes and activities.  
2. Performance indicators: key performance indicators and intellectual capital in-

dicators,. 
3. The corporate memory chunks: represented by procedures.  

 

The main classes of the ontology are the following: Strategy, Process, Activity, 
Procedure, Actor, Key performance indicators, Intellectual capital indicators. Cha-
racteristic of this ontology is the orientation to identification of the enterprise con-
dition thanks to the introduction to the ontology indicator classes taking intel-
lectual capital indicators into consideration.  

The diagnosis approach is represented until now by ontologies oriented to the 
data mining methodology. Fan, Ren and Xiong in [13] discuss the ontology model 
of this approach. It is oriented towards an enterprise assessment from its credit ca-
pacity point of view. Components of this ontology are the following: credit data 
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ontology, credit criteria ontology, evaluation method ontology, and credit know-
ledge ontology. In this approach, there is a lack of the ontology oriented to con-
ceptualization of the cause-effect analysis of an enterprise. 

The concept of the author of this paper includes creating the ontology taking 
into consideration an assessment of the potential and risk of an enterprise as con-
ditions of its existence and functioning. Financial end economic scores are consi-
dered in time forming trajectories of scores. Ontology includes conceptualization 
of characteristic patterns of trajectories of scores. In this conception, the analysis 
of reasoning processes is expressed according to the CBR (Case-Based Reaso-
ning) methodology [14]. Therefore, the class of explanation procedures is a part of 
this ontology. 

2   Enterprise Model – A Diagnostic Approach 

Presented idea of an enterprise assessment assumes that the assessment is carried 
out by experts from a consulting agency on the basis of argumentation presented 
by a multiagent system (MAS). The multiagent system is built on a data ware-
house. Its task is to extract data for an assessment of the enterprise competence in 
the specific range of analyzed potential of an enterprise and for an assessment of a 
competence gap in the specific range of analyzed risk of an enterprise. Each expert 
can perform assessments in certain time instants (for example, every quarter). An 
enterprise can invite to the assessment external as well as internal experts. Then 
the group assessment images are created.  

Experts make an assessment of the enterprise potential on the basis of an as-
sessment of competences defined in individual potential ranges. Experts make an 
assessment of the risk of the enterprise activity on the basis of an assessment of a 
competence gap defined in individual risk ranges. Characteristic curves of finan-
cial and economic scores of an enterprise in a given period of its working are ex-
tracted from a data warehouse. These characteristic curves form graphical images 
called score trajectories. 

 
Definition 1. An enterprise assessment Ω consists of a set of images of enterprise 
assessments {ei} in specific time instants {tj} on the basis of argumentation of arti-
ficial agents {ak} of the multiagent system MAS built on a data warehouse: 
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where: 
 

Ω – is an enterprise assessment, 
ωl – an enterprise assessment image made by the expert ei on the basis of argu-
mentation of the agent ak in the time instant tj, 
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j

i

t
ePA )(  – an assessment of the enterprise competences in the range of defined po-

tential made by the expert ei in the time instant tj, 
j

i

t
eRA )(  – an assessment of the enterprise competence gap in the range of defined 

risk made by the expert ei in the time instant tj, 
j

k

t
aPARG )( – a confirmation related to evaluation of the enterprise competences 

in the range of defined potential, presented by the agent ak in the time instant tj,  
j

k

t
aRARG )( – a confirmation related to evaluation of the enterprise competence 

gap in the range of defined benefit, presented by the agent ak in the time instant tj. 
 

The expert makes an assessment of enterprise competences in each determined 
range of potential according to taxonomy of potential (see below).  

 

 

Fig. 1. Taxonomy diagram for capital potential 

 

Fig. 2. Taxonomy diagram for environment potential 
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Fig. 3. Taxonomy diagram for innovation and investment potential 

 

Fig. 4. Taxonomy diagram for key stakeholder potential 

 

Fig. 5. Taxonomy diagram for neighborhood potential 

Fig. 6 shows a hierarchical structure of taxonomy of potential consisting of 
three levels:  

 

Level I: type of potential,  
Level II: kinds of potential,  
Level III: ranges of potential for given type and kind.  
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Fig. 6. Diagram of potential taxonomy 

The expert makes an assessment of an enterprise competence gap in each de-
termined range of risk according to taxonomy of risk (see below).  

 

 

Fig. 7. Taxonomy diagram for financial activity risk 

 

 

Fig. 8. Taxonomy diagram for innovation and investment risk 
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Fig. 9. Taxonomy diagram for key stakeholder risk 

 

 

Fig. 10. Taxonomy diagram for neighborhood risk 
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Fig. 11. Taxonomy diagram for risk of relationships with environment 

Fig. 12 shows a hierarchical structure of taxonomy of risk consisting of three 
levels:  

 

level I: type of risk,  
level II: kinds of risk,  
level III: ranges of risk for given type and kind.  

  

 

Fig. 12. Diagram of risk taxonomy 

The expert performs expertise φ(ei) making an assessment of the enterprise 
competence in each determined range of potential and making an assessment of 
the enterprise competence gap in each determined range of risk. Additionally, the 
expert determines the significance of each element of potential and each element 
of risk for the assessment on each taxonomy level assigning adequate weights to 
them.  

 

Definition 2. Expertise φ of the expert ei consists of: an assessment of potential 
A(P), an assessment of risk A(R), a set of weights of the significance of particular 
assessments according to taxonomy of potential W(P), a set of weights of the sig-
nificance of particular assessments according to taxonomy of risk W(R): 

)(),(),(),()( RWPWRAPAei =ϕ
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where: 
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Each expert assessment c is a numerical value from the interval 1,0 . More-

over, each single weight of the significance of an assessment is a numerical value 

from the interval 1,0 . There is argumentation j

k

t
aPARG )(  presented by the 

agent ak in the time instant tj on the basis of data extracted from a data warehouse 
assigned to each range of potential defined at level III of the potential taxonomy. 
This argumentation is a basis for an assessment of the enterprise competence in 
the analyzed range of potential.  

 

Definition 3. Agent argumentation for each range of potential is a set of compe-
tence assessments with reference to quantitative characteristic of the resource 
availability, quantitative characteristic of resource qualifications, quantitative 
characteristic of abilities, quantitative characteristic of experience, and quantita-
tive characteristic of available technologies, methods and procedures: 
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here: 
 

comRP – is  the quantitative depiction of competence with respect to the resource 
availability required for realization of the enterprise strategy, 
comQP – the quantitative depiction of the resource qualifications required for 
realization of the enterprise strategy, 
comAP – the quantitative depiction of abilities which characterize resources, and 
comEP – the quantitative depiction of experience characteristic, 
comTP – the quantitative depiction of technologies (methods) required for reali-
zation of the enterprise strategy. 

 

Similarly, there exists an agent argumentation for each range of the risk. This 
argumentation is the basis of an assessment of the competence gap of an enterprise 
in the analyzed range of the risk.  
 

Definition 4. Agent argumentation for each range of the risk is a set of the compe-
tence gap assessments with reference to quantitative characteristic of the resource 
availability, quantitative characteristic of resource qualifications, quantitative 
characteristic of abilities, quantitative characteristic of experience, and quantita-
tive characteristic of available technologies, methods and procedures: 
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where: 
 

comRR – is the quantitative depiction of competence with respect to the resource 
availability required for realization of the enterprise strategy, 
comQR – the quantitative depiction of the resource qualifications required for 
realization of the enterprise strategy, 
comAR – the quantitative depiction of abilities which characterize resources, 
comER – the quantitative depiction of experience characteristic, and 
comTR – the quantitative depiction of technologies (methods) required for realiza-
tion of the enterprise strategy. 

 

Information on changes in time of different financial indicators (for example, 
net profit, ROI, ROE, EBIDTA, etc.) and economic indicators (for example, EVA, 
SVA) and also intellectual capital indicators (for example, VAIC) is extracted 
from a data warehouse. Quantitative characteristics of these indicators form score 
trajectories.  

 

Definition 5. A generalized score trajectory is a set of component trajectories and 
a procedure of generalization:  

PROCTT igeneral },{=
 

where: 
 

Ti – stands for component score trajectories, and 
PROC – is a procedure of generalization (determined on the basis of methods of 
the multiple-criteria decision making theory). 

In a process of research on enterprises of the SME sector, it will be created an 
album of typical patterns of trajectories. It is approach consistent with the con-
ception of Argenti’s score trajectories [15]. This album makes up a basis for crea-
ting a procedure of explanation in the CBR system for predicting situation of en-
terprises. Procedures of the CBR cycle include a process of matching a given sco-
re trajectory of the considered enterprise to the cases inserted into the case base of 
the CBR system.  

 

Definition 6. An album of typical images of trajectories consists of a set of 
T(IMAGES) created on the basis of research on enterprises of the SME sector: 

)}({)( iIMAGETIMAGEST =
 

The presented model of an enterprise disregards the functional structure of an 
enterprise and varied processes proceeding in an enterprise and its environment. It 
is oriented to the tripartite analysis concerning:  

 

a) an analysis of enterprise competence with respect to defining its potential,  
b) an analysis of a competence gap identified as a result of analysis of the risk 

both external and internal, and 
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c) an explanation of score trajectories on the basis of standard images of score 
trajectories included in the album of the CBR system.  

3   A-E-AE Enterprise Ontology – A Diagnostic Approach 

The following protocols constitute enterprise ontology according to the diagnostic 
approach on the basis of the model presented in Section 2:  

 
1. A protocol coming from an assessment made by the expert.  
2. A protocol of agent argumentation on the basis of data extracted from a data 

warehouse.  
3. A protocol of explanation of an enterprise position on the basis of indexation 

algorithms of the CBR system.  
4. A protocol of matching score trajectories according to images inserted into an 

album of typical score trajectories of enterprises of the SME sector.  
5. A protocol of predicting being an effect of the whole cycle of reasoning ac-

cording to the CBR methodology.  
 

 

Fig. 13. Diagram of the A-E-AE ontology 

4   Knowledge Base Model According to A-E-AE Ontology 

According to the enterprise assessment model presented in Section 2, the knowl-
edge model can be determined. Its structure is expressed by A-E-AE ontology. 
The knowledge about an enterprise is included in three acts of explanation:  

 
• the act of position explanation (APE), 
• the act of trajectory explanation (ATE), 
• the act of forecast explanation (AFE). 
 

Fig. 14 shows a structure of the knowledge about an enterprise.  
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Fig. 14. A structure of the knowledge base about an enterprise according to A-E-AE ontol-
ogy 

 

Fig. 15. A structure of the class APE (the act of position explanation) – the subclass <com-
petence gap assessment> has the same structure as the subclass <competence potential  
assessment> 

Each of three acts of explanation includes expert assessment made on the basis 
of argumentation of agents serving a data warehouse of an enterprise. Hence, the 
main subclasses for the classes APE, ATE, AFE are: <expert assessment>, <agent 
argumentation>. 
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A structure of the class APE consisting of two main subclasses <expert assess-
ment report> and <CBR interpretation report> is shown in Fig. 15. A structure of 
the assessment report corresponds to Definitions 1, 2, 3, and 4 from Section 2. The 
report of interpretation of enterprise position creates automatically the knowledge 
base system KBS on the basis of the CBR (Case Based Reasoning) methodology. 
Exact procedures of the report of interpretation of enterprise position are presented 
by the author in [18]. These procedures include aggregation of assessments esti-
mated by an expert on the basis of argumentation of an agent serving a data ware-
house of an enterprise. The another procedure concerns determining parameters of 
classification (clustering) on the basis of all cases inserted into the case base  The 
last procedure determines features of classes (clusters) using data mining methods 
(e.g., decision trees, rule-based systems). 

The class <act of explanation of enterprise result trajectories> includes the sub-
class <tabular data of enterprise results> and the subclasses consisting of proce-
dures of separating primitives according to the specially worked out grammar of 
shapes of result trajectories. Typical shapes of trajectories were worked out by J. 
Argenti [15].  

The class <act of forecast explanation> includes a set of procedures of match-
ing generalized result trajectory with the most similar trajectory on the basis of 
searching cases inserted into the case base. These procedures are based on the 
CBR (Case Based Reasoning) methodology.  

The author gives the grammar of result trajectories and procedures for acts of 
explanation (ATP and AFP) in other papers. The structure of classes of A-E-AE 
ontology presented in Fig. 14 and 15 is defined in the Protege editor (version 
3.3.1) [6]. 

5   Conclusions 

In this paper the original enterprise ontology oriented to an assessment of the en-
terprise potential, the risk analysis and the benchmark analysis of financial and 
economic scores has been defined. This ontology creates a basis for building an 
intelligent system for predicting the economic situation of enterprises in the 
Small-Medium-Enterprise (SME) sector; the structure of this system has been pre-
sented elsewhere [17]. Three categories constitute the ontology: agent argumen-
tation (A), an expert assessment (E), explanation acts (AE). Agent argumentation 
is understood as a result of extraction of data from a data warehouse and genera-
tion of suggestions for the expert by the multiagent system (MAS). Argumentation 
makes up an assessment of enterprise competence in ranges of the analyzed poten-
tial and a competence gap in ranges of the analyzed risk. Structures of the poten-
tial and risk are expressed by suitable taxonomies making up instances for defined 
classes of the ontology. An expert assessment is a protocol of the assessment pro-
cess of competence and a competence gap according to the potential and the risk,  
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respectively. Additionally, an expert makes an assessment of the significance of 
each type, kind and range of the potential and the risk. In this way, a description of 
a case is created for inserting it into a case base of the CBR system. Explanation 
acts are created unaided by the CBR system on the basis of suitable procedures of 
the CBR methodology cycle in the refine, reuse and retrieve processes. The act of 
prediction is a result of automatic interpretation of a generalized score trajectory 
of a considered enterprise against a background of suitably matched typical ima-
ges of score trajectories deposited in the album of trajectories during the research 
on the SME sector.  
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Abstract. This paper presents a new method for user identification based on hand 
images. Because in user identification the processing time is an important issue, 
we use only the hand boundary as a hand representation. Using this representation, 
an alignment technique is used to make the index of corresponding features of dif-
ferent hands get the same index in the feature vector. To improve the classification 
performance a new ensemble-based method is proposed. This method uses feature 
transformation to create the needed diversity between base classifiers. In other 
words, first different sets of features are created by transforming the original fea-
tures into new spaces where the samples are well separated, and then each base 
classifier is trained on one of these newly created features sets. The proposed 
method for constructing an ensemble of classifiers is a general method which may 
be used in any classification problem. The results of experiments performed to as-
sess the presented method and compare its performance with other alternative 
classification methods are encouraging.   

1   Introduction 

In recent years, a series of automated human recognition systems have emerged. 
One can categorize useful metrics for user recognition in three groups. 

What user enters into system for introducing himself, such as username, pass-
word, PIN code, and so on. 

What user offers into system to access the system, such as Card, Token, and so on. 
What the user is: that is the user’s voice, fingerprint, eye retina, and so on. 
Two first groups have the characteristic to be transferred to others (voluntary or 

involuntary). The third one which consists of physical or behavioral characteristics 
of humans such as fingerprint, face, DNA, hand image, and signature is called 
biometrics. Biometrics, due to the lack of portability, is the strongest metric in 
spite of its high implementation cost.  
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Discussion about user recognition is divided into user verification and user identi-
fication. In user verification we try to identify that the entered user is truly the same 
person as he/she has claimed, so the output of the system would be true or false. In 
user identification we want to determine which person enters to the system.  

Biometric authentication systems based on hand image can be divided to palm-
print recognition systems and hand –geometry based authentication systems [1-21]. 
Palmprints are the pattern of skin on the surface of the palm. Palmprint appear to 
be closely similar to fingerprint, whose identification is mature [22]. However 
most of the methods proposed for fingerprints are not suitable for palmprints and 
many researches have been carried out toward deriving specialized methods for 
palmprints [13-21]. 

Another possibility for user recognition based on hand image is to use the ge-
ometry of a person’s hand to authenticate his identity [1-12]. Features like 
area/size of palm, length, width, and angle of fingers, palms aspect ratio, and vari-
ous contour transformations can be used in such a system. Although there may be 
less significant information in hand geometry than e.g. iris, this is more conven-
ient to use your hand than to stare in a camera. Also there is cheaper hardware in 
hand geometry solutions than in other solutions. Other advantage of using the 
hand as a biometric is that a hand is easier and faster to put in front of a device. 
Additionally, simple measurement of hand geometry features, and the possibility 
to be integrated with other biometrics make hand geometry an effective biometric.  

Various approaches have been proposed for hand geometry based user recogni-
tion.  Some researchers have tried to model hand image data as a function by in-
terpolation or some other data fitting methods. In [1] different 3-D hand modeling 
and gesture recognition techniques are studied. There, it is stated that a geometri-
cal hand shape model can be approximated using splines. For example in [2] a 4 
B-spline curve have been used to represent fingers. In this system, the fingers (ex-
cept the thumb) are represented using the curves and used for comparison. Besides 
the splines parameters a set of 3-D points can also be used to model the hand [1]. 
The polygon meshes formed by these set of points in 3-D space can be used to ap-
proximate the hand shape. Hand model can also be constructed from a set of im-
ages of the hand from different views [1]. In [3, 4] implicit polynomials, which are 
very powerful in object modeling, have been used for recognizing hand shapes. 

Another popular approach for hand geometry based user recognition is to ex-
tract some features from the hand image and use these features in the matching 
phase. In [5] 30 different features are obtained from the hand image, then in the 30 
dimensional feature space a bounding box is found for each person’s training set. 
The distance of the query image to these bounding boxes is used as the measure of 
similarity. If this similarity is smaller than a threshold, the user is identified as un-
known. In [6] the eigen vectors of the original features of hand are used as a new 
set of features. Euclidean distance classifier is used for palmprint recognition on 
these newly created features. In [7] several features are extracted from each fea-
ture point of the vein patterns and used these features in biometric user identifica-
tion. In [8] and [9] new hand shape features are proposed and based on these fea-
tures a bimodal system, a combination of two biometrics using hand geometry and 
palmprints, is proposed.  
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Some of the proposed hand recognition systems use pegs to make all of the 
captured images aligned with each others [10-11]. This makes the feature extrac-
tion and matching process easier. Some of the other works do not use any pegs to 
cause any inconvenience to the users. In theses systems some kind of image 
alignments is required prior to feature extraction [3, 4, 12].  

The performance of some hand–geometry based authentication systems are 
summarized in Table 1. In this table, FAR (False Accept Rate) is the rate at which 
the system accepts a non-authenticated user, FRR (False Reject Rate) is the rate of 
rejection of a genuine user by the system, and n stands for not reported values.  

Table 1. Summarized characteristics of some hand–geometry based authentication systems 

Reference Datasets size                     Recognition      rate                        FRR    FAR 

  Identification Verification   

[2] 120 image of 20 person 97% 95% n n 

[3] n n 99% n n 

[5] 714 Image of 70 person n n 6% 1% 

[6] 200person n n 1% 0.03% 

[7] - n n 1.5% 3.5% 

[8] 100person n n 0.6% 0.43% 

[9] 1000 image of 100 person n n 1.41% 0% 

[11] 360 image of 50 person n n 15% 2% 

[12] 353 image of 53 person n n 3.5% 2% 

 
Ensemble-based methods have successfully been used in a variety of applica-

tion. It has been proven that increasing diversity between ensemble members 
without increasing their individual test error necessarily results in a decrease in 
ensemble test error. On the other hand, if all ensemble members agree in all of 
their classifications, then the aggregated classification will be identical to that of 
any individual ensemble member without any decrease in ensemble test error. In 
this paper a new ensemble creation method based on feature transformation is 
proposed which produces a set of different classifiers. To assess the utility of the 
proposed method, it is applied to the problem of hand recognition.  

The rest of this paper is organized as follows. In the next section we provide ex-
planations of methods used for preprocessing and feature extraction. In Section 3 we 
describe our proposed ensemble method based on feature transformation. As part of 
this, diversity creation method is given. Experimental setup and the produced results 
are given in Section 4. Finally, conclusions are presented in Section 5.  

2   Preprocessing and Feature Extraction 

In order to design a classification system, it is essential to use a proper representa-
tion of input patterns (here the shape of person’s hand). Because in user identifica-
tion the processing time is an important issue, users expect the system to be quick 
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and safe and they do not want to wait for the response of the system, we must use 
simple but sufficient representation of input objects. In this paper, the hand con-
tour features are used as a representation of person’s hand. The details of extract-
ing hand contour features are given in the following.  

The first step of our preprocessing operation is the removal of background. In 
this step the difference between the hand image and an image taken with no hand 
in front of the scanner is calculated. In the resulting image the background will be 
a constant gray level region. The next step is the determination of image pixels 
which are probably on the hand’s edge. These points can be determined by a va-
riety of edge detection methods. In this paper the Sobel’s operator (further called 
sobel, for short) is used. The resulted image of applying this operator is set with a  
threshol, and then filtered by a median filter. These operations increase the clear-
ness of image around the hand boundary. Finally using a boundary tracking 
method, a continuous and smooth contour of hand is extracted. After finding the 
hand contour some features can be extracted from it. We used k-slope features as 
a set of hand features. The k-slope feature is extracted at each point by measuring 
the angle between the vector created from the current point and some of its pre-
ceding points and the vector created from the current point and some of its fol-
lowing points.  

To reduce the computational complexity, the k-slope feature is calculated every 
n points (in our experiments we set n=10). It is worth noting that the resulted list 
of features is a rotation invariant representation. Because the feature vectors pro-
duced until this step are time series, to compare them the correspondence problem 
between their elements must be solved first. The correspondence problem can be 
solved by the well-known algorithms such as DTW or HMM. Using DTW method 
the classification time and using the HMM method the training time will be in-
creased significantly. Because we are interested in using an ensemble-based 
method for classification, the training and classification time are very important. 
In this paper we proposed to use the geometrical characteristics of hand image to 
solve the mentioned correspondence problem quickly. 

2.1   Aligning the Elements of Feature Vectors 

To solve the correspondence problem, different parts of feature vectors are aligned 
to a common scale. To partition the hand contour, we use the fact that the angle 
change for fingertips and valleys is bigger compared with angle change in other 
areas. The fact that most hands have five fingers or less is also exploited. The fol-
lowing algorithm splits the hand contour into nine blocks, corresponding to five 
fingertips and the four valleys. These blocks will be aligned on a common scale. 
  
1. Compute the angle change between each point and its previous point. 
2. Apply a low pass filter α  times to smooth the result of previous step. 
3. Convert the produced series to a binary valued series by the threshold of θ . 
4. Find the start and end of each sequence of running ones.  
5. If run length of ones is smaller than λ  remove the corresponding block and 

convert its elements to zero. 
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6. While the number of blocks is greater than 9 
 

a. find two nearest blocks 
b. merge these two blocks and update the number of block. 
 

We have set the value of α , θ , and λ  to 5, 0.1, 12 respectively. These val-
ues are found experimentally. Figures 1 through 5 show the result of applying 
the above mentioned partitioning algorithm. In Figure 1 the raw features vector 
(the angle or k-slope values for boundary points) and in Figure 2 the absolute 
difference between k-slope values are shown. Figure 3 presents the result of ap-
plying a mean filter 5 times to the angle difference values. The thresholded re-
sults are also indicated on this plot. In this experiment there is no block smaller 
than λ  pixels. The next figure illustrates the merge operations performed to re-
duce the number of blocks to 9. The final result of splitting algorithm and the 
original time series are shown together in figure 5. 

After finding 9 blocks of hand image boundary, one can place the blocks on a 
common scale for all images. To do so the blocks elements are mapped to the final 
feature vector blocks centered at 25, 75, 125, and so on. The remaining values are 
filled by zero. Doing this procedure all feature vectors will have the same length. 
Furthermore, the corresponding features of different images will take the same in-
dex of final feature vector. 
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Fig. 1. The k-slope values for boundary points of a hand image 
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Fig. 2. The absolute difference of k-slope(angles) values along the boundary points of hand 
image 
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Fig. 3. Smoothed and thresholded angle difference values 
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Fig. 4. Merging nearest blocks to reach to 9 blocks 
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Fig. 5. The blocks generated from splitting algorithm is shown on the k-slope values of 
boundary points 

3   Classifier Ensemble Based on Feature Transformation 

To create a classifier ensemble two main issues must be concerned. The first one is 
that how the base classifiers are created. To use the advantage of ensembles in learn-
ing, the base classifiers output on different patterns must be as correct as possible 
and at the same time, their outputs must be different from each other. In other words 
the diversity between classifiers is an important factor in classifier ensembles.  

The second issue to be concerned about classifier ensembles is that how to aggre-
gate the output of base classifiers into a single output. Various aggregators are pre-
sented to combine the outputs of different classifiers (see for example [23] and the 
references in it). In the next subsections, the diversity creation method is described. 
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3.1   Diversity Creation Method  

A basic classification system consists of three levels. In the first level the raw data of 
input patterns are collected. After that, in level 2, some features are extracted from 
these data. Finally a classifier is trained based on extracted features. If one is inter-
ested to create a collection of diverse classifiers, he must create classifiers which dif-
fer from each others in one of these levels. In some ensemble based methods such as 
bagging and boosting learning is done on different patterns sets. Some other meth-
ods, e.g. Random Subspace Method (RSM), use different feature sets to make base 
classifiers different. Using different learning method or the same learning method 
with different parameters can also be used as a diversity creation method. 

In this paper, we propose a diversity creation method based on feature trans-
formation. Let C be the number of target classes of input patterns. We train 
M base classifiers where M is equal to CG * and 1≥G . These classifiers are di-
vided to C groups, where each group corresponds to a specific class. The features 
given to the classifiers of each group are the ones that discriminate the corre-
sponding class of this group from other classes in a proper manner. It should be 
noted that although the input features to each classifier are appropriate for dis-
crimination one class from others, all classifiers are asked to learn all classes. The 
pseudo code of the proposed algorithms is given in the following lines. 

Training 

1 for each c=1,2,…,C 
2      for each g=1,2,…G 
3            1i i= +  
4            find the feature transformation matrix which   discriminate class c from 

other classes    

              iT = Feature_trans_mat({ }1 1( , ),...,( , )N Nx y x y ,c)  

5 use the returned transformation matrix to project training samples to a 
new domain for each pattern x 

                           * ix x T′ =  

6             { }1 1 2 2( ( , ), ( , ),..., ( , ) )i b N Nh L x y x y x y′ ′ ′=  

Classification 

Return ∑ =∈ == CG

i iiYyfin yTxhIxh
*

1
))*((maxarg)(  

Feature_trans_mat ({ }1 1( , ),...,( , )N Nx y x y ,c) 

1. Create an observation matrix with each row indicating a simple observation and 
each column a feature.  

t
NxxxX ],,[ 21 …=  

where tX is the transpose of X  
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2. Divide the input patterns to the patterns with target class c  and the remaining 
patterns (with target class c ). Create observation matrices for each group. 

1. { }cyxP ii ==  of composedmatrix n observatio  

 { }cyxQ ii ≠=  of composedmatrix n observatio  

2. Normalize the features of X , P , and Q to zero mean  

 M,1,mfor    …=−= m
old
mm XXX  

 M,1,mfor       …=−= m
old

mm PPP  

 M ,1,mfor      …=−= m
old
mm QQQ  

 where mX , mP , and mQ are the mth normalized feature(column m), old
mX , 

old
mP , and old

mQ are the mth original feature, and mX , mP , and mQ  are the 

mean value of mth original feature in X , P , and Q  respectively. 

3. Compute Total sum of squares matrix T  

 XXT t *=  

 where tX is the transpose of X  
4. Compute Within-groups sum of squares matrix W  

 QQPPW tt ** +=  

5. Compute Between-groups sum of squares matrix B   
 WTB −=  

6. Calculate the eigenvalues and eigenvectors of BW 1−  

 eigenval= eigenvalues of BW 1−  

 eigenvec= eigenvectors of  BW 1−
 

7. Sort eigenvectors based on the descending order of eigenvalue and select k 
of them randomly. In this selection the eigenvectors corresponding to higher 
eigenvalue have higher probability to be selected. 

8. Put together r selected eigenvectors to form a matrix of M*r dimension and 
return it as a transformation matrix. 

4   Experimental Results  

To evaluate the proposed method, we collected data of 40 persons. For each per-
son 10 images were acquired using the Hewlett Packard Scanjet 3P scanner. Scans 
were taken at a resolution of 640*480 pixels, in gray level format. Each hand takes 
30 second to be scanned once. After each hand scanning, the user removes his 
hand completely from the glass and a new scan is taken which will be used in 
background removal.  

Throughout the experiments k-nearest neighbor algorithm with k equal to 5 was 
used for classification purpose. This value was determined experimentally. The 
leaving-one-out technique is used in evaluating the accuracy of the classifiers. In 
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the proposed ensemble based techniques one base classifier is trained foe each class 
(G=1). So there will be 40 base classifiers. In order to compare the performance  
of proposed method with non-ensemble based techniques, we build classifiers on 
raw features, and extracted features using dimensionality reduction techniques. 
PCA and Fisher transformations are used for dimensionality reduction. The recog-
nition rate of these systems and the proposed ensemble-based method are shown  
in Table 2. In these experiments the dimensionality of new feature vectors was  
selected to be 40. 

Table 2. Classification accuracy of proposed ensemble method and some single classifier 
methods 

        Single Ensemble based

Classifier Raw features PCA Fisher  

Recognition Rate 73.67% 79.33% 94.81% 96.50% 
 
As it can be seen from Table 2, using dimensionality reduction techniques leads 

to superior results with respect to using raw features. In addition Fisher transfor-
mation performed better than PCA. This is due to the fact that patterns classes are 
not considered by the PCA transformation, but Fisher transformation uses this in-
formation to find the new space which the patterns are projected to. Another inter-
esting point is that between the compared classifiers, the ensemble based one is 
the clear winner. In the second experiment the effect of changing the dimensional-
ity of final feature space used by base classifiers is studied. We evaluated the per-
formance of proposed method with base classifiers trained on a space with the 
number of dimensions as 10, 20, 30, 40, 50, and 60. The result of this experiment 
is shown in figure 6.  

10 20 30 40 50 60
70

75

80

85

90

95

100

Dimensions

A
cc

ur
ac

y

 

Fig. 6. Accuracy of the proposed method with base classifiers trained on 10, 20, ...,60 features 



468 H. Mirzaei and M. Jafarzadegan 

In order to study the effects of combination method used to aggregate the deci-
sion of different base classifiers, we used BKS (Behavior Knowledge Space), 
Ranked voting, and naive Bayes besides simple voting. The final feature space of 
base classifiers is chosen to be of dimension 40. The performance of these combi-
nation methods, except the BKS method, is observed to be acceptable and similar 
to each others. The performance of hand recognition system using BKS as a com-
biner is extremely low. This is because this method needs a lot of training patterns. 

In this method a lookup table of size LC  is produced, where C  is the number of 
target classes and L  is the number of base classifiers. If 10 patterns is needed to 

learn each table cells then 10)40( 40 ×  patterns is required to fully learn the table. 

In this experiment the number of training patterns is extremely lower 

than 10)40( 40 × , so its low quality is predictable.  

Table 3. The effect of aggregator in the performance of ensemble based approach 

Combination Method BKS Ranked voting naive Bayes simple voting 

Recognition Rate 82.1% 96.3% 95.9% 96.50% 

5   Conclusions 

One way to find a good classifier for a particular problem is to integrate several 
simple classifiers. However researchers have shown that the performance of such 
an ensemble of classifiers in addition to the base classifier performance is depend-
ent on their diversity. In this paper we proposed a diversity creation method to be 
used in ensemble based classification. The proposed algorithm is a general tech-
nique and can be used in any classification problem. The results of applying this 
method to the hand recognition show its effectiveness in practical problems. 
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Abstract. In this paper a new and robust approach of skin detection is proposed. In 
the previous proposed system, we introduced a method for skin detection based on 
RGB vector space. An extended and modified approach based on a mixed color 
space is presented. The new approach overcomes the shortcoming of the previous 
one on detecting complex image’s background. This has been achieved by using 
the HSV parameters to obtain accurate skin detection results. Furthermore an itera-
tive technique is significantly useful for obtaining the more accurate and efficient 
method. This can be done by changing the vectors in two phases. Skin color has 
proven to be a useful cue for pre-process of face detection, localization and track-
ing. Image content filtering, content aware video compression and image color bal-
ancing applications can also benefit from automatic detection of skin in images. In 
order to evaluate our proposed approach we present the results of the experimental 
study. The results obtained are promising and show that our proposed approach is 
superior to the existing ones in terms of the number of pixels detected. 

1   Introduction  

An important new application domain of computer vision has emerged over the 
past few years dealing with the analysis of images involving humans. This domain 
called skin detection has proven to be a useful cue for preprocess of face recogni-
tion, localization and tracking. Because of new trend in this area researchers are 
turning their attention more and more toward skin detection. Indeed, skin detec-
tion plays an important role in a wide range of image processing applications 
ranging from face detection, face tracking, gesture analysis, content-based image 
retrieval systems and to various human computer interaction domains. 

Many strategies based on heuristic and pattern recognition have been used for 
skin color segmentation. The most recent skin-detection methods are based on skin 
color. Skin detection based on color can be processed very fast and is highly robust 
to geometric variations of the face pattern [1]. Numerous techniques in literature 
for skin detection have used color. Skin detection using color information can be a 
sensitive technique under variety of conditions and factors such as illumination, 
background and camera characteristics. In addition, since color is orientation 
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invariant under certain conditions, motion estimating will be a very easy process by 
applying a simple translation model.  

Using color based methods for skin detection has several disadvantages. For 
example color of skin in pictures taken by different cameras is not same even in 
same conditions. Furthermore the skin color gained from different pictures is dif-
ferent even in pictures taken by one camera. Another disadvantage of using skin 
color base methods is their sensitivity to illumination under which the image was 
taken especially in RGB colorspace [2].  

AKUMANU P. and et al. [3] deal with the changing illumination conditions, by 
using illumination adaptation techniques along with skin-color detection. In their 
approach skin-color constancy and dynamic adaptation techniques were used to 
increase the efficiency of skin detection process in dynamically changing illumi-
nation and environmental conditions.  

Two significant advantages of the skin detection methods based on color are that: 
 

i. They are fast in training and usage 
ii. They are independent to the distribution of neighbor color. 

 

If, for example, we consider the RGB quantized to 8 bits per color, we’ll need 
an array of 224 elements to store skin probabilities. In our method we reduce the 
amount of memory needed by a statistical method proposed. 

The breakthrough in hardware design for graphics processors and extensive use 
of parallelism has enabled graphic developers to achieve outstanding performance 
improvements in the past few years. Skin color based methods easily matched for 
parallel computing. Significant speed up can be seen through grid computing.  

This paper attempts to improve the performance of color based skin detection 
methods along with low calculation cost. To employ simple yet effective ap-
proach, RGB vector space was used. We constructed an RGB vector as a condi-
tion of skin color that is compared with a predefined threshold and therefore we 
can distinguish the skin pixels. Also to improve the efficiency and gain less proc-
ess time it is persuasive to consider multiple pixels instead of one. The new 
method overcomes the time problem of the previous method for extracting the 
whole data and vectors needed by mixing multiple pixels without affecting the ac-
curacy. This will manifestly raise the efficiency of proposed method as it is clearly 
shown in a comparison made between our methods and other novel and successful 
skin detection systems. In addition an iterative technique is useful to attain the 
more accurate and efficient method. This can be done by changing the vectors in 
two phases.  

Another important feature to be highlighted here is that skin color perceived by 
a camera can change by the changes in lighting. Therefore, for a robust skin pixel 
classifier, a dynamic skin color model that can handle the changes must be 
employed. 

The organization of the paper is as follows. In Section 2 we present a survey on 
the existing methods. The proposed approach is discussed in Section 3. Section 4 
presents the experimental results and finally we conclude the work and offer some 
future works in Section 5. 
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2   Pervious Works 

Skin color segmentation problem can be solved by a variety of strategies depend-
ing strongly on type of image to be processed. Numerous works for skin color 
segmentation and detection have been reported in several past years and a few pa-
pers comparing different approaches have been published [4][5][1].  

For example regarding to this point that skin surface reflect the light differently 
from other surfaces, data mining methods can be applied to detect skin pixels in an 
image. Decision rules and fuzzy clustering can be combined to detect skin colored 
regions in an image. Each pixel is represented in various color spaces such as 
HSV, YIQ, YCbCr and CMY to find the best result.  

Sanjay Kr. Singh and et al. [6] integrated and compared 3 algorithms based on 
3 color spaces RGB, YcbCr and HIS. They assessed advantages and disadvantages 
of using each color space. Then a high accuracy solution for skin detecting was 
produced. 

Bruno Jedynak, and et. al. in [2] reported a work regarding applying maximum 
entropy models for skin detection. Three models from a large number of labelled 
images were considered. Each model was a maximum entropy model with respect 
to constraints concerning marginal distributions. First the baseline model was ap-
plied, and then Hidden Markov Model was examined and results were improved. 
Next, the color gradient was included. Finally an analytical expression for the co-
efficients of the associated maximum entropy model was obtained. The results 
were once more improved. 

Benjamin D. Zarit and et al. in [2] suggested using color-histogram based ap-
proaches that were intended to work with a wide variety of individuals, lighting 
conditions, and skin tones. For example, one method was the widely-used lookup 
table method, the other made use of Bayesian decision theory. Also some spatial 
and texture analyses were used for enhancements. 

Another related work reported by Peer [7] uses a simple skin classifier method 
using a number of rules. In this work (R, G, B) is classified as skin if: 
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                                  (1) 

The most challenging part of this method is to find an appropriate color space 
and also some good decision rules practically which is complicated and few ma-
chine learning algorithms have been used to solve this problem. 

Skin detection approaches can be divided into two main categories, nonpara-
metric methods and parametric methods. Several nonparametric ones use histo-
grams [8, 9, 10, 11]. The chrominance plane of color space is quantized into a 
number of bins, each corresponding to particular range of color component value 
pairs (in 2D case) or triads (in 3D case). These bins, forming a 2D or 3D histo-
gram are referred to as the lookup table (LUT). Each bin stores the number of 
times this particular color occurred in the training skin images. After training, the 
histogram counts are normalized, converting histogram values to discrete prob-
ability distribution [1]: 
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Where skin[c] gives the value of the histogram bin, corresponding to color vector 
c and Norm is the normalization coefficient (sum of all histogram bin values   [12], 
or maximum bin value present)  [2]. 

Moreover, in nonparametric methods Bayes theorem was used: 
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P(c|skin) and P(c|¬skin) are directly computed from skin and non-skin color 
histograms [13]. The prior probabilities P(skin) and P(¬skin) can also be estimated 
from the overall number of skin and non-skin samples in the training set [2,12,14]. 

The disadvantages of nonparametric methods are much storage space required 
and inability to interpolate or generalize the training data  [1]. 

Parametric distributions are those methods that use a kind of specific distribu-
tion to estimate the skin pixels. One of distribution that has been used was Gaus-
sian or normal distribution.  

There are various methods working based on finding a threshold for skin classi-
fier. For example there are known nonparametric methods, like histograms [15-17], 
semi-parametric ones, like the self-organizing map [18], neural networks [19], and 
parametricmethods, assuming a certain distribution, say a Gaussian or Gaussian 
mixture [16, 20, 21].  The Gaussian mixture is not a good choice in some con-
ditions, however, and it will fail to discover true structure where the partitions are 
clearly non-Gaussian [22]. 

Nizar Bouguila and Djemel Ziou in [23] presented a generalization of the 
Dirichlet distribution which can be a very good choice to overcome the disadvan-
tages of the Gaussian. The Dirichlet distribution is the multivariate generalization 
of the beta distribution, which offers considerable flexibility and ease of use [24]. 

3   Proposed Method 

In the new method at first the RGB color space is used. A vector must be found to 
indicate the R, G and B of skin color [25]. However in the previous paper we used 
just one vector, using more vectors leads us to simulate vector colors better and so 
have a better result. Now to achieve this goal, we also use HSV color space, there-
fore a mixed vector space was used. The main problem is to locate the space that 
skin color vectors exist. This step should be done by checking the skin databases. 
This vector is found via training where the mean of a sample can be thought as indi-
cator vector named, “the Basic Vector”. For clarifying the skin pixels, we have two 
steps. In the first step, if the pixel is a skin color pixel that is obtained by comparing 
norm and angle of pixels with Basic Vector (pixel color based phase) that now  
includes both HSV and RGB parameters. The second step is to find the relation  
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between the pixel and neighbors. Since using an iterative model can lead us to a bet-
ter result, in this work we first find skin color based on our database. Then we 
change the place of vector spaces to gain a better result. Altering vector spaces is 
based on first computation and it can be easily performed by the most repeated high 
probability skin pixels. In some cases this algorithm can even solve the problems 
that color based methods have in different illuminations or different races. 

The formula of first step is shown below: 

.
| | | |

aV
a V  
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Where V
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is the Basic Vector and a
G

 is color vector and .a V
GG

 is dot product. 

                                                               (5) 
 

cV v                                                       (6) 

The inequalities (5) and (6) are using threshold values (beta and kappa) estimat-
ing skinness of pixel. Beta and kappa are calculated via statistics. In this inequality 
a
G

 is the vector of current pixel. 
In other hand we can use just (6) both for basic vector and the pixel that is go-

ing to be tested. We have tested both in two programs. This step can be considered 
as Color Slicing in some resources. Gonzales and Woods [13] have used these for-
mulas for color slicing: 

 

Or  (7) 

2 2
0

1

0.5 ( )
n

j j
ji

i

if r a R
s

r

=

⎧ − >⎪= ⎨
⎪
⎩

∑
  

Where iS  is the transformed picture which slices a specific color, based on value 

of W or 0R . Here we tried to slice skin color. 

In the next step we used the fact that a skin pixel is not by itself rather its 
neighbors should be skin pixel. The difference of eight vectors was calculated 
separately. Next a threshold has been applied on differences as shown in (8). 

|| ||nV v ξ− <
G G

                                                        (8) 
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In this inequality nv
G

 is the neighbor vector and  ξ  must be calculated through 

statistical techniques. 
In the next iteration we change the place of Basic Vector based on the recog-

nized skin areas in the earlier stage. Using this technique leads us to overcome the 
problem of illumination and race in certain situations. The result would be con-
verged to the skin map, was our first estimate accurate enough. 

4   Experimental Results 

In our experiment database and masks found in [26] were used. We have applied 
our algorithm to several images. Most of the processing time of the classifier sys-
tem is spent in the initial vector calculations which can be very fast by the parallel 
processing. The iterative technique would be needed when the initial Basic Vector 
isn’t determined appropriately. The system was implemented using Maltab 704 
running on a Core 2 Duo @ 2266 MHz processor.  

Photo collections usually contain color images taken under changing lighting 
conditions and also have complex backgrounds. In addition, these images may 
have variations in color (also, related to race), illumination, and position.  

In real situation multiple light sources impinge on the skin. Therefore, for ro-
bust skin pixel detection, a dynamic skin color model that can handle the changes 
was employed. 

In Fig. 1 the skin color distribution is shown. By the first set of tests we just 
used the first step discussed in the last Section. The problem was there that some 
extra pixels in all pictures were detected. After correctness using the method as 
you see the results are promising. 

 

Fig. 1. Skin color distribution 

Such an example of using our method is shown in figures 2, 3 and 4. The origi-
nal image is shown in Fig. 2, whereas Fig. 3 shows the mask image, and Fig. 4 
displays the skin area resulted by the developed method. 
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Fig. 2. The original Image 

 

Fig. 3. Mask image 

In table 1 we have computed different methods of skin detection. As you see, 
the results of comparing our two skin detection techniques and also new iterative 
one in terms of the TP and FP are presented. 

As you see in the Table 1 the results can be easily compared. We believe that 
our new method is an appropriate model and performs well. It is clear that the per-
formance of our detection method is comparable to highly efficient methods men-
tioned further. 



478 M.M. Aznaveh et al. 

 

Fig. 4. Detected image 

Table 1. Comparison of different methods 

Method TP FP 

Bayes SPM in RGB 

[Jones and Rehg 1999] 

80% 

90% 

8.5% 

14.2% 

Bayes SPM in RGB 

[Brand and Mason 2000] 
93.4% 19.8% 

Maximum Entropy Model 

in RGB [Jedynak et al. 2002] 
80% 8% 

Gaussian Mixture models 

in RGB [Jones and Rehg 1999] 

80% 

90% 

~9.5% 

~15.5%

SOM in TS 

[Brown et al. 2001] 
78% 32% 

Elliptical boundary model 

in CIE-xy [Lee and Yoo 2002] 
90% 20.9% 

Single Gaussian in CbCr 

[Lee and Yoo 2002] 
90% 33.3% 

Gaussian Mixture in IQ 

[Lee and Yoo 2002] 
90% 30.0% 

Thresholding[Brand- and Mason 2000] 94.7% 30.2% 

Our Method 

using inequality (4), (5), 

using inequality (6) 

 

83.3% 

90.7% 

 

~15.6%

~13.3%

Our iterative method 91.3% ~12.6%
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5   Conclusions 

Skin detection plays an important role in human motion analysis and face detec-
tion. It is widely needed in image processing applications ranging from face detec-
tion, face tracking, gesture analysis, content-based image retrieval systems and to 
various human computer interaction domains. 

It is clear that the most popular approaches for skin detection are based on color 
information. Among the successful skin detection systems those systems that can 
have easy hardware implementation have gained the most success and our ap-
proach offers an implicit mathematical model [25]. This work uses mixed vector 
space of RGB and HSV and also neighbourhood pixels (vectors). This method 
overcomes the low accuracy of the methods for skin detection suggested before. 

There are two phases, one is based on skin color and the other considers the 
neighbourhood pixels. In other words the first step determines skinness of each 
pixel considering HSV and RGB parameters, but another key required for accurate 
detection is applying a suitable threshold on difference of neighbourhood pixels 
[25]. In addition some iterative techniques were applied to attain a more efficient 
result. This can be achieved by changing the vectors in two phases. All in all to 
cope up with changes in the lighting of pictures taken by camera in different con-
ditions a robust and dynamic method is required. 

The proposed method has been implemented.  The experimental data found in 
[26] has been used to check and evaluate this method. The experimental results 
obtained were encouraging and shows that our approach is superior over the pre-
vious one. 
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Abstract. Zz-structures are particular data structures capable of representing both 
hypertext data information and contextual interconnections among various chunks 
of information. We consider an extension of the standard zz-structure model in 
terms of computational agents. In particular, we propose a multi-agent adaptive 
system in which users store their personal information inside a zz-structure and 
agents collaborate in order to support them in the extraction of personalized navi-
gational views, allowing creation of personalized tours, for example tours  within  
virtual museums. The strength of this new model resides in the level of freedom 
users have for the dynamical choice, based on some present interest or necessity, 
of their navigational path inside the virtual museum. 

1   Introduction 

In the past culture was strictly related to a face-to-face model of interaction. With 
the diffusion of the Web this approach has deeply changed: while previously peo-
ple would physically visit a museum, now the increased use of hypermedia to sup-
port access to museum information has modified this approach, thus allowing  
users to virtually navigate inside virtual museums. Users may have, however, 
various backgrounds, goals, preferences, hyperspace experiences, knowledge, thus 
the system has to match to their needs and support them during navigation [1].  

Virtual marketing museums have been developed to promote real physical mu-
seums. On the other hand, learning museums are accessed by users that want to 
learn something while exploring the structured hyperspace with context-adapted 
narration, i.e. users that aim at interacting with a system that recreates a real life 
museum tour guided by a real human being [2]. However, virtual museums usu-
ally provide only very standard and impersonal guided tours by offering, e.g. rep-
licas of the exhibition experience on-line (see, e.g., the open source toolkits cre-
ated by Omeka [3]).  

The creation of the so called personalized views, i.e. displaying of a limited and 
well defined and personalized sub-portion of the entire hyperspace is something 
that has already been considered in different settings. Traditional web browsers 
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implement this strategy through bookmarks or personalized site views such as, e.g. 
in My Yahoo and My Netscape. Some extensions to these examples are adaptive 
bookmarking systems such as WebTagger [4], Siteseer [5], and PowerBookmarks 
[6]. Finally, other solutions using information retrieval techniques to collect in-
formation for different users having various needs are Web-based information  
services [7, 8]. 

Some work towards the application of different techniques to design adaptable 
interfaces for museum web sites has been already done, e.g. in [1] where changes 
on the visitor user profile, and thus on the type of presentation of information, and 
of navigation are allowed. In [9] the Flamenco system is described, an interface 
for browsing and searching a large amount of information using similarities to 
sample images. Recently, the Delphi framework of semantic tools and community 
annotation for museum collections has been presented [10].  Delphi is an Open 
Source toolkit, that inherits some ideas of [9] and it is based on linguistic analysis 
tools, that can be used for browsing and searching in diverse museum collections.  

Creating personalized views for the navigation inside virtual museum is thus a 
very interesting issue. In this paper we discuss a formal structure for the visualiza-
tion of these views. The proposed visualization technique, supported by an agent-
based technology, gives a certain level of freedom to the users, allowing them to 
interact with the system in order to (partially) choose the path to follow during 
their navigation.  

Our system assumes the storage of the views inside zz-structures [11], particu-
lar data structures that store both hypertext data information and the contextual in-
terconnections among different information. These structures are very flexible and 
have been used in different kind of applications, such as modeling, e.g., an infor-
mation manager for mobile phones [12], bioinformatics workspaces [12, 13], and 
many others [14, 15].  Zz-structures have also been applied to the creation of an 
EAD (Encoded Archival Description) a hierarchical organization of archival col-
lections, typically implemented in XML. This EAD finding aid has been transfor-
med into a zz-structure for visualizing archival information.  

Observe that, good navigational tools have to: 1) limit the navigational material 
by identifying a subset of interesting pages; 2) define adequate structures for the 
items' storage and create personalized user views; 3) define personalized and 
adaptive navigational paths for the users.  

The paper is organized as follows: in Section 2 we first provide a formal de-
scription of the structures and views (in particular n-dimensional views) and we 
show how to use them to create personalized user views in the context of virtual 
museum tours.  In Section 3 we show how to extend this new concept of views in 
a dynamically changing setting (point 3), i.e. in a setting where users may dy-
namically interact with the system in order to decide the path to be followed (lim-
ited to a restricted neighborhood of their actual position). Finally, we conclude in 
Section 4 where our on-going research can be directed. 

2   Concept Space and Map 

In order to define the concept space and map, we need some preliminary defini-
tions of zz-structures and related views.  
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2.1   Zz-Structures 

Zz-structures [11] introduce a new, graph-centric system of conventions for data 
and computing. A zz-structure can be thought of as a space filled with cells.  

Cells are connected together with links of the same color into linear sequences 
called dimensions. A single series of cells connected in the same dimension is cal-
led rank, i.e., a rank is in a particular dimension. Moreover, a dimension may con-
tain many different ranks. The starting and an ending cell of a rank are called, 
headcell and tailcell, respectively, and the direction from the starting (ending) to 
the ending (starting) cell is called posward (respectively, negward). For any di-
mension, a cell can only have one connection in the posward direction, and one in 
the negward direction. This ensures that all paths are non-branching, and thus em-
bodies the simplest possible mechanism for traversing links.  

Formally a zz-structure is defined as follows (see, [15]). Consider an edge-
colored multigraph ),,( cCMGECMG =  where: ),,( fEVMG = is a multigraph 

composed of a set of vertices V , a set of edges E and a surjective function 
},,|},{{: vuVvuvuEf ≠∈→ . C is a set of colors, and CEc →:  is an assign-

ment of colors to edges of the multigraph. Finally, )xdeg(  (respectively, 

)x(degk ) denotes the number of edges incident to x , (respectively, of color kc ).  
 

Definition 1. A zz-structure is an edge-colored multigraph )c,C,MG(S = , 

where )f,E,V(MG = , and  Vx∈∀ , |C|,...,k 1=∀ , 210 ,,)x(degk = . Each ver-

tex of a zz-structure is called zz-cell and each edge a zz-link. The set of isolated 
vertices is })xdeg(:Vx{V 00 =∈= .  

 

An example of a zz-structure related to an art museum is given in Fig. 1. Vertices 
are paintings, in particular portraits. Normal (red), dashed (green) and thick (blue) 
lines group, respectively, operas of the same artist: in particular, {v1, …, v11} and 
{v12, …, v18} identify, respectively, Van Gogh’s and Gauguin’s portraits; dashed 
lines group self-portraits of the two artists ({v1, …, v7} of Van Gogh and {v9, …, 
v15} of Gauguin); finally thick lines group works of arts in the same museum: v12, 
v1, v3  and v6, are in the Van Gogh Museum in Amsterdam, while v2, v4, v8, v9, v10, 
v11, v15, v17 and v18  are in Musée d’Orsay in Paris.  

 
Fig. 1. Van Gogh - Gauguin: self-portraits 
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Dimensions 
An alternative way of viewing a zz-structure is a union of subgraphs, each of 
which contains edges of a unique color.  

 

Proposition 1.  Consider a set of colors }c,...,c,c{C |C|21=  and a family of indi-

rect edge-colored graphs }D,...,D,D{ |C|21 , where )c},c{,f,E,V(D k
kk = , with 

|C|,...,k 1= , is a graph such that: 1) ØEk ≠ ; 2) Vx∈ , 210 ,,)x(degk = . 

Then ∪ |C|
k

kDS 1==  is a zz-structure.  
 

Definition 2. Given a zz-structure ∪ |C|
k

kDS 1== , then each graph kD , 

|C|,...,k 1= is a distinct dimension of S . 
 

In Fig. 1, we may identify three dimensions: artist, self-portraits and museum, re-
spectively represented by normal, dashed and thick lines. 

Ranks 
A rank is in a particular dimension and it must be a connected component.  

 

Definition 3. Consider a dimension )c},c{,f,E,V(D k
kk = , |C|,...,k 1=  of a zz-

structure ∪ |C|
k

kDS 1== . Then, each of the kl  connected components of kD  is 

called a rank. 
  

A dimension can contain one (if 1=kl ) or more ranks. Moreover, the number kl  

of ranks differs in each dimension kD . In Fig. 1 each of the three dimensions con-
tains two ranks; in particular, the dimension artist contains van-gogh, and gauguin. 
We note that the example in Fig. 1 is only a fragment of a larger zz-structure; for 
this reason, for example, in the dimension museum we identify only two ranks (re-
lated to the Van Gogh Museum in Amsterdam and to the Musée d’Orsay in Paris). 
In reality, this dimension contains all the ranks related to the museums in which 
the paintings are exhibited (such as the National Gallery of Art in Washington DC, 
the MacNay Art Museum of San Antonio, Texas, the Fogg Art Museum in Cam-
bridge, etc.). 

Given a rank k
iR , an alternative way of viewing a dimension is a union of 

ranks: ∪∪ k
i

k
i

k VRD kl
01== .  

Head and tail cells 

If we focus on a vertex x, ...xxxxx...Rk
i

2112 ++−−=  is expressed in terms of neg-

ward and posward cells of 1−x:x  is the negward cell of x  and 1+x  the posward 

cell. We also assume xx =0 . In general )x(x ii +− is a cell at distance i  in the 

negward (posward) direction.  
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Definition 4. Given a rank )c},c{,f,E,V(R k
k
i

k
i

k
i = , a cell x is the headcell of 

k
iR  iff exists its posward cell 1+x  and it does not exist its negward cell 1−x . Ana-

logously, a cell x is the tailcell of k
iR  iff exists  its negward cell 1−x  and  it does 

not exist its posward cell 1+x .  

Views 
Personalized views are shown to the users, when they choose a vertex as a focus 
and a set of preferred topics, e.g., type of operas, artists and so on.  

The classical guided tour is a suggested linear path, defined in terms of a spe-
cific dimension. 

An example of guided tour on dimension museum is proposed in Fig. 2; in this 
case, a user is interested to view the portraits, accessing them museum by museum.  

The focus is the Musée d’Orsay, and the related rank, composed by 9 cells, is 
visualized; referring to Fig. 1, the portraits contained in Fig. 2 are v2, v4, v8, v9, v10, 
and v11 collocated in the room 35, v15  in the room 43, while v17 and v18 in the room 
44. The user can choose to continue his/her tour by clicking on the forward button, 
or directly selecting one museum among the ranks present in the current dimen-
sion (Van Gogh Museum of Amsterdam, National Gallery of Art of Washington 
DC, MacNay Art Museum of San Antonio, Texas); in this case, the zoomed cell re-
lated to the Musée d’Orsay will substituted by the cell related to new museum, se-
lected by the user. 

 

 

Fig. 2. A guided tour 

A guided tour shows one dimension; now we formally present the concept of a 2-

dimensional view. a
)x(Rx∈  denotes that a

)x(R  is the rank related to x of color ac .  

Definition 5. Given a zz-structure ∪ |C|
k

kDS 1== , where ∪∪ k
i

k
i

k VRD kl
01== , and 

where )c},c{,f,E,V(R k
k
i

k
i

k
i = , the H-view of size 12 += ml  and of focus 

∪ kl
i

k
iVVx 0==∈ , on main vertical dimension aD  and secondary horizontal  
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dimension bD  ( }l,...,{b,a( k1∈ ), is defined as a tree whose embedding in the 

plane is a partially connected colored ll × mesh in which:  
 

• the central vertex, in position ((m+1),(m+1)), is the focus x,  
• the horizontal central path (the m+1-th row) from left to right, focused in ver-

tex b
)x(Rx∈  is: pg x...xxx...x ++−− 11   where b

)x(
s Rx ∈ , for 

)mp,g(p,...gs ≤+−= , 

• for each cell x s, p,...gs +−= , the related vertical path, from top to bottom, 

is: ss pssssgs )x...()x(x)x...()x( −+−− 11 ,where a
)x(

ts
sR)x( ∈ ,for ss p,...,gt +−=  

)mp,g( ss ≤ . 
 
Intuitively, the H-view extracts ranks along the two chosen dimensions. Note that, the 
name H-view comes from the fact that the columns remind the vertical bars in a capi-
tal letter H. As example, consider Fig. 3 that refers to the zz-structure of Fig. 1. The 
chosen dimensions are self-portraits and museum. The view has size l=2m+1=5, the 

focus is 3v , the horizontal central path is )p,g(vvvvvvvvvv 254321
2

3
1

33
1

3
2

3 ==++−− . The 

vertical path related to 2
1

3 vv =−  is )p,g(vvv)v()v)(v( ss 20842
21

3
11

3
1

3 ===+−+−− , 

that is 2
1

3 vv =−  is the head-cell of the rank as 20 =<= mgs .  

 

 

Fig. 3. An H-view related to Fig. 1 

We now extend the known definition of H to a number 2>n of dimensions. In-
tuitively, we will build 1−n  different H-views, centered in the same focus, with a 
fixed main dimension and a secondary dimension chosen among the other 1−n  
dimensions. Formally: 
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Definition 6. Given a zz-structure ∪ |C|
k

kDS 1== , where ∪∪ k
i

k
i

k VRD kl
01== , and 

where )c},c{,f,E,V(R k
k
i

k
i

k
i = , the n-dimensions H-view of size  l=2m+1 and 

of focus ∪ kl
i

k
iVVx 0==∈ , on dimensions nD,...,D,D 21  is composed of 1−n  rec-

tangular H-views, of main dimension 1D , n,...,i 1= , all centered in  focus x.  

2.2    A-Space and a-Map 

A concept space provides an ontology for a given knowledge domain.  
 

Definition 7. An a-space a-CS is the representation of a concept space in terms of 
a multi-agent system composed of five types of agents: concept maps, dimensions, 
ranks, composite and atomic cells.  

 

These five agent classes represent five abstraction levels of the concept space. Con-
cept maps know and directly manipulate dimensions and isolated cells; they include 
concepts and relationships between concepts that are organized in dimensions. Di-
mensions, uniquely identified by their colors, know and manipulate their connected 
components, i.e., their ranks. Ranks know and coordinate the cells and the links 
that connect them; composite cells contain concept maps related to more specific 
topics, and finally atomic cells are primary entities and directly refer to documents. 

Agents can be used in order to model concurrent computations. They are organ-
ized as a universe of inherently autonomous computational entities, which interact 
with each other by sending messages and reacting to external stimuli by executing 
some predefined procedural skills. Various authors have proposed different defini-
tions of agents. In our setting an agent is defined as follows:  

 

Definition 8. An agent is denoted A = (Ts, En, Re, Ac) where 
 

• Ts represents its topological structure; 
• En={η1,η2,…} defines its local environment; 
• Re={ρ1,ρ2,…} is the finite set of incoming requests; 
• Ac={α1,α2,…} is the discrete, finite set of possible actions.  
 

Ts and En represent the passive part of the agent, while Re and Ac its active part. 
To give an idea of our agent classes, we define the concept map agent.  

 

Definition 9. An a-map is a concept map agent  a-map=(Ts,En,Re,Ac) where  
 

• Ts=S (see Definition 2.1 and Proposition 1);  
• En= {dimensions, isolated-cells, colors, ranks, cells, links, …};  
• Re={∅}, initially;  
• Ac={return-colors, return-ranks, return-cells, return-links, check-global-

orientation, delete(cell1,…,celln), …}.  
 

dimensions, isolated-cells and the other data of En contain information on the 
structure. The first four actions of Ac are internal to the agent and enable it to de-
rive the colors, ranks, cells and links of the zz-structure. These actions are per-
formed by sending querying messages to dimensions and isolated-cells; ranks and  
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used colors are obtained sending a request to the dimension agents, while cells and 
links references are requested from the dimensions to the rank agents. Other 
scripts, such as check-global-orientation that checks whether local orientation of 
neighboring cells are consistent, and delete(cell1, …, celln), that deletes a chosen 
set of cells, are used in dynamic operations illustrated in the next section. 

3   Displaying and Changing Views 

In this section we will show how a session agent may interact with the users in or-
der to first create and display H-views, and then neighboring views, i.e. views 
where the focus is at distance one from the previous one. While displaying these 
personalized views, the users will also be able to personalize their paths, by decid-
ing to what neighboring view they will move, what dimension they would like to 
add/remove and so on. During this navigation process, the users can recreate a set-
ting similar to the selected, one by storing the information they find interesting in 
an album, in order to create a personal, re-usable workspace. 

More precisely, assume that A is the user-author, SA the session agent of Z, kD  is 

the dimension with color kc , and for simplicity, k
)x(R  is the rank cell x belongs to.  

Whenever SA receives from A the message h-view(x, l, Da, Db), regarding the 
displaying of an H-view, centered at x, of size l, using main vertical dimension 

aD  and secondary horizontal dimension bD , it sends to x the message focus(h-
view, l, Da, Db), asking x to assume the role of the focus in the visualization of the 
H-view. The visualization operation may be divided into two different steps.  
 
Step 1. Wake-up of vertices in the horizontal m+1-th row, i.e., 

pog x...x,xx,x,...,x ++−− = 11 . The focus activates rank b
)x(R  that propagates the 

request to the vertices in the m+1-th row. These vertices are woken-up and are vi-
sualized horizontally, i.e., as horiz (see Fig. 4). 

  
Fig. 4. Computation related to bD  

Step 2. Propagate the wake-up request from the vertices in the m+1-th row, to 
their rank of color ac ,  and from the rank to its vertices at distance at most m 

from  pog x...x,xx,x,...,x ++−− = 11 , respectively. These vertices are visualized ver-
tically, i.e., as vert (see Fig. 5).  
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Fig. 5. Computation related to aD  

Another interesting issue is the visualization of a neighboring view, e.g., a view 
where the focus shifts by one position. 

Agents may either apply the sleep procedure that turns off all the cells that have 
been woken up, and then start from scratch a new wake-up procedure, or try to op-
timize the computation and turn off only part of the cells and turn on part of oth-
ers. E.g., whenever the focus moves vertically, the simplest procedure consists of 
turning off the whole old view and turning on the new one as it follows:   

 
Posward-Vert-Shift-h-view((x0), (x0)+1, l, Da, Db) 

1.  send-now(sleep((x0), l, horiz, Da, vert)) to b
)x(

R 0  

2.  send-now(focus(h-view, l, Da, Db)) to (x0)+1 

 

Note that the focus is shifted from ox  to 1+)x( o : the cells that do not change 

are the (l-1) placed vertically.  

Now, we assume that the focus moves horizontally, i.e., from x to 1+x , as, e.g., 

in  Fig. 3  from 3vx =  to 4
1 vx =+  thus obtaining the new view of  Fig. 6.  

 

Fig. 6. Horizontal shift of focus 
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Posward-Horiz-Shift-h-View(x, x+1, l, Da, Db) 
 
1. if g=(l-1)/2 <vertex x-((l-1)/2) exists> 
2. then send-now(sleep((l,horiz,Da,vert)) to x-g <the (l-1)/2 -th column on the left is 

turned off> 
3. if p=(l-1)/2 <vertex x+((l-1)/2) exists> 
4. then send-now(wake-up((l, horiz, Da, vert)) to x+(p+1) <the ((l-1)/2)+1-th column 

on the right is turned on> 
5. update-view 
 

In this case, an optimized procedure, called Posward-Horiz-Shift-h-view(x, x+1, 
l, Da, Db), is activated by SA. The procedure has to turn off the vertical column re-
lated to vertex x-(l-1)/2   (lines 1-2), if it exists, and has to turn on the column related 
to vertex x+((l-1)/2)+1, given that vertex x+((l-1)/2) exists (lines 3-4). The first operation 

is analogous to the one of Fig. 5 with vertex sx  substituted by vertex gx−  and the 
script wake-up with the script sleep, with the same arguments. The second opera-
tion (lines 3-4) is similar but it has to be applied to vertex x+(p+1) using the script 
wake-up. Finally, SA has to update its view (line 5).  

Displaying n-Dimensions H-Views 
In this section we will show how to extend the technique of the previous section 
and thus how the SA may display n-dimensions H-views.  

The technique is very similar. For example, for the n-dimensions H-view the 
SA contacts the focus x with message focus(n-dim-h-view,l,D1,…,Dn). Since an n-

dimensions H-view on main dimension 1D  and secondary dimensions 
nD,...,D,D 32  is composed of 1−n  different H-views on main dimension 1D  and 

secondary dimension iD , for i=2,…,n, the visualization operation is divided into 
two different steps.  

 

Step 1. Wake-up the vertices in the secondary dimensions of each H-view centered 

in x, i.e., of dimensions nD,...,D,D 32 . Focus x multicasts message wake-

up(x,l,plane,D1,vert) to ranks i
)x(R  (i=2,…,n). The output of this script is the com-

putation of sub-ranks (x, l), i.e., the sub-ranks of size l centered in x in dimension 

Di(x), for i=2,3,...,n. Then, each i
)x(R , i=2, 3, ..., n sends message wake-up(x, l, 

plane, 1D , vert), to all its vertices.  
 

Step 2. Similar to the one of the 2-dimensions case respectively applied to the ver-

tices in ranks i
)x(R , for i=2,3,..., n.  

 

The technique for the n-dimensions I-view is very similar. In the case of the 3-
dimensions extended H-view the SA contacts the focus x with message focus (3-ext-

h-view, l, D1, D2, D3). The focus, as in a 2-dimensions H-view, activates rank 3
)x(R  

in order to compute a 2-dimensions H-view with main dimension 2D  and secon-

dary dimension 3D . The activated vertices x-g,…,x+p of 3
)x(R , while executing the 
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standard second step of the H-view wake-up procedure, will also act as focus and 
activate a new procedure for a new 2-dimensions H-view of size l on main dimen-

sion 1D  and secondary dimension 2D .  

4   Conclusion 

In this paper we have proposed a multi-agent adaptive system to support tours of 
virtual museums. We have proposed an extended zz-structure model and we have 
shown how this new system can be used to display personalized user views and to 
create personalized and navigational adaptive paths for users. As future work we 
want to concentrate on the study of good techniques to identify the collection of 
“interesting” pages for specific users, based on their preferences and needs.  
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Abstract. Initially, genomic sequences have been known by their linear form. 
However, they have also a three-dimensional structure, which can be useful for ge-
nomes analysis. This 3D structure representation brings a new point of view for the 
sequences analysis. Therefore, several studies have described the design of soft-
ware for 3D molecular visualization. The search that we have carried out enabled 
us to see the various modeling systems and their principles, and we have to classify 
them in two great families: the class of the visualization systems and the class of 
3D interactive modeling. Each one of these classes is divided into two common 
sub-classes: systems based prediction and systems based 3D data. 

1   Introduction 

The 3D molecular modeling is a new technology that is increasingly attracting sci-
entists’ interest. Its ability to simulate natural phenomena that are not exploitable 
experimentally offers great potential and opens doors to new research in the field. 
As a result, a large number of 3D modeling systems have emerged trying to be 
more precise and promising. However, most software for 3D molecular modeling 
is based on predictive methods. These methods often use local conformation tables 
– generated by statistics relative to local biological experiments – which restricts 
the 3D rending. In parallel, the advances made in the biology field and in 3D 
modeling, have made possible the implementation of 3D molecular modeling ap-
plications increasingly complex, dedicated to the study of molecular structures and 
molecular dynamics analysis. However 3D molecular modeling presents seve- ral 
scientific problems that are still the subject of intense researches, in particular on 
the fundamental interests of this modeling and numerical simulation, the accuracy 
of 3D models, and so on.  

This article presents a recent overview on 3D molecular modeling [10]. It is di-
vided into six sections: we begin with a focus on the importance of molecular spa-
tial structure. The purpose of modeling is emphasized in the third section. Then, 
we will present different 3D molecular modeling systems. We conclude this paper 
with a short discussion. 

2   Importance of the Molecular Spatial Structure  

Initially scientists were interested in sequence analysis for the study of its rich 
syntax. Gradually (between 1984 and 1987) molecular biology lived a fulgurating 
progress of its technical means, which leads to automation and an increasingly 
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advanced and refined miniaturization. On the other hand, genomics allowed 
nowadays a global and complete approach for sequence analysis. It is no longer  
limited to the molecules study, but it also includes the study of the relationships be-
tween these elements, which causes the dynamic aspect of the whole. More gener-
ally, 3D visualization provides an overall view of the studied molecule. It allows 
modeling phenomenon or simulates a biological mechanism. 

Currently, molecular modeling is an essential research area. It helps scien-
tists to develop new drugs against diseases in general and particularly serious 
ones such as AIDS and cancer. This sector assists also the genomes analysis. 
As the interest that was accorded to it is extremely important, many researchers 
became specialized in molecular modeling. 

2.1   When Biology Becomes Molecular 

There are many researches in the literature that link molecular modeling in its bio-
logical context, being based on three-dimensional models. These studies present 
various concepts used in the development of models for biological structures 
(DNA, RNA, proteins, etc.). In the chemistry department at the University of Pen-
nsylvania, Zou has studied the structure and dynamics of a three-dimensional pro-
tein (Amphiphilic, Metalo-Porphyrin-Binding Protein) via molecular dynamics  
simulations [37]. The simulation results match with the available experimental 
data, describing the structures in a lower resolution and to a limited size. In addi-
tion, a Polish group is working on forecasting (high resolution) of three-
dimensional RNA structures (low resolution) to answer questions from the RNA 
molecular biology [29]. Their strategy is based on a program called the 3D-
RNApredict, which implements and converts various structural data (RNA secon-
dary structure, details of RNA motifs, experimental data) to create the input for 
the CYANA program (torsion-angle dynamics algorithm, TAD), which provides a 
fast engine for the 3D RNA structure calculation. The resultant RNA structure is 
refined using the X-PLOR program. The molecular structures are more interesting 
because of their complexity. Indeed, the molecular representation helped to make 
the connection between molecular complexity and its impact on the probability of 
discovering new drugs [14]. Structural analysis of Mu DNA transposition was suc-
cessful using 3D reconstruction of images obtained by scanning transmission elec-
tron microscopy (TIGE) [36]. Moreover, a three-dimensional structure has served 
as a model for the replication study based on curl degree analysis along the DNA 
axis. The structure was built by cryo-electron microscopy and simple-particle  
reconstruction techniques [12]. The same technique has been adopted for the re-
construction of a three-dimensional complex DNA-protein [1]. There are also 3D 
reconstructions based on con-focal microscopy scanning laser [22]. Those re-
searches represent a rich structural basis for different areas such as the biochemi-
cal function, the study of various phenomena (replication, transcription), etc. 

2.2   Molecular Biology Is Rewarding  

The award of several Nobel laureates promotes the importance of molecular model-
ing, particularly in the period between 1958 and 1969 that was successful for  
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molecular biology. Indeed, the awarding of Nobel Prizes to Linus Pauling for his 
work on the structure of the chemical bond, and Watson and Crick for the DNA’s 
double helix structure was recognition of the power of molecular models. Since this, 
six Nobel Prizes in physiology and medicine, and three prizes in chemistry were 
awarded in the molecular biology field, almost a Nobel Prize a year since 2000. The 
interest in molecular biology has grown steadily over the years until now. 

3   Contributions of Molecular Modeling 

Molecules play a key role in cellular processes and thus in life preservation. There-
fore, it is essential to have a little knowledge of their behavior in vivo. This knowl-
edge will enable us to better understand the biological phenomena and interpret 
them. However, the molecules are often not accessible to experimental studies be-
cause of their lack of stability and the difficulty in reproducing them and assem-
bling them in their natural conformation in vivo. Thus, it was essential to develop 
an in silico approach to the problem. Therefore, the idea of creating molecular 
models is born. These models allow a better understand of the phenomena studied. 
The first models that emerged were the material models, such as those assembled 
from the ubiquitous wooden ball-and-stick and space-filling model kits. Molecular 
models have been used for over 125 years to represent chemistry rules in a very 
simple way (say, the DNA double helix of Watson and Crick [34]). Research is 
now turning to computer models and simulations, which leads to the design of 
molecules analyzing algorithms. Molecular modeling has become an independent 
science, adopting a set of techniques to model and imitate the molecules behavior.  

 

Contributions of Informatics in Biology: The development of the experience 
computerization has changed significantly the relationship between traditional 
theory and experiment. On the one hand, computer simulations have increased the 
requirement for models accuracy. Indeed, some tests are difficult to do just by the 
theoretical model; others were not even available in the past. Therefore, the simu-
lation "brings to life" models, revealing critical properties and providing sugges-
tions for improving them. On the other hand, the simulation has become an ex-
tremely powerful tool not only for understanding and interpreting experiments at 
the microscopic level, but also to study areas which are not accessible experimen-
tally, or which involve very expensive experiments. 

4   Three-Dimensional Structures: Visualization and Interaction 

The 3D molecules visualization has always been an important chemistry chapter. As 
a result, molecular modeling has become a growing discipline, benefiting from the 
rapid development of new technologies. In addition, the 3D molecular structures 
analysis is a research field more mature than sequence analysis. Since the 70’s be-
ginning, it was essential to list the coordinates of macromolecules crystal structures 
such as protein (Protein Data Bank, PDB). Moreover, visualization of a three-
dimensional structure is undeniably one of the first tools developed for structures 
analysis, but also one of the first tests that do wish biologist. 
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4.1   Three-Dimensional Modeling Approaches 

DNA’s 3D visualization is based mainly on two approaches. First, the observatory 
approach consists in reproducing the molecule’s 3D model from real 3D data (eg. 
crystallographic data), which is not fairly well accepted in the case of DNA, be-
cause current techniques for the experimental study of DNA’s 3D structure (crys-
tallography, cryo-electron microscopy, AFM microscopy, etc.) present many limi-
tations (size, molecule’s deformations, etc.) and are very costly in time and price. 
Besides, most modeling techniques concerns especially proteins thanks to a great 
3D data bank (PDB). On the other hand, the predictive approach, for molecular 3D 
modeling, aim to predict approximately the molecule’s 3D structure from its tex-
tual sequence thanks to its spatial conformation model (obtained by statistical me-
thods on small DNA’s fragments). The two approaches remain considerably easier 
to implement, cheaper and faster than the experimental methods in vitro. 

4.2   Molecular Visualization Systems  

Due to the evolution of the molecular 3D visualization/analysis, several three-
dimensional molecular viewers, simple and freely available, have emerged (say, 
ViewMol, MolMol, PyMol (Fig. 1), RasMol (Fig. 2), etc.).  

 

 

Fig. 1. Hemoglobin structure by 
PyMol 

 

Fig. 2. HIV Protease by Ras-
Mol 

 

Other molecules viewers are online for immediate structure reconstruction 
(CBS-Metaserver, GENO3D, Swiss-Model, Biomer, etc.). Most of these systems 
are based on observatory approach, described before. Only few of them are based 
on the predictive approach used by the interactive systems.  

4.3   Interactive Systems for Molecular Modeling 

Gradually the visualization interests no longer stops at the molecules observation, 
but it extends to the structure analysis and functionality interpretation of molecules  
by their 3D structure, so new interactive viewers appear. In this section, we present 
a non-exhaustive list of these interactive systems. 
 

Early molecular graphics: C. Levinthal at MIT built the first system for the in-
teractive display of molecular structures in the mid-1960s. This system allowed a 
user to study interaction between atoms and the online manipulation of molecular 
structures. The speed and orientation of a molecular structure can be controlled by a 
globe-shaped device (a kind of trackball) (Fig. 3 shows the VR interface used) [21]. 
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Moreover, it was possible to select from a menu, choose an object, or zoom into  
important parts of the molecule using a light pen on the computer display. 

VMD (Visual Molecular Dynamics) [17] is a molecular visualization program for 
displaying, animation and analysis of large molecular systems using three-dimensional 
graphics (Fig. 4). It can also read standards PDB files and display structures. VMD 
provides a wide variety of methods to display and color molecules. It can also be used 
to animate and analyze the trajectory of molecular dynamics (MD) simulation. Its spe-
cial feature is that it can be used as graphical interface for MD external program, dis-
playing and animating a molecule that is simulated on a remote computer. 

 

 

Fig. 3. The display terminal shows the 
molecule structure in wireframe fashion 

 

 

Fig. 4. Screenshot of VMD 1.8.5 

ERNA-3D (Editor for 3D RNA) [26] is a molecular modeling system that has 
been specially developed for models creation of large RNA molecules. However, 
it is possible to manipulate proteins and other molecules. The difference between 
ERNA-3D and conventional molecular modeling systems is the ability to edit a 
molecule portion in a dynamic and realistic way (Fig. 6). ERNA-3D allows gen-
eration of various molecular abstraction degrees (one display per cylinder, tube or 
set of balls and sticks (Fig. 5)).   

 

 

Fig. 5. Cylinder, tube, sets of 
balls and sticks representa-
tion 

 

 

Fig. 6. Complex molecule repre-
sentation by ERNA-3D 

 
ADN-Viewer (DNA 3D modeling and stereoscopic visualization) [16] is parti-

cularly interested in DNA’s spatial distribution. The system offers the 3D recon-
struction of DNA’s structure, which is based on the predictions approach (described 
in the section 4.1). ADN-Viewer offers several 3D DNA sequences representations; 
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the genomics representation (see Fig. 7) and the gene representation (see Fig. 8). It 
also provides the opportunity to explore and manipulate chromosomes’ structures 
thanks to stereoscopic visualization and Virtual Reality (VR) devices (Fig. 9). 

Researchers have developed other interactive systems [13, 24, 31] for molecu-
lar analysis employing immersive technologies.  

 

 

Fig. 7. Chromosome 3D 
model: compact (zone 1) 
and relaxed (zone 2) DNA 
areas 

 

Fig. 8. Each colored sphere 
corresponds to a nucleotide 
on ADN-Viewer 

 

Fig. 9. Stereoscopic visuali-
zation of chromosomes and 
immersive navigation with 
ADN-Viewer 

3DNA (3D nucleic acid structures analysis and reconstruction) [23] was identi-
fied as American software for 3D nucleic acids structure analysis, reconstruction 
and visualization (see Fig. 10). 3DNA can locally handle double helices non-pa-
rallel and parallel, simple structures, triplex, and other quadruplex motifs found in 
complex DNA and RNA structures and this from a PDB file coordinates. The pro-
gram uses also the predictive approach to build the structure. Tools are provided to 
locate base pairs and regions in a helical structure and to reorient structures for an 
effective visualization. This program can also handle helical regular models based 
on X-ray diffraction measurements of various repetition levels. 

AMMP-Vis (a virtual environment for collaborative molecular modeling) [8] is 
an immersive system that offers to biologists and chemists the possibility of manipu-
lating molecular models through a natural gesture. It allows receiving and displaying 
real-time molecular dynamics simulation results. It allows adapted views sharing 
and provides support for local and remote collaborative research (Fig. 11). It is 
based on the molecular visualization system AMMP described in the next section. 

 

 

Fig. 10. 3DNA: local 
DNA’s 3D modeling by a 
predictive method 

 

Fig. 11. Example of col-
laborative research 
 

 
 

Fig. 12. 2D molecule manipula-
tion (on the table) and 3D visu-
alization (on the wall) 
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Other systems [5, 25, 32] take advantage of the benefits of collaboration in the 
modeling, visualization and analysis of molecules.  

NAVRNA (Interactive system for structural RNA) [2] is an interactive system 
to visualize, explore and edit the RNA molecules. NAVRNA would visualize at 
the same time the three-dimensional structure (3D) projected onto a white wall 
and the secondary structure (2D) also projected on a table (Fig. 12). Both shows 
are strongly linked. It is a multi-surface collaborative system for RNA analysis. 

Augmented reality with auto-made tangible models for molecular biology 
applications [11]: The evolution of auto-made computer technology (3D Printing) 
can now allows the production of physical models such as molecules and biologi-
cal complex sets. It presents an application that demonstrates the use of tangible 
auto-made models and augmented reality (Fig. 13) for research and education in 
molecular biology, and to improve the environment for scientific collaboration 
and exploration. They have adapted an augmented reality system to allow 3D vir-
tual representations to be overlaid on a real molecular model.  

 

 

Fig. 13. Ribosome with (right) and without (left) RA 

 

Fig. 14. MolDRIVE handling a 3D 
molecule 

User can easily change this superposition of information, switching between di-
fferent molecule representations, the display of molecular properties such as elec-
trostatics, or dynamic information. The physical model provides a powerful and 
intuitive interface for manipulating computer models, improving the interface be-
tween the human intention, the physical model, and the computing activity. 

MolDRIVE [18] represents a virtual environment for visualization and steering 
of real-time molecular dynamics simulations. MolDRIVE is also an interface to 
several MD simulation programs, which run in parallel on remote supercomputers. 
It uses DEMMPSI and also GROMACS (detailed in the next section). Remote si-
mulations allow the high performance graphics workstation, to fully concentrate 
on the visualization part of the process. Therefore, larger systems can be visual-
ized. It provides real-time visual force feedback by displaying a deformable spring 
stylus whose shape communicates a sense of the magnitude of force applied to a 
particle by a user (shown in Fig. 14). 

Recent research has highlighted the importance of using VR in 3D molecular 
modeling, combining immersive environment (efficient visual representation) and 
haptic devises (interactive manipulation) to offer a real-time sense of molecules 
flexibility, in education [30], ligand modeling [3,19], protein dynamic [6] and do-
cking molecules [34].  
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4.4   Molecular Dynamics Modeling 

Over the last five years, a significant increase has affected the number of publica-
tions describing an accurate and reliable molecular dynamics simulation, and espe-
cially for nucleic acids. Cheatham and Young wrote an article [9] describing suc-
cesses limits and prospects in this area. The researchers are now studying the 
molecules behavior by spatial visualization and structures analysis. In reality the 
three-dimensional structure inform us about the molecule functionality. This ap-
proach allows a global view of the molecule spatial structure as well as possibilities 
of interaction with other molecules. In his book, Leach [20] describes the molecular 
modeling principles and applications. He asserts that modeling involves three essen-
tial steps; the first is the description of the intra and inter-molecular interactions sys-
tems. The second step is to calculate the molecules dynamics. Finally, the third step 
is to analyze these calculations to extract the properties and check the well function-
ing of the system. More generally, the molecular dynamics modeling allows calcu-
lating a particles system evolution over time. Therefore, the growing interest in the 
molecular dynamics simulation promoted the emergence of many modeling soft-
ware. The description of some of the most popular is given in the following.  

AMBER (Assisted Model Building with Energy Refinement) is a package de-
veloped from a program that was created in the end of the 70's. AMBER applies 
molecular mechanics, normal way analysis, molecular dynamics and calculating 
free energy to simulate the structural molecules and energetic properties. It now 
includes a program group representing a number of powerful tools of modern in-
formatic chemistry, focused on the molecular dynamics and free calculations of 
proteins energy, nucleic acids and carbohydrates [7].  

AMMP [15] is a program that models complete and modern dynamics and mo-
lecular mechanics. It can handle small molecules and macromolecules including 
proteins, nucleic acids and other polymers.  In addition to the standard common 
features molecular modeling software, AMMP has a potential flexible choice and a 
simple and powerful capability to manipulate molecules and analyze various en-
ergy limits. A main advantage over many other programs is that it is easy to present 
the non-standard links between polymer unusual ligands, or non-standards residue. 
Furthermore, it is possible to add the hydrogen atoms missing and implement  
 

 
 
Fig. 15. Decorin model with fi-
brille collagen by AMMP 

 

 

Fig. 16. Human glucokinase 
mo-del with glucose by AMMP 
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partial structures, which is difficult for many other modeling tools. In Fig. 15 and 
Fig. 16, two examples of AMMP simulations are shown. 

CHARMM (Chemistry at Harvard, Molecular mechanics) is a package for mo-
lecular dynamics simulation and analysis [27]. The CHARMM project includes a 
developer network around the world working with Karplus and his group at Har-
vard University to develop and maintain the program CHARMM.  

GROMACS is a set of codes running molecular dynamics, initially developed 
by Berendsen [4]. It also has a lot of analysis tools including a trajectories viewer. 
It was initially designed for biochemical molecules such as proteins and lipids that 
have rich and complex interactions. However, since GROMACS is extremely fast 
to calculate the interactions [33] many research groups use it for calculation on 
polymers.  

TINKER is a complete and free program (with FORTRAN) for mechanics and 
molecular dynamics, especially polypeptides. TINKER has the option to use any 
common parameters set such as AMBER / OPLS, CHARMM22, MM2, MM3, 
ENCAD, MMFF, and the set specific to him. It implements an algorithms variety 
such as a new method for recognition the geometry of distance, an optimizer own 
local truncated Newton (TNCG) [28] and many other benefits. 

5   Conclusions 

The importance of the molecules spatial structure is clearly identified, and there-
fore its contributions in chemistry and biology research are considerable. So re-
searchers have tried, through different ways, to study the molecular structure, 
whether static or dynamic, isolated or within a molecular complex. The main issue 
was to create models (either material or computing models) to imitate the studied 
molecules behavior.  

In this paper we are particularly interested in computing molecular models and 
the bioinformatics contribution. The observation of these models can be local or 
global, although it is based on two main approaches: the observatory approach, 
which uses real 3D data, and predictive approach, which is based on approxima-
tions previously established by statistical study. The increasing interest accorded to 
this area has generated several systems for molecular analysis. We classified them 
into two main categories: visualization systems and interactive systems. Concern-
ing the visualization systems, they offer a different molecule view, local or global. 
This type of observation can help biologists to have a first idea of the spatial archi-
tecture of certain molecules. However, these viewers are generally based on the ob-
servatory approach, so they are limited to a certain molecules category (having real 
3D data). Moreover, these viewers are not powerful enough (important computa-
tional time) to model large molecules. Regarding interactive system, we saw that 
they offer a manipulation of the visualized molecules. Thus biologists can act on 
the structure to improve it tanks to their expertise. On the other hand, the expert 
may simply interact with the model to look over some assumptions. These systems 
can be immersive, collaborative and multimodal. However, exploration and interac-
tion in existing molecular modeling virtual environments are often simply basic and  
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limited to a single user. This is insufficient to really explore the ability of multimo-
dal interaction in VR to improve the molecular analysis. In addition, scientists are 
often reticent to adopt these systems. Therefore, the main challenge is to show that 
a synergy between preferment visual modeling and immersive human/machine in-
teractions is an interesting approach to help the biologist to analyze and to under-
stand life complex phenomena. 
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Abstract. A new approach to shape recognition is presented. This approach is 
based on Sobel filter and backpropagation neural network. Investigations of the 
shape recognition were carried out for film sequences. The aim of this paper is 
analysis of a system which enables shape recognition.  

1   Introduction 

At present there are many methods of shape recognition [1, 5-8]. Most of them are 
based on data processing [9-15]. The aim of this paper is analysis of a system 
which enables shape recognition. Shape recognition is difficult problem [15-20]. 
Automatic application of shape recognition contains Sobel filter, thinning algo-
rithm and backpropagation neural network. The system is based on modified 
“Leaves Recognition v1.0” application. Modifications include mechanism of au-
tomatic working and image processing. It could identify shapes. One of the tasks 
was to apply backpropagation neural network. Investigations were carried out for 
96 frames (four seconds) of film sequence. System has five different categories 
which include specific shapes. Each category contains thirty pictures for the train-
ing process. There is the possibility of use of application as a system of automatic 
shape recognition. 

2   Description of the System 

System makes possible to realize following functions: video recording, splitting of 
film sequence on frames, definition of working area, recognition of category de-
pending on configuration set. 

After execution of shape recognition the results are presented on computer 
screen or written to the file. 

3   Shape Recognition Process 

Shape recognition process contains training process and identification process. At 
the beginning of the training process image edge detection algorithms (Sobel filter 
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and thinning algorithm) are used. Afterwards tokens of shape image are created. 
These tokens are used to train backpropagation neural network. At the end of the 
training process backpropagation neural network is trained. The training process 
contains following steps: filtration, thinning, creation of shape token, neural net-
work training. Training process is shown in Fig. 1. 

 

Fig. 1. Training process 

New film sequence is used in the identification process. Next it is converted in-
to digital video format (AVI, MPEG). Afterwards it converts into digital picture 
format (JPEG). Next image edge detection algorithms are used (Sobel filter and 
thinning algorithm). Afterwards tokens of shape are created. Backpropagation 
neural network is used as a classifier. The identification process contains follow-
ing steps: video recording, conversion video recording into digital video format, 
conversion digital video format into frames, filtration, thinning, creation of shape 
token, neural network classification. The identification process is shown in Fig. 2. 

3.1   Video Recording 

Digital video camera records excellent quality video. It records video as a digital 
stream. After that data are written to computer disk for next calculations. 
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Fig. 2. Identification process 

3.2   Digital Video Signal Conversion 

Digital video signal is converted into frames (JPEG) by using a compression algo-
rithm. In this aim perl scripts and mplayer library are used. The images have the 
resolution of 640 x 480 pixels (Fig. 3, 4). 

 

Fig. 3. Conversion digital video signal into frames 
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Fig. 4. Picture of the key before filtration 

3.3   Filtration 

Many methods are used in image processing. In this application Sobel edge detec-
tion filter was applied. Sobel edge detection filter creates an image where higher 
grey-level values indicate the presence of edge between two objects. The Sobel 
edge filter is used to detect edges (Fig. 5). Horizontal and vertical filters are used in 
sequence. Both filters are applied to the image and summed to form the final result. 
The Sobel edge detection filter computes the root mean square of two 3x3 tem-
plates. The two filters are basic convolution filters. Horizontal filter is defined as: 
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Vertical filter is defined as: 
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3x3 window is used as: 
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Fig. 5. Picture of the key after filtration 

The horizontal and vertical components are used into the final form: 

)()( YYXXZ ⋅+⋅=                                             (4) 

Here,  
X = (w3+2w6+w9-w1-2w4-w7)  
Y = (-w1-2w2-w3+w7+2w8+w9)  
Z – modulus of Sobel gradient 
w1, w2, w3, w4, w5, w6, w7, w8, w9 - higher grey-level values which are clamped to 
the 0-255 range. 

3.4   Thinning Algorithm 

It is necessary to identify this outer frame exactly. The previously applied Sobel 
edge detection identify the edges with a specific threshold.  

 

Fig. 6. Picture of the key after thinning algorithm 
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After that a thinning algorithm is performed to minimize this threshold-based 
edge to a one-line frame (Fig. 6). Thinning algorithm processed the image recur-
sively and minimizes lines found to a one-pixel wide one, by comparing the actual 
pixel situation with specific patterns and then minimizes it. 

3.5   Creation of Shape Token 

The tokens of each shape image that are found after the image preprocessing. 
These tokens are important in shape recognition process. The tokens are the right-
angled triangles (Fig. 7). These triangles represent tokens of shape image. 

 

Fig. 7. Right-angled triangle represents a token of a shape image 

The angles x and y are the two important parts which will be fit into the neural 
network input layer. These two angles represent the direction of the hypotenuse 
from point A to B. It is very important for the representation of a shape image 
(Fig. 8). Number of tokens depends on image and configuration set. After calcula-
tions each token is the input for backpropagation neural network. 

 

Fig. 8. Picture of the key after creation of shape tokens 
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3.6   Backpropagation Neural Network 

The application of automatic shape recognition can classify tokens. Tokens are 
created as a result of preliminary data processing. Neural network usable form is 
when the cosine and sine angles of the shape represent inputs for backpropagation 
neural network (Fig. 9). The neural network consists of many neurons connected 
by synapses. The learning process in backpropagation neural network takes place 
in two phases. In the forward phase, the output of each neuron in each layer and 
the errors between the actual outputs from the output layer and the target outputs 
are computed, whereas in the backward phase weights are modified by the back-
propagated errors that occurred in each layer of the network [2-4]. 

 

Fig. 9. Model of neuron 

Formula to calculate a product of inputs and weights is defined as: 

)(
1

0∑
=

+=
N

j
ijjii WxWu                                             (5) 

here, 
x = [x1, x2,…, xN]T,  – is an input vector, 
Wi = [Wi1, Wi2,…, WiN]T  – is vector of weights of neuron with i index, 
Wi0 – threshold, and 
ym=f(ui) – a value which is obtained after usage of activation function. 

Afterwards, it calculates the value which is on the output of next neuron. To re-
alize this aim, it is necessary to apply the following equation:  
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m ywfy

i

∑
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=                                            (6) 

here,  
Mi – is a set of neuron indexes which provide input signals to defined neuron, 
wk

(m)(j) – the value of weights coefficient of synapse linking input of neuron with m 
index and output of neuron with k index during j learning step, 
ym

(j) – the value on the output of neuron with m index in j step of learning, 
yk

(j) – the value on the output of neuron with k index in j step of learning, 
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)1(

1
)(

cxe
xf −+
=  non-linear activation function (Fig. 10), c – constant.  

 

Formula for error calculation is defined as: 
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k
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∈

=                                                  (7) 

Here, 
M – is a set of  neurons which obtain output signal from defined neuron of hidden 
layer, 
wk

(m)(j) – the value of weights coefficient of synapse linking input of neuron with k 
index and output of neuron with m index during j learning step, 

)( j
mδ  – is the error of neuron with m index in hidden layer, and 

)( j
kδ  – is the error of neuron in output layer which obtains signal from neuron 

with m index. 

 

Fig. 10. Activation function, non-linear 

The structure of backpropagation neural network is created (Fig. 11) 

 

Fig. 11. Neural network implemented in automatic application of shape recognition 
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After training of neural network it is necessary to perform the identification 
process. Image recognition efficiency is defined as:  

 [%] )
100

(-100
N

T
I =                                                 (8) 

here,  
I – is efficiency of image recognition,  
N – the number of output neurons, and 
T– the output layer error. 
 

In a case when efficiency of image recognition is more than 90%, shape is rec-
ognized properly (assumption). Shape recognition efficiency is defined as: 

 [%] 
100

A

P
R =                                                       (9) 

here,  
R – is efficiency of shape recognition,  
P – the number of proper recognized images, and  
A – the number of all images. 

4   Shape Recognition Results 

Shape recognition depends on many parameters. It is important to recognize shape 
correctly. The most impact on shape recognition is determined by following 
 

 

 
Fig. 12. Efficiency of image recognition depending on specified frame for film sequence 
with shape of key 
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parameters: quality of image, parameters of edge detection algorithm, neural net-
work parameters. Investigations were carried out for five categories: shape of 
ballpoint, shape of chocolate, shape of banana, shape of apple, shape of key. For 
each category thirty images were used in the training process (30 frames). The 
identification process was carried out for 96 frames of specified shape (4 seconds). 
New unknown images were used in the identification process. The system speci-
fies shape of image for each frame. Seventy eight of ninety six (81.25%) frames 
were recognized properly for film sequence with shape of key. The efficiency of 
image recognition for shape of key depending on specified frame is shown in Fig. 
12. Eighty three of ninety six frames (86.45%) were recognized properly for film 
sequence with shape of apple. Eighty seven of ninety six frames  (90.62%) were 
recognized properly for film sequence with shape of banana. Seventy two of nine-
ty six frames (75%) were recognized properly for film sequence with shape of 
chocolate. Eighty of ninety six frames (83.33%) were recognized properly for film 
sequence with shape of ballpoint. 

Efficiency of shape recognition for film sequence with shape of ballpoint is 
83.33%. Efficiency of shape recognition for film sequence with shape of chocolate 
is 75%. Efficiency of shape recognition for film sequence with shape of apple is 
86.45%. Efficiency of shape recognition for film sequence with shape of key is 
81.25%.The best efficiency of shape recognition is 90.62% for film sequence with 
shape of banana (Fig. 13). 

 

Fig. 13. Efficiency of shape recognition depending on kind of shape 

5   Conclusions 

We fund that artificial neural network can be very useful for shape recognition of 
various objects. However, it is important to train neural network properly. Investi-
gations performer show that backpropagation neural network works correctly for 
different input data. Efficiency of shape recognition for film sequence with shape 
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of ballpoint is 83.33%. Efficiency of shape recognition for film sequence with 
shape of chocolate is 75%. Efficiency of shape recognition for film sequence with 
shape of apple is 86.45%. Efficiency of shape recognition for film sequence with 
shape of key is 81.25%. The best efficiency of shape recognition is 90.62%, for 
film sequence with shape of banana. Time of the identification process of one 
sample is 0.97378 [s] for Intel Pentium M 730 processor.  

The copyright for the program “Leaves Recognition v1.0” is held by Jens Lang-
ner. 
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Abstract. In this paper an adaptive differential evolution algorithm with dynamic 
changes of population size is presented. In proposed algorithm an adaptive selec-
tion of control parameters of the algorithm are introduced. Due to these parameters 
selection, the algorithm gives better results than differential evolution algorithm 
without this modification. Also, in presented algorithm dynamic changes of popula-
tion size are introduced. This modification try to overcome limitations connected 
with premature convergence of the algorithm. Due to dynamic changes of popula-
tion size, the algorithm can easier get out from local minimum. The proposed algo-
rithm is used to train artificial neural networks. Results obtained are compared with 
those obtained using: adaptive differential evolution algorithm without dynamic 
changes of population size, method based on evolutionary algorithm, error back-
propagation algorithm, and Levenberg-Marquardt algorithm. 

1   Introduction  

The differential evolution algorithm is a newly elaborated technique used in global 
optimization [1]. This algorithm has been developed to solve problems with con-
tinuous domain, but lately some its modifications have been elaborated to discrete 
problems, as for example in [2], where discrete differential evolution algorithm is 
used for the permutation flow-shop scheduling problem. In standard version of the 
differential evolution algorithm proposed by Storn and Price [1], it is necessary to 
set up at start three parameters such as: crossover rate CR, differential mutation fac-
tor F, and factor NP which represents the number of individuals in population. The 
optimal selection of the values of these parameters is a very complicated task. The 
values of parameters which are appropriate in one optimization problem are often 
ineffective in other situations, and can cause premature convergence of algorithm to 
local extremes. In some papers, the modifications of differential evolution algorithm 
are presented. Some of them concern adaptive selection of control parameters in dif-
ferential evolution algorithm, as is mentioned in following papers [3-5]. In all these 
papers only values of CR and F parameter are adaptively selected; the values of pa-
rameter NP are constant during whole algorithm operation time. Therefore, in this 
article, the differential evolution algorithm with adaptive selection of CR and F pa-
rameters (similarly as in [5]), and with dynamic changes of population size is pro-
posed. Due to introduction of dynamic changes of the number of individuals in the 
population, proposed algorithm can easier escape from local extremes. 
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Proposed in this paper adaptive differential evolution algorithm is used to train 
artificial neural networks. Artificial neural networks have many practical applica-
tions as is described in papers [6, 7]. The objective function describing the artifi-
cial neural network training problem is a multi-modal function, therefore the algo-
rithms based on gradient methods can easily stuck in local extremes. In order to 
avoid this problem it is possible to use the technique of a global optimization, like 
for example the differential evolution algorithm. Also, the problem of training of 
large artificial neural networks is a very time consuming problem (especially for 
slow convergence methods as for example error back-propagation method), there-
fore it is necessary to search effective training methods, which can correctly train 
artificial neural networks in shorter time than standard training methods. 

The adaptive differential evolution algorithm with dynamic changes of popula-
tion size is named DPS-DE-ANNT (Dynamic Population Size – Differential Evo-
lution for Artificial Neural Network Training), and is used to train artificial neural 
networks to classification of parity-p problem. Result obtained using the proposed 
method has been compared with results obtained using the error back-propagation 
algorithm [8, 9, 13-15], evolutionary EA-NNT method [10], Levenberg-Marquardt 
algorithm [11], and DE-ANNT method [12]. The paper arrangement is a follows: 
in section 2 the characteristics of standard differential evolution algorithm is pre-
sented, in section 3 the proposed algorithm is shown, in section 4 the structure of 
assumed neural networks and neuron model is described, in section 5 description 
of taken experiments and obtained results are presented, and in section 6 some 
conclusions are presented. 

2   Differential Evolution Algorithm 

The differential evolution algorithm has been proposed by Price and Storn [1]. Its 
pseudo-code form is as follows: 

 

Create an initial population consisting of PopSize individuals 
While (termination criterion is not satisfied) 
Do Begin 

For each i-th individual in the population 
Begin 

Randomly generate three integer numbers: 
r1; r2; r3 ∈ [1; PopSize]; where r1 ≠ r2 ≠ r3 ≠ i 
For each j-th gene in i-th individual (j ∈ [1; n]) 

Begin 
vi,j = xr1,j + F ⋅ (xr2,j – xr3,j) 
Randomly generate one real number randj ∈ [0; 1) 
If randj < CR then ui,j := vi,j 
Else ui,j := xi,j 

End; 
If individual ui is better than individual xi then 
Replace individual xi by child individual ui 
End; 

End; 
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The individual xi is better than individual ui when the solution represented by it 
has lower value of objective function (regarding to minimization tasks), or higher 
- (regarding to maximization tasks) than the solution stored in individual ui. The 
algorithm shown in the pseudo-code optimizes the problem having n decision 
variables. The F parameter is scaling the values added to the particular decision 
variables, and the CR parameter represents the crossover rate. The parameters F ∈ 
[0; 2), and CR ∈ [0; 1) are determined by the user, and xi,j is the value of j - th de-
cision variable stored in i-th individual in the population. This algorithm is a heu-
ristic one for global optimization, and is operating with decision variables in real 
number form. The individuals occurring in this algorithm are represented by real 
number strings. Its searching space must be continuous [17, 18]. The differential 
evolution algorithm, by computation of difference between two randomly chosen 
individuals from the population, determines a function gradient in a given area 
(not in a single point), and therefore prevents sticking the solution in a local ex-
treme of optimized function [18]. The other important property of this algorithm is 
a local limitation of selection operator only to the two individuals: parent (xi) and 
child (ui), and due to this property the selection operator is more effective and 
faster [18]. Also, to accelerate convergence of the algorithm, it is assumed that the 
index r1 (occurring in the algorithm pseudo-code) points to the best individual in 
the population. In this paper such version of differential evolution algorithm has 
been used in experiments. 

3   Proposed Method DPS-DE-ANNT 

Proposed DPS-DE method is based on previously elaborated method [12], and op-
erates in six following steps: 

First Step 
A population of individuals is randomly created. The number of individuals in the 
population is stored in parameter PopSize ∈ [Popmin, Popmax]. In this paper we as-
sume experimentally, that  Popmin=20, and  Popmax=100, and at the start of the al-
gorithm PopSize is equal to Popmin. Each individual xi consists of k genes where k 
represents number of weights in trained artificial neural network). In Figure 1a a 
part of an artificial neural network with neurons from n to m is shown. Addition-
ally, in Figure 1b the coding scheme for weights of the individual xi connected to 
neurons from Figure 1a, is shown. 

Second Step 
The mutated individual vi (vector) is created for each individual xi in the popula-
tion according to the formula: 

( )321 rrri xxFxv −⋅+=    (1) 
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Fig. 1. Part of artificial neural network (a), corresponding to it chromosome containing the 
weight values (b); weights wi,0 represent bias weights [12] 

here,  
F∈[0, 2), and 
r1, r2, r3, i ∈ [1, PopSize] fulfill the constraint: 
 

r1 ≠ r2 ≠ r3 ≠ i                                                     (2) 

The indices r2 and r3 point at individuals randomly chosen from the popula-
tion. Index r1 points at the best individual in the population, which has the lowest 
value of the training error function ERR(.). This function is described as follows: 

( )∑
=

−⋅=
T

i
ii AnswerCorrectERR

1

2

2
1

()                             (3) 

here,  
I – is the actual number of training vector,  
T – the number of all training vectors,  
Correcti  – required correct answer for i-th training vector,  
Answeri  – answer generated by the neural network for i-th training vector applied 
to its input. The DPS-DE-ANNT method is minimizing the value of the objective 
function ERR(.). 

Third Step 
In the third step, all individuals xi are crossed-over with mutated individuals vi. As 
a result of this crossover operation an individual ui is created. The crossover oper-
ates as follows: for chosen individual xi = (xi,1, xi,2, xi,3, ..., xi,j), and individual  
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vi = (vi,1, vi,2, vi,3, ..., vi,j); for each gene j∈[1; k] of individual xi, randomly generate 
a number randj from the range [0; 1), and use the following rule: 

 

if randj < CR then ui,j = vi,j else ui,j = xi,j                                   (4) 
 

here,  
CR∈[0; 1). 

 

In this paper the adaptive selection of control parameter values F and CR are 
introduced (similarly as in paper [5]) according to the formulas: 

1−

=
i

i

TheBest

TheBest
A                                                       (5) 

randomAF ⋅⋅= 2                                                 (6) 

randomACR ⋅=                                                 (7) 
here, 
random – is a random number with uniform distribution in the range [0; 1),  
TheBesti  – the value of objective function for the best solution in i-th generation,  
TheBesti-1 – the value of objective function for the best solution in i-1-th generation.  

Detailed discussion about properties of adaptive selection of control parameter 
values is described in paper [5]. 

Fourth Step 
In the fourth step, a selection of individuals to the new population is performed 
according to following rule: 

if ERR (ui) < ERR (xi) then Replace xi by ui in the new population  
else Leave xi in the new population  (8) 

Fifth Step 
The actual population size PopSize is modified using following code: 
 

if (TheBesti/TheBesti–1) = 1 then 
   begin 
   PopSize := PopSize+1; 
   if (PopSize >Popmax) then PopSize := Popmax; 
   Randomly create one new individual and insert it at index PopSize in population 
   Evaluate the quality of newly created individual using objective function ERR(.) 
   end 
else 
   begin 
   PopSize := PopSize–1; 
   if (PopSize < Popmin) then PopSize := Popmin; 
   end; 
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Using above code, when the value of PopSize is decreasing, it can happen that 
the best individual will be lost. Therefore, in proposed algorithm the best individ-
ual is always written down in the index number one in the population to avoid this 
situation. But when after evaluation of individuals in population better solution 
than solution written down in index one will be found, then this particular solution 
is exchanged with the best solution in population. Due to dynamic changes of 
population size, new randomly generated solutions are added to population when 
the value of the best solution is not changed in successive generations. Therefore, 
the algorithm has higher chances to escape from local minimum, but obviously the 
computation time is also increasing. In other case, when the value of the best solu-
tion is changed in successive generations, then the last individual (solution having 
index number PopSize) from population is removed. Due to removal of the last so-
lution form population, the algorithm computational time is decreasing, and there-
fore the algorithm can realize more iterations (generations) at the same time. 

Sixth Step 
In the sixth step, it is checked whether the value of ERR(xr1) < ε, or the algorithm 
has reached the prescribed number of generations (index r1 points the best indi-
vidual with the lowest value of objective function ERR(.) in the population). If 
yes, then the algorithm is stopped, and result stored in individual xr1 is returned. 
Otherwise, the algorithm jumps to the second step. 

4   Structure of Assumed Neural Networks and Neuron Model 

Similarly as in paper [12], the proposed method has been tested using the same 
structure of artificial neural networks, which are shown in Figure 2. The input U0 
is removed from each neuron for figure simplify. 

The typical model of neuron including the adder of input signal values multi-
plied by corresponding values of weights - i.e. weighted sum, has been taken as a 
model of artificial neuron (as in paper [12]). The weighted sum WSj of j-th neuron 
is defined as follows: 

∑
=

⋅=
p

i
jijj UwWS

0
,                                                (9) 

here,  

p – is the number of inputs in j-th neuron,  
wj,i – value of weight in the connection between j-th neuron and its i-th input,  
Ui – the value of signal occurring on i-th neuron input (U0=1). 
 

A bipolar sigmoid activation function has been assumed in the form: 
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exp1

exp1
                               (10) 

here,  
Uj – is the value of j-th neuron output,  
λ – non-linearity coefficient of activation function; (assumed λ=1). 
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Fig. 2. Structures of artificial neural networks training for classification of problem: parity-
3 (a), parity-4 (b), parity-5 (c), and parity-6 (d) 

5   Experiments 

Artificial neural networks having structures shown in Figure 2, to classification of 
parity-p problem (p∈[3; 6]) have been trained using proposed and other methods. 
An example training set was equal to the testing set, and contained 2p vectors. 
Following values of parameters have been assumed: PopSize=Popmin=20, 
ε=0.0001. Each of algorithms: DPS-DE-ANNT (DPS), DE-ANNT (DE) [12], EA-
NNT (EA) [10], error back-propagation algorithm (EBP) [14, 15], and Levenbeg-
Marquardt algorithm (LM) [11] have been executed 10-fold, and average values of 
results are presented in Tables 1-3. Identical termination criterion such as in DPS-
DE-ANNT method described in the section 4 of this paper, have been assumed for 
all other algorithms. The learning coefficient ρ=0.2 has been assumed in the EBP 
algorithm. Also, the same maximal computation time has been assumed as in pa-
per [12]: for parity-3 problem this time was equal to 1 [s], for parity-4 problem 3 
[s], for parity-5 problem 9 [s], and for parity-6 problem 60 [s]. Each algorithm 
have been stopped when the value of training error of artificial neural network had 
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lower value than ε (ε=0.0001) or when operation time exceeded the maximal com-
putation time for each parity problem. 

The results obtained using proposed method are presented in Tables 1-3 (the re-
sults for other methods are taken from [12]), in which the symbols used are as fol-
lows: ME – chosen training method, NI – number of iterations, CC – correct classi-
fication [%]. The values representing the correct CC were computed as follows: 

%100
2
1 ⋅=
∑
=

p

M

i
iC

CC                                             (11) 

here,  
CC – means the correct classification [%],  
M – is the number of testing vectors (M∈[1, 2p]),  
p – the number of inputs in artificial neural network,  
Ci  – a coefficient representing correctness of classification of i-th training vector, 
which is determined as follows: 
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again here,  
Uout=f(Sout)  – is a value of the output signal of artificial neural network after ap-
plication of i-th testing vector to its input,  
ϕ  – a threshold of training correctness,  
Bi – a value expected at the output of the artificial neural network. 

Table 1. Average values of results obtained after 10-fold repetition of each algorithm (ϕ=0) 

Parity-3 Problem Parity-4 Problem 

ME NI CC [%] ME NI CC [%] 

DSP 61.6 100 DSP 893.3 97.50 

DE 23.5 100 DE 399.2 96.875 

EA 57.7 95 EA 147.1 92.50 

EBP 300 78.75 EBP 800 91.25 

LM 20 100 LM 48.1 97.50 

Parity-5 Problem Parity-6 Problem 

ME NI CC [%] ME NI CC [%] 

DSP 1549.3 97.1875 DSP 5484.3 96.09375 

DE 657.5 96.875 DE 1988 95.78125 

EA 348.9 92.1875 EA 1486.6 94.53125 

EBP 2250 94.6875 EBP 10800 96.09375 

LM 64.1 97.1875 LM 391.2 97.34375 
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Table 2. Average values of results obtained after 10-fold repetition of each algorithm 
(ϕ=0.90) 

Parity-3 Problem Parity-4 Problem 

ME NI CC [%] ME NI CC [%] 

DSP 99.5 100 DSP 909.8 88.75 

DE 24.9 100 DE 442.4 87.5 

EA 56.4 81.25 EA 154.5 72.5 

EBP 300 36.25 EBP 800 69.375 

LM 19 100 LM 49.9 97.5 

Parity-5 Problem Parity-6 Problem 

ME NI CC [%] ME NI CC [%] 

DSP 1361.7 96.25 DSP 6136.53 87.84375 

DE 420.3 96.5625 DE 2058.4 89.84375 

EA 351 67.8125 EA 1505.4 78.75 

EBP 2250 69.6875 EBP 10800 85.78125 

LM 161.7 96.5625 LM 1044.2 97.8125 

Table 3. Average values of results obtained after 10-fold repetition of each algorithm 
(ϕ=0.99) 

Parity-3 Problem Parity-4 Problem 

ME NI CC [%] ME NI CC [%] 

DSP 48.9 97.5 DSP 1191.4 83.125 

DE 25.3 96.25 DE 485.4 81.25 

EA 55.2 65 EA 153.3 60.625 

EBP 300 6.25 EBP 800 2.5 

LM 21.7 71.25 LM 33.9 81.875 

Parity-5 Problem Parity-6 Problem 

ME NI CC [%] ME NI CC [%] 

DSP 1145 88.75 DSP 5749.3 90.9375 

DE 640.4 86.875 DE 2025.3 83.59375 

EA 350.4 60.3125 EA 1498.9 65 

EBP 2250 17.1875 EBP 10800 41.09375 

LM 57.7 84.375 LM 154.6 85.9375 

 
In Figure 3, graphical representations of ϕ parameter for its successive values: 

ϕ = 0 (Figure 3a), ϕ = 0.9 (Figure 3b), ϕ=0.99 (Figure 3c) are presented. In all 
Figures, dashed lines represents assumed sigmoidal activation functions. 
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Fig. 3. Threshold of training correctness for: ϕ=0 (a), ϕ=0.9 (b), ϕ=0.99 (c) [12] 

6   Conclusions 

From Tables 1-3 we can see that application of adaptive differential evolution  
algorithm with dynamic changes of population size leads in many cases to better 
results, than results obtained using other methods. The results obtained using pro-
posed DSP method are in 10 cases comparable or better (on 12 possible) than re-
sults obtained using DE method [12]. In comparison to EA, EBP, and LM method, 
results obtained using proposed method are in 32 cases better or comparable on 36 
possible. It is necessary to point out that presented algorithm can also be easily 
used to train multi-output artificial neural networks, artificial neural networks with 
nonstandard architectures (for example the tower architecture [16]), and networks 
with non-differentiable neuron activation functions for which the application of 
gradient training methods as for example: EBP or LM algorithms is not possible. 
Also, proposed adaptive differential evolution algorithm with dynamic changes of 
population size can be easily used in any optimization task with continuous  
domain. 
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Abstract. A new approach to determination of similarity of dc machine sounds is 
presented. This approach is based on Linear Predictive Coding (LPC) algorithm 
and some metrics of distance in multidimensional solution space. The aim of this 
paper is analysis of a system which enables sound recognition. Developed sound 
recognition system consists of preliminary data processing, feature extraction and 
classification algorithms. There were applied eight various distance metrics. In-
vestigations were carried out for direct current machine because it produces char-
acteristic sounds. It can be noticed that sound of faultless dc machine is different 
from sound of faulty dc machine, what can be used to determine the state of dc 
machine performance. Investigations of the sound recognition were carried out for 
faultless machine and machine with shorted rotor coils. The results of sound rec-
ognition are discussed in this paper. 

1   Introduction 

At present there are many methods of sound recognition [1, 4-7]. Most of them are 
based on data processing [8-12]. The aim of this paper is analysis of a system 
which enables sound recognition. Sound recognition system contains preliminary 
data processing, feature extraction and classification algorithms; together they 
make possible to identify sounds. Sound recognition application can classify fea-
ture vectors. Feature vectors are created as a result of preliminary data processing 
and linear predictive coding. One of the tasks was to use some metrics of distance 
in multidimensional solution space. There were applied eight various metrics of 
distance: Manhattan, Euclidean, Minkowski (with m=3, 4, 5, 6), then also cosine 
distance, and Jacquard distance. Investigations were carried out for direct current 
machine because it produces characteristic sounds. It can be emphasized that 
sound of faultless dc machine is different from sound of faulty dc machine. Dif-
ference of sounds depends on differences in ordered sequence [2, 3]. System has 
two different categories which include faultless dc machine sound and sound of dc 
machine with shorted rotor coils. It can determine the state of dc machine work. 
For recognition aim the mechanism of early detection of damages in dc machine 
was created. 
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2   Sound Recognition Process 

Sound recognition process contains feature vectors creation process (Fig. 1) and 
identification process (Fig. 2). At the beginning of feature vectors creation process 
signals are sampled and normalized. Afterwards data are converted through the 
Hamming window. Next data are converted through the Linear Predictive Coding 
(LPC) algorithm. The LPC algorithm creates feature vectors. Feature vectors crea-
tion process and identification process are based on the same signal processing  
algorithms. The difference between them is a sequence of execution. In feature 
vectors creation process all feature vectors are averaged. Two averaged feature 
vectors are created. Feature vectors creation process contains following steps: 
sampling, quantization, normalization, filtration, windowing, feature extraction, 
averaging of feature vectors. 

 

Fig. 1. Feature vectors creation process 

In the identification process new acoustic signal is recorded. Afterwards it  
divides wave file. After that signals are sampled and normalized. Next data are 
converted through the Hamming window, and later converted through the LPC al-
gorithm, in order to create so called feature vectors. These vectors are then applied 
in the identification in the identification process. To obtain results of recognition, 
the feature vector of a new sample is compared and averaged with feature vector 
of specific category. Identification process consists of the following steps: re-
cording of acoustic signal, sound track dividing, sampling, quantization, normali-
zation, filtration, windowing, feature extraction, and classification. 
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Fig. 2. Identification process 

2.1   Acoustic Signal Recording 

Sound card with analogue-digital converter is able to record, process and replay 
sound. Recording of the acoustic signal is the first part of the identification proc-
ess. Acoustic signal is converted into digital data (wave format) by the micro-
phone (OLYMPUS TP-7) and the sound card. This wave file contains following 
parameters: sampling frequency is 44100 Hz, number of bits is 16, and number of 
channels is 1 (mono). Investigated dc machine is shown in Fig. 3. 

 

Fig. 3. Investigated dc machine 
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2.2   Sound Track Dividing 

Application divides sound track into sound fragments. It divides data. Next it cre-
ates new wave header. Afterwards new wave header is copied. Then new wave 
header is added to each chunk of data. New wave files are obtained. These files 
(samples) are used in the identification process. There are following advantages of 
such solution: precise determination of sound appearing, precise sound identifica-
tion, and additionally the application does not have to allocate so much memory in 
identification process. 

2.3   Sampling 

Sampling frequency is basic parameter. Sampling frequency is 44100 Hz in sound 
recognition application (Fig. 4 and 5). 

 

Fig. 4. Sound of faultless dc machine for five seconds before normalization 

  

Fig. 5. Sound of dc machine with shorted rotor coils for five seconds before normalization 
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2.4   Quantization 

Quantization is a technique to round intensity values to a quantum so that they can 
be represented by a finite precision. Precision of sample depends on number of 
bits. Common applied number of bits is 8 or 16. Sound recognition application 
uses 16 bits because it gives better precision. There is a choice of number of bits 
depending on quantity of input data and calculations speed in sound recognition 
process. The compromise is important to obtain good results in short time. 

2.5   Amplitude Normalization 

For sound recognition application, normalization is the process of changing of the 
amplitude of an audio signal. There is a possibility that some sounds aren’t re-
corded at the same level. It is essential to normalize the amplitude of each sample 
in order to ensure, that feature vectors will be comparable. All samples are nor-
malized in the range [−1.0, 1.0]. The method finds the maximum amplitude in the 
sample, and then scales down the amplitude of the sample by dividing each point 
by this maximum [12].  

2.6   Filtration 

Filtration is a very efficient way of removing the unwanted noise from the spec-
trum. Filtration is used to modify the frequency domain of the input sample. Fil-
tration is not necessary to sound recognition. However use of it can improve the 
efficiency of the sound recognition. For investigations 36 filters were used: 0-129 
Hz, 129-258 Hz, 258-387 Hz, 387-516 Hz, 516-645 Hz, 645-775 Hz, 775-904 Hz, 
904-1033 Hz, 1033-1162 Hz, 1162-1291 Hz, 1291-1421 Hz, 1421-1550 Hz, 1550-
1679 Hz, 1679-1808 Hz, 1808-1937 Hz, 1937-2067 Hz, 2067-2196 Hz, 2196-
2325 Hz, 2325-2454 Hz, 2454-2583 Hz, 2583-2713 Hz, 2713-2842 Hz, 2842-
2971 Hz, 2971-3100 Hz, 3100-4478 Hz, 4478-5857 Hz, 5857-7235 Hz, 7235-
8613 Hz, 8613-9991 Hz, 9991-11369 Hz, 11369-12747 Hz, 12747-14125 Hz, 
14125-15503 Hz, 0-1378 Hz, 0-2756 Hz, 0-4134 Hz. 

2.7   Windowing 

There are different types of window functions available, each with their own ad-
vantage. The Hamming window is used to avoid distortion of the overlapped win-
dow functions. It is defined as: 
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where: w(n) – is new sample amplitude, n – index into the window, m – total 
length of the window. 

2.8   Linear Predictive Coding 

LPC analyzes the sound signal by estimating the formants, removing their effects 
from the sound signal, and estimating the intensity and frequency of the remaining 
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buzz [13, 14]. It determines a set of coefficients approximating the amplitude ver-
sus frequency function. These coefficients create feature vectors which are used in 
calculations. The model of shaping filter is defined as: 
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here, p is the order of the filter, ak is prediction coefficient. 
Prediction a sound sample is based on a sum of weighted past samples: 
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here, s’(n) is the predicted value based on the previous values of the sound signal 
s(n). 

LP analysis requires estimating the LP parameters for a segment of sound. 
Formula (3) provides the closest approximation to the sound samples. This means 
that s′(n) is closest to s(n) for all values of n in the segment. The spectral shape of 
s(n) is assumed to be stationary across the frame, or a short segment of sound. The 
error between the actual sample and the predicted one can be expressed as: 

)(')()( nsnsne −=                                                (4) 

The summed squared error E over a finite window of length N is defined as: 
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where: 0≤n≤N+p-1 
The minimum value of E occurs when the derivative is zero with respect to 

each of the parameters ak. By setting the partial derivatives of E, a set of p equa-
tions are obtained. The matrix form of these equations is: 
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where r(i) is the autocorrelation of lag i computed as: 
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where, N is the length of the sound segment s(n). 
The Levinson-Durbin algorithm solves the n-th order system of linear 

equations. 

raR =⋅                                                               (8) 

For the particular case where R is a Hermitian, positive definite, toeplitz matrix 
and r is identical to the first column of R shifted by one element.  
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The autocorrelation coefficients r(k) are used to compute the LP filter coeffi-
cients ai, i=1,…p and k=1,…p, by solving the set of equations: 
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These coefficients are used in calculations (Fig. 6 and 7). The Levinson-Durbin 
algorithm is used to estimate linear prediction coefficients from a given sound 
waveform. This method is efficient, as it needs only the order of M2 multiplica-
tions to compute the linear prediction coefficients. 

 

Fig. 6. LPC coefficients values for sound of faultless dc machine after normalization and 
use of low-pass filter which passes frequencies 0-1378 Hz  

 

Fig. 7. LPC coefficients values for sound of dc machine with shorted rotor coils after nor-
malization and use of low-pass filter which passes frequencies  0-1378 Hz  
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2.9   Classification 

Difference between sounds depends on differences in ordered sequence. Classifi-
cation uses feature vectors and distance metrics in the identification process. It 
compares different values of feature vectors. The least distance between feature 
vectors (feature vector of investigated sample, averaged feature vector of specific 
category) is chosen in the identification process. The nearest vector is the result of 
the identification. 

2.9.1   Manhattan Distance 
Manhattan distance is the measure of distance between two vectors. For vectors x 
and y with the same length n it is defined as: 
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here x and y are feature vectors with the same lengths, x=[x1,x2,…,xn], 
y=[y1,y2,…,yn]. 

2.9.2   Euclidean Distance 
Euclidean distance is the measure of distance between two vectors. For vectors x 
and y with the same length n it is defined as: 
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where: x and y are feature vectors with the same lengths, x=[x1,x2,…,xn], 
y=[y1,y2,…,yn]. 

2.9.3   Minkowski Distance 
Minkowski distance is the measure of distance between two vectors. For vectors x 
and y with the same length n it is defined as: 
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here x and y are feature vectors with the same lengths, x=[x1, x2,…, xn], y=[y1, 
y2,…, yn]. 

2.9.4   Cosine Distance 
Cosine distance is the measure of distance between two vectors. For vectors x and 
y with the same length n it is defined as: 
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here x and y are feature vectors with the same lengths, x=[x1, x2,…, xn], y=[y1, 
y2,…, yn]. 

2.9.5   Jacquard Distance 
Jacquard distance is the measure of distance between two vectors. For vectors x 
and y with the same length n it is defined as: 
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here x and y are feature vectors with the same lengths, x=[x1, x2,…, xn], y=[y1, 
y2,…, yn]. 

3   Sound Recognition Results 

Investigations were carried out for sound of faultless dc machine and sound of dc 
machine with shorted rotor coils. Nine five-second samples were used for feature 
vectors creation process for each category. New unknown samples were used in the 
identification process. System should determine the state of dc machine correctly. 
Identification process was carried out for one-second, two-second, three-second, 
four-second, and five-second periods. Sound recognition efficiency depending on 
length of sample is presented in Fig. 8-11. 

 

Fig. 8. Sound recognition efficiency of faultless dc machine depending on length of sample 
and distance metrics (normalization, 0-1378 Hz, LPC)   
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Fig. 9. Sound recognition efficiency of faultless dc machine depending on length of sample 
and Minkowski metric (normalization, 0-1378 Hz, LPC) 

 

Fig. 10. Sound recognition efficiency of dc machine with shorted rotor coils depending on 
length of sample and distance metrics (normalization, 0-1378 Hz, LPC) 

Sound recognition efficiency is defined as: 

N

N
E 1=                                                            (15) 

here, E – is sound recognition efficiency, N1 – number of correctly identified 
samples, N – number of all samples. 

All investigated metrics gave very good results for five-second samples. Sound 
recognition efficiency was 55.55% for faultless dc machine. Sound recognition ef-
ficiency was 100% for dc machine with shorted rotor coils. 
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Fig. 11. Sound recognition efficiency of dc machine with shorted rotor coils depending on 
length of sample and Minkowski metric (normalization, 0-1378 Hz, LPC) 

4    Conclusions 

Sound recognition system was created. It identifies category which has the least 
distance between feature vectors. Algorithms of signal processing and distance 
metrics were used in the identification process. Investigations were carried out for 
different input data. Analysis shows the sensitivity of methods which are based on 
distance metrics depending on input data. The best results were obtained for five-
second samples. It used distance metrics with the low-pass filter which passes fre-
quencies 0-1378 Hz. Sound recognition efficiency was 55.55% for faultless dc 
machine. Sound recognition efficiency was 100% for dc machine with shorted ro-
tor coils. Time of the identification process of one five-second sample was 1.672 s 
for Intel Pentium M 730 processor. 
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Abstract. This paper proposes an approach for inverse problem solving based on 
the description of the interconnection between unobserved and observed parame-
ters of an object (causes and effects) with the help of fuzzy IF-THEN rules. The 
essence of the approach proposed consists of formulating and solving the optimi-
zation problems, which, on the one hand, find the roots of fuzzy logical equations, 
corresponding to IF-THEN rules, and on the other hand, tune the fuzzy model on 
the readily available experimental data. The genetic algorithms are proposed for 
the optimization problems solving. The efficiency of the method is illustrated by 
computer experiment, and also by the example of the inverse diagnosis problem, 
which requires renewal of the causes (inputs) by the observed effects (outputs). 

1   Introduction 

The wide class of the problems, arising in engineering, medicine, economics and 
other domains, belongs to the class of the inverse problems [1]. The essence of the 
inverse problem consists in the following. The dependency Y=f(X) is known, 
which connects the vector X of the unobserved parameters with the vector Y of the 
observed parameters. It is necessary to ascertain the unknown values of the vector 
X through the known values of the vector Y. The typical representative of the in-
verse problem is the problem of medical and technical diagnosis, which amounts 
to the restoration and the identification of the unknown causes of the disease or the 
failure through the observed effects, i.e. the symptoms or the external signs of the 
failure. The diagnosis problem, which is based on a cause and effect analysis and 
abductive reasoning can be formally described by neural networks [2] or Bayesian 
networks [3]. 

In the cases, when domain experts are involved in developing cause-effect con-
nections, the dependency between unobserved and observed parameters can be 
modelled using the means of fuzzy sets theory [4] – [6]: fuzzy relations and fuzzy 
IF-THEN rules. The analytical [7] – [9] and numerical [10] – [12] methods of 
solving the inverse problems of diagnosis on the basis of fuzzy relations and 
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Zadeh’s compositional rule of inference are the most developed ones. In this paper 
we propose an approach for solving diagnosis problem based on description of the 
cause-effect connections with the help of fuzzy IF-THEN rules. These rules enable 
to consider complex combinations in cause-effect connections simpler and more 
naturally, which are difficult to model with fuzzy relations. For example, the ex-
pert interconnection of the unobserved and the observed parameters (causes and 
effects) in the fuel pipe diagnosis problem can look as follows: 

 
IF feed pressure is high and leakage is low and pipe resistance is low,   
THEN delivery head is high and productivity is high. 

 
This example has three input (unobserved) parameters and two output (ob-

served) parameters. Each parameter is evaluated by the fuzzy term. The problem 
consists not only in solving system of fuzzy logical equations, which correspond 
to IF-THEN rules, but also in selection of such forms of the fuzzy terms member-
ship functions and such weights of the fuzzy IF–THEN rules, which provide 
maximal proximity between model and real results of diagnosis.  

The essence of the proposed approach consists in formulating and solving the 
optimization problems, which, on the one hand, find the roots of fuzzy logical 
equations, corresponding to IF-THEN rules, and, on the other hand, tune the fuzzy 
model on the readily available experimental data. The genetic algorithms are pro-
posed for the formulated optimization problems solving. 

2   Fuzzy Model of Diagnosis 

Cause-effect interconnection can be represented with use of expert matrix of 
knowledge (Table 1) [5]. The fuzzy knowledge base below corresponds to this 
matrix: 

,,1,twith weighand...and THEN

and...andIF:Rule

2211

2211

Klwbybyby

axaxaxl

lmlmll

nlnll

====
===

    (1) 

where: ila  is a fuzzy term for variable ix  evaluation in the rule with number l ; 

jlb  is a fuzzy term for variable jy  evaluation in the rule with number l ; lw  is a 

rule weight, i.e. a number in the range [0, 1], characterizing the measure of confi-
dence of an expert relative to the statement with number l ; K is the number of 
fuzzy rules.  

Table 1. Fuzzy knowledge base 

Rule 1x  2x  … nx  1y  2y  … my  Weight 

1 11a  21a  … 1na  11b  21b  … 1mb  1w  

2 12a  22a  … 2na  12b  22b  … 2mb  2w  

… … … … … … … … … … 

K Ka1  Ka2  … nKa  Kb1  Kb2  … mKb  Kw  
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The problem of inverse logical inference is set in the following way: it is neces-

sary to restore and identify the values of the input parameters ),...,,( **
2

*
1 nxxx  

through the values of the observed output parameters ),...,,( **
2

*
1 myyy .  

The restoration of the inputs amounts to the solution of the system of fuzzy 
logical equations, which is derived from relation (1): 

)).()...()((

)()...()(

21

21
21

21

m
bbb

l

n
aaa

yyyw

xxx
mlll

nlll

μμμ
μμ μ

∧∧⋅=
=∧∧

                         (2) 

Here ( )ia xilμ  is a membership function of a variable ix  to the fuzzy term  

(cause) ila ; ( )jb
yjlμ  is a membership function of a variable jy  to the fuzzy 

term  (effect) jlb . 

Taking into account the fact that operation ∧ is replaced by min in fuzzy set 
theory [4], system (2) is rewritten in the form 

[ ] ⎥⎦
⎤

⎢⎣
⎡⋅=

==
)(min)(min

m1,jn1,i
j

b
li

a ywx jlil μμ  

or 

[ ] ),()(min
n1,i

Ywx l
B

i
a lil μμ =

=
,  Kl ,1= ,                            (3) 

where ),( Ywl
Blμ  is the measure of the effects combination significance in the 

rule with number l . 
The use of fuzzy logical equations provides for the presence of the fuzzy terms 

membership functions included in the knowledge base. We use a bell-shaped 
membership function model in the form [13]: 

( ) ),)/)((1/(1 2σβμ −+= uuT                                        (4) 

where β  is a coordinate of function maximum, 1)( =βμT ; σ
 
is a parameter of 

concentration-extension. 
Correlations (3) and (4) define the generalized fuzzy model of diagnosis as fol-

lows:  

),,,,(),,( EE
B

CCYF ΩΒWYΩΒX μ=                                    (5) 

where ),...,,( 21 nxxx=X  is the vector of input variables; ),...,,( 21 myyy=Y  is 

the vector of output variables; Bμ = ),...,,( 21 KBBB μμμ  is the vector of effects 

combinations significances measures in the IF–THEN rules; ),...,,( 21 Kwww=W  

is the vector of rules weights; ),...,,( 21 NCCC
C βββ=Β  and ),...,,( 21 NCCC

C σσσ=Ω  
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are the vectors of β - and σ -parameters for input variables membership functions 

to the fuzzy terms 1C , 2C ,… , NC ; ),...,,( 21 MEEE
E βββ=Β  and 

),...,,( 21 MEEE
E σσσ=Ω  are the vectors of β - and σ -parameters for output 

variables membership functions to the fuzzy terms 1E , 2E , … , ME ; N is the total 

number of fuzzy terms for input variables; M is the total number of fuzzy terms 
for output variables; YF  is the operator of inputs–outputs connection, correspond-

ing to formulae (3), (4). 

3   Solving Fuzzy Logical Equations 

The relational equations approach is the most developed one for solving inverse 
problem, and in most cases it is the final expression for other descriptions, e.g., 
when the relation between the input X and the output Y is described by fuzzy IF-
THEN rules. We propose to use the fuzzy relational calculus theory [9] which 
provides relational equations resolution when the composition is max-min for 
fuzzy rules based inverse problem solving. In this case the system (3) can be con-
sidered as a system of fuzzy relational equations of the following form:   

BC μRμ =D  

where: is the operation of min-max composition [9]; R  is the complement of the 

relational matrix R with elements }1,0{∈klr , N1, k = , K1,  l = ,  

⎩
⎨
⎧=

.ruletheinabsentistermif,0
;ruletheinpresentistermif,1

thlC
thlC

r
k

k
kl

 

The idea is to use the solvers for max-min composition when solving the sys-
tems with min-max composition, applying duality [9]. In the general case, system 
with max-min composition has a solution set, which is completely characterized 
by the unique greatest solution and a set of lower solutions [7] – [9]. In the dual 
case, we solve the inverse problem for max-min composition for the complement 

of Bμ  and R, and then find the complement of its solutions [9].  
A cornerstone of the approximate methods consists in the transformation of the 

fuzzy effects vector in a way leading to the exact solution of the modified equa-
tions [6]. In this paper a genetic algorithm transforms the initial fuzzy logical 
equations into solvable ones. Formation of the solution set for the modified equa-
tions is accomplished by exact analytical methods [7] – [9] supported by the free 
software [9].   

3.1   Optimization Problem 

Following the approach, proposed in [10]–[12], the problem of solving fuzzy logi-

cal equations (3) is formulated as follows. Vector ),...,,( 21 NCCCC μμμ=μ  of the 
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membership degrees of the inputs to fuzzy terms 1C , 2C , …, NC , should be found 

which satisfies the constraints ]1,0[∈kCμ , N1, k = , and also provides the least 
distance between model and observed measures of effects combinations signifi-
cances, that is between the left and the right parts of each system equation (3) 

[ ] min)()(min
1

2

n1,i C

lil
K

l

B
i

a YxF
μ

μμ =∑ ⎥
⎦

⎤
⎢
⎣

⎡
−=

= =
.                           (6)  

In accordance with [7] – [9], in the general case system (3) has a solution set 

)( BS μ , which is completely characterized by the unique minimal solution Cμ  

and the set of maximal solutions )(* BS μ =
⎭
⎬
⎫

⎩
⎨
⎧ = Tt

C
t ,1,μ : 

∪
*

,)(

S

C
t

CB

C

t

S

∈

⎥⎦
⎤

⎢⎣
⎡=

μ

μμμ .                                                (7) 

Here Cμ =( NCCC μμμ ,...,, 21 ), 
C
tμ =( NC

t
C
t

C
t μμμ ,...,, 21 ) are the vectors of the 

lower and upper bounds of the membership degrees of the inputs to the terms kC , 

where the union is taken over all )(* BC
t S μμ ∈ . 

Formation of solution set (7) begins with the search for the null solution of op-
timization problem (6). As the null solution of optimization problem (6) we desig-

nate ),...,,( 0000
21 NCCCC μμμ=μ , where kk CC μμ ≥0 , N1, k = . The modified vec-

tor of the effects combinations significances measures ),...,,( 0000
21 KBBBB μμμ=μ , 

which corresponds to the obtained null solution C
0μ , provides the analytical solv-

ability of the fuzzy logical equations (3). Formation of the solution set )( 0
BS μ  for 

the modified vector B
0μ  is accomplished by exact analytical methods [7]–[9] sup-

ported by the free software [9]. 

3.2   Genetic Algorithm 

The genetic algorithm is used for the null solution finding. We define the chromo-

some as the vector-line of binary solution codes kCμ , N1, k = . The chromo-

somes of the initial population will be defined by: kCμ [ ]( )10,RANDOM= . The 
crossover operation is carried out by way of exchanging genes inside each variable 

kCμ . The mutation operation implies random inversion of some bits. We used the 
selection procedure giving priority to the best solutions. The greater the fitness 
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function of some chromosome the greater is the probability for the given 
chromosome to yield offsprings [14]. We choose criterion (6) as the fitness function. 

 While performing the genetic algorithm the size of the population stays con-
stant. That is why after crossover and mutation operations it is necessary to re-
move the chromosomes having the worst values of the fitness function from the 
obtained population. 

4   Fuzzy Model Tuning 

It is assumed that the training data which is given in the form of L pairs of ex-

perimental data is known: pp YX ˆ,ˆ , where ( )p
n

pp
p xxx ˆ,...,ˆ,ˆˆ

21=X  and 

( )p
m

pp
p yyy ˆ,...,ˆ,ˆˆ

21=Y  are the vectors of the values of the input and output variables 

in the experiment number p, Lp ,1= .  
The goal of the tuning stage is to find a fuzzy system that allows for particu-

larly accurate solutions of the inverse problem. Inverse problem solving amounts 

to the search for the null solution C
0μ , which directly produces the modified fuzzy 

effects vector )( 00
C

Y
B F μμ = . The tuning stage guarantees finding such null solu-

tions )ˆ(0 p
C Xμ  of the inverse problem, which minimize the criterion (6) for all 

points of the training data  

[ ]∑ =−
=

L

1p

2
p

C
0 .min)ˆ(ˆ))ˆ(( p

B
YF YXμ μ  

Thus the essence of tuning of the fuzzy model (5) consists of finding such vec-
tor of fuzzy rules weights W and such vectors of membership functions parameters 

CΒ , CΩ , EΒ , EΩ , which provide the least distance between model and ex-
perimental vectors of the effects combinations significances measures: 

[ ]∑ =−
=

L

1p

2
EECCp min),,,ˆ(ˆ),,ˆ( ΩΒWYΩΒX p

B
YF μ .                    (8) 

The chromosome needed in the genetic algorithm for solving this optimization 
problem is defined as the vector-line of binary codes of parameters W, CΒ , CΩ , 

EΒ , EΩ . Fitness function is built on the basis of criterion (8). 

5   Computer Experiment 

The aim of the experiment consists of checking the performance of the above pro-
posed models and algorithms with the help of the target “inputs – outputs” model. 
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Some analytical functions 1y = 1f ( 21, xx ) and 2y = 2f ( 21, xx ) were approximated  
by the combined fuzzy knowledge base, and served simultaneously as training and 
testing data generator. The input values ( 21, xx ), restored for each output 

combination ( 21, yy ), were compared with the target level lines. The target model is 

given by the formulae: 10/))215(  )1917(  )17(  )9.02(( 22111 −−−−= zzzzy , 

4.312 +−= yy , where 39/))9.2()9.2(( 2
2

2
11 −+−= xxz , 41/))1.3()1.3(( 2

2
2

12 −+−= xxz . 

The target model is represented in Fig. 1. The fuzzy IF-THEN rules correspond 
to this model: 

 
Rule 1:  IF 1x =L  and 2x =L  THEN 1y =lA  and 2y =hA; 

Rule 2:  IF 1x =A  and 2x =L  THEN 1y =hL  and 2y =lH; 

Rule 3:  IF 1x =H  and 2x =L  THEN 1y =lA  and 2y =hA; 

Rule 4:  IF 1x =L  and 2x =A  THEN 1y =hL  and 2y =lH; 

Rule 5:  IF 1x =A  and 2x =A  THEN 1y =H  and 2y =L; 

Rule 6:  IF 1x =H  and 2x =A  THEN 1y =hL  and 2y =lH; 

Rule 7:  IF 1x =L  and 2x =H  THEN 1y =lA  and 2y =hA; 

Rule 8:  IF 1x =A  and 2x =H  THEN 1y =hL  and 2y =lH; 

Rule 9:  IF 1x =H  and 2x =H  THEN 1y =lA  and 2y =hA,   

 
where the total number of the causes and effects consists of: 1C  Low (L), 2C  Av-

erage (A), 3C  High (H) for 1x , 4C  (L),  5C  (A), 6C  (H) for 2x ; 1E =higher than 

Low (hL), 2E = lower than Average (lA), 3E = High (H) for 1y ; 4E =Low (L), 

5E =higher than Average (hA), 6E =lower than High (lH) for 2y . 

 

Fig. 1. «Inputs – outputs» model-generator 
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 Fuzzy logical equations take the following form: 
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.                                      (9) 

The training data pp YX ˆ,ˆ , 1000,...,2,1=p , was generated using the target 

model. The training data was used to evaluate criterion (8) during the evolutionary 
optimization of the fuzzy model parameters. The model was verified by renewal 

the testing data. In our experiment the testing data pp YX ˆ,ˆ , 1000,...,2,1=p , 

was generated using the target model. The input values )ˆ( pYX , restored for each 

output pŶ , were compared with the target values pX̂ . We evaluated the quality 

of the model using the following root mean-squared errors 
1xRMSE  and 

2xRMSE : 

[ ]∑ −=
=

1000

1

2
ˆ)ˆ(

1000

1

p

p
ipix xxRMSE

i
Y . 

In each run, the value of criterion (8) for the training data and the values of 

ixRMSE  for the testing data were evaluated. Dependence of the number of gen-

erations, necessary to obtain optimal solutions of the optimization problems (8) 
and (6), on the population size (V), cross-over ( cp ) and mutation ( mp ) ratios was 

studied in the course of the computer experiment. It was determined that popula-
tion size of V =10 is sufficient for tuning fuzzy model and solving fuzzy logical 
equations. To exclude hitting the local minimum the experiment was carried out 
for large values of cp  and mp . Under conditions of =cp 0.7 and =mp 0.02 

about 15000 generations were required to grow optimal solution of optimization 
problem (8) and 1500 generations were required to grow optimal solution of opti-
mization problem (6). To cut time losses in unpromising fields studies some pa-
rameters of the main genetic operations were experimentally selected. Setting of 
cross-over ratio at the level of 0.6 allowed to cut the number of generations on the 
average to 12000 for solving optimization problem (8) and to 1200 for solving op-
timization problem (6). Reduction of the mutation ratio to 0.01 allowed to cut the 
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number of generations to 10000 and 1000 for optimization problems (8) and (6), 
respectively. Criterion (8) takes the values of 10.1248 and 3.1274 before and after 
tuning, respectively. The 

1xRMSE  and 
2xRMSE take the values of 0.7684 and 

0.7219 before tuning; 0.2163 and 0.2044 after tuning, respectively. 
The parameters of the fuzzy model after tuning are given in Tables 2, 3. The re-

sults of solving the problem of inverse inference after tuning are shown in Fig. 2. 
The same figure depicts the causes and effects membership functions after tuning. 

Table 2. Fuzzy rules weights after tuning 

1w   2w  3w  4w  5w  6w  7w  8w  9w  

0.93 0.97 0.92 0.95 1.00 0.97 0.92 0.96 0.93 
 

Table 3. Parameters of the causes and effects membership functions after tuning 

 1C  2C  3C  4C  5C  6C  1E  2E  3E  4E  5E  6E  

β - 0.03 3.04 5.97 0.02 3.05 5.96 0.52 0.91 3.35 0.10 2.57 3.03 

σ - 0.41 0.82 0.39 0.43 0.90 0.41 0.28 0.16 1.95 1.93 0.14 0.26 

 

Fig. 2. Solution to the problem of inverse inference 

Let the specific values of the output variables consists of *
1y =0.95 and 

*
2y =2.65. The degrees of membership of the outputs to the fuzzy terms 61 EE ÷  

for these values can be defined with the help of the membership functions in Fig.2 
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)( *
1

1 yEμ =0.30; )( *
1

2 yEμ =0.94; )( *
1

3 yEμ =0.40; )( *
2

4 yEμ =0.36; )( *
2

5 yEμ =0.75; 

)( *
2

6 yEμ =0.32. Taking into account the weights of rules (Table 2), the vector of 

the effects combinations significances measures takes the following form: 

).70.0,29.0,70.0,29.0

,36.0,29.0,70.0,29.0,70.0()(
9876

54321*

====
======

BBBB

BBBBBB Y

μμμμ
μμμμμμ

 

The null solution was obtained with the help of the genetic algorithm 

)7.0,3.0,7.0,8.0,3.0,9.0( 654321
0000000 ======= CCCCCCC μμμμμμμ

, 

for which the modified fuzzy effects vector corresponds  

).7.0,3.0,7.0,3.0

,3.0,3.0,7.0,3.0,7.0(

9876

54321

0000

000000

====

======
BBBB

BBBBBB

μμμμ

μμμμμμ

 

The optimization criterion (6) takes the value of F=0.0040.   
This modified vector allows us to use the implemented in MATLAB Fuzzy Re-

lational Calculus Toolbox [9] for finding the solution set )( 0
BS μ . Using the stan-

dard solver solve_flse [9] we obtain the following results. The solution set 
)( 0

BS μ for the modified vector B
0μ  is completely determined by the unique mini-

mal solution 

)7.0,3.0,7.0,7.0,3.0,7.0( 654321 ======= CCCCCCC μμμμμμμ
 

and the two maximal solutions },{ 21
* CC

S μμ=   

   );0.1,3.0,0.1,7.0,3.0,7.0( 654321
1111111 =======
CCCCCCC μμμμμμμ   

).7.0,3.0,7.0,0.1,3.0,0.1( 654321
2222222 =======
CCCCCCC μμμμμμμ   

Thus the solution of the system (9) of fuzzy logical equations can be repre-
sented in the form of intervals: 

}.7.0,3.0

,7.0],0.1,7.0[,3.0],0.1,7.0[{

]}0.1,7.0[,3.0

],0.1,7.0[,7.0,3.0,7.0{)(

65
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==
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∈=

∈====
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CCCC

CC

CCCCBS

μμ
μμμμ

μμ

μμμμ

∪
∪

μ

            (10) 

The intervals of the values of the input variable for each interval in solution 
(10) can be defined with the help of the membership functions in Fig. 2:  
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*
1x =0.3 or *

1x ∈ [0, 0.3] for 1C ;  

                                         
*
1x =1.8 or *

1x =4.3 for 2C ; 

                                        
*
1x =5.7 or *

1x ∈ [5.7, 6] for 3C ;  

                                        
*
2x ∈ [0, 0.3] or *

2x =0.3 for 4C ; 

                                        
*
2x =1.7 or *

2x =4.4 for 5C ;  

                                        
*
2x ∈ [5.7, 6] or *

2x =5.7 for 6C . 

The restoration of the input set for *
1y =0.95 and *

2y =2.65 is shown in Fig. 2. 

The values of the membership degrees of the inputs to fuzzy terms 61 CC ÷  are 

marked. The comparison of the target and restored level lines for *
1y =0.95 and 

*
2y =2.65 is shown in Fig. 3.  

        
                                            a)                                              b) 

Fig. 3. Comparison of the target (a) and restored (b) level lines for 
*
1y =0.95 ( ___ ) and 

*
2y =2.65 ( _ _ _ ) 

6   Example of Technical Diagnosis 

We shall consider faults causes diagnosis of the hydraulic elevator (for dump truck 
body, excavator ladle etc.). Input parameters of the hydro elevator are (variation 
ranges are indicated in parentheses): 1x  – engine speed (30–50 r/s); 2x  – inlet 

pressure (0.02–0.15 kg/cm2); 3x  – clearance of the feed change gear (0.1–0.3 

mm); 4x  – oil leakage (0.5–2.0 cm 3/min). Output parameters of the elevator are: 

1y  – productivity (17–22 l/min); 2y  – force main pressure (13–24 kg/cm2); 3y  – 

consumed power (2.1–3.0 kw); 4y  – suction conduit pressure (0.5–1 kg/cm2).  

Fuzzy knowledge base is presented in Table 4, where the total number of the 
causes and effects consists of: 1C  Decrease (D), 2C  Increase (I) for 1x ; 3C (D), 

4C (I) for 2x ; 5C (D), 6C (I) for 3x ; 7C (D), 8C (I) for 4x ; 1E (D), 2E (I) for 1y ; 

3E (D), 4E (I) for 2y ; 5E (D), 6E (I) for 3y ; 7E  (D), 8E (I) for 4y . 
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Table 4. Fuzzy knowledge base for hydro elevator diagnosis 

Rule 1x  2x  3x  4x  1y  2y  3y  4y  

1 D D D I D D D I 

2 D I D D D D I D 

3 I D D I D I D I 

4 I D D D I I D D 

5 I I D I D I I D 

6 I I I D I D I I 

7 I I I I D D I I 

Fuzzy logical equations take the following form:  
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.          (11) 

For the fuzzy model tuning we used the results of diagnosis for 220 hydro ele-
vators. The training set was used to evaluate criterion (8) during the evolutionary 
optimization of the fuzzy model parameters. To test the fuzzy model we used the 
results of diagnosis for 210 elevators with different kinds of faults. The goal was 
to identify the possible fault causes and evaluate the average percentage of correct 
diagnosis. In each run, the value of criterion (8) for the training data and the accu-
racy rate for the testing data were evaluated. The parameters of the main genetic 
operations were experimentally selected. It was determined that population size of 
V =10 is sufficient for solving optimization problems (8) and (6). In the experi-
ments, crossover and mutation ratios were set to 0.7 and 0.01, respectively. As the 
number of generations increased, the value of criterion (8) decreased, starting with 
the value of 12.1783 before tuning and finally converging to 4.5516 after 10000 
iterations of the genetic algorithm. The fault causes diagnosis started with an aver-
age accuracy of 80% and obtained an accuracy rate of 96% after 10000 iterations 
of the genetic algorithm (200 min on Celeron 700). 

The results of the fuzzy model tuning are given in Tables 5-7 and Fig. 4. 

Table 5. Fuzzy rules weights after tuning 

1w  2w  3w  4w  5w  6w  7w  

0.80 0.65 0.99 0.95 0.98 0.92 0.53 
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Table 6. Parameters of the membership functions for the causes after tuning 

 1C  2C  3C  4C  5C  6C  7C  8C  

β  31.20 49.15 0.03 0.14 0.11 0.28 0.55 1.94 

σ  3.87 4.82 0.03 0.03 0.05 0.04 0.59 0.50 

Table 7. Parameters of the membership functions for the effects after tuning 

 1E  2E  3E  4E  5E  6E  7E  8E  

β  17.27 21.52 13.50 22.65 2.19 2.84 0.52 0.94 

σ  1.88 2.10 3.22 2.84 0.33 0.41 0.24 0.28 
 

 

                                 a)                                                     b) 

Fig. 4. Membership functions of the causes (a) and effects (b) fuzzy terms after tuning 

Let us represent the vector of the observed parameters for a specific elevator: 
*Y =( *

1y =18 l/min; *
2y =21.5 kg/cm2; *

3y =2.35 kw; *
4y =0.8 kg/cm2). 

The degrees of membership of the outputs to the effects 81 EE ÷  for these val-

ues can be defined with the help of the membership functions in Fig. 4,b: 

)( *
1

1 yEμ =0.87; )( *
1

2 yEμ =0.26; )( *
2

3 yEμ =0.14; )( *
2

4 yEμ =0.86; )( *
3

5 yEμ =0.81; 

)( *
3

6 yEμ =0.41; )( *
4

7 yEμ =0.42; )( *
4

8 yEμ =0.80. Taking into account the weights 
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of rules (Table 5), the vector of the effects combinations significances measures 
takes the following form: 

).07.0,13.0,40.0

,25.0,80.0,09.0,11.0()(
765

4321*

===
=====

BBB

BBBBB Y

μμμ
μμμμμ

 

The null solution was obtained with the help of the genetic algorithm  

),9.0,25.0,1.0

,8.0,4.0,0.1,9.0,1.0(

876

54321

000

000000

===

======
CCC

CCCCCC

μμμ

μμμμμμ

 

for which the modified fuzzy effects vector corresponds 

).1.0,1.0,4.0

,25.0,8.0,1.0,1.0(

765

4321

000

00000

===

=====
BBB

BBBBB

μμμ

μμμμμ

 

The optimization criterion (6) takes the value of  F=0.0020.   
Using the standard solver solve_flse [9] we obtain the following results. The so-

lution set )( 0
BS μ for the modified vector B

0μ  is completely determined by the 

unique minimal solution 

)8.0,25.0,1.0

,8.0,4.0,8.0,8.0,1.0(

876

54321

===

======
CCC

CCCCCC

μμμ

μμμμμμ
 

and the four maximal solutions },,,{ 4321
* CCCC

S μμμμ=   

).8.0,25.0,1.0

,0.1,4.0,0.1,0.1,1.0(

)0.1,25.0,1.0

,8.0,4.0,0.1,0.1,1.0(

)0.1,25.0,1.0

,0.1,4.0,8.0,0.1,1.0(

)0.1,25.0,1.0

,0.1,4.0,0.1,8.0,1.0(

876

54321

876

54321

876

54321

876

54321

444

444444

333

333333

222

222222

111

111111

===

======

===

======

===

======

===

======

CCC

CCCCCC

CCC

CCCCCC

CCC

CCCCCC

CCC

CCCCCC

μμμ

μμμμμ

μμμ

μμμμμ

μμμ

μμμμμ

μμμ

μμμμμ

μ

μ

μ

μ

  

Thus the solution of the system (11) of fuzzy logical equations can be repre-
sented in the form of intervals 
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}.8.0,25.0,1.0

],0.1,8.0[,4.0],0.1,8.0[],0.1,8.0[,1.0{

}]0.1,8.0[,25.0,1.0

,8.0,4.0],0.1,8.0[],0.1,8.0[,1.0{

}]0.1,8.0[,25.0,1.0

],0.1,8.0[,4.0,8.0],0.1,8.0[,1.0{

}]0.1,8.0[,25.0,1.0

],0.1,8.0[,4.0],0.1,8.0[,8.0,1.0{)(

876

54321

876

54321

876

54321

876

54321

===
∈=∈∈=

∈==
==∈∈=

∈==
∈==∈=

∈==
∈=∈===

CCC

CCCCC

CCC

CCCCC

CCC

CCCCC

CCC

CCCCCBS

μμμ
μμμμμ

μμμ
μμμμμ

μμμ
μμμμμ

μμμ
μμμμμ

∪
∪

∪
∪

∪
∪

μ

 (12) 

Following the resulting solution (12), the causes 2C , 3C , 5C  and 8C  are the 
causes of the observed elevator state, so that 2Cμ > 1Cμ , 3Cμ > 4Cμ , 5Cμ > 6Cμ , 

8Cμ > 7Cμ . The intervals of the values of the input variables for these causes can 
be defined with the help of the membership functions in Fig. 4,a: *

1x ∈ [47, 50]  
for 2C ; *

2x ∈ [0.020, 0.043] for 3C ; *
3x ∈ [0.100, 0.135] for 5C ;  *

4x ∈ [1.69, 
2.00] for 8C . Thus, the causes of the observed elevator state should be located and 
identified as the increase of the engine speed to 47-50 r/s, the decrease of the inlet 
pressure to 0.02-0.04 kg/cm2, the decrease of the feed change gear clearance to 
100-135 mk, and the increase of the oil leakage to 1.69-2.00 cm3/min. The tuning 
algorithm efficiency characteristics for the testing data are given in Table 8. 

Table 8. Tuning algorithm efficiency characteristics 

Cause  

(diagnose) 

Number of cases  

in the data sample 

Probability of the correct  

diagnose before tuning 

Probability of the correct  

diagnose after tuning 

1C   56 47 / 56 = 0.84 54 / 56 = 0.96 

2C   154 125 / 154 = 0.81 147 / 154 = 0.95 

3C   100 76 / 100 = 0.76 98 / 100 = 0.98 

4C   110 80 / 110 = 0.72 105 / 110 = 0.95 

5C   167 132 / 167 = 0.79 162 / 167 = 0.97 

6C   43 38 / 43 = 0.88 41 / 43 = 0.95 

7C   92 74 / 92 = 0.80 89 / 92 = 0.97 

8C   118 98 / 118 = 0.83 115 / 118 = 0.97 

7   Conclusions and Future Work 

This paper proposes an approach for inverse problem solving based on the de-
scription of the interconnection between unobserved and observed parameters of 
an object with the help of fuzzy IF-THEN rules. The restoration and identification 
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of the inputs through the observed outputs is accomplished by way of solving sys-
tem of fuzzy logical equations, which correspond to IF-THEN rules, and tuning 
the fuzzy model on the readily available experimental data. The genetic algorithms 
are proposed for the optimization problems solving. The future work consists of 
the use of the genetic algorithm at the level of the initialization of the gradient-
based learning schemes. Such an adaptive approach envisages the development of 
a hybrid genetic and neuro algorithms for the fuzzy rules based inverse problem 
solving. The approach proposed can find application not only in engineering but 
also in medicine, economics, military affairs and other domains, in which the ne-
cessity of interpreting the experimental observations arises.  
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Abstract. We consider the task of bioeconomic optimal control. The biomass dy-
namics is given by fractional stochastic differential equation. The discounted 
multiplicative production function describes net revenue and takes into account 
elasticity coefficients. Stochastic control problem is converting to non-random 
one. Necessary optimality conditions with respect to fractional terms are formu-
lated as theorems and present the main result of this paper. 

1   Introduction 

Theory of system analysis allows classifying biological systems as reflexive one 
as far as they react on the changes of existence conditions, explicitly on environ-
ment actions and own states. In order to keep the completeness of the system un-
der environmental variability and internal transformations considered biological 
system has to be in some dynamic equilibrium, which guarantees the existence of 
the entire system. The communities of endangered animals and plants are some of 
the biological systems examples, where human control factor plays very important 
role. In this case optimal control solution depends not only on a priori information 
about systems dynamic movement but also on its evolution and inter-connections 
with environment. This requires the control, which only corrects the system de-
velopment and does not affect its natural behavior. Unfortunately solution of this 
problem is strongly connected with mathematical model selection. 

Bio-economical models usually contain two main components. First component 
defines biological system description (usually one or more renewable resources) 
and second one characterizes the policy of this system exploitation [1]. The prob-
lem of optimal harvest rate, which is still widely studied [2-6], can be given as an 
example of this class models. So, in this case a renewable resource stock dynamics 
(or population growth) can be given as growth model of type 

( ) ( )( ) ( )11dX t u t X t dtθ= − ,                                            (1) 
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here,  

( ) 0X t ≥  is size population at time t  with given initial conditions ( )0 0X t x= , 

( )( )s X t  is a function, which describes population growth.  

Model selection depends on the purpose of the modeling, characteristics of bio-

logical model and observed data [7]. Usually one takes ( )( ) ( )1s X t X tθ=  or 

( )( ) ( ) ( )1

1
1s X t X t X t

K
θ ⎛ ⎞= −⎜ ⎟

⎝ ⎠
, where 1 0θ >  is the intrinsic growth rate, 0K >  

is the carrying capacity.  
If in the first case population has unlimited growth, in the second case we can 

also show that the population biomass ( )X t  will increase whenever ( )X t K< , 

will decrease for ( )X t K>  and is in a state of equilibrium if ( )X t K→  as 

t →∞ . In the next reasoning we will use the model of unlimited growth. 
Modification of the model (1) allows introducing of continuous harvesting at 

variable rate ( )u t  

( ) ( )( ) ( )11dX t u t X t dtθ= − .                                            (2) 

It is clear that the harvest rate has to be controlled and constrained 

( ) max0 u t u≤ ≤
                                                            

(3) 

in order to guarantee the existence of the ecosystem under environmental variabil-
ity and internal transformations. 

An economical component of this bioeconomic model can be introduced as dis-
counted value of utility function or production function (which may involve three 
types of input, namely labor ( )L t , capital ( )C t  and natural resources ( )X t ): 

( ) ( )( ) ( ) ( ) ( )( ), , , ,CLtF t X t u t e L t C t X tγγδ γ−= Π ,                           (4) 

where: 

( ) ( ) ( )( ), CLL t C t X tγγ γΠ  is the multiplicative Cobb-Douglas function with Lγ , 

Cγ  and γ  constants of elasticity, which correspond to the net revenue function at 

time t  from having a resource stock of size ( )X t  and harvest ( )u t , δ  is the an-

nual discount rate (other production function models can be found, for an example 
in [2] or [8]).  

Our optimal harvest problem on time interval [ ]0 1,t t  becomes  

( ) ( )( )
1

0

max  , ,
t

u
t

F t X t u t dt∫                                             (5) 

subject to (2) and (3).  
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Mentioned problem could be easily solved by means of maximum principle. Un-
fortunately this model specification does not take into account fluctuations of 
stocks of renewable resource as well as changes in the marine ecosystem, migra-
tions or spawning patterns and thus it is very difficult to verify the optimality of the 
solution in real life. For that reason in order to take into account stochastic effect of 
different factors, the population growth has to be considered as fractal stochastic 
variable [9] with dynamics given by fractional stochastic differential equation 

( ) ( )( ) ( ) ( ) ( )( )1 21
H

dX t u t X t dt X t t dtθ θ ω⎡ ⎤= − +⎣ ⎦                        (6) 

here,  

( ) ( )11 tu X tθ−  is the growth of the biomass,  

( )2 X tθ  is the diffusion term,  

( )tω  is Gaussian random variable ( )0,1 , and 

] [0,1H ∈  is the fractional differencing parameter (the term ( )( )H
t dtω  is frac-

tional white noise, but it can be also considered as fractional Brownian motion 
with self-similarity parameter H  [10]). 

When the population growth is stochastic, the objective of the management is 
to maximize the expected utility subject to (3) and (6), to be exact 

( ) ( )( ) ( ) ( ) ( )( )
1

0

, = max  , ,CL

t
t

u
t

X t u t e L t C t X t dtγγγ δ γ−
⎡ ⎤

Π⎢ ⎥
⎢ ⎥⎣ ⎦
∫  , (7) 

where [ ]⋅  is mathematical expectation operator.  

There are several approaches, which allow finding optimal control. First group 
operates in terms of stochastic control [11] and [12], second one is based on con-
verting the task (7) to non-random fractional optimal control [13]. It is also possi-
ble to use system of moment equations instead of equation (6) as it was proposed 
in [14] and [15].  

In this work we will use transformation to non-random task, having minded that 
optimal solution depends on value of elasticity coefficient. So, if 1γ = , then cost 

function (7) does not contain any fractional term, otherwise, if ( )0,1γ ∈ , then cost 

function is fractional. We will focus our attention on the last case in order to get 
necessary optimality conditions for the task (3), (6) – (7).  

2   Some Required Transformations 

To transform stochastic problem to non-random one we introduce new state vari-
able 

( ) ( )y t X tγ⎡ ⎤= ⎣ ⎦                                                      (8) 
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Using fractional difference filter [19] rewrite equation (6) with respect to (8) 

( ) ( )( ) ( ) ( ) ( )( )22
1 2

1
1

2
H

dy t u t y t dt y t dt
γ γ

γ θ θ
−

= − +                      (9) 

To get rid of fractional term ( )2H
dt  and for the convenience of the results for-

mulation we replace ordinary fractional differential equation (9) by integral one 

( ) ( ) ( )( ) ( ) ( )( )
0

2

0 0

0

t t
H

t

y t y t u y d y dτ τ τ τ τ− = Φ + Φ∫ ∫ ,                  (10) 

where: ( )( ) ( )( )0 11u t u tγ θΦ = − , 
( ) 2

2

1

2

γ γ
θ

−
Φ = . 

Following reasoning is strongly dependent on H  value as far as it changes the 
role of integration with respect to fractional term, namely as in [16], [17], denoting 

the kernel by ( )κ τ , one has for 0 1 2H< <  

( )( ) ( ) ( )
0 0

2 2 1
2

t t
H H

t t

d H t dκ τ τ τ κ τ τ−= −∫ ∫ ,                            (11) 

and for 1 2 1H< <  

( )( ) ( ) ( )
0 0

2

2 12 1 2
t t

H H

t t

d H t dκ τ τ τ κ τ τ−⎡ ⎤
= −⎢ ⎥

⎢ ⎥⎣ ⎦
∫ ∫ .                       (12) 

So, if 0 1 2H< < , then denoting 2Hβ =  equation (10) can be rewritten as 

( ) ( ) ( )( ) ( )
( )

( )
0 0

0 0 1

t t

t t

y t y t u y d y d
t

β
βτ τ τ τ τ
τ −− = Φ + Φ
−∫ ∫ ,           (13) 

for 1 2 1H< <  equation (10) takes a form 

( ) ( ) ( )( ) ( ) ( )
( )0 0

2

0 0 1

t t

H
t t

y
y t y t u y d H d

t

τ
τ τ τ τ

τ −

⎡ ⎤Φ
⎢ ⎥− = Φ +
⎢ ⎥−⎣ ⎦

∫ ∫ .              (14) 

3   Necessary Optimality Conditions 

3.1   Statement of the Problem 

Let the time interval 0 1t t−∞ < < < ∞  ( t∈ ) is fixed, y∈  is a state variable, 

u∈  is a control. We rewrite the cost function (7) as 

( ) ( )( ) ( ) ( )( )
1

0

, = max  , ,
t

u
t

y u F t y t u t dt
⎡ ⎤

⋅ ⋅ ⎢ ⎥
⎢ ⎥⎣ ⎦
∫ ,                          (15) 

it is subjected to two groups of constraints.  
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First group of constraints (3) presents inequality constrains, which can be writ-
ten as 

( ) ( )( ), , 0t y t u tϕ ≤ ,                                              (16) 

where vector function ( ) ( )( ), ,t y t u tϕ  of the dimension m  and its derivatives 

with respect to y  and u  are continuous functions. We also assume that the gradi-

ents ( ) ( )( ), ,iu t y t u tϕ , ( ) ( )( ), ,i I t y t u t∈ , of the active constraints are positively 

independent at each point ( ) ( )( ), ,t y t u t  such that ( ) ( )( ), , 0i t y t u tϕ ≤ . Here 

( ) ( )( ) { } ( ) ( )( ){ }, , 1,..., , , 0iI t y t u t i m t y t u tϕ= ∈ =  is the set of active indexes at 

the point ( ) ( )( ), ,t y t u t . Second group of constraints is the equality constraints 

given as the object equation (13) for 0 1 2H< <  and as equation (14) for 

1 2 1H< < .  

Our goal is to get the necessary optimality conditions for the problem (13), (15) 
and (16) and for the problem (14) – (16), solving them by maximum principle 
[18]. 

3.2   Solution for 0 1 2H< <  Case 

Let ( )( ), ( )y t u t  be an optimal process. Thus we consider the operator 

( ): ,y u C L C∞Ρ ∈ × → × , ( ) ( ): , ,y u z ξΡ → , where 

( ) ( ) ( ) ( )
( )0

0 0 1

( )
( ) ( )

t

t

y
z t y t y t u y d

t
β

β ττ τ τ
τ −

⎡ ⎤Φ⎢ ⎥= − − Φ +
⎢ ⎥−⎣ ⎦
∫ , ( )0y t aξ = − . 

This operator is correctly defined. In our task ( ), 0y uΡ =  is the equality con-

strain. Frechét derivate of operator P  in point ( ),y u  exists and is an operator 

( ) ( ) ( ), , ,y u y u z ξ′Ρ = , such that 

( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )

( )
( ) ( )

0

0 0

01
, ,

t

u

t

z t y t u y y u u

y d y t
t

β

τ τ τ τ τ

β τ τ ξ
τ −

⎡= − Φ + Φ⎣

⎤
⎥+ Φ =
⎥− ⎦

∫

 

and ( ), :y u C L C∞′Ρ × → ×  is bounded linear operator. We are interested in 

general form of linear functional, vanishing on the kernel of operator ( ),y u′Ρ . To 

get it we introduce following theorem [18]. 
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Theorem 1. If :A Y Z→  is limited linear operator with closed image, then com-
mon form of linear functional :Y →  disappearing on ker A , i.e. 

( )ker 0A = , is ( ) *y z AY= , where * *z Z∈  ( ,Y Z  are Banach spaces). 

Application of this theorem gives following results 

( ) ( ) ( ) ( ) ( ) ( )( )( ) ( )

( ) ( )( ) ( )( ) ( )
( )

( ) ( )

1 1

0 0 0

1 1

0 0 0 0

0 0 0

0 1

,
t t t

t t t

t tt t

u

t t t t

y u c y t y t d t y u d d t

y u u d d t y d d t
t

β

μ τ τ τ μ

βτ τ τ τ μ τ τ μ
τ −

= + − Φ

− Φ + Φ
−

∫ ∫ ∫

∫ ∫ ∫ ∫
 

where dμ  is the measure of Lebesgue–Stieltjes on [ ]0 1,t t , respectively ( )tμ  is 

function of limited variation on  [ ]0 1,t t , 0c ∈ .  

We denote [ ]( ) ( ) ( )0 0t t tμ μ μ= + − −  is a jump. If the measure dμ  is given, 

then [ ]( )tμ  t∀  are known, particularly [ ]( )0tμ  and [ ]( )1tμ . This means, that 

( )0 0tμ −  and ( )1 0tμ + . We transform ( ),y u , using following formula [13] 

( ) ( ) ( ) ( )
1 1 1

0 0 0

, ,
t t tt

t t t

A t d d t A t d t d
τ

τ τ μ τ μ τ
⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪=⎨ ⎬ ⎨ ⎬

⎪ ⎪⎪ ⎪ ⎩ ⎭⎩ ⎭
∫ ∫ ∫ ∫  

with ( ) ( ) ( )( ) ( ) ( )( ) ( )
( )

( )0 0 1
, uA t y u y u u y

t
β

βτ τ τ τ τ τ τ
τ −= Φ + Φ + Φ
−

. 

Thus, we obtain 

( ) ( ) ( ) ( ) ( ) ( )( )
( )

( )

( ) ( )( ) ( )

1 1 1

0 0

1 1

0

0 0 0 1

0

,

( ) .

t t t

t t t

t t

u

t t

y u c y t y t d t y t u t d dt
t

u t y t u t d dt

β
βμ μ τ

τ

μ τ

−

⎧ ⎫⎪ ⎪= + − Φ + Φ⎨ ⎬
−⎪ ⎪⎩ ⎭

⎡ ⎤
− Φ⎢ ⎥

⎢ ⎥⎣ ⎦

∫ ∫ ∫

∫ ∫
 

Now we can write the Euler equation for optimal process ( )( ), ( )y t u t  

( ) ( )( ) ( ) ( ) ( )( ) ( )

( ) ( )

1

0

0 , , , ,

, 0, , ,

t

y u

t

y u

F t y t u t y t F t y t u t u t dt

y u y u u L y C

α

λ ϕ ϕ ∞

⎡ ⎤− + +⎣ ⎦

+ + + = ∀ ∈ ∈

∫
 

where *Lλ ∞∈ , ( )1,..., mλ λ λ= , iλ  is concentrated on set ( )( ){ }( ), 0it X t u t iϕ = ∀ , 

additionally, 0 0α ≥  and 0 0 0cα λ μ+ + + > . 
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Taking into account that transversality conditions are given as 
1 1

( ) ( ) ( )
t t

t t

t d dψ μ τ σ τ τ= =∫ ∫ , (where 0t t> , 1Lσ ∈ , ( )1 0tψ = ) we formulate nec-

essary optimality conditions for the problem (13), (15) and (16) as follows. 
 

Theorem 2. Let ( )( ), ( )y t u t  be the optimal process on the interval [ ]0 1,t t  (where 

0 1( ) [ , ]y C t t⋅ ∈ , 0 1( ) [ , ]u L t t∞⋅ ∈ ). Then there is a set of Lagrange multipliers  

( )0 , ( ), ( )α σ λ⋅ ⋅  such  that 0α  is the number, 0 1:[ , ]t tσ →  is an integrable func-

tion, 0 1:[ , ] mt tλ →  is integrable function, and the following conditions are ful-

filled: 
 

• nonnegativity condition 0 0α ≥ , ( ) 0tλ ≥  on [ ]0 1,t t ; 

• nontriviality condition ( ) ( )
1 1

0 0

0 0
t t

t t

t dt t dtα σ λ+ + >∫ ∫ ; 

• complementary ( ) ( ) ( )( ), 0t y t u tλ ϕ⋅ =  a.e. on [ ]0 1,t t ; 

• adjoint equation 

( ) ( ) ( )( ) ( ) ( ) ( )( )

( )( ) ( )
( )
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1 1
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0 1

, , , ,
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• the local maximum principle is 

1

0 0( ) ( ) ( ) ( , ( ), ( )) ( ) ( ( ), ( )) 0
t

u u u

t

y t u t d F t y t u t t y t u tσ τ τ α λ ϕΦ − − =∫ . 

3.3   Solution for 1 2 1H< <  Case 

Now we consider the problem (14) – (16). Let us introduce a new state variable 

( ) ( )( )
( )0

1

,t

H
t

g y
z t d

t

τ τ
τ

τ −=
−∫ ,                                              (17) 

where ( )( ) ( ),g y H yτ τ τ= Φ , then equation (14) can be rewritten as  

( ) ( ) ( ) ( )( ) ( )
0

2
0 , ,

t

t

y t y t f y u d z tτ τ τ τ= + +∫ ,                     (18) 

where ( ) ( )( ) ( )( ) ( )1, , 1f y u u yτ τ τ γ τ θ τ= − . 
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Thus we get the system of integral equations ( [ ]0 1,t t t∈ ) 

( ) ( )( ) ( ) ( )( )
0

, ,
t

t

y t z t f y u dτ τ τ τ= Ξ + ∫ , 

( ) ( ) ( )( )
( )0

0 1

,t

H
t

g y
z t z t d

t

τ τ
τ

τ −= +
−∫ , 

where ( )( )z tΞ  is an arbitrary smooth function.  

In this case the necessary optimality conditions can be formulated as follows. 
 

Theorem 3. Let ( )( )( ), , ( )y t z t u t  be the optimal process on the interval [ ]0 1,t t  

(where ( ) 0 1( ), [ , ]y z C t t⋅ ⋅ ∈ , 0 1( ) [ , ]u L t t∞⋅ ∈ ). Then there is a set of Lagrange mul-

tipliers  ( )0 , ( ), ( )α σ λ⋅ ⋅  such that 0α  is the number, ( ) *
0 1:[ , ]t tψ ⋅ →  is an abso-

lutely continuous function, 0 1:[ , ] mt tλ →  is integrable function, and the follow-

ing conditions are fulfilled: 
 

• nonnegativity condition 0 0α ≥ , ( ) 0tλ ≥  on [ ]0 1,t t ; 

• nontriviality condition ( )
1

0

0 0
t

t

t dtα λ+ >∫ ; 

• complementary ( ) ( ) ( )( ), 0t y t u tλ ϕ⋅ =  a.e. on [ ]0 1,t t ; 

• adjoint equation 
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• transversality condition ( )1 0tψ = ; 

• the local maximum principle is  

( ) ( ) ( )( ) ( ) ( )( )
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, , 0.

u u
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3.4   Solution for Limited Growth 

In this subsection we will take into account all previous results and notations and 
consider the limited growth model for biomass introducing the parameter 

12 1 Kθ =  (it corresponds to the carrying capacity). This allows on rewriting (6) as 

( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )1 12 21 1
H

dX t u t X t X t dt X t t dtθ θ θ ω⎡ ⎤= − − +⎣ ⎦  . 
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Taking here into account only the case, where 0 1 2H< < , the object equation 

(13) is 

( ) ( ) ( )( ) ( )( ) ( )
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0 0 12 1
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Using the same reasoning as before and applying theorem 1 we get 
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After the measure transformation we have 
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Thus, the Euler equation for optimal process  ( ) ( )( ),y t u t  now is 

( ) ( )( ) ( ) ( ) ( )( ) ( )
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The results of Euler equation analysis with respect to 0y =  and 0u =  can be 

formulated as theorem 2 with only difference, namely the local maximum principle is 

( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )
1

0 0 , , , , 0
t

u y y

t

y t u d F t y t u t t t y t u tτ σ τ τ α λ ϕΦ + − =∫ . 

(One can get optimal solution to the problem for limited growth for the 
1 2 1H< <  case using the same reasoning as in subsection 3.3.) 



566 D.V. Filatova and M. Grzywaczewski 

4   Conclusion 

In this work we studied stochastic harvest problem, where the production function 
was presented by multiplicative Cobb-Douglass model with elasticity coefficients 
and the population was described by stochastic logarithmic growth model with 
fractional white noise. This formulation could not be solved by classical methods 
and required some additional transformations. We used fractional filtration and 
got the integral object equation, which did not contain stochastic term. As a result 
stochastic optimization problem was changed to non-random one. Using maxi-
mum principle we got necessary optimality conditions, which can be used for nu-
merical solution of the problem. 
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