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U. Stańczyk, A. Wakulicz-Deja (Eds.)
Man-Machine Interactions, 2009
ISBN 978-3-642-00562-6

Vol. 60. Z.S. Hippe,
J.L. Kulikowski (Eds.)
Human-Computer Systems Interaction, 2009
ISBN 978-3-642-03201-1

Vol. 61. W. Yu, E.N. Sanchez (Eds.)
Advances in Computational Intelligence, 2009
ISBN 978-3-642-03155-7



Wen Yu, Edgar N. Sanchez (Eds.)

Advances in Computational
Intelligence

ABC



Editors

Wen Yu
Departamento de Control Automatico
CINVESTAV-IPN
Av.IPN 2508
Mexico D.F., 07360
Mexico

Edgar N. Sanchez
CINVESTAV-Guadalajala
Av.Cientifica 1145
Guadalajala, Jalisco, 45015
Mexico

ISBN 978-3-642-03155-7 e-ISBN 978-3-642-03156-4

DOI 10.1007/978-3-642-03156-4

Advances in Intelligent and Soft Computing ISSN 1867-5662

Library of Congress Control Number: Applied for

c©2009 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations
are liable for prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant protective
laws and regulations and therefore free for general use.

Typeset & Cover Design: Scientific Publishing Services Pvt. Ltd., Chennai, India.

Printed in acid-free paper

5 4 3 2 1 0

springer.com



Preface

This book constitutes the proceedings of the second International Workshop on 
Advanced Computational Intelligence (IWACI 2009), with a sequel of IWACI 2008 
successfully held in Macao, China. IWACI 2009 provided a high-level international 
forum for scientists, engineers, and educators to present state-of-the-art research in 
computational intelligence and related fields. 

Over the past decades, computational intelligence community has witnessed tre-
mendous efforts and developments in all aspects of theoretical foundations, architec-
tures and network organizations, modelling and simulation, empirical study, as well as 
a wide range of applications across different domains. IWACI 2009 provided a great 
platform for the community to share their latest research results, discuss critical future 
research directions, stimulate innovative research ideas, as well as facilitate interna-
tional multidisciplinary collaborations. 

IWACI 2009 received 146 submissions from about 373 authors in 26 countries and 
regions (Australia, Brazil, Canada, China, Chile, Hong Kong, India, Islamic Republic of 
Iran, Japan, Jordan, Macao, Malaysia, Mexico, Pakistan, Philippines, Qatar, Republic of 
Korea, Singapore, South Africa, Sri Lanka, Spain, Taiwan, Thailand, UK, USA, Vene-
zuela, Vietnam, and Yemen) across six continents (Asia, Europe, North America, South 
America, Africa, and Oceania). Based on the rigorous peer reviews by the Program 
Committee members, 52 high-quality papers were selected for publication in this book, 
with an acceptance rate of 36.3%. These papers cover major topics of the theoretical 
research, empirical study, and applications of computational intelligence.  

In addition to the contributed papers, the IWACI 2009 technical program included 
four plenary speeches by Hojjat Adeli (The Ohio State University, USA), Reza Langari 
(Texas A&M University, USA), Jun Wang (Chinese University of Hong Kong), and 
Jacek M. Zurada (University of Louisville, USA). As organizers of IWACI 2009, we 
would like to express our sincere thanks to the Centro de Investigación y de Estudios 
Avanzados del Instituto Politécnico Nacional (CINVESTAV-IPN), Consejo Nacional de 
Ciencia y Tecnología (CONACyT), and Academia Mexicana de Ciencias (AMC).  We 
would also like to sincerely thank the Advisory Committee Chairs for their guidance in 
every aspect of the entire conference, and Organizing Committee Chairs for overall 
organization of the workshop. We want to take this opportunity to express our deepest 
gratitude to the members of the International Program Committee for their professional 
review of the papers; their expertise guaranteed the high qualify of technical program of 
IWACI 2009! Furthermore, we thank Springer for publishing the proceedings in the 
prestigious series of Advances in Intelligent and Soft Computing.

Finally, we would like to thank all the speakers, authors, and participants for their 
great contribution and support that made IWACI 2009 a great success. 

October 2009  Wen Yu 
Edgar Nelson Sanchez 
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Multi Lingual Speaker Recognition Using Artificial 
Neural Network 

Prateek Agrawal, Anupam Shukla, and Ritu Tiwari 

ABV-Indian Institute of Information Technology and Management, Gwalior, India 
{prateek061186, dranupamshukla, tiwari.ritu2}@gmail.com 

Abstract. This paper describes a method for speaker identification in multiple 
languages that is based on Back Propagation Algorithm (BPA). The 
identification process goes through recording the speech utterances of different 
speakers in different languages, features extraction, data clustering and system 
training using BPA. Our database contains one sentence in 8 different Indian 
regional languages i.e. Hindi, English, Assami, Telugu, Punjabi, Rajasthani, 
Marathi & Bengali, spoken by 32 speakers in each language. With total size of 
904 speech utterances, the Average performance of the system is 95.354%. 
These applications are mainly used in speaker Authentication, in telephony 
applications where the conversations can be of short durations and the language 
could change from one conversation to another etc. 

Keywords: Multilingual Speaker Recognition. 

1   Introduction 

In our daily life there are many forms of communication like textual language, body 
language and speech. Amongst those forms speech is always regarded as the most 
powerful form because of its rich dimensional characters. Such information is very 
important for effective communication. From the signal processing point of view, 
speech can be characterized in terms of the signal carrying message information. The 
waveform could be one of the representations of speech [1]. A practical approach to 
multilingual speech recognition for countries like India where more than 25 languages 
are spoken across the country would be to have a truly multilingual acoustic model. 
This multilingual model should then be adapted to the target language with the help of 
a language identification system. Based on the information extracted from the speech 
signal, it can have three different recognition system itself: Speaker Recognition, 
Language Recognition and Speech Text Recognition [12, 13, 15]. Speaker recognition 
can be divided into speaker verification and speaker identification. The objective of a 
speaker verification system is to verify whether an unknown voice matches the voice 
of a speaker whose identity is being claimed. In speaker identification, we want to 
identify an unknown voice from a set of known voices. Speaker verification systems 
are mainly used in security access control while speaker identification systems are 
mainly used in criminal investigation [3]. Speech recognition comprises a large 
number of complex applications such as speech driven consumer applications, speech 
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commissioning in logistics, checking & recording in quality assurance work etc.. This 
paper focuses particularly on the problem of recognizing simple isolated words, 
speaker and language. 

1.1   Back Propagation Training  

ANN have emerged as a promising approach to the problem of speech recognition  
[6, 7]. ANNs have advantages to handle speech and speaker recognition as they are 
able to execute a high level of parallel computation; they have high level of 
robustness and fault tolerance capability. They can learn complex features from the 
data, due to the non-linear structure of artificial neuron [6, 8].Various ANN training 
algorithms such as BPA, Radial Basis Function, Recurrent networks etc., are being 
used for training purpose. In this work, the BPA has been used to train the network. 
Back Propagation (BP) provides the recognition component in this system. The 
architecture of BPA is shown in Figure 1. 

 

Fig. 1. Architecture of Back Propagation Algorithm 

1.2   Clustering  

The key task of clustering algorithm is to automatically find groups (clusters) of data 
in such a manner  that the profiles of objects in the same cluster are very similar and 
the profiles of objects in different clusters are quite distinct [10].  Here we are using 
this technique to cluster the speech data with similar properties in feature space. The 
statement about ‘similarity’, a distance measure between two speakers is to be 
defined. It was earlier shown by the authors [11] that clustering can be an effective 
tool to break the whole high dimensional input space into reduced input space without 
any change in dimensionality and also to train ANN with extremely large data. We 
have taken large data set for experiment, since the structure of the model is complex. 
We used “Fuzzy C-Means (FCM) Algorithm” for clustering the data [16, 18]. In this 
clustering algorithm, first we decided, in how many clusters we are clustering the data 
and then assign to each point coefficients for being in the clusters and repeat this 
process until the algorithm has converged (i.e. the coefficient change between two 
iterations is no more than the given sensitivity threshold).  
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2   Previous Work 

Most existing Automatic Speaker Recognition (ASR) systems used for practical 
application are of the small vocabulary or isolated word type. Medium- and large 
vocabulary systems perform well in laboratories but not in real life [3]. The research 
have been done for multilingual speaker identification system is by using statistical 
methods like Hidden Markov Model (HMMs), Harmonic Product Spectrum (HPS) 
algorithm [4]. ANNs have been used to identify the speakers in single language [3]. 
For the pattern classification phase, various methods have been used as vector 
quantized codebooks to store the features [17]. No research has been done for speaker 
recognition with eight different languages. 

3   Features of Speech 

Features of any signal play an important role in pattern recognition. Features are 
useful to separate one speaker from other[14]. The basic features of speech like 
average power spectral density, Cepstrum Coefficient, No. of Zero crossings, Length 
of File have been extracted using MATLAB. 

3.1   Cepstrum Coefficient 

Cepstrum coefficient is the transform of the real logarithm of the magnitude of the 
most distinctive feature that helps to differentiate the speakers. The real cepstrum is 
the inverse Fourier Transform of a sequence. Cx returns the real cepstrum of the real 
sequence x. The real cepstrum is a real-valued function. The real cepstrum of a signal 
x, sometimes called simply the cepstrum, is calculated by determining the natural 
logarithm of magnitude of the Fourier transform of x, then obtaining the inverse 
Fourier transform of the resulting sequence, as in (1),   

                                        

| | dwe)X(e=C jwn
π

π

jw
x ∫

−

log
2π
1

                                (1) 

3.2   Average PSD  

This is another important feature of speech signal. PSD is intended for continuous 
spectra. The integral of the PSD over a given frequency band computes the average 
power in the signal over that frequency band. In contrast to the mean-squared 
spectrum, the peaks in the spectra do not reflect the power at a given frequency. 
Average PSD of any signal can be calculated as the ratio of total power to the 
frequency of the signal. 

3.3   No. of Zero Crossing  

Zero-crossing signals have a direction attribute, which can have three values Rising, 
Falling and Either. In Rising, when a signal rises to zero to or through zero, or when a 
signal leaves zero and becomes positive zero crossing occurs. In case of Falling, a 
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zero crossing occurs when signal falls to or through zero, or when a signal leaves zero 
and becomes negative. In case of Either, a zero crossing occurs if either a Rising or 
Falling occurs. 

3.4   Length of File 

Length of the *.wav file is another feature that has been calculated. The maximum 
size of the file is being measured that help us to distinguish one file to another. Total 
no. of counter are being counted to find out the max size of the file. 

4   Approach 

Proposed system is done in various steps like Collection of speech utterances from 
different speakers, Preprocessing of speech utterances, Features Extraction, Clustering 
of Entire Featured Data, Neural Network Training and Simulation as shown in  
Figure No. 2. 

The speech used in Collection of Speech utterances experiment consists of word 
sequences taken from the public domain. Sound files (*.wav) are created by using 
Microphone hardware interfaced with personal Computer at sampling rate of 44.1 
KHz. For developing the Speech database one sentence (“ab iss baar aap”) is 
recorded from 32 speakers (19 male & 13 female) in 8 different languages. The 
sentence is in such a way that in each word every consonant succeeds a vowel and 
vice versa. The reason behind this is, whenever we pronounce any letter a vowel 
sound is always generated. For the sentence considered four words are used in few 
languages, three in some and two in other and collectively 904 words are recorded in 
eight different Indian languages. 

 

Fig. 2. Processing steps of proposed approach 

In Preprocessing of Speech Utterances each word is clipped from the sentence of 
particular language. Silence and noise are removed from speech signal as shown in 
Figure No. 3. Speech database is created using these clipped speech utterances and 
these speech signal have been arranged in proper manner for further use. Next step is 
extracting the features from these speech signals with the help of MATLAB (A 
computational language). Four types of features are extracted - Cepstrum coefficient, 
number of zero crossing, average PSD, length of file. In these features, cepstrum 
coefficient is the main feature which has maximum knowledge. We clustered the 



                                 Multi Lingual Speaker Recognition Using Artificial Neural Network 5 

whole data into different groups by using FCM clustering algorithm. FCM clustering 
is applied on each feature independently because this clustering scheme gives better 
generalization. FCM is a data clustering technique wherein each data point belongs to 
a cluster to some degree that is specified by a membership grade. It provides a method 
that shows how to group data points that populate some multidimensional space into a 
specific number of different clusters. Each cluster has its cluster center that helps to 
separate similar patterns into different data sets. These datasets are created on the 
basis of Nearest Neighbor Method. The Nearest Neighbor Method chooses one of the 
articulatory clusters based on the Euclidian distance between each of the cluster 
centroid vectors and each of the articulatory vectors to be trained. 

 

Fig. 3. Preprocessing of speech sentence (in English) into utterances 

Each cluster of the system is trained separately by using BPA with single hidden 
layer and numbers of hidden neurons are being kept less than the target numbers. The 
training parameters for each network i.e. error goal (δ), momentum (µ),  maximum 
epochs, non linear function, number of hidden layers, number of neurons per layer, 
number of targets, training parameter (α) are illustrated in Table 1. One lookup table is 
being created that tells us the appropriate position of each input data in respective 
cluster. One training curve is shown in Figure 4. 

 

Fig. 4. Training graph for cluster no. 2  
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Table 1. Various Parameter Values for Training 

Clus 
ter No. 

Error Goal (δ) No. of 
Neurons/La

yer 

No. of 
Targe

ts 

Training 
parameter (α) 

Max. 
Epochs 

1 0.012 28 31 0.25 40,000 

2 0.011 52 58 0.26 40,000 
3 0.014 15 19 0.26 25,000 
4 0.01 40 44 0.26 50,000 
5 0.009 56 58 0.28 50,000 
6 0.012 44 55 0.28 25,000 
7 0.009 52 56 0.28 50,000 
8 0.016 20 25 0.24 50,000 
9 0.013 20 28 0.24 50,000 

10 0.008 78 80 0.27 50,000 
11 0.01 42 45 0.25 50,000 
12 0.0118 36 45 0.25 22,000 
13 0.0118 40 50 0.25 30,000 
14 0.011 27 29 0.28 50,000 
15 0.008 71 73 0.26 50,000 
16          0.01 36 42 0.25 50,000 
17 0.01 33 37 0.25 40,000 
18 0.01 24 27 0.24 50,000 
19 0.01 52 57 0.27 30,000 
20 0.01 38 43 0.26 50,000 

   Training Momentum (µ) = 0.9. 
   Non-linear function = tan-sigmoid. 
   No. of hidden layer/network = 1. 

After completion of the training, the next step is to simulate each trained network 
separately and check whether the class of actual output and target output is same or 
not. For simulation, a sample data is taken from the input set for testing and it is 
simulated with the trained network. One data lookup table is maintained that gives us 
the information about the position of each word in appropriate cluster that are being 
spoken by different speakers in different languages. 

5   Results 

When the system is trained with single ANN (traditional approach) as used by other 
researchers for same problem with limited number of clusters, the performance was 
18%. Complete data set is being clustered into 20 different groups numbered from 1 
to 20 as shown in Table 2. Each data cluster is trained independently using BPA and 
tested with the sample taken from database. Error values after testing the trained data 
have been calculated finding overall performance of the system. Efficiency of each 
cluster is being calculated separately. In total 20 clusters of 904 input data, average 
performance of the system is 95.354% with 42 errors. Also the time taken was much 
less in the proposed approach as compared to the traditional. Mak, M. W. et. al. [3] 
described a speaker identification system based on RBF networks with highest 
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efficiency of 95.7% and their database contains 7 sentences and 10 digits spoken by 
20 speakers while we have worked with 904 input data. With a lot number of 
speakers, languages and words, the average performance of our system is equivalent 
to their system best performance. 

Table 2. Training Result Data 

Cluster No. No. of 
Input 

Utterances 

No. of 
Errors 

Efficiency (%) 

1 31 1 96.77 
2 58 5 91.4 
3 19 0 100 

4 44 2 95.45 
5 58 5 91.4 
6 55 4 92.73 
7 56 5 91.07 
8 25 0 100 
9 28 0 100 

10 80 5 93.75 
11 47 2 95.74 
12 45 2 95.56 

13 50 4 92 
14 29 0 100 
15 73 3 95.89 
16 42 1 97.62 
17 37 0 100 
18 27 0 100 

19 57 3 94.74 
20 43 0 100 

Total ∑ = 904 ∑ = 42 95.354 

 

Fig. 5. Cluster vs. Efficiency Graph 
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The graphical representations of “clusters vs. efficiency” and “input data vs. 
errors” are shown in Figure 5 and Figure 6 respectively. 

 

Fig. 6. Input Data vs. Errors Graph 

6   Conclusion 

A series of cluster based multilingual speaker identificaion experiments using 
artificial neural network  have been conducted. The result shows that BPA can be 
used for multi language system. This research focuses on text dependent speaker 
recognition. The minimum performance of the system is 91.07% while the best 
performance is being reached upto 100%. Overall performance of the system is 
95.354%. The desired goal of a system which can understand a text independent 
expression uttered by different speakers using various languages in different 
environments can be the further enhancement of this research.  

This system is localized for large input data. Increasing the number of clusters 
would make the solution more localized. The new databases having more classes and 
more data per class need to be built for the optimal testing of this approach and testing 
on different databases need to be done in future. The generalization of the ANN 
would be lost to some extent. Hence we are able to train an ANN that was in other 
way not being trained, by some loss of generality. The effect of loss of generality with 
the increasing number of clusters may be studied in future. 
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Abstract. In this study, we present a novel model for Huntington's disease (HD) 
gait disorder. We consider the mathematical relations between blocks. The number 
of inputs and outputs of each block are designated due to the physiological 
findings. The connection types between blocks are modeled by gains. Inner 
structure of each block is modeled using a central pattern generator neural network. 
Our model is able to simulate the normal and HD strides time intervals and shows 
how diazepam is able to ameliorate the gait disorder; however, we believe that this 
treatment is somehow irrational. Using GABA blockers recovers the symptoms but 
it means omitting BG from motor control loop. Our model shows that increment of 
GABA aggravates the gait disorder. Our novel idea about BG treatment is to 
reduce glutamate. Experimental studies are needed for evaluating this novel 
treatment. This validation would implement a milestone in treatment of such a 
debilitating disease. It seems that synchronization of a number of neurons is the 
major disturbance in HD. The synchronization was modeled as CPG (Central 
Pattern Generator) structure. We supposed that the disorder will recover if the 
wrong synchronization of the neurons is diminished. Therefore, deep brain 
stimulation may be useful in this regard. 

1   Introduction 

Neuromuscular diseases are one of the most common problems that human being 
challenges with them, especially in old ages. These diseases often have no absolute 
treatment. Basal Ganglia (BG) have a main role in motor controlling. The 
degeneration of nerve cells in BG produces vast movement disorders. The most 
known movement disorders concerning BG are Parkinson’s disease, Huntington’s 
disease (HD) and Hemiballism. HD is not a wide-spread one, but has enormous 
movement disorders. In recent years, many researchers focus on HD to introduce an 
acceptable treatment for it [1, 2].  

                                                           
∗ Corresponding author. 
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The brain has a complex structure and this complexity is doubled in disease states. 
Therefore, introducing new models can be useful for better understanding of the disease. 
Many conceptual models have been designed to assess the disease behavior [3, 4]. 
However, a few computational models are present [5, 6]. Studying the disease in a 
mathematical approach can help us to analyze the system. Moreover, mathematical 
simulation can provide a better approach to study different states of the disease. It can be 
used to assess new proposed treatments to find their effectiveness prior to clinical trials. 
Verifying new treatments through clinical experiments is a time-consuming and costly 
process. The model can check reliability of different hypothesis.  

There is little information about the mechanisms which cause HD symptoms. 
There are some hypotheses about the mechanisms of HD; but little models are 
available focusing on them in a mathematical way. In this study, we try to present a 
novel model for HD gait disorder, i.e. one of the main symptoms of HD. There are 
few ordinary mathematical models about HD disorder, more of which were 
introduced by our research group. In this novel research, we generate a model from a 
new viewpoint. Contrary to old methods for modeling the HD that focuses on detailed 
neuron behavior, the new model is introduced based on global behavior of system. 
The model certifies the predictions of previous models as well as modeling the 
healthy and disease states. 

Physiological Background 
Losing specific neurons in BG can result in movement disorders that are classified in 
HD symptoms. Some information about nerve cell loss and connection weight 
variations in BG is available in scientific texts. The structure of BG is known 
including BG parts, the kind of neurotransmitters between blocks and the interaction 
type of connections, i.e. excitatory or inhibitory(Ganong, 2003). This information is 
presented in figure1. 

 

Fig. 1. A schematic diagram of the different neurotransmitters used in the connections of the 
basal ganglia 

Moreover, the differences between connection weights of blocks in healthy and 
HD states are known. A schematic diagram of these variations is shown in figure 2 
(Ganong, 2003). 
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Fig. 2. Connection weights in the BG of normal and HD patients 

Our information about the internal function of each block is limited. Each block 
contains numerous neurons working together. In previous works, we used properties 
of single neurons for modeling the blocks. However, we focus on the global behavior 
of system in the recent research. Various studies have showed that different parts of 
Central Nervous System (CNS) have different circuits that are technically called 
Central Pattern Generator (CPG). CPG is a set of neurons which produce a special 
pattern e.g. gait, respiratory system movements and other periodic movements of 
human body. Some of these CPG circuits are stereotypical ones (like respiratory 
system) and some others are formed by learning (like swimming). There are some 
hypotheses claiming that CPG circuits are established in some neuromuscular 
diseases producing semi-periodic movements. The best example for this hypothesis is 
Parkinsonian tremor. In HD, the gait disorder is supposed to be in such a way. 
Variation in gait signal of normal person appears to have a random-like behavior; but 
in the HD patients, a semi periodic signal is observed. This concept can be deduced 
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from figure 3. According to the introduced hypothesis, some oscillations of CNS are 
synchronized which produce the movement symptom. These oscillations are present 
in healthy state; but they weaken each other because of the balance of the CNS [8, 9, 
10]. We suppose that in HD, a CPG is produced. Hence, it could be guessed that a 
CPG in the BG is organized. 

 

Fig. 3. Comparison of gait stride time  

As mentioned above, each block of BG contains numerous neurons. Therefore, the 
best mathematical method for modeling them could be artificial neural networks. On 
the other hand, CPG is established in BG. Then, we can consider each block as a CPG 
neural network. Various neural networks are introduced as CPG. We use one of 
ordinary CPG models to consider the neurons’ behavior. In addition to these 
considerations, we have noted that glutamate role in HD is in a state that can be called 
toxicity. 

Mathematical Model 
In this research, we introduce a mathematical model that simulates the gait disorder 
(stride interval signal) in HD state. The database is obtained from www.physionet.org 
[7]. In our modeling, we consider the relations between blocks. The number of inputs 
and outputs of each block was designated due to the physiological findings. The 
connection types between blocks are modeled by gains; i.e. excitatory and inhibitory 
connections are simulated using positive and negative gains, respectively. 

Inner structure of each block is modeled using a CPG neural network. A schematic 
diagram of the CPG is shown in figure 4. 

The CPG is established by two equivalent neurons, interaction of which produces 
the output pattern. The relation of CPG model is presented below: 

∑
=

++ +−−β−−=τ
n

1j
ij21111 c]g[h]x[wxxx  (1) 
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Fig. 4. Structure of a CPG unit 
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We also consider a threshold block in the beginning of the CPG in each block to 
model the activation threshold of CPG neurons; because the CPG neurons need a 
minimum input to show the oscillatory behavior. The proposed model includes most 
of available physiological findings in scientific texts. Moreover, using Artificial 
Neural Network (ANN) has prepared a global view of performance of BG in HD 
state. Figure 5 shows a schematic diagram of the model structure considering the 
physiological findings. 

 
Fig. 5. Schematic diagram of BG model in HD state 
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The notations for nomenclature of the gains (g) on block connections are as 
follows: each connection name that ends to “l” is a connection which will be lost in 
HD state; each name that ends to “i” is a connection weight that increases and each 
name that ends to “d” is one which decreases in HD. All gains ending to “t” are 
designated to assess the HD treatment in the model and to research on the new 
treatments. 

In the HD state, in addition to the changes discussed above, one of 
neurotransmitters in BG, glutamate, becomes toxic; i.e., the glutamate increases 
abnormally. In our model, we have considered this state with adding a noise with a 
positive mean to the glutamate signal. The variations of parameters due to 
physiological and clinical findings are presented in Table 1. 

Table 1. Variation of parameters of the model in normal and disease state 

Weight N g1i g1d g4d g3l g2l g1l
Normal 0 1 1 1 0.5 0.5 0.5
Disease 3 2 0.5 0.5 0 0 0  

Results 
In our modeling procedure, we have ignored weak variations in stride interval of 
healthy persons. Hence, the model produces zero output in healthy state; because, we 
have no abnormal synchronization in healthy state. The response of the model for 
healthy and the disease (HD) state is shown in figure 6. 

 
Fig. 6. The model response of model for healthy (a), and disease (b) states  
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A sample of recorded clinical data of HD is presented in figure 7.  

 
Fig. 7. A sample of recorded clinical data in HD 

To compare recorded data and simulation results, we used power spectra criteria. 
Figure 8 shows the power spectra of model output and clinical data. 

 
Fig. 8. Comparison of power spectra between simulated (a), and clinical (b) data 
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The model response to diazepam, a drug that is supposed to increase the threshold 
of neurons, was simulated. It was obvious in our results that diazepam ceased the 
response completely; i.e. the disease symptoms are eliminated and the change in 
stride time intervals becomes zero. 

The model response to using GABA blocking agents is shown in figure 9. 

 
Fig. 9. The model response to GABA blocking agents 

We simulated the model response to decreased glutamate level. Our results showed 
that stride time interval changes becomes zero. 

Discussion 
Computational modeling of brain performance has a great task in elucidating medical 
knowledge and has expanded our judgment about the illness states. Effectiveness of 
computational models is manifested by two factors: The complexity of brain structure 
itself, and the greater complexity of pathological conditions. Meantime, certain 
neurological disorders such as BG diseases have a particular importance and have 
gained attention of many researchers. 

However, because of the complexity of HD, there are no many researches about it. 
Due to the vast range of movement disorders, there are small ranges of successful 
studies about HD treatment. In addition, there are a few computational simulations 
prepared by other researchers about the main symptoms of HD. Hence, presenting a 
computational model will be costly. 

As it is shown in the results section, our model is able to simulate the normal and HD 
stride time intervals (Figure 6).  Comparing the model response and clinical data through 
power spectra criteria shows that our model is valid (Figure 8). Moreover, our model 
shows how the present treatment, i.e. diazepam, is able to ameliorate the gait disorder.  

We believe that the common present treatment, i.e. diazepam, is somehow 
irrational. Using diazepam, with raising the threshold of BG neurons and inhibiting 
some BG cells, in effect omits the BG from the neural circuit of motor control. Hence, 
using diazepam is not a reasonable route. 

In this research we assessed the effects of changing some neurotransmitter levels as 
parameters of our model in order to propose new treatments. 
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The output of BG is GABA; then, using GABA blockers means omitting BG from 
motor control loop. In this situation, despite the reduction of HD movement disorder, 
the patient would experience the side effects of the drug that would be the result of 
removing the role of BG on movement control. Therefore, it is unjustifiable to use 
this route for treatment. 

Moreover, we evaluated our model response to increment of GABA, alone. We 
observed that the gait disorder was aggravated. This is also interpretable in the light of 
our idea; since in this situation, the internal disturbance of BG is augmented.  

Our novel idea about BG treatment is to reduce glutamate. It is surprising that 
despite increment of glutamate in BG of HD patients, rare studies have focused on 
decreasing glutamate as a route of treatment. Our model was able to show the 
efficiency of this treatment on HD disturbances. 

We propose that experimental studies should be designed in which this novel 
method of treatment will be evaluated. This validation would implement a milestone 
in treatment of such a debilitating disease at Huntington. 

Up to now, we have assessed the behavior and attributes of the neurotransmitters; 
but, we can focus on the disease systematically. Our main theory of the disease is 
synchronization of a number of neurons in a wrong way that will lead to forming the 
disorder. The synchronization was modeled as CPG structure. The consequences of 
our modeling have strengthened the validity of the hypothesis. It is supposed that the 
disorder will recover if the wrong synchronization of the neurons is diminished. In 
other words, if we remove the abnormally formed CPGs that are resulted from HD, 
the symptoms of the disease would be ameliorated. It sounds that one of the main 
mechanisms of removing the abnormal synchronization of neurons is Deep Brain 
Stimulation (DBS). The method is employed to treat the Parkinson’s disease (PD) and 
showed good results. Some theories about formation of CPG in PD are available [8, 9, 
10]. So, we propose that DBS may be useful to treat the HD. 
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Abstract. In today’s fiercely competitive and dynamic market scenario, 
business enterprises are facing many problems due to increasing complexity of 
the decision making process. Besides, the amount of data to be analyzed has 
increased substantially. This has resulted in Artificial Intelligence stepping into 
decision making to make better business decisions, reduce latency and enhance 
revenue opportunities. Prophetia is a research project carried out to integrate 
Artificial Intelligence capabilities into TravelBox® technology – a range of 
solutions developed by Codegen International for Travel Industry. This research 
paper discusses three areas that were researched for the above purpose. These 
are, Probability Prediction – the use of Neural Networks for calculating the 
selling probability of a particular vacation package, Package Recognition – the 
use of Self Organizing Maps for recognizing patterns in past vacation package 
records, and Customer Interest Prediction – the use of association rule mining 
for determining the influence of customer characteristics on the vacation 
destination. 
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1   Introduction 

Prophetia is a research project carried out to integrate Artificial Intelligence 
capabilities into TravelBox® technology – a range of solutions developed by 
CodeGen.IT for tour operators. The ultimate goal of this research is to add, prediction 
and pattern recognition capabilities to the armament of features that TravelBox® 
provides to its customers. 

The volume of data that is available for today’s travel industry to base their 
decisions upon is overwhelming. In addition to this, the variability of the data 
available (for example, unknown patterns/relationships in sales data, customer buying 
habits, and so on) makes the analysis of this data an even more complex task. 
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Artificial Intelligence has seen a revival in its adaptation for commercial use in 
many industries such as the finance industry as a result of the advent of web-enabled 
infrastructure and giant strides made by the AI development community. AI has been 
widely adopted in such areas of risk management, compliance, and securities trading 
and monitoring, with an extension into customer relationship management (CRM). 
The use of AI technologies brings more complex data-analysis features to existing 
applications [1]. This has resulted in CodeGen.IT also exploring the use of AI 
technologies to improve the functionalities it can provide to its customers. 

Prophetia concentrates on using AI technologies to solve the following three 
problems related with TravelBox®. 

1.1   Probability Prediction 

The problem to be addressed was that a probability that indicates the selling potential 
of a certain vacation package should be predicted once its parameters are known. A 
vacation package consists of fifteen parameters. These parameters are; Booking Date, 
Departure Date, Pax Count, Lead Age, Total Cost, Total Price, Nights, Product 
Group, Flight Departure City, Flight Destination, City of Accommodation, Flight 
Cabin Class, Airline, Hotel Code and Room Type. An example of the available data is 
shown below: 

Table 1. A Sample of the data available for Probability Prediction 

TOTAL_COST ($) BOOKING_DATE HOTEL_NAME 

2045.81 6/12/2008 0:00 A8P8 Hilton Hotel 

565.71 8/12/2008 0:00 A8P8 Queen’s Hotel 

1225.90 9/12/2008 0:00 A8P8 Plaza Hotel 

This research was carried out for 10,000 records, keeping room for future 
developments targeting a much larger data collection. 

The expectation of the project was to come up with a mechanism that calculates the 
predicted probability values in an efficient and accurate way. There was a possibility of 
coming up with a non linear function that calculates the selling probability of vacation 
packages when the input parameters are given. But coming up with a regression function 
for the purpose is really a time consuming task due to the higher number of input 
parameters and variance of input data [2]. Neural Networks are general and data driven. 
This means that once the data is fed, the network learns from the data itself without 
human intervention and the variability and volume of the data does not affect the ability 
of the neural network to solve the problem [3]. Based on this, Neural Network approach 
was selected as the suitable method to solve this problem. 

1.2   Package Recognition 

The second requirement of Prophetia is to recognize “hot spots” or patterns in 
transaction records of sold vacation packages and recommend vacation package 
combinations from these identified patterns. 
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The pattern identification problem was broken down into a typical problem of data 
mining, specifically into data clustering. For the purpose of data mining, the many 
techniques that exist were explored through available literature. There was the choice 
of using classical methods for this purpose versus modern AI related methods.  

The data set was the same as in the data used in Section 1.1 of this paper (15 
variables, 10000 records). This variability of the data set makes the use of classical 
methods useless in this process [4]. The AI related techniques were considered, and 
the Self-Organzing Map was selected, which has the following advantages when 
clustering data [5] [6]: 

Data mining typically deals with high-dimensional data. A record in database 
typically consists of a large number of items. The data do not have regular 
multivariate distribution and thus the traditional statistical methods have their 
limitations and they are not effective. SOMs work with high-dimensional data 
efficiently. 

Kohonen’s self-organizing maps provide means for visualization of multivariate 
data, because two clusters of similar members activate output neurons with small 
distance in the output layer. In other words, neurons that share a topological 
resemblance will be sensitive to inputs that are similar. This property has no other 
algorithm of cluster analysis. 

1.3   Customer Interest Prediction 

The 3rd and final requirement of Prophetia deals with predicting customer’s future 
interests according to their past data. This is done by producing a value for the 
influence factor of a customer’s characteristics on the holiday destination. Anything 
above the threshold influence will be recommended to the customer as a holiday 
destination in his holiday destination search. 

With prediction coming into play, first the research team was very much inclined 
to use a neural network oriented approach, either supervised or unsupervised, but 
given the simple nature of the requirement, associative rule mining seemed to be the 
most suited AI technique considering its intended application [7]. The aim of using 
association rule mining in this project is to find interesting and useful patterns in the 
data given, and come up with the association rules processing those data. 

The data consists of 10,000 records with fifteen parameters. These are, Passenger Age, 
Marital Status, Sex, Booking Status, Option Status, Booking Price, Booking Departure 
Gap, Departure Month, Booking Month, Travel Together Pax, Holiday Destination, 
Holiday Type, Holiday Duration, Holiday_Has_Flight, Holiday_Has_Transfer, 
Holiday_Has_Excursion, Holiday_Has_Tour and 7_Or_Less_Nights. Shown below is an 
extract of the data: 

Table 2. Sample of the available data for Customer Interest Prediction 

PASS_AGE MARITAL_NAME SEX 

85 Married M 

76 Unknown F 

23 Single M 
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For the purpose of rule mining, algorithms such as Apriori, Predictive Apriori and 
Tertius were considered [8]. The decision of going through Predictive Apriori was 
taken after going through relevant literature and discovering its advantage in using for 
large item sets. [9] 

This paper will discuss about the research carried out by the research team and the 
results obtained by the research. Section 2 of this paper will explain the underlying 
theory behind the AI techniques used in this project. Section 3 will look at the 
implementation details followed by the research team in order to come up with the 
expected results. The results obtained after the implementation will be discussed in 
the Section 4. Finally Section 5 will give the conclusion to this paper.  

2   Theory 

The main AI techniques that are used in this project are Neural Networks, Self 
Organizing maps and Association Rule Mining. The basic theoretical concepts of 
these three techniques will be explained in this section. 

2.1   Neural Networks 

An Artificial Neural Network (ANN) is an information processing paradigm that is 
inspired by the way biological nervous systems, such as the brain, process information. 
The key element of this paradigm is the novel structure of the information processing 
system. It is composed of a large number of highly interconnected processing elements 
(neurons) working in unison to solve specific problems. ANNs, like people, learn by 
example. An ANN is configured for a specific application, such as pattern recognition 
or data classification, through a learning process. Learning in biological systems 
involves adjustments to the synaptic connections that exist between the neurons. This 
is true of ANNs as well. ANNs also have layers of neurons with synapses connecting 
them. Fig. 1 illustrates the different layers of an ANN and how the synaptic 
connections are used to interconnect those layers. 

Generally there are two methods of learning used in neural networks. These are 
called supervised learning and unsupervised learning. Those two learning methods are 
made use in different scenarios where neural networks are used to solve problems. 
Both learning methods have their own specific application vicinities.  

  

Fig. 1. Interconnections between different layers of an ANN. Input layer, Hidden layer and the 
Output layer are shown here. 
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• Supervised learning - which incorporates an external teacher, so that each output 
unit is told what its desired response to input signals ought to be an important issue 
concerning supervised learning is the problem of error convergence, i.e. the 
minimization of error between the desired and computed unit values.  

• Unsupervised learning - uses no external teacher and is based upon only local 
information. It is also referred to as self-organization, in the sense that it self-
organizes data presented to the network and detects their emergent collective 
properties. [10],[11] 

2.2   Self Organizing Maps 

A self-organizing map (SOM) is a type of artificial neural network that is trained 
using unsupervised learning to produce a low-dimensional (typically two 
dimensional) representation of the input space of the training samples. This makes 
SOM useful for visualizing low-dimensional views of high-dimensional data. Fig. 2 
illustrates neuron structure and connections in a Self Organizing Map. The model was 
first described as an artificial neural network by the Finnish professor Teuvo 
Kohonen, and is sometimes called a Kohonen Feature map [12]. 

 

Fig. 2. Neurons and interconnections in a Self Organizing Map. The weight matrix which 
connects the input layer and self organizing feature map is shown here. 

2.3   Association Rule Mining 

Association rule mining is to find out association rules that satisfy the predefined 
minimum support and confidence from a given database. The problem is usually 
decomposed into two sub problems. One is to find those item sets whose occurrences 
exceed a predefined threshold in the database; those item sets are called frequent or 
large item sets. The second problem is to generate association rules from those large 
items sets with the constraints of minimal confidence [7].  

3   Implementation 

The following sections discuss the algorithms and implementation details of each of 
the three problems:  
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3.1   Probability Prediction 

To train the supervised neural network of the Probability Calculation module of the 
system, the selling probability value of each and every data item had to be calculated 
first. A simple approach was taken to calculate the probability. The following formula 
was used: 

Probability = Number of occurrence of a certain package                  
Total Number of records 

(1) 

Therefore, if a specific parameter combination occurred six times, the probability 
would be (Total No. of records = 10000): 6/ 10000 = 0.0006. With this approach, 
every record would have an associated probability. 

A feed forward artificial neural network was trained using the input parameter 
values as the input values and the derived probability value as the output value. Once 
the network was trained, when a particular parameter combination is provided, the 
neural network provided the probability value as the output. Joone (Java Object 
Oriented Neural Engine) was used to implement the Neural Networks. It is a 
framework where a neural network can be easily constructed using basic components 
associated with ANNs, such as synapses and layers [13]. 

The input parameters of our data set were comprised of several data types like 
‘Date’ values, ‘String’ values and Numerical values. So, before inputting the data in 
to the supervised neural network, we had to convert all the data types into numerical 
values [14]. Different algorithms were used for different data types in order to convert 
them into numerical values. In dealing with ‘Date’ data type, first, the day of the year 
of each and every ‘Date’ value was calculated and then number of occurrences of that 
day of the year value in the given data set was taken as the numerical value for the 
particular ‘Date’ value. In that manner the highest occurred day of the year in a 
certain input parameter was given the highest weight compared to other days of the 
year. For ‘String’ data type, the number of occurrences of a certain ‘String’ value was 
taken as the respective numerical value of the ‘String’ value. Since, the number of 
occurrences of a specific ‘String’ value of data, is a variable with time, the normalized 
numeric value corresponding to that ‘String’ value is also a variable with time. So, 
this causes the selling probability value for same combination of input values a 
variable with time. But this is acceptable, since the selling probability of a specific 
vacation package can actually change over time. So, the number of occurrences of 
data was taken as the basis for calculating the normalized values for ‘String’ data.      

Then, the data set which was made numerical, had to be normalized before 
inputting to the neural network since the data of almost all input parameters, had a 
huge range and deviated a lot from the respective mean values. So, all the numerical 
values were normalized into an acceptable range before inputting into the neural 
network. Equation (2), which is given below was used to normalize the input value D 
in to normalized input value I. In (2), Imax is the highest value to which the input 
values were normalized into and Imin is the lowest value to which input values were 
normalized into. In our implementation Imax was taken as +1 and Imin was taken as -1. 
So, all the normalized input values were in the range of -1 to +1. Then, highest input 
value and the lowest input value of each input parameter were calculated. In (2), Dmax 
was taken as the highest input value of a particular input parameter and Dmin was 
taken as the lowest input value of the same input parameter.  
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               I = Imin + (Imax-Imin)*((D-Dmin)/(Dmax-Dmin)) (2) 

This method of normalization will scale input data into the appropriate range but will 
not increase its uniformity [15]. The normalized data for the example shown in  
Table 1 is given in the Table 3 below. 

Table 3. Sample of the Normalized data for the Probability Calculation 

TOTAL_COST BOOKING_DATE HOTEL_NAME 

-0.6920073 -0.66025641 -0.35135 

-0.9240703 -0.34562982 -0.86486 

-0.8205600 0.25985201 -0.67568 

After coming up with the input necessary for the Neural Network, the research was 
extended to find out the most appropriate configuration for the Neural Network to be 
used in the application. There were some guidelines followed in deciding the number 
of hidden layers and the number of neurons in the hidden layers [16]:  

• The number of hidden neurons should be in the range between the size of the input 
layer and the size of the output layer. 

• The number of hidden neurons should be around 2/3 of the input layer size, plus 
the size of the output layer. 

• The number of hidden neurons should be less than twice the input layer size. 

While following the above guidelines, the neural network was trained changing the 
number of hidden layers and number of neurons in the hidden layers. The Root Mean 
Squared Error (RMSE) value for each configuration of the neural network was 
recorded and the neural network which produced the lowest RMSE value was saved. 
The RMSE value for each configuration was calculated by (3), which is given below. 
In (3), f(xi) is the value predicted by the neural network, yi is the actual value which is 
in the data set and n is the number of records in the data set. 

 
(3) 

When input parameters of a certain vacation package was given to the system to find 
the selling probability, the neural network which was generated earlier is retrieved 
and the selling probability is calculated using that neural network. 

3.2   Package Recognition 

The SOM is an unsupervised neural network that would identify and group the data 
being fed into clusters without the need of human intervention. Therefore, appropriate 
normalizing of data is paramount for the success of the results that will be obtained. 

Since the same data set was used here as the probability prediction module, the 
same algorithm which was described in Section 3.1, is used in normalizing the data. 
But since we are concentrating on clustering, assigning numeric values for other data 
types was done without concerning about their number of occurrences. 
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Joone was used to implement the SOM with the use of its Kohonen Synapse. A 
10x10 map was used to cluster the data. This unsupervised network is trained and 
then saved to preserve consistency. Then, whenever there was a need to find out new 
vacation packages, that saved neural network is loaded and clustering of the data is 
done based on that. When clustering is done, the results are displayed graphically 
using Java 2D.  This Java 2D map displays the number of vacation packages found in 
the data set and the number of records in each of those vacation packages. The size of 
the neurons is determined by the number of records on each. 

After getting the dataset clustered the next task was to analyze the data and give 
away probable new package types. As mentioned above, some of the clusters contain 
records with same product group, which implies that cluster is an existing vacation 
package type. So those clusters can be neglected for analyzing. So to analyze the 
other clusters, first, the largest clusters with different product groups are chosen. 
Although the clustering is done based on normalized data, for analyzing purposes 
actual records of those normalized data had to be fetched. This was done by extracting 
the record number of the particular normalized record and retrieving the actual data 
values corresponding to that record number from the data set. Then in each cluster, 
the most occurred value for each parameter is determined. Then output objects are 
created with these values.  

So, to predict the vacation packages all the combinations from these highest values 
can be considered. To filter out the predicted vacation packages which are not 
practical in the real world, a rule set which is used in the current process of creating 
the vacation packages was used.  

3.3   Customer Interest Prediction 

The Predictive Apriori algorithm was followed here to determine association rules. 
Apriori is designed to operate on databases containing transactions. It uses a breadth-
first search strategy to counting the support of itemsets and uses a candidate 
generation function which exploits the downward closure property of support. [17] 

Association Rules were generated using the Destination of a travel package as the 
target parameter (ex: Colombo, Beijing) from the Predictive Apriori algorithm. The 
strength or the reliability of an association rule is called the confidence value. The 
confidence of an association rule is the percentage value that shows how frequently 
the rule head (right hand side of the association rule) occurs among all the groups 
containing the rule body (left hand side of the association rule). The confidence value 
indicates how reliable this rule is. Rules that exceed a threshold confidence value of 
0.5 are selected and this value is presented as the influence value of the holiday 
destination. The WEKA java library is used to carry out the implementation. 

Some rules generated in this manner are shown below: 
 

 
 
 
 
 
 
 

i. Booking_Month  = Jan & Hol_Has_Exec = No &  Hol_Has_Tour = No ==> Holiday_Destination 
=Beijing    ( Confidence Value: 0.95135) 

ii. Passenger_Age = 60-80 & Sex = Female &  Departure_Month = Sep ==> Holiday_Destination =Tokyo   
( Confidence Value: 0.93782) 

 
iii.  Departure_Month =Sep & Booking_Month =Jan &  Hol_Has_Tour = no  ==> Holiday_Destination 

=Moscow (Confidence Value: 0.89752) 



 Prophetia: Artificial Intelligence for TravelBox® Technology 29 

Using these rules, a set of preferred destinations for each customer can be presented in 
the following manner: 

• When a customer requests for a package search, booking details are entered and the 
respective customer details are retrieved from the database. 

• Using these details, the rules are searched for matching parameter values. 
• Respective destinations are retrieved from the rules that match, sorted according to 

the confidence value and presented. 

4   Results 

The following sections discuss the results and analysis of each of the three problems: 

4.1   Probability Calculation 

The first test was carried out to find out the suitable configuration for the network. 
From this test following parameters and combinations had to be determined.  

• The number of Layers for the network 
• Number of neurons in each layer 
• Number of training cycles (epochs)  

To identify the number of layers and number of neurons, the supervised network was 
trained with several configurations, while taking RMSE value as the deciding factor.  

 

Fig. 3. The training error of the single layer ANN plotted against the number of neurons used in 
the hidden layer 

Fig. 3 illustrates the RMSE values obtained when the network was tested using one 
hidden layer and changing the number of neurons from 1 to 17. Then the research was 
extended by using two hidden layer neural networks. Here, the research team recorded 
RMSE values changing the number of neurons in layer 1 from 1 to 17, while for each 
combination in layer 1 the changing number of neurons in layer 2 from 1 to 11. 

The combinations that returned the lowest values of the training error were then 
subjected to validation. This was done by using 80% of the data for training and using 
the left 20% for validating results. This is done to determine the number of effective 
training cycles to be used. Fig. 4 illustrates the training error obtained for different 
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number of cycles that the network was trained for. The number of cycles which 
produces the minimum validation error was taken as the number of training cycles for 
the network. 

 

Fig. 4. Validation graph for the supervised Neural Network. Training error and validation error 
are plotted against the number of cycles trained. 

Table 4 illustrates the optimum results obtained by testing: 

Table 4. Optimum results for Probability Prediction Neural Network 

FACT RESULT 

No. of hidden layers 1 

No. of neurons in the hidden layer 11 
No. of training cycles 15000 

The output of the application, which is the selling probability of the vacation 
package, is generated from the neural network by feeding in the input parameters of 
the vacation package and running a single cycle of the neural network. This final 
method was developed into a web service so that other modules in TravelBox® can 
access this module. 

An example of the functionality is given below: 

INPUT - Package Combination: 

BOOKING_DATE - 08/12/2008 0:00 A8P8 
DEPARTURE_DATE - 11/23/2008 0:00 A11P11 
PAX_COUNT - 2 
LEAD_AGE - 72 
TOTAL_COST - 2045.81 
TOTAL_PRICE - 2742 
NIGHTS - 11 
PRODUCT_GROUP - 09 
FLIGHT_DEP - LHR 
FLIGHT_DES - CAI 
ACCOM_CITY - CAI 
FLIGHT_CABIN_CLASS - ECONOMY 
AIRLINE - BA 
HOTEL_CODE - CAL21 
ROOM_TYPE - ECONOMY 
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OUTPUT – Selling Probability 
                       PROBABILITY                        -   0.013983 

The RMSE value which corresponds to the optimum result is 0.00205. The 
accuracy of the result improves as the RMSE value approaches 0 [18]. Since the 
obtained RMSE value is really close to 0, it can be assumed that the predicted 
probability values are really accurate. 

4.2   Package Recognition 

Fig.5 illustrates the clusters generated by the SOM used in Package Recognition 
module implemented using Joone. The number of clusters that were formed was 47 
clusters. These were close to the expected number of results as the package types that 
exist are 45. The other observation was that the number of clusters that were formed 
after training the network each time was a constant value. 

 

Fig. 5. Data clusters generated by Joone based Self Organizing Map. The thickness of a cluster 
is proportional to the number of records in the cluster. 

A second option was also tried which is still in its research phase known as GSOM 
(Growing SOM) which is a dynamic SOM which grows its neurons according to the 
data that is being clustered. The tool was modified according to the requirement of 
Prophetia and used for data clustering [19]. Fig.6 illustrates the clusters generated by 
GSOM based clustering. 

There were over 100 clusters formed that made it a difficult task to analyze and get 
a meaningful result. The large number of clusters that were formed caused a problem 
in analyzing and presenting these as feasible results. The project team experimented 
in trying to leverage the GSOM to reduce the number of clusters by adjusting the 
values of GSOM parameters such as Spread Factor, Learning Rate, and Weight 
Update Neighborhood. Still the number of clusters that were formed was above 100 
clusters. Another problem that occurred with the GSOM was that every time it was 
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trained different numbers of clusters were formed with different compositions. These 
results lead to abandoning the GSOM approach for this requirement. 

 

Fig. 6. Data clusters generated by GSOM based clustering. This shows the huge number of 
clusters generated by this approach. 

Therefore, the results generated through the SOM were analyzed and the data 
extracted by the algorithm mentioned in Section 3.2. Finally those newly identified 
Package types are displayed in a tabular format where it can be used for decision 
making. Fig. 7 shows the newly identified vacation packages presented in a tabular 
format. 

 

Fig. 7. Newly identified Vacation packages using the SOM displayed in a tabular form  

4.3   Customer Interest Prediction 

When customers enter their details to find out the holiday destinations which are most 
appropriate to them, the system uses the association rules which are generated using 
the Predictive Apriori algorithm to present them with the most appropriate holiday 
destinations. Without the loss of generality, the list of preferred destinations shown 
below for a customer that has the following parameters:  
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SEX - M 
MARITAL_STATUS - MARRIED 
AGE - 34 
BOOKING_DATE - 21/05/2009 
DEPARTURE_DATE - 24/09/2009 
FLIGHT - NO 
TOUR - NO 
EXCURTION - NO 
7_OR_LESS_DATES - YES 

 
List of Destinations 

Destination Confidence Value 
Beijing 0.8751 
London 0.7400 

Sydney 0.7397 

5   Conclusion 

The effort of integrating AI techniques into TravelBox® Technology has been a 
success with promising results. With the use of supervised neural networks, Self 
organized maps and association rule mining, Prophetia has achieved results that 
would have been hardly achieved with classical statistical methods. Further 
improvements should be made to these methods to further improve results before 
adopting it in commercial use but the steps that have been taken in this project in 
integrating AI in TravelBox® Technology will pave the way for future innovations in 
the range of products. 

6   Confidentiality 

The Contents of this paper represent intellectual effort from Codegen International 
(Pvt.) Ltd, and are confidential and bound by copyright laws. No part or ideas in this 
paper shall be reproduced or used without the written consent from Codegen 
International (Pvt.) Ltd. 
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Abstract. The difficulty in parameters selection of support vector machines 
(SVMs), which determines the performance of SVMs, limits the application of 
SVMs. In this paper, a directly determination (DD) method, which combines 
the existing practical approach used to compute parameters ε  and C with 
another method used to computeλ , is introduced. This method determines the 
values of parameters directly from analyzing training data without running 
SVMs training process. The results show it gets better performance than usual 
grid search method in terms of predicting accuracy. Moreover, it reduces the 
spent time to a minimum. For predicting the condition trend of reactor coolant 
pump (RCP), a forecasting model which combines Local SVMs, whose 
parameters are determined by DD method, and Time Series is used. The results 
of experiments show that the model is able to predict the developing trend of 
time series of features reflecting the pump running condition preferably. 

Keywords: Support Vector Machine, Parameters Selection, Condition Trend 
Prediction. 

1   Introduction 

The reactor coolant pump is a critical part of nuclear power plant, which is in charge 
of conveying heat generated in nuclear island to steam generator. If the pump failed, a 
hazard would be caused consequently. So, predicting the developing trend of the 
running condition of the pump and performing predictable maintenance is quite 
necessary for achieving high reliability. 

Because of the noisy, non-stationary and chaotic characteristic of signal of 
mechanical equipment, the prediction method [1], which based on the stationary 
signal, such as AR model, MA model, and ARMA model, can not be efficiently used 
to predict the condition of mechanical equipment. In recent years, Support Vector 
Machines (SVMs) gradually become the hot research point in the field of artificial 
intelligence for its favorable generalization ability and have been successfully applied 
to predict non-stationary time series [2-4]. However, the hard selection of parameters 
of SVMs, which determine the performance of SVMs, in some extent limits the 
application of SVMs. Existing software implementations of SVMs usually treat these 
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parameters as user-defined inputs, or use grid search method based on k -folds cross 
validation to optimize these parameters. The former requires the user have a priori 
knowledge to the faced problem or user expertise. Obviously, this approach is not 
appropriate for non-expert users. The later is very time-consuming and not meets the 
time requirement of industry. 

In this paper, the optimization of parameters of SVMs is studied. and Local SVMs, 
combining the local algorithm and SVMs, and getting better performance than 
traditional SVMs in practice [5,6], is used to forecast the condition trend of reactor 
coolant pump. 

2   Principle of SVMs Regression  

SVMs developed by Vapnik and his co-works are used for pattern recognition 
problem initially. In order to generalize the results obtained for pattern recognition 
problem to regression problem, ε -insensitive cost function is introduced [7]. To given 
training data set 
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where the C is a positive constant (penalty parameter), and coefficients 
iξ and

iξ ∗ are 

slack factors. 
This optimization formulation can be transformed into the dual problem and its 

solution is given by 
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= − +∑x x x  (3) 

where ( , )iK x x is kernal function equaling ( ) ( )iϕ ϕix x and
iα and *

iα are lagrangian 

multipliers. The training points that appear with non-zero multipliers are called 
Support Vectors (SVs). In this paper, the redial basis kernel function (RBF) widely 
used in practice is selected: 

2( , ) exp( || || )i j i jK λ= − −x x x x  (4) 
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From Eq. (2) to Eq. (4), it can be known that SVMs generalization performance 
(estimation accuracy) depends on a good setting of hyperparametersε , C and λ . 

3   Optimization of Hyperparameters  

Selection of parameterε . Parameterε controls the width of theε -insentive zone. 
Too large or too smallε -value, corresponding to underfit or overfit learning 
respectively, doesn’t make the SVM exhibits good performance.  

It is well-known that the value ofε should be proportional to the input noise level, 
that is ε σ∝ , where σ is standard deviation of training targets. Based on this, 
Cherkassky [8] found the following practical prescription forε : 

ln
3

l

l
ε σ=  (5) 

whereσ is the standard deviation of input noise and l is the number of training 
samples. This expression provides good performance for various data set sizes, noise 
levels and target functions for SVMs regression. 

However, in practice, the input noise variance is always not known. It should be 
estimated via k -nearest-neighbor’s method: 
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Since accurate estimation of noise variance is not affected much by specific k -value, 

we set k =3.   
Selection of parameterC . Parameter C determines the trade off between empirical 

risk and model complexity. If C is too large (infinity), then the objective is to 
minimize the empirical risk only, without regard to model complexity in the 
optimization formulation (Eq. 2). IfC is too small (zero), then the objective does not 
consider the penalty on deviations which is larger thanε . Under these two situations, 
it is impossible for SVMs to obtain good regularization performance. A good value 
ofC should be chosen according to the range of output values of training data [9,10]. 
The prescription for parameter C is given by: 

max( 3 , 3 )y yC y yσ σ= + −  (7) 

where y and
yσ are the mean value and the standard deviation of training targets 

respectively. 
Selection of parameter λ . The role of kernel function in the problem of SVMs is to 

map data in the low dimensional space into the high dimensional space. 
Different λ mean different distribution complexity of data in high dimensional space. 
Parameter λ can be computed by the following kernel alignment method [11-13]: 
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optimal λ makes Eq. (8) get the maximum value. 
To evaluate the performance of the method described above, we compare it with 

the usual method of two-dimensional grid search, used to select C and λ whileε is 
determined by Eq. (5). For convenience, we definite it as directly determination (DD) 
method.  

Through a amount of experiments, we found that for differentε , the curves of 
predicting error with λ and C are similar, which can be illustrated by Fig. 1, and the 
ε

2(log 0.4816)ε = − selected by Eq. (5) results in small predicting error and a small 

quantity of SVs, as shown in Fig. 2. The similar results can be obtained on other 
datasets.  

Fig. 1. On mpg dataset, prediction error as a function of paramters λ andC for given ε . From 

subfigure (a) to (f), 
2log ε is -8, -6, -4, -2, 0, 2, respectively 

For the Grid Search(GS) method, we uniformly discretize the [-10,10]× [-10,10] 
region to 212 = 441 points. At each point, a fivefold cross-validation is conducted. The 
point with the best CV accuracy is chosen and used to predict the test data. All the 
experiments are based on the software LibSVM [14]. For each dataset [15], 80 
percent of the data is used for training and the rest is used for testing. The prediction 
performance is evaluated by Mean Square Error (MSE). 
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Fig. 2. On mpg dataset, the predict-error and SVs as a function  of ε  
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The results of the experiment are presented in Tabel 1. It can be clearly seen that the 
DD method is very competitive with the usual grid search method in terms of MSE 
and cost much less time, which is because DD method optimizes parameters 
C and λ without experiencing training process, compared with GS method 5×441 
training times. 

Table 1. Comparison of the two parameters selection methods 

Grid Search Method Directly Determine Method Dataset 
MSE Time (s) MSE Time (s) 

pyrim 0.0031 4.1719 0.0062 0.0938 
triazines 0.0249 20.375 0.0301 0.0625 
bodyfat 3.29E-06 23.1719 1.16E-06 0.1094 

mpg 22.863 52.3906 18.6925 0.1094 
housing 127.7668 73.0156 113.8565 0.1563 

mg 0.0145 2699.4 0.0146 0.4375 
spacega 0.0452 22677 0.0228 1.3125 
abalone 3.2527 9743.6 3.2222 2.9531 

4   Application of SVMs in Predicting Behavior of RCP  

The signal collected from RCP is a time series { , 1, , }ix i n= , such as vibration 

amplitude, temperature, to name a few, which violates with the data format required 
by SVM and needs transformation. The concept of phase space reconstruction is 
introduced to solve this problem [16,17]. It is presented as follows: 
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where N n mτ= − . m is embedding dimension which can be estimated by psedo-
neighbor method [18] andτ is delay time, estimated by mutual information method [19]. 

The algorithm of Local SVMs, whose parameters are determined by DD method, is 
simple, let be

1 1{( , ), , ( , )}l lZ y y= x x the training set and let be ∗x a test input, in 

order to estimate the output ( )y ∗x , Local SVMs proceed as follows: 

1. Compute the M nearest neighbors, in the input space, of ∗x among the 
training inputs. These M neighbors define a subset of the training set. Let’s 
call ( )MZ Z∗ ⊂x this subset. In this paper, we set 30M = . 

2. Using ( )MZ ∗x as learning set, compute a SVM. This SVM approximates 

( )y ∗x in a neighborhood of ∗x by ( )Mf
∗ x . 

3. Estimate ( )y ∗x by ( )Mf
∗ ∗x . 

With frequency of once a week, several features, such as displacement of pump shaft, 
motor vibration, temperature of motor radial bearing and temperature of motor thrust 
bearing, are recorded from a running RCP. These features are indicators of the running 
condition of coolant pump. With the use of Local SVMs, we do the predicting for each 
time series of feature, as shown in Fig.3 to Fig.6. In order to satisfy the ratio of training 
samples/predicting samples equals 4:1, we did 47 steps prediction for displacement of 
pump shaft and motor vibration, 41 steps for temperature of motor radial bearing, and 
40 for temperature of motor thrust bearing. From the figures, it is clearly seen that Local 
SVMs is able to predict the developing trend for each feature. 

 

Fig. 3. Prediction of displacement of pump shaft 
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Fig. 4. Prediction of motor vibration 

Fig. 5. Prediction of temperature of motor radial bearing 

Fig. 6. Prediction of temperature of motor thrust bearing 

 



42 G. Yan and Y. Zhu 

5   Conclusions 

Condition predicting is very important for predictive maintenance. In order to apply 
SVMs into real practice effectively, we determine the parameters directly  
from analysing train data without running SVM training process. This method not 
only guarantees the predicting accuracy, but also reduces the consumed time into  
the minimum. Combining the phase space reconstruction, Local SVMs are used in the 
trend prediction of field data of reactor coolant pump. It obtains good performance 
and is able to predict the developing trend correctly. Local SVMs can predict the 
condition trend automatically, avoiding the interference of human, and offer one 
choice for predictive maintenance. 

Acknowledgments. This work was supported by the National High Technology 
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Abstract. Fireflies, as one of the most spectacular examples of synchroniza-
tion in nature, have been investigated widely. Mirollo and Strogatz (1990) pro-
posed a pulse-coupled oscillator model to explain the synchronization of South
East Asian fireflies (Pteroptyx malaccae). However, transmission delays were
not considered in their model. In fact, when transmission delays are introduced,
the dynamic behaviors of pulse-coupled networks change a lot. In this paper,
pulse-coupled oscillator networks with delayed excitatory coupling are studied.
A concept of synchronization, named weak asymptotic synchronization, which
is weaker than asymptotic synchronization, is proposed. We prove that for pulse-
coupled oscillator networks with delayed excitatory coupling, weak asymptotic
synchronization cannot occur.

Keywords: Synchronization, Desynchronization, Pulse-coupled oscillators.

1 Introduction

Since Buck’s pioneer work [1] on the synchronization of fireflies was published in 1988,
many kinds of biological models have been proposed for studying flashing behaviors of
fireflies. In particular, inspired by Peskin’s model for self-synchronization of the cardiac
pacemaker [2], Mirollo and Strogatz (MS) proposed a pulse-coupled oscillator model
with undelayed excitatory coupling to explain the synchronization of huge congrega-
tions of South East Asian fireflies (Pteroptyx malaccae) [3]. The main result in [3] is
that for almost all initial conditions, the system eventually becomes completely syn-
chronized. With the framework of MS model, many results on pulse-coupled networks
with undelayed excitatory coupling have been obtained [4,5,6,7,8].

However, transmission delays are unavoidable in real biological systems. For exam-
ple, experiments show that normally the transmission delays of most fireflies from sen-
sors to motor actions of flashing are around 200ms (see [1]). In fact, it has been shown in
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2009



46 W. Wu and T. Chen

previous research [9,10,11,12] that the system becomes desynchronized as transmission
delays are introduced into MS model. To the best of our knowledge, before the publi-
cation of our previous paper [13], this desynchronization was proved only for the case
of two pulse-coupled oscillators. Instead, for the case that the number of pulse-coupled
oscillators exceeds 2, the phenomenon of desynchronization was revealed only by sim-
ulations. In [13], we proved that under reasonable assumptions, N ≥ 2 pulse-coupled
oscillators with delayed excitatory coupling cannot achieve complete synchronization.

The complete synchronization defined in [13] (see Definition 1 in Section 3) requires
that all the oscillators reach perfect synchronization in finite time. It is natural to raise
the following question: Would the phase differences among oscillators converge to zero
as time goes to infinity? Equivalently, can asymptotic synchronization occur? We will
address this question in this paper. More precisely, we will give a negative answer to
the question. Furthermore, we even prove a stronger result: synchronization in a weaker
sense also can not occur. For this purpose, instead of discussing asymptotic synchro-
nization directly, we discuss a weaker form of synchronization, called weak asymptotic
synchronization, in which the differences of firing times for oscillators converge to zero
as time goes to infinity (see Definition 3 in Section 3). This definition originates from
the observation that usually synchronization of fireflies only requires that the differ-
ences of firing times converge to zero. Since, at night fireflies can be observed only
when they flash.

In this paper, we not only exclude the possibility of achieving weak asymptotic syn-
chronization, but also reveal, to some extent, the regularity of flashing behaviors of
pulse-coupled networks with delays. Firstly, we prove an important lemma (Lemma 2),
which shows that the differences of firing times for oscillators will increase exponen-
tially only if the system evolves to a state in which all the differences of firing times
are less than the delay τ . It is well known that for MS model, if the phase differences
are sufficiently small, complete synchronization will be achieved after the next round of
firings (see [3]). Instead, from the lemma, one can see that when transmission delays are
introduced, the dynamic behaviors of pulse-coupled networks change a lot. Then, by the
lemma, we prove a theorem, which describes the limit behavior of sequences of firing
times. Using this theorem, we can easily obtain that pulse-coupled oscillator networks
with delayed excitatory coupling cannot achieve weak asymptotic synchronization.

The rest of the paper is organized as follows: In Section 2, we describe the network
model. In Section 3, some definitions are given, and several results in [13], which will
be used in the proof of the main results, are recalled. In Section 4, the main results are
proved. We conclude the paper in Section 5.

2 Model

The network consists of N ≥ 2 pulse-coupled identical oscillators. The coupling is
all-to-all. Each oscillator is characterized by a state variable xi which is assumed to
increase toward a threshold at xi = 1 according to xi = f(ϕi), where f : [0, 1] → [0, 1]
is smooth, monotonic increasing, and concave down, i.e., f ′(θ) > 0 and f ′′(θ) < 0 for
all θ ∈ (0, 1). Here, ϕi ∈ [0, 1] is a phase variable such that (i) dϕi/dt = 1/T , where
T is the cycle period (without loss of generality, we assume T = 1); (ii) ϕi = 0 when
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the ith oscillator is at its lowest state xi = 0, and (iii) ϕi = 1 at the end of the cycle
when the ith oscillator reaches the threshold xi = 1. When xi reaches the threshold,
the ith oscillator fires and xi jumps back instantly to zero, after which the cycle repeats.
That is,

xi(t) = 1 ⇒ xi(t+) = 0. (1)

Because of the presence of the transmission delay, the oscillators interact by the follow-
ing form of pulse-coupling: when an oscillator fires at time t, it emits a spike; after a
transmission delay τ , the spike reaches all other oscillators at time t + τ and pulls them
up by an amount ε, or pulls them up to firing, whichever is less than ε. That is,

xi(t) = 1 ⇒ xj(t + τ) = min[1, xj((t + τ)−) + ε], ∀j �= i. (2)

Note that if n ≥ 2 oscillators fire at time t simultaneously, then at time t + τ , the state
variables of the n oscillators increase by an amount (n − 1)ε and the state variables of
all other oscillators increase by an amount nε. That is,

xi1 (t) = xi2 (t) = · · · = xin(t) = 1

⇒ xj(t + τ) =

{
min[1, xj((t + τ)−) + (n − 1)ε], j ∈ {i1, . . . , in}
min[1, xj((t + τ)−) + nε], j �∈ {i1, . . . , in} (3)

In addition, as in [13], we make two assumptions:

(A1) The system starts at time t = 0 with a set of initial states 0 < xi(0) ≤ 1, and
there are no firings in the time interval [−τ, 0).

(A2) The transmission delay τ and the coupling strength ε satisfy f(2τ) + Nε < 1.

With the monotonicity of f , the state variable xi and the phase variable ϕi are one-to-
one correspondence. Therefore, the synchronization of the state variables x1, . . . , xN is
equivalent to the synchronization of the phase variables ϕ1, . . . , ϕN . In the following,
instead of investigating xi, we investigate dynamical behaviors of ϕi directly.

From the above description, the phase variable possesses the following properties.

Proposition 1. The phase variable ϕi satisfies:

(a) If n ≥ 1 spikes reach the ith oscillator at time t, then ϕi(t) = f−1
(
min[1,

f(ϕi(t−)) + nε]
)
;

If no spikes reach the ith oscillator at time t, then ϕi(t) = ϕi(t−).
(b) If ϕi(t) = 1, then ϕi(t+) = 0;

If ϕi(t) < 1, then ϕi(t+) = ϕi(t).
(c) If no spikes reach the ith oscillator in the time interval (t1, t2) and the ith oscillator

do not fire in (t1, t2), then ϕi(t−2 ) = ϕi(t+1 ) + (t2 − t1).

For the convenience of later use, we introduce the notation Fn(θ) = f−1
(
min[1, f(θ)+

nε]
)
, where 0 ≤ θ ≤ 1 and n ∈ Z

+ = {z ∈ Z| z ≥ 0}. Then, Proposition 1(a) becomes
that if n ≥ 1 spikes reach the ith oscillator at time t, then ϕi(t) = Fn(ϕi(t−)); if no
spikes reach the ith oscillator at time t, then ϕi(t) = ϕi(t−) = F0(ϕi(t−)).
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3 Preliminaries

In this section, we give some definitions, and present some results obtained in [13].
Firstly, we give several concepts of synchronization in pulse-coupled oscillator

networks.

Definition 1. If for a given set of initial phases [ϕ1(0), ϕ2(0), . . . , ϕN (0)], there exists
a t0 ≥ 0 such that the phase variables of arbitrary oscillators i and j satisfy

ϕi(t) = ϕj(t), for all t ≥ t0, (4)

then we say that for this set of initial phases, the pulse-coupled oscillator network can
achieve complete synchronization.

Definition 2. If for a given set of initial phases [ϕ1(0), ϕ2(0), . . . , ϕN (0)], the phase
variables of arbitrary oscillators i and j satisfy

lim
t→+∞ d(ϕi(t), ϕj(t)) = 0, (5)

where d(·, ·) is defined by

d(θ1, θ2) = min
[| θ1 − θ2|, θ1 + 1 − θ2, θ2 + 1 − θ1

]
, (6)

then we say that for this set of initial phases, the pulse-coupled oscillator network can
achieve asymptotic synchronization.

Definition 3. If for a given set of initial phases [ϕ1(0), ϕ2(0), . . . , ϕN (0)], there exist
non-negative integers k1, k2, . . . , kN such that the firing times of arbitrary oscillators i
and j satisfy

lim
m→+∞

∣∣ tim+ki
− tjm+kj

∣∣ = 0, (7)

where trm is the time at which the rth oscillator fires its mth time, then we say that
for this set of initial phases, the pulse-coupled oscillator network can achieve weak
asymptotic synchronization.

Remark 1. It is clear that complete synchronization is a special case of asymptotic
synchronization, and asymptotic synchronization is a special case of weak asymptotic
synchronization. The relations can be expressed as follows:
Complete synchronization ⊆ Asymptotic synchronization ⊆ Weak asymptotic synchronization

Secondly, we present several results in [13], which will be used in the sequel.

Proposition 2. (Proposition 2(e)-(f) in [13])

The function Fn(θ) has the following properties:
(a) If 0 ≤ θ, δ < 1, n ≥ 0 and Fn(θ + δ) < 1, then Fn(θ) + δ ≤ Fn(θ + δ),

and the equality holds if and only if δ = 0 or n = 0;
equivalently, if 0 ≤ θ1 ≤ θ2 < 1, n ≥ 0 and Fn(θ2) < 1, then θ2 − θ1 ≤
Fn(θ2) − Fn(θ1),
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and the equality holds if and only if θ1 = θ2 or n = 0.
(b) Fn1(Fn2(θ)) = Fn1+n2(θ) for all 0 ≤ θ ≤ 1 and all n1, n2 ∈ Z

+.

Proposition 3. (Lemma 1 in [13]) Under the assumptions (A1) and (A2), if an oscil-
lator fires at time t1 and t2 with t1 �= t2, then |t1 − t2| > 2τ .

Proposition 4. (Theorem 1 in [13]) Under the assumptions (A1) and (A2), from any
initial phases (other than ϕ1(0) = · · · = ϕN (0)), the pulse-coupled oscillator network
with delayed excitatory coupling cannot achieve complete synchronization.

4 Main Results

Before deriving the main results, we prove the following two lemmas.

Lemma 1. There exists a constant α > 1 such that the inequality

α(θ2 − θ1) < Fn(θ2) − Fn(θ1)

holds for any 0 ≤ θ1 < θ2 < 1 and n ≥ 1 satisfying Fn(θ2) < 1.

Lemma 2. Suppose that the assumptions (A1) and (A2)are satisfied, andm1, . . . , mN >
1 are N integers. For some set of initial phases, if the firing times t1m1

, . . . , tNmN
and

t1m1+1, . . . , t
N
mN+1 satisfy∣∣ timi

− tjmj

∣∣ < τ, i, j = 1, . . . , N, (8)∣∣ timi+1 − tjmj+1

∣∣ < τ, i, j = 1, . . . , N, (9)

then for any pair of firing times timi
and tjmj

satisfying timi
≤ tjmj

, we have

α(tjmj
− timi

) ≤ tjmj+1 − timi+1 , (10)

and the equality holds if and only if timi
= tjmj

, where α > 1 is the constant in Lemma 1.

Proof of Lemma 1 and Lemma 2 are omitted here.
Lemma 2 shows that the differences of firing times for oscillators will increase ex-

ponentially only if the system evolves to a state in which all the differences of firing
times are less than the delay τ . Using this lemma and Propositions 3-4, we can prove
the following theorem, which describes the limit behavior of sequences of firing times.

Theorem 1. Under the assumptions (A1) and (A2), from any initial phases (other than
ϕ1(0) = · · · = ϕN (0)), the firing times of the oscillators satisfy

lim sup
m→+∞

max
1≤i<j≤N

∣∣ tim+ki
− tjm+kj

∣∣ ≥ τ , (11)

where ki, i = 1, . . . , N , are arbitrary non-negative integers.
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Proof: We employ “proof by contradiction”. Suppose that there exists a set of initial
phases [ϕ1(0), . . . , ϕN (0)], which are not all equal, such that

lim sup
m→+∞

max
1≤i<j≤N

∣∣ tim+ki
− tjm+kj

∣∣ < τ (12)

holds for some set of non-negative integers k1, . . . , kN . It means that there exists an
integer M > 0 such that for all i, j = 1, . . . , N and m > M , there holds∣∣ tim+ki

− tjm+kj

∣∣ < τ. (13)

In the following, we give the contradiction.
From Propositions 3 and 4, it can be seen that the firing times t1M+1+k1

, . . . , tNM+1+kN

will never be all the same. In fact, if t1M+1+k1
= · · · = tNM+1+kN

= T , then by Proposi-
tion 3, in the time interval [T −2τ, T ), no oscillators fire. Combining this with the equal-
ities ϕ1(t1M+1+k1

) = · · · = ϕN (tNM+1+kN
) = 1, i.e., ϕ1(T ) = · · · = ϕN (T ) = 1, we

conclude ϕ1(t) = · · · = ϕN (t) for all t ≥ T , which contradicts Proposition 4.
Denote

δ0 = max
1≤i<j≤N

∣∣ tiM+1+ki
− tjM+1+kj

∣∣ ,
which is positive by previous arguments. From Lemma 2 and (13), it follows that for all
m > M ,

max
1≤i<j≤N

∣∣ tim+ki
− tjm+kj

∣∣ > αm−Mδ0 .

It means that

lim
m→+∞ max

1≤i<j≤N

∣∣ tim+ki
− tjm+kj

∣∣ = +∞ ,

which contradicts (12).
Theorem 1 is proved. �

It can be easily seen that Theorem 1 excludes the possibility that pulse-coupled net-
works with delayed excitatory coupling achieve weak asymptotic synchronization. So,
we have the following theorem.

Theorem 2. Under the assumptions (A1) and (A2), from any initial phases (other
than ϕ1(0) = · · · = ϕN (0)), the pulse-coupled oscillator network with delayed excita-
tory coupling cannot achieve weak asymptotic synchronization.

By Theorem 2 and Remark 2, the following theorem is clear.

Theorem 3. Under the assumptions (A1) and (A2), from any initial phases (other
than ϕ1(0) = · · · = ϕN (0)), the pulse-coupled oscillator network with delayed excita-
tory coupling cannot achieve asymptotic synchronization.

5 Conclusions

In this paper, the pulse-coupled network model is further studied. A concept of syn-
chronization, called weak asymptotic synchronization, which is weaker than asymp-
totic synchronization, is proposed. An important lemma is given. With this lemma, it is
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proved that under the assumptions (A1) and (A2), from any initial phases (other than
ϕ1(0) = · · · = ϕN (0)), the network cannot achieve weak asymptotic synchronization.
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Abstract. This paper presents a comparison of different paradigms used

for missing data imputation. The data set used is HIV seroprevalence data

from an antenatal clinic study survey performed in 2001. Data imputation

is performed through five methods: Random Forests; auto-associative neu-

ral networks with genetic algorithms; auto-associative neuro-fuzzy config-

urations; and two random forest and neural network based hybrids.

Results indicate that Random Forests are superior in imputing missing

data for the given data set in terms of accuracy and in terms of compu-

tation time, with accuracy increases of up to 32 % on average for certain

variables when compared with auto-associative networks. While the con-

cept of hybrid systems has promise, the presented systems appear to be

hindered by their auto-associative neural network components.

Keywords: auto-associative, imputation, missing data, neural network,

random forest.

1 Introduction

Real world studies are often impacted negatively due to data that are missing.
This common problem creates difficulty with data analysis, study and visual-
isation [1,2]. Insights into characteristics of the data may be reduced due to
missing information and, furthermore, the underlying cause for the missing data
may make the missing data particularly interesting or of significance to the study.
Cascaded systems, such as those responsible for decision making based on cer-
tain decision making policies, may be hindered by the missing information and
rendered unusable. For these reasons, it is important to find effective and viable
methods to impute missing data.

This paper evaluates the concept, classification, problem and treatment of
missing data. A background on the methods and paradigms used is provided,
followed by a description of the implementation. The data set is considered, and
thereafter, comparisons are drawn between the implemented paradigms. Finally
a discussion is presented and conclusions are reached.
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2 Missing Data

Missing data are a problem inherent and common in data collection, especially
when dealing with large, real world data sets. Missing data impact on decision
support systems and make statistical evaluation methods difficult to perform.
Results are degraded through the use of arbitrary or random assignment to the
missing data elements [3]. In surveys in particular, information may be missing
due to incomplete variable collection and non-response from subjects, poorly
defined surveys, and data being removed for reasons such as confidentiality [1,2].
These explanations for missing survey data may provide insight into the large
proportion of missing data in the set used in this study, as discussed in section 5.

2.1 Missing Data: Categorisation and Mechanism

Missing data can be categorised based on the pattern and mechanism of absence.
The methods with which the missing data are dealt are dependent on this cat-
egorisation. Three broad categories for pattern absence are defined: monotone
missingness, file matching, and general missingness [4,5].

Missing data are also often classified into one of three mechanisms, as defined
by Little and Rubin [4]. The mechanisms, in order from least to most dependent
on other information, are: missing completely at random (MCAR); missing at
random (MAR); and the non ignorable case [1,4]. In the MCAR case, data cannot
be predicted using any information in the set, known or unknown. For the MAR
mechanism, there is a correlation between the missing data and the observed
data, but not necessarily on the values of the missing data [6].

2.2 Dealing with Missing Data

A number of strategies have been devised for dealing with missing data. The sim-
plest means is discarding the instances for which data are missing (a complete-
case method), which is inefficient and potentially leads to biased observations
and information waste [1]. Despite this, the method is used commonly in prac-
tice [2]. Other techniques include available-case procedures, weighting procedures
and imputation-based procedures [6]. We consider imputation methods which
involve predicting the values of the missing data and can be applied to MCAR
and MAR cases [7]. Two categories of techniques exist, non-model based and
model-based. Non-model based approaches include mean imputation and hot-
deck imputation, techniques which are said to decrease the variance in statis-
tical procedures, lead to standard errors and to result bias [6]. Model-based
approaches include regression-based techniques, multiple imputation [7], expec-
tation maximisation [8] and neural network (NN) based approaches [1,8,9].

3 Background

A number of learning paradigms are considered which form networks and hybrid
networks for comparative purposes in this work. These are generally connected
in auto-associative configurations [9], as discussed in section 4.
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3.1 Random Forests

Ensemble or network committees are algorithms in machine learning that com-
bine individual paradigms to form combinations that are often more accurate
than the individual classifier alone [10]. In the classification case, overall predic-
tions can be obtained from such a network using a weighted or an unweighted
voting system; in the regression case, overall predictions can be chosen through
an averaging technique. Obtaining a general understanding of why such methods
succeed is an active area of research [10,11].

A decision tree is a tree with nodes that contain information corresponding
to attributes in the input vectors. This information is used to follow a decision
path for a given set of input attributes, depending on either thresholding nodes
(as in the case of a continuous variable) or categorical nodes (as in the case of
categorical data) [12]. Even though decision trees have appeal for being straight-
forward and fast, they are prone to being overly adapted to the training data or
to a loss in accuracy for generalisation through tree pruning [13].

“Random Forest” (RF) is an algorithm that generalises ensembles of deci-
sion trees [14], with the ability to perform both regression and classification.
RFs make use of bagging (bootstrap aggregation) to combines multiple random
predictors in order to aggregate predictions [15], allowing for high complexity
without over-generalising and over-fitting to the training data [13]. RF has been
used with success in the context of missing data [12]. RFs were first introduced
in 2000 and are a trademark of Cutler and Breiman [10].

If Θ is the possible variables, and h(x,Θ) denotes a tree grown using Θ to
classify a vector x, then an RF can be defined as f = {h (x,Θk)} , k = 1, 2, ...,K,
in which Θk ⊆ Θ [12,15]. Each tree contains an individually selected subset of
the overall attribute collection. The algorithm for RF growth is presented in [14].

RFs are a good candidate for a missing data study [10,14] and have recently
been an area of active research since they have advantageous features and high
success rates [10]. They are fast and have accuracy greater than that of single
classification and regression trees (CART). They are furthermore impervious to
over-fitting the data and do not have dimensionality problems - running effec-
tively on thousands of variables. RFs give a self-assessment and have built in
variable importance assessment capabilities [14].

3.2 Other Paradigms

Multilayer Perceptron (MLP) Artificial Neural Networks (ANNs) are
ANNs that consist of an interconnection of the processing elements, generally
placed in three classes: the input layer, the output layer and the hidden layer [16].
A process of supervised learning allows the weights of the network to be adjusted
yielding a feed-forward network capable of modelling complex and non-linear
relationships [17]. A number of different optimisation strategies are available in
training the network, such as conjugate gradient descent [16].

Fuzzy Inference Systems (FISs) operate through a process of fuzzification,
operation and implication [18]. FISs are well suited to knowledge of linguistic if-
then rules, offering an advantage in terms of learning capability, while data based
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learning is better suited to ANNs [19]. Neuro-fuzzy systems provide the benefit
of both subsystems and consist of rule sets and inference systems combined
with or governed by a connectionist structure for optimisation and adaptation
to given data. Adaptive neuro-fuzzy inference system (ANFIS) implements a
Takagi Sugeno (TS) FIS and consists of five layers, as indicated by the schematic
architecture of the system presented in [20,21].

Genetic Algorithms (GAs) are search methods that are widely used to
solve optimisation problems. Genetic algorithms employ their heuristic search
by modelling properties of biological evolution including: crossover; inheritance;
mutation; and selection, to solve optimisation problems [22]. Convergence exists
due to the fitness of an individual (representing an element in the search space
that may be an appropriate solution to the problem) in a given population
dominating over another individual [22,23]. Through an evolutionary process,
survival of the fittest ensues.

Auto-Associative NN Encoder Networks are system models which are
trained to recall an input. The number of outputs is thus equal to the number
of inputs [9]. The networks usually have fewer hidden nodes than inputs (or
outputs), creating a bottleneck. The auto-encoder network detects missing data
by forward propagating known elements and a predicted value for the unknown
elements, and minimising the overall error between the input and the output
using an intelligent search method, such as a GA [8,9].

4 Methodology and System Topologies

The RFs used throughout the analysis generally have 70 trees. The parameter
for minimum size of terminal nodes set at 7, and number of variables to be
sampled randomly at each split (m) is set to 3 (much less than the total number
of inputs M which is 14 [24]). This combination was determined experimentally
to be the optimal set of parameters through maximisation of the number of hits
(i.e. the number of correct predictions). Regression RFs are used when predicting
ordinal variables, which are encoded to be continuous values ranging from 0 - 1,
and classification RFs when predicting categorical variables, such as HIV status
(indicated in table 1). Since each RF predicts a single variable, an attempt was
made to form RFs to predict each of the fourteen variables, and combine this
with a GA to form an RF based auto-associative network. This method does not
yield favourable results, but the resulting RFs are used to impute the different
missing variables. For multiple missing values, the methodology presented in
figure 1 is employed.

The Auto-associative Neural Network combined with a GA (AANN-
GA) is used as in [9]. For the 14 input/output system, the optimal number of
hidden nodes, determined experimentally, is 11. The number of training cycles is
400, based on the minimum point of the validation curve and a linear activation
function is used with scaled-conjugate descent training.

The Auto-associative Adaptive Neuro-Fuzzy Inference System with
a GA (AANF-GA) implements a network of 14 ANFIS networks. Since each
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Fig. 1. Flow chart indicating the concept used in imputing multiple missing variables

with regression and classification RFs

network predicts a single value, a system of 14 is set up in order to minimise
the error between the input and the output in an auto-associative configuration.
Each of the ANFIS systems uses subtractive clustering to train, with a training
radius of 0.2, 20 training epochs, and a stopping criterion of 0.01.

In the Random Forest & Auto-associative Neural Network Hybrid
topology, the RF is placed in cascade with an AANN-GA, forming the RF-
AANN-GA. The RF is used to predict a set of missing variables in an experiment
set, and the predictions are recorded. These predictions are then used as limits for
the search space of the GA in the AANN-GA system. Since the variable range is 0 -
1, a tolerance of 10 % is added the variable such that the GA has a slightly broader
search space. The principle is that by limiting the search space, the AANN-GA will
have improved efficiency. A similar principle is successfully applied in [1], in which
C4.5 decision trees are used to limit the search space. The AANN-GA and RF have
the same structures and parameters as the aforementioned standalone optimised
structures.

The Auto-Associative Neural Network & Random Forest Hybrid
topology combines the AANN-GA system in cascade with an RF, forming the
AANN-GA-RF. The principle behind the operation is that the RF learns the
underlying problems with the AANN-GA system and compensates for them. In
order to achieve this, the data are divided into four sets: training; validation;
testing and experimental. The training and validation data are used to train and
obtain the best model for the AANN-GA using early stopping [25]. Thereafter,
data are removed from the testing and experimental sets to yield artificially
incomplete sets, and these incomplete sets are propagated through the AANN-
GA to obtain missing data predictions from the AANN-GA. The testing data
and imputed values are made to form a complete set. This testing set is then
used as a training set for the RF, with the target being the original correct
data. In this way, the RF is made to compensate for the error introduced by the
AANN-GA. The experimental set is then used to test the RF.



58 A. Pantanowitz and T. Marwala

5 Data Evaluation and Preprocessing

Preprocessing of data allows for the data to be of appropriate form for the ma-
chine learning paradigms. The data set used is based on a study performed in
2001 for national human immunodeficiency virus (HIV) and syphilis seropreva-
lence in women attending antenatal clinics in South Africa [26]. The variables
contained in the data set are outlined in table 1. Note that the data ranges given
are for once the variables have been processed according to the given rules. Gra-
vidity refers to the number of times a woman has been pregnant, and parity
the number of times the woman has given birth. Father’s age refers to the age
of the father responsible for the current pregnancy. Education is specified as 0
(no education); 1 - 12 (for grades 1 through to 12); or 13 (tertiary education).
Province categorises a person in to one of the nine South African provinces, and
race categorises a person in to one of six race categories [27].

Table 1. Outline of data set variables (adapted from [27])

Variable Data Type Range Variable Type

Province (location) Integer 1 - 9 Categorical

Age Integer 12 - 50 Ordinal

Education Integer 0 - 13 Ordinal

Gravidity Integer 1 - 12 Ordinal

Parity Integer 0 - 9 Ordinal

Father’s age Integer 12 - 90 Ordinal

HIV status Binary 0/1 Categorical

Rapid Plasma Reagin (RPR) test status Binary 0/1 Categorical

Race Integer 0 - 5 Categorical

Since we are dealing with a real-world study involving missing data, the orig-
inal data contain inherent errors. There were 16 743 pregnant women involved
in the study, of which just under 12 000 instances are regarded as complete
and/or valid according to the rules applied. A number of those regarded as out-
liers contained spurious data or missing data. The problem of missing data is
immediately apparent from this statistic. In order to yield a complete set, all
fields must be valid as specified according to the ranges indicated in table 1
and in accordance with the logical rules that data cannot be negative and that
gravidity cannot be less than parity. The data are preprocessed to ensure this
and for normalisation of the data. The categorical data of race and province are
binary encoded, since these variables are not ordinal, and non-encoded variables
may interfere with the performance of the learning paradigms [27].

6 Comparison and Results

Table 2 indicates the results on testing the missing data prediction ability of
the various systems. The results are found by predicting missing data of the
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indicated variables, and calculating the percentage of values accurately predicted
within specified ranges. MAR and MCAR are not distinguished. Note that the
C4.5 AANN-GA results, provided as benchmark results for comparison, may be
biased due to the experiments being performed under different conditions, since
they are obtained for the appropriate ranges from [1]. The ranges are indicated
in the table (for example, age prediction is assessed for percentages of correct
prediction within 1, 2, 4, 6 and 10 years).

Testing is performed to determine the best of the techniques specified in sec-
tion 4. It is evident from the result that the RF and RF hybrids outperform the
other methods of missing data prediction. There is significant improvement in
the RF from the commonly used AANN-GA method, with an average percentage
increase of 7.6 % for the indicated categories. The RF prediction of education
increases by an average of 31.2 % when compared with the AANN-GA across the

Table 2. Results of percentage prediction accuracy for given methods within the

specified ranges

Quantity Range
(Within)

RF RF-
AANN-
GA

AANN-
GA
RF

AANF-
GA

AANN-
GA

C4.5,
AANN-
GA [1]

Age (years) 1

2

4

6

10

41.1

62.3

85.7

95.0

99.2

35.1

55.9

83.0

92.8

98.5

40.2

60.8

85.0

93.9

99.0

22.0

36.7

54.0

68.7

80.7

34.7

54.7

81.1

90.5

96.5

-

52.3

79.4

89.6

97.9

Education
(grades)

0

1

2

3

5

16.7

53.5

76.9

88.3

93.1

19.7

48.1

69.4

83.7

90.8

15.4

51.5

75.7

88.3

93.2

6.5

18.5

34.5

46.5

70.0

5.5

24.3

35.8

46.4

54.8

-

52.1

69.5

79.4

91.8

Gravidity
(Instances)

0

1

2

3

5

88.0

98.3

99.5

99.8

100.0

88.1

98.2

99.4

99.7

100.0

88.1

98.2

99.4

99.7

100.0

0

13.7

35.7

67.0

95.0

88.0

98.2

99.4

99.8

100.0

80.4

97.1

-

99.6

100.0

Parity
(Instances)

0

1

2

3

5

89.4

98.5

99.6

100.0

100.0

87.6

98.3

99.5

99.9

100.0

89.5

98.4

99.6

100.0

100.0

0

21.5

52.0

74.0

94.0

87.9

98.2

99.4

99.8

100.0

60.8

92.9

-

89.6

97.9

Father’s
Age (years)

1

2

4

6

10

28.8

45.7

74.1

86.3

95.3

27.9

45.6

72.8

86.2

94.4

28.3

46.2

73.6

86.7

95.0

3.5

11.5

22.5

32.0

53.0

27.7

45.9

72.1

86.1

94.2

-

41.7

68.6

82.7

93.2
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Table 3. Relative computation time taken for the various indicated methods for prop-

agation through 5000 instances with missing data

Method Training Time (s) Propagation Time (s)

RF 0.04 0.5

AANF-GA 797.4 50964

AANN-GA 20.7 628.3

specified ranges. The improvement from the AANN-GA to the AANN-GA-RF
is a significant one, indicating that the hybrid method of section 4 is working,
but the results are comparable to the standalone RF. Furthermore, in the case
of the RF-AANN-GA it is observable through experimentation that narrowing
the search bounds of the GA improves the performance. Thus, introducing the
AANN-GA with larger search bands starts to degrade the performance of the
hybrid, indicating that this hybrid’s results are suffering from problems within
the AANN-GA and not within the RF. The AANN-GA and AANF-GA perform
relatively badly in different aspects: age prediction (for the AANF-GA) and ed-
ucation prediction (for the AANN-GA). The RF performs well in all respects
and does not suffer the drawbacks of the other paradigms in predicting age or
education.

While the hybrid methods appear to show potential, the computational time
trade-off for the use of these methods (due to the cascade with AANN-GAs) is
not warranted for the performance improvement. This is especially so in lieu of
the relative computation time taken, as indicated in table 3. Note that the study
to obtain this table was performed in MATLAB and the programming is there-
fore not standardised. This result should thus be treated as a basic evaluation.
That said, it is to be noted that RF is generally documented as being a relatively
fast machine learning tool [10,13,14,24], and this is reflected by the table. It is
evident that there are vast improvements in the computational efficiency of the
RF algorithm.

The HIV status is predicted by an RF classifier and the results are presented
in table 4. The other configurations were also used to predict HIV status. The
AANN-GA obtains prediction accuracy of 64.2 % with an F-measure of 0.43.
This is not, however, discussed further in this work. The classification results
obtained for the RF are lower than those found in [9].

Table 4. HIV Status Prediction Confusion Matrix for RF Classifier run on experiment

set

Confusion Matrix Predicted

Negative

Predicted

Positive

Percentage

Error (%)

Actual Negative 2902 1732 37.4

Actual Positive 449 875 33.9
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7 Discussion and Recommendations for Future Work

This work is extended in a missing data impact assessment [28]. It is notable that
the AANN-GA method is relatively computationally expensive and are shown
to be outperformed when compared with RFs used for the purpose of estimating
missing data for this data set [8,9]. In this paper, either regression or classification
RFs are used. RF does, however, have built in functionality to estimate missing
data through computing terminal node proximities [14]. This functionality was
not tested within this work, but RFs implementing this method may show further
improvement. The RF HIV classifier does not perform well when compared with
classifiers using the same data [9]. The results obtained from the AANF-GA are
relatively poor. Despite the fact that ANFIS struggles with high dimensionality
data, training was possible through subtractive clustering. It was not feasible,
however, to train the ANFIS system with grid partitioning unless variables were
removed, and this impacts on the standardisation of the comparison with the
other systems.

8 Conclusion

Missing data causes significant information loss in studies as information is
wasted and insight cannot be gained into the underlying causes of the absence.
Through the use of data resulting from an HIV seroprevalence survey, this paper
investigates and compares five machine learning paradigms in order to impute
missing data: RFs, AANN-GA, AANF-GA, RF-AANN-GA and AANN-GA-RF.
It is evident from the presented results that the RF algorithm as a regression
system to impute the missing data outperforms the other paradigms investigated
for the studied data set. This is true for both computation time and computa-
tion accuracy, with RFs outperforming the other paradigms by up to 32 % on
average for some categories.
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Abstract. This paper proposes a ubiquitous middleware for the adaptive 
distributed object system to consider the mobility support of application 
services in distributed environment. To ensure the seamless connectivity of a 
moving client, a prediction based on association mining of mobility patterns is 
used to perform the replication of services in the next base station. The 
proposed neuro-association mining is based on Apriori to generate rules for 
prediction and these rules become nodes for the structure of multilayer 
perceptron (MLP) to classify the next location and replicate the resource 
currently serving the mobile client. We present our simulation environment for 
the ubiquitous middleware and a classification performance evaluation where 
the proposed algorithm shows more accurate and provide more comprehensive 
structure compared to neural network based classifiers. 

1   Introduction 

The concept of efficient communication and coordination of components within the 
computer networks in distributed systems are still reflected to current technologies 
like ubiquitous, mobile and peer-to-peer systems. Classical distributed system primary 
goal is to share effectively data or resources within the network. The common 
challenges of distributed system designers to effectively distribute information are 
heterogeneity of system components, scalability of resources, failure handling, 
concurrency of components, and transparency of services [1]. The current researches 
in distributed system focus on efficient search of objects [2,3], object group modeling 
[4], dynamic replications [5] and load distribution of objects [6,7]. The effective 
management of resources is critical for distributed system components. The access of 
each resources and services in distributed systems are transparent to client where it is 
not aware of the physical location of the resources because of the fully connected 
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networks and the delay time on accessing resources are minimal. This contradicts to 
the concept of wireless environment. Because of limited connectivity in wireless 
transmission, the system should provide a simple request and reply procedure. Also, 
location-aware is provided to mobile users where context of location and available 
services on that base station are exposed to user for quality of service (QoS) and 
because of this, services from other base station cannot be provided. At this reason, 
we present a design to allow the functions of ubiquitous technology in a distributed 
object environment in terms of accessing resources transparently. Moreover, the 
quality of service is obtained by providing fast responses on requests and this can be 
achieved by replicating the services.  

In replication schemes, the client requests are distributed to other replicated 
services which minimize the queuing of requests providing a faster response. 
However, there is a delay on performing the replication copying and initializing the 
object. Predicting the next replication can minimized the delay time of object 
replication. Data mining is a method of extracting rules from huge data and can be 
used in prediction [8]. Association rule mining method determines frequent patterns 
from the data transaction where these frequent patterns analyzed as the trends of 
events or transactions. The issue of replication are when does a replication of object is 
needed and where should the replication takes place. Association rule mining can be 
used to predict the needed object to be replicated in the system. This method is used 
in our proposed system to extract rules from the data and use these rules to adapt the 
new constraints of a system. 

In this paper, we present a design of a ubiquitous middleware for our previous 
work in adaptive distributed object system [9] named as intelligent distributed 
framework (IDF) to support ubiquitous technology. Autonomous agents are included 
in the framework which represents application components. The IDF considers 
services for distributed programs and hardware, and services for the limited resources 
by means of the proposed ubiquitous middleware. The adaptive module of the IDF 
includes our proposed prediction technique to predict the next location of a mobile 
user currently accessing resource and replicate that resource on the location. The 
prediction is done by using our proposed Neuro-Apriori algorithm which provides 
comprehensive rules and accurately predicts the next location to provide the object 
replication. 

2   Related Works 

2.1   Ubiquitous Middleware 

The current developments in ubiquitous computing focus on smart information 
acquisition which uses the wireless environment as medium of communication. 
Ubiquitous computing concepts have emerged not only providing information 
wirelessly but also automates services based on the context information from user 
profiles and the environment. Large amount of information transfer and adding 
additional features are research challenges of ubiquitous computing. Commonly, the 
designs of interactions of users to the system are simple to prevent unnecessary 
overheads and delays. In contrast, a fully connected distributed system provides a 
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technology that hides complex interactions. Because of limited connectivity in 
wireless environments, it is hard to realize the usual techniques of distributed system 
in ubiquitous networks. Current middleware technologies for mobile and ubiquitous 
support are limited in providing transparency of services to mobile users which are 
tackled by some researches [10,11]. The middleware for mobile computing based on 
mobile agents (MA) is proposed by Belevista et. al [10]. With the use of autonomous 
mobile agent, users can access services even if the terminal disconnects because these 
agents deliver the results upon reconnection.  The HOMEROS is proposed [11] which 
allow high flexibility by adopting a hybrid-network model and dynamically 
configurable reflective ORB to provide flexibility to applications. The hybrid-network 
model is designed to efficiently manage enormous resources, context, location, and 
various services. Our proposed middleware support the mobility of programs and 
scalable to additional components. It supports agent protocols for the basic 
communication and service protocols which adjust and serve the agents through their 
task in a transparent manner. 

2.2   Mobility Prediction 

Mobility prediction is commonly used to optimize the location management in 
cellular environments. An adaptive location prediction is presented in [12] where it 
uses a hierarchy of location area and estimates the location probabilities of each 
mobile user. In [13], data mining approach for the location prediction used to allocate 
resources in a PCS network where it uses sequential mining. There are three phases 
presented. First is mining the user mobility pattern, second is extracting the mobility 
rules and the last is the mobility prediction. The predicted movement can then be used 
to increase the efficiency of location management. Also, using this technique can 
effectively allocate resources to the most probable-to-move cells instead of blindly 
allocating excessive resources in the cell-neighborhood of a mobile-user. Association 
mining is also used for mobility prediction. Association mining method determines 
frequent patterns from the data transaction where these frequent patterns analyzed as 
the trend of the events or transactions. In our previous research, we used the 
association mining rules and basing on these rules, agent predicts the future mobile 
location [14]. However, the accuracy of the association rules is limited on its 
procedure of support counting of patterns. Classification method is a form of data 
analysis that can be used to extract models describing important data classes or 
predict future data trends. The neural network is one of the most commonly used 
classification techniques. However, it is difficult to interpret the structure on how the 
process provides the accurate result. But most researches already accepted the black 
box characteristic of neural-networks for their applications. Our proposed algorithm 
for the mobility prediction is based on the association mining and to have an accurate 
reading, the rules are pruned on the network structure of a multilayer perceptron. 

3   Ubiquitous Middleware for Adaptive Distributed Object System 

Intelligent models are mostly topics of research where recent approaches are solutions 
to the previous problems experienced in classical systems and tackle the issue of 



66 R.M.A. Mateo, M. Lee, and J. Lee 

solving future constraints. This study presents the intelligent distributed framework 
(IDF) which implements scalable system and addresses the use of intelligent 
approaches for management of adaptive distributed object in ubiquitous environment 
illustrated in Figure 1. The proposed framework which is based on our previous work 
[9] consists of three layers of software and hardware components: ubiquitous layer, 
intelligent middleware layer and infrastructure layer.  

Ubiquitous 
Layer

Distributed Infrastructure  (CORBA)

Replication Load Balancing

Dynamic Replication and 
Load Balancing

Adaptive System

Grouping Locator
Fault 

Tolerance
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Tolerance

Intelligent 
Middleware 

Layer

Infrastructure 
Layer

Context-Awareness LocatorProxy QOS

Ubiquitous Middleware

Sensor Grouping Replication

WSN Services Mobility Services
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Extractor 
Agents

Collector 
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Fig. 1. Intelligent Distributed Framework: an adaptive distributed object system 

An integration of ubiquitous technology is the improvement from the previous 
work [9]. The IDF considers the services for distributed programs and hardware, and 
services for the limited resources by means of ubiquitous middleware. Mobile devices 
are equipped with context-aware services. Moreover, location transparency is 
implemented in an ORB-like interaction where it can request for services to other 
location. We based the design of IDF on CORBA technology where the 
communication of clients and services are using the ORB technology. On the other 
point of view, while ORB technology is desirable to implement the transparent 
services, it is limited to process in wireless sensors and embedded devices. We try to 
tackle this issue in the ubiquitous layer. In this layer, hardware components are 
mobile devices, wireless sensors and embedded devices while software components 
are agents and primitive commands to communicate with the services. The mobile 
and wireless devices are classified into two; 1) object-oriented and 2) proxy 
controlled devices. The object oriented devices have enough processing power to host 
objects in able to interact with the distributed object system seamlessly while the 
proxy controlled has no capability to host an object but only provide a proxy within 
the system to access its primitive controls. We present the ubiquitous middleware 
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which is another sub layer between the intelligent middleware layer and ubiquitous 
layer that provide services to support mobility. The intelligent middleware layer acts 
as the primary middleware where services are transparently operating on serving the 
clients. Interaction of clients from ubiquitous layer and services are handled by this 
layer. The service functions are influenced by the adaptive module in able to interact 
correctly with services in goal of optimizing the performance of tasks. In our 
proposal, we used the term “influence” as a method of knowledge transferring to 
another service to change its requirements based on analysis of the adaptive system. 
The infrastructure layer is networks of different computers that are powerful of 
storing data and processing transactions within the system, like PCs and servers. 
These computers are communicating in wired network system to provide massive 
information exchange between the systems. The intelligent middleware layer presents 
an overlay communication of software components that are hosted by hardware 
devices in the ubiquitous and infrastructure layers. The proposed system consists of 
components that perform the information processing and used this relevant 
information for optimal configuration. Figure 2 shows the layered interaction of the 
proposed model to the Intelligent Distributed Framework and the ubiquitous 
middleware. 

 

Fig. 2. Adaptive Module providing integration between the IDF and ubiquitous middleware 

The adaptive module interacts with the services of IDF and ubiquitous middleware 
by adaptation manager to inform the services with the new information. This adaptive 
scheme optimizes the performance of the task by inter-relating the services task and 
analyzing the result. The following are the components of the adaptive system: 

• Adaptation manager – main component of the adaptive model that influences the 
functions of services. The rule information that is needed by the services is stored 
in the rule module. These rules are generated by the extractor agent using the data 
mining module. Based on its, the adaptive manager informs the services to change 
its requirements. Simultaneous sending of messages is done to each service that is 
affected by the system changes. 

• Rule module – this module organizes and stores rules extracted by the extractor 
agents. Rule information is classified based data mining algorithm. 
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• Data mining module – provides various data mining algorithms that are used by 
the extractor agent to extract information from data repository. This module is 
configured by algorithm experts to implement the appropriate data mining 
procedure on a specific adaptation task. 

• Extractor agent – this agent is used to extract the rules from the data repository. 
The information from the services like the number of current replicas and the 
number of clients is some variables to process the rule generation. Extractor agent 
chooses the data mining algorithm from data mining module to suite the rule 
generation and provides needed results. 

• Data repository – data storage for collected data from different transactions and 
events of services. The collected data is used by the extractor agent to process the 
rule extraction. 

• Collector agent – a mobile agent circulates through the system to gather 
information and store to a data repository. Transaction results and data events are 
data that this agent collects and stores the data in the data repository. 

4   Dynamic Replication Based on Neuro-Apriori Algorithm 

The dynamic replication scheme uses association rule mining to construct a pattern from 
transactions of object request to predict the next location where an object is needed for 
replication. In this paper, we refer objects as resources. Apriori algorithm was used to 
perform association rule extraction. Classification association rule mining (CARM) [14] 
is used which provide a class outcome to a rule. The data is provided with input attributes 
(xi) and a class (cj) or outcome. There are two steps of Apriori algorithm which use to 
generate the candidate pattern and choose the frequent pattern. First is the join step which 
finds Pk, a set of candidate k-itemsets by joining Pk-1 with itself. Second is the prune step 
where Ck is generated as superset of Pk, and all of the frequent k-itemsets are included in 
Ck Choosing the frequent pattern is based on confidence value. The support count 
determines each pattern frequency shown in Equation 1. After determining the support 
count, the confidence is determined by getting the ratio of support count and total number 
of data in Equation 2. After generating all patterns with its respective confidence, the 
patterns are used in comparing the current object replication patterns. These patterns Rk 
are shown in Equation 3. 
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After the execution of the Apriori algorithm, all rules are used for the rule nodes (rk) 
which are hidden layers and class nodes (zk) of the network structure of proposed 
algorithm. The multilayer perceptron (MLP) is used in data mining for classification 
techniques. In our proposed model, the MLP is consisted of three layers of processing 
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nodes an input layer which accepts the input variables used in the classification 
procedure, rule layers, and an output layer with one node per class. Each rk are 
connected to xi by a weight (wji) for each antecedent a rule consists. The classes of the 
MLP are labeled by the outcome from Rk.. Each rk connects to its corresponding 
outcome by a weight (wkj). All weights are initially set with random values. Each data 
pattern is trained using the current configuration by the back propagation algorithm. 
The calculation of inputs and weights of the MLP is shown in Equation 4. 
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The back-propagation algorithm is a gradient descent optimization procedure which 
minimizes the mean square error between the network's output and the desired output for 
all input patterns P. The outputs are compared to the target values and determine the 
differences. The error is minimized by a function when the network output match the 
desired outputs where the weights are changed. The least mean square (LMS) for two 
layer nets is shown in Equation 5, where t and z are the target and the network output 
vectors of length c and w represents all the weights in the network. After the training, 
stopping at a certain criteria like epoch counts, the structure of the MLP with the labeled 
rule patterns from the association mining is used for the classification of data. 

5   Experimental Evaluation 

The intelligent distributed framework uses Visibroker 7.0 to implement the CORBA-
based object grouping and JADE to implement the agent interaction. The Neuro-Apriori 
algorithm is coded in Java and integrated to the adaptive module. The operating system 
(OS) platforms used for the experiment were Windows OS, Red Hat Linux and Sun 
Solaris 8 to simulate the heterogeneity of system. The proposed method was evaluated by 
determining the client delay time and classification accuracy. 

5.1   Generation of the Rule Nodes 

We execute the proposed Neuro-Apriori algorithm to process the user mobility pattern 
and produce the mobility rules to a specific user. The user has a 322 attributes in the 
database and we select the first 6 hours of its movement. Time period indicated by 1 
to 6 values and locations are labeled NX where X are 10 different locations. The 
preprocess method only select the latest 100 tuples of data and ignoring the data with 
missing data values. The selection of many tuples will increase the time processing so 
that is why we chose only limited records. After selecting, the configuration of the 
proposed algorithm is set with the minimum support (S) to 50 out of 100, which 
means that the possibilities of the pattern will most likely 50 percent and high of the 
pattern can be found in the data. The result produces 541 rules. These rules are used 
in the structure of Neuro-Apriori. Table 1 presents the result of the rules generated 
with its corresponding confidence (C).  
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Table 1. Association rules showing only 5 

541 rules of user A mobility, showing only 5 S C 
1=N10 2=N1 4=N9=> 6=N2 0.69 0.99 
1=N10 2=N1 4=N9 5=N2=> 6=N5 0.685 0.99 
1=N10 2=N1 3=N6=> 4=N9 6=N5 0.655 0.98 

1=N10 2=N1 => 6=N2 0.70 0.97 
1=N10 => 6=N9 0.76 0.95 

5.2   Performance of the Proposed Algorithm 

After generating rules, these become rule nodes of the proposed classifier and trained 
by the back propagation. Each rule has weight connection to input layers by its 
antecedents and also to the output layer by its class or rule outcome. The trained 
structure of proposed algorithm is used to support the intelligent search mechanism of 
the IDF by providing a seamless connection to a service via replication. The 
replication and cloning service implements the location prediction based on the 
proposed Neuro-Apriori algorithm. 

We compare the accuracy of the proposed algorithm in MLP and RBF classifiers 
shown in Figure 3. Epoch is the training count of neural network-based classifiers that 
determines the speed of the algorithm to classify. The accuracy rate of the proposed 
algorithm is comparable to the MLP illustrated in Figure 3. However, because of the 
association rules in the structure of the Neuro-Apriori, it is easier to understand with its 
comprehensive rules. The structure of MLP and RBF are more sophisticated using several 
weight connection and nodes which has no meaning compared to Neuro-Apriori 
algorithm. 
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Fig. 3. Classification accuracy of proposed neuro-Apriori and other neural network-based 
classifiers based on number of epochs 
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6   Conclusions and Future Work 

The integration of intelligent system contributes to the efficiency of the system 
management and effectiveness of providing quality of service to clients. Moreover, 
robust implementation of system considering the limited resources in mobile 
environments is a timely issue. In this paper, a ubiquitous middleware for the 
intelligent distributed framework, our previous work, is proposed to consider 
ubiquitous and limited resource devices in the adaptive distributed object system. The 
adaptive module of IDF is designed to utilize several data mining methods for object 
grouping, intelligent searching and dynamic replication schemes. The adaptive 
module uses a prediction technique of the next location of the user to dynamically 
replicates the resources that a users currently accessing. The prediction is done by 
using our proposed Neuro-Apriori algorithm, a combination of Apriori and MLP, 
which provides comprehensive rules and accurately predicts the next location to 
provide the object replication. 

The contribution of this paper from the previous research [9] is the efficiency of 
seamless connection of clients to resources and the future works includes more 
implementation on the components from the mobility middleware.  
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Abstract. This paper presents a growing algorithm to design the architecture of 
RBF neural network called growing RBF neural network algorithm (GRBF). 
The GRBF starts from a single prototype randomly initialized in the feature 
space; the whole algorithm consists of two major parts: the structure learning 
phase and parameter adjusting phase. In the structure algorithm, the growing 
strategy is used to judge when and where the RBF neural network should be 
grown in the hidden layer based on the sensitivity analysis of the network 
output. In the parameter adjusting strategy, the whole weights of the RBF 
should be adjusted for improving the whole capabilities of the GRBF. In the 
end, the proposed GRBF network is employed to track non-linear functions. 
The computational complexity analysis and the results of the simulations 
confirm the efficiency of the proposed algorithm. 

Keywords: Growing algorithm, RBF neural network (RBFNN), Structure 
design, Output model. 

1   Introduction 

Because of the input layer and output layer of the RBFNN are decided in advance, the 
real dynamic part of the RBF structure is the hidden layer. In recent years, there are 
two main methods for the dynamic structure of the RBF neural network: One is 
growing, and another is pruning. 

In the growing methods, A. Esposito et al. [1] proposed a growing RBF based on 
the evolutionary optimization strategy, however, it was computationally very 
expensive to implement and it is also well known that this algorithm suffered the slow 
and premature convergence problems. To save computational time of the RBF neural 
network learning, a prior method called clustering techniques has been proposed [2] 
to the center location. But the clustering method is an un-resolved problem. This 
algorithm was limited by the intrinsic flaws. Orr [3] proposed the regularized forward 
selection (RFS) algorithm for RBF networks, which combines forward subset 
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selection and zero-order regularization and achieves better generalization. Generally 
speaking, this subset selection method had several major disadvantages. The mostly 
disadvantage is that in order to increase the chance of obtaining a satisfactory RBF 
network, Orr’s method [3] has to use a very large set of candidate RBF nodes of 
different centers and widths. Sometimes, this is computationally too expensive to 
implement, since all the candidate RBF nodes have to be stored for batch operations 
and the number of all candidates will increase exponentially as the search space 
dimension increases.  

On the other side, Yingwei et al. [4] introduced a pruning strategy based on the 
relative contribution of each hidden neuron to the overall network output to reduce the 
complex of the RBF neural network. The resulting neural network was minimal in 
theory by the presented method. Other methods for pruning in RBF networks have 
been proposed by Salmerón et al. [5], and Hao et al. [6]. Comparatively, the growing 
methods often require much less computation than the pruning methods. A major 
problem with pruning methods is the possible existence of under-utilization problem. 
In other words, these methods require additional computational efforts. Quite a large 
number of parameters or variables need to be preset and training data need to be 
stored and reused for pruning purposes. 

Different from existing methods in RBF neural network construction, this paper 
proposes a growing RBF neural network algorithm (GRBF), which performs 
simultaneous network growing and parameter optimization within an integrated 
analytic framework. The rest of this paper is organized as follows. In Section 2, the 
sensitivity analysis (SA) of model output for the RBF neural network is introduced.  
Section 3 gives brief analyses of the growing method. And then this new algorithm is 
used to decide hidden nodes for the RBF neural network. Meanwhile, the parameter 
adjusting algorithm is described. It is shown that our proposed method is 
benchmarked against well-known dynamic RBF algorithms in Section 4. To 
demonstrate the superior performance of our GRBF algorithm, this GRBF algorithm 
is used to track the non-linear functions. The conclusions are given in Section 5.  

2   The Sensitivity Analysis (SA) of Model Output for RBFNN 

A thorough description of sensitivity analysis methods can be found in [7]. The most 
common SA is sampling-based. There are several steps to conduct SA. The following 
steps can be identified as (the details can be found in [7]):  

Step 1) Define the model, its input factors and output variable. 
Step 2) Assign probability density functions or ranges of the variation to each input 

factor. 
Step 3) Generate an input matrix through sampling design. 
Step 4) Evaluate the output. 
Step 5) Assess the influences or relative importance of each input factor on the output 

variable. 

Sensitivity analysis (SA) is an available tool [8]-[9] which may be used to study the 
behavior of a system, or a model, and to ascertain the contribution ratio of the outputs 
depending on each or some of the input parameters. Among the SA methods, quite 
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often they are identified almost as a mathematical definition, with a differentiation of 
the output respecting to the input. For this reason, quantitative measure of sensitivity, 
such as the EFAST method [10] is described as follows: 
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where, hZ denotes an input factor, ph ,,2,1 L= , and hZ  represents the output value of 

the hidden nodes in the RBF neural network in this paper.Y is the model response, 
)( hhZYE α= is the expectation of Y conditional on a fixed value hα of hZ and the 

variance hVar is taken over all the possible value of hZ . The ratio hS represents the 

main effect. It is called the first-order index in the SA terminology. Thus, the main 
effect of a factor represents the average effect of that factor on the response or 
conversely these methods allow the computation of that fraction of the variance of a 
given model output which is due to each input factor. 

The model is additive when the response is nonlinear but interactions are 
negligible. In that case, the main effects are the suitable indexes for the sensitivity 
analysis of model output [11]. 

3   The Growing Method for Selecting Hidden Nodes of RBF NN  

Considering the intrinsic structure of RBF neural network, if the RBF neural network 
consists of assured inputs, certain hidden nodes and outputs, it can only adjust the position 
of the center v , the width of the centers δ and the weights w which are in the hidden layer 
or connecting the hidden nodes and the output nodes. In this paper,the single response 
relationship between the hidden neurons and the output of the RBF is discussed. We state 
that the relevance of a hidden node is related to its influence on the RBF response. This is 
the key idea of the method proposed to determine the optimal architecture for the RBF. 
The parameters w of the hidden nodes are the input values of the Growing algorithm 
based on the sensitivity analysis (SA). And this SA is based on the Fourier 
decomposition of the variance in the frequency domain. 

3.1   Selecting Hidden Nodes  

In the following, a generic model is assumed to describe a neural network system. 
The model is represented by a mapping f (a deterministic or stochastic function) 
which relates the inputs domain to the output space: 
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The input factors ),,,( 21 pZZZ L are supposed to be the variables described by the 

parameters w of the RBF hidden nodes, ••• === pp wZwZwZ ,,, 2211 L , p is the 

number of the nodes in the output layer; T
mwwww ],,,[ 112111 L=• , m is the number 

of the nodes in the output layer. Y is taken to be a scalar even in the application we 
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shall consider each output variable in turn. Based on the EFAST method, the 
polynomial expansion can be described again. The range of the factor hZ is [ ]qq ba , , 

so the hZ  performances as follows: 
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Based on this formula, the linear effect of hZ corresponds to the Fourier amplitude at 

the fundamental frequency hω . As s varies, all the factors oscillate at the 

corresponding driving frequency hω  and their range is systematically explored. For 

the EFAST method [11], a parametric representation of the form is often used. 
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This transformation allows a better coverage of the factors’ apace since it generates 
samples that are uniformly distributed in the range [0, 1]. 

Just for Fourier amplitudes, the p -factor model can be described as follows: 
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where, the range of s  is [ ππ ,− ], so the expanded in a Fourier series of the form: 
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The Fourier coefficients are defined as: 
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Therefore, N equally spaced sample points are required to perform the Fourier 
analysis. N represents the sample size and coincides with the number of model 
evaluations. Based on the Fourier translation, the variance yD can be computed as: 
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The portion of the variance of Y explained by hZ alone is: 
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where, 
hkA ω and

hkB ω denote the Fourier coefficients for the fundamental frequency 

and its higher harmonics hkω .  

In the EFAST approach, the number of simulation runs represents the sampling 
frequency and, to meet the Nyquist criterion, it must equal to: 

12 max += ωMN , ( )max(max iωω = )    (10) 

So the variance )(YVar can be evaluated in the frequency domain through the 

following relationship: 
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ωA and ωB denote the Fourier coefficients at frequencyω . 

In fact, based on this analysis the total sensitivity index hST  can be shown as: 
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The advantages of the hST make the judgments in this paper much better than the hS . 

Based on the former analysis of hST , the main steps of the proposed approach for 

selecting hidden nodes in the RBF are as table 1.  

Table 1. Procedure of selecting hidden nodes  

①For each factor hZ , finding its minimal and maximal values ha and hb . 

②Setting the interference factor to M and choose the number of simulation runs N . 

③Computing the frequency MNh 2)1( −=ω to be assigned to the factor hZ . 

④Just considering the output of the hidden nodes in the RBF neural network, the factors are 

varied according to the curve definition; computing the total sensitivity index hST of the 

factor hZ  based on formula (12). 

⑤Computing the percentage contribution ∑
=

p

i
ih STST

1

of the output of each hidden node. 

⑥If the percentage contribution ∑
=

p

i
ih STST

1

larger than 1ε , the node h is the active node 

and a new node should be inserted with relation to the active node. The initial parameters of 
the new node are given as: 
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Table 1. (continued) 

1). ）（ nearesthnew vvv +=
2

1
. newv  is the position of the center of the new node, hv  is the 

position of the center of the active node, nearestv  is the position of the center of the node 

which is the nearest node of the active node. 
2). )min( inew δδ = . newδ is the width of the new node, iδ are the width of the existing 

nodes. 
3). actnew ww ×= 5.0 . neww is the weights of the new node, actw  is the weights of the active 

node. 
⑦Repeating ①-⑥ until all of the existing hidden nodes are considering. 
 

3.2   Parameters Adjusting 

After adding new nodes to the RBF neural network, the number of the centers is 
confirmed. Then the whole parameters of the RBF neural networks will be 
adjusted. In fact, these parameters adjusting relate to the final capabilities of the RBF 
neural networks directly.  

Considering the training process of the RBF, researchers have put forward many 
methods to adjust the parameters of the RBF neural network. The parameter adjusting 
algorithm is based on the mean squared error (MSE) in this paper: 
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where, T is the total number of the samples, )(tyd is the expected output of the t  

step, )(ty  is the practical output of the t  step. The goal of this method is to reach 

ε<)(tE  by learning. ε is the expected stable error. The details of the adjusting 

process are: 
1).The weights w ; 
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1η is a plus constant, and it is less than 1. 

2).The widthδ of the centers; 
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2η is a plus constant, and it is less than 1. 

3).The position v of the centers; 
In section 3.2, the position v of the new inserting nodes has been discussed, and the 
position v of the other centers will be discussed here. 
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43,ηη are the plus constants, which are less than 1; p is the whole number of the 

hidden nodes after adding new nodes. This new algorithm will continue to circulate 
until reach the stable error.  

3.3   Growing RBF Neural Network  

Choose the parameters M , N , 1ε , 1η , 2η , 43,ηη ; initialize the centers v , The 

width δ , The weights w and the number of the hidden nodes p . In each sampling 

period, the main steps of the growing RBF neural network algorithm are shown as 
table 2. 

In this new growing RBF algorithm, two points need to be highlighted. First, 
usually, the former dynamic RBF neural network used the clustering methods or 
based on the information matrix, these methods required heavy computation. The SA 
method used in this paper is based on the Fourier translation, and then the percentage 
contribution of the hidden neurons is computed in a quantitative way. This growing 
does not have to judge for the structure every step, therefore gives a completely 
satisfactory method for growing the hidden nodes.  Second, the common SA method 
is based on the quantitative and qualitative methods and between local and global 
techniques. The SA method used in this paper is global, and the percentage 
contribution of the hidden neurons is direct related to the RBF output. 

According to the above analysis, this proposed GRBF neural network algorithm 
can obtain economical structure size; so that some computing time and memory 
space are saved. 

Table 2. Procedure of GRBF neural network  

①Training a given RBF for some epochs. 
②Finding out the active nodes in the hidden layer and go to step③; if there is no active 

node, go to step④. 
③Adding new nodes to the RBF neural network. 
④Adjusting the parameters of the RBF neural network and updating the whole value of the 

parameters.  
⑤Repeating the step②-④, Stopping computing until the GRBF catches the expected 

stable MSE. 

4   Simulations  

To demonstrate the effectiveness of the proposed algorithm, the nonlinear function 
approximation sample is discussed in this paper. The results are compared with other 
algorithms such as SGP-RBF [12], and GAP-RBF [13]. Consider a common  
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non-linear function which was also used in [14] to demonstrate the effect of the 
algorithms: 

）（ 2/2
21

2
1)21(1.1 xexxy −×+−×=   (17) 

where there are 2 continuous attributes ix ( 2,1=i ). And the data set };{ yxi
 is 

generated by the equation (17), and ix  satisfies the uniform distribution U [0, 10]. For 

each trial, the size of training samples is 200, the size of testing samples is 200. 
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Fig. 1. The error results in the tracking process 
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Fig. 2. The number of the nodes in the tracking process 

The real output at time k is )(ky , the required value at time k is )(kyd . The inputs of 

GRBF are given as: ))(),(()( 21 kxkxkP = . The training MSE for tracking is 0.001, the 

initial radius of every hidden node is 0.1; the initial weight of every hidden node is 
randomly given in the interval [0, 1]. The initial value of M and N are 4=M and 

5000=N . There are two initial nodes in the hidden layer. Fig 1 shows 5000 steps of 
the error values in the training process, the error values show that when the new node 
is inserted to the hidden layer, the error values will shake. However, the error values 
can be convergence quick after adding new nodes; Fig 2 shows the dynamic number 
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of the nodes in the tracking process; Fig 3 shows the width δ of the centers after 
training; Fig 4 shows the RBF position of the centers v after training. The final results 
of all the algorithms are shown in Table 3. The compared values are: training time, 
test error, left nodes after training. 
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Fig. 3. The δ  values of the left nodes after training 

0 2 4 6 8 10 12 14 16 18
-1

-0.5

0

0.5

1

1.5

2

The nodes after training

T
he

 v
al

ue
 o

f 
th

e 
ce

nt
er

s

 

Fig. 4. The v  values of the left nodes after training 

Table 3. The performance comparison of different algorithms 

Algorithm CPU Time(s) Training Error Testing Error No. of Neurons 
SGP-RBF 42.32 0.001 0.0086 19 
GAP-RBF 26.86 0.001 0.0031 16 

GRBF 22.67 0.001 0.0025 18 

Based on table 3, the GRBF is faster and more accurate than SGP-RBF and GAP-
RBF. The structure of this GRBF is simpler than the SGP-RBF; the memory space is 
fewer owing to the simple structure. The nodes in the GRBF are more than the GAP-
RBF, but the algorithm is faster and more accurate than GAP-RBF. The results prove 
that this GRBF performs better than the former two algorithms. 
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5   Conclusion  

This paper proposed a growing algorithm for the RBF structure design; which can 
obtain an economical RBF neural network and is insensitive to the initial conditions. 
The simulation results show that this proposed algorithm holds good performances for 
tracking the non-linear functions, identifying the non-linear dynamic systems and 
modelling the complexity systems. It can achieve better generalization abilities for the 
applications. Finally, this type of GRBF based approach has the potential to be used 
in estimating a range of variables that are typically troublesome to measure using 
hardware. This suggests that such new algorithm can be a relatively cost-effective 
approach for measuring and other useful applications. 
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Abstract. Current studies on the intelligent distributed framework in distributed 
systems use multi-agents which include replication agents, grouping agents, 
locator agents, and load balancing agents among others which work 
systematically to provide quality of service. This research aims to improve that 
quality of service by implementing a neural network in the fault tolerant 
scheme. Incase of an object failure or disconnection, the properties of that 
object will be used as input data in the multilayer perceptron (MLP) to select an 
alternate object. The fault tolerant scheme then chooses a new object by training 
these properties using the backpropagation algorithm. Results show that the 
proposed algorithm recorded the highest accuracy rate compared to the ZeroR, 
Simple Logistic, and J48 algorithms.  

Keywords: Fault Tolerance, Neural Networks, Intelligent Distributed 
Framework. 

1   Introduction 

Current researches for the intelligent distributed framework use mobile agents which 
addresses the use of intelligence in the distributed environment. Agents are provided 
with intelligence based on acquired information. The newly discovered rules from the 
environment are used by the agent to change or evolve its task to solve problems. 
Multi-agent and mobile agent technologies provide developers a new paradigm of 
designing and implementing software applications. 

In the distributed environment, object group models are designed to manage the 
system by grouping appropriate objects. The object groups perform cooperation for 
efficient service. Communications of object groups reflect the inter-dependence and 
take place from one group to another. An object group is a set of objects related 
logically. A group acts as a logical addressable entity where an entity that requests a 
service from the group is a client of the group [1]. 

For clients, quality of service (QoS) is important where object replication is 
implemented to handle the large number of client requests. In contrast of QoS, the 
management of the replicated objects is necessary and each load from servers must be 
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balanced in order for the system to provide reliable services and have an optimal 
performance. As discussed in [2], any applications require the middleware on which 
they are built be predictable and reliable. 

Quality of service includes reliability and performance which this paper aims to 
improve on. In this paper, objects in the distributed environment are grouped based on 
their similarity in terms of each object’s properties. But replication schemes do not 
guarantee that the primary replica would be readily available. Therefore, in the event 
of object disconnection, another object with similar or nearest properties to the one 
which was disconnected shall process the client’s request. For this, we use the 
multilayer perceptron (MLP) architecture to train the disconnected objects properties 
as input data using the backpropagation algorithm. The MLP is compared to the 
ZeroR classifier, Simple Logistic, and J48 tree. The result was favorable for the MLP 
architecture. 

2   Related Works 

2.1   Fault Tolerance in Distributed Objects  

In [3], a fault-tolerant object using replication of objects in network-wide distributed 
object-oriented communications systems, and a mechanism for managing multiple 
objects that execute the target functions in the system were discussed. The replication 
management mechanism combines fault detection using the local timer of each node 
and a mechanism for maintaining internal state consistency. This mechanism reduces 
the overhead of replication and at the same time distributes the load. In [4], a new 
algorithm is presented to support fault tolerant objects in distributed object oriented 
systems. The algorithm uses checkpointing and message logging scheme. However 
the novelty of this scheme is in identifying the checkpointing instances such that the 
checkpointing time will not affect the regular response time for the object requests. 

As discussed in [2], FT-CORBA specification defines the architecture, a set of 
services, and associated fault tolerance mechanisms that constitute a framework for 
resilient, highly available, distributed software systems. Through application of this 
framework, applications can attain a degree of reliability beyond what can be 
achieved through traditional server redundancy.  

Recently, the distributed real-time services are developing in distributed object 
computing environments in a way that can support a new programming paradigm of 
the distributed platform that requires interoperability among heterogeneous systems. 
These services are based on distributed middleware and object-oriented technologies. 
But there have been difficulties in the managing of distributed objects and providing 
real-time objects with the timing constraints. In [5], discusses a real-time object group 
(RTOG) platform that can manage and group the distributed objects for reducing their 
own complicated managements and interfaces, and add distributed real-time 
requirements to real-time objects without modifying the ORB itself. While in [6] 
tackles the Object Group Service (OGS) programming model of CORBA and 
discussed various levels of group transparency. 

A grouping service which implements classification method for efficient search of 
objects was also discussed in [1]. The intelligent model uses extracted rules for 
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dynamic replication scheme of objects. The replication agent (RA) creates and 
manages the replica objects in the server. After initializing a new object replica it will 
send the object information to the grouping agent. The grouping agent is the one who 
manages the object groups. It classifies the object according to its properties and then 
sends the new structure to the locator agent (LA). The LA in turn adjusts its structure 
for efficient search of objects.To ensure that the reproduction of your illustrations is 
of a reasonable quality, we advise against the use of shading. The contrast should be 
as pronounced as possible.  

2.2   Implementing Failure Detectors 

A failure ‘detector’ is not necessarily accurate. Most fall into the category of 
unreliable failure detectors according to [7]. An unreliable failure detector may 
produce one of two values when given the identity of a process: Unsuspected or 
Suspected. Both of these results are hints, which may or may not accurately reflect 
whether the process has actually failed. A result of Unsuspected signifies that the 
detector has recently received evidence suggesting that the process has not failed; for 
example, a message was recently received from it. But of course the process can have 
failed since then. A result of Suspected signifies that the failure detector has some 
indication that the process may have failed. 

A reliable failure detector is one that is always accurate in detecting a process’s 
failure. It answers processes queries with either a response of Unsuspected – which, 
as before, can only be a hint – or Failed. A result of Failed means that the detector 
has determined that the process has crashed. [8, 9] discussed the implementation of 
failure detectors in Distributed Systems, while [10] tested the quality of failure 
detectors. In this study, we shall use the most common of failure detection methods, 
the sending of is_alive or heartbeat messages as discussed in [2]. 

3   Structure of the Intelligent Distributed Framework 

The ubiquitous layer consists of software and hardware components utilizing the 
resources on the ubiquitous environment. In this layer, hardware components are 
mobile devices, wireless sensors and embedded devices while software components 
are agents and primitive commands to communicate with the services. The mobile 
and wireless devices are classified into two; 1) object-oriented and 2) proxy 
controlled devices. The object oriented devices have enough processing power to host 
objects in able to interact with the distributed object system seamlessly while the 
proxy controlled has no capability to host an object but only provide a proxy within 
the system to access its primitive controls. An adaptive ubiquitous middleware is 
presented which is another sub layer between the intelligent middleware layer and 
ubiquitous layer that provide services to support mobility. The intelligent middleware 
layer acts as the primary middleware where services are transparently operating on 
serving the clients. Interaction of clients from ubiquitous layer and services are 
handled by this layer. Users and administrators do not need to know the configuration 
on how to find, where to find and how to manage the resources but transparently 
executes services. The service functions are influenced by the adaptive module in able 
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to interact correctly with services in goal of optimizing the performance of tasks. The 
infrastructure layer is a network of different computers that are powerful of storing 
data and processing transactions within the system, like PCs and servers. These 
computers are communicating in wired network system to provide massive 
information exchange between the systems. The intelligent middleware layer presents 
an overlay communication of software components that are hosted by hardware 
devices in the ubiquitous and infrastructure layers. 
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Fig. 1. Intelligent Distributed Framework consists of three (3) layers supporting ubiquitous 
technology and distributed object system 

3.1   Components of the Fault Tolerant Scheme 

Replication Agent. The replication agent (RA) creates and manages object replicas in 
the server, as discussed in [11]. RAs within the server are coordinating to other RA 
managing the replicated objects. If an object has changed its values then RA of that 
object communicated through other RA to inform the changes. Monitoring and 
analyzing the access of the clients to the objects are necessary in adapting the system 
requirements where the result of the analysis is the creation or termination of an 
object replica. 

Load Balancing Agent. The load balancing agent is responsible for load distribution. 
A load is defined as a single access of a client to an object. In accessing objects, the 
loads are distributed to the object replicas and follow the threshold values from [12]. 
An adaptive scheme from [1] is used to distribute loads in order to overcome the 
problem from two common algorithms of load balancing. The load balancing agent 
coordinates with the sub-components of the group which determines the object 
replicas in distributing the loads. 
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Grouping Agent. The grouping agent manages the object groups. A dynamic 
classification is done to determining the membership of the object based on its 
properties. The properties are configured by the application users. Object groups are 
bound to other object groups to make the service more efficient on searching the 
objects. Dynamic group binding is discussed in [1]. 

Locator Agent. Client requests are queried through the object groups of the system. 
However, the bound object groups contain large number of object information where 
it is difficult to find the most appropriate object for the request. This is discussed in 
[13]. Locator agent classifies the request content to choose the appropriate object. The 
locator agent processes the client’s request by sending the processed input to mobile 
agents and calculates the membership function. Each mobile agent which is initialized 
by the grouping agent represents object groups assigned by the group service. A 
mobile agent uses its fuzzy rule and processes the classification. 

4   Selection of Alternative Object Based on Neural Networks 

In many applications, a “correct” answer if delivered too late is considered a failure. 
Therefore, such systems must continue to function even in the presence of faults. 
Though having replication schemes provides quality of service, it does not guarantee 
that the replicated object will continue to function. This study uses the multilayer 
perceptron to improve the quality of service offered by the intelligent distributed 
framework so that incase of object disconnection, an alternate object will be chosen to 
process the client’s request. Consider objects from different servers. These are objects 
with varying property values. But some objects are similar to objects in other servers 
by having similar properties. These objects are grouped virtually based on the k-
means algorithm. 
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Based on the number of k clusters specified by an administrator, the objects are 
processed to the unsupervised algorithm of k-means shown in Equation 1 where the 
vector values of each objects calculates the distance from group center value. The 
process continues to adjust the groupings until a certain threshold is achieved. We get 
the minimum value from the objective function to stop the process. After the process 
in Equation 1, the system produces a virtual group shown in Figure 2 where each 
object on a server joins the virtual group. 

In this study we use that advantage to select an alternate object to process a client 
request in the event of object disconnection. This paper’s main contribution and focus 
is on this distinct event. In order to detect failures we assume the simplest form of 
fault detection which is the sending of heartbeat messages. An accessed object o 
sends an ‘o is here’ to the fault detector and does this every T seconds. The fault 
detector estimates a maximum transmission time of D seconds. If the fault detector 
does not receive the message then it will be assumed that object o has failed. The 
property values of the disconnected object will then be taken as input data in training 
the MLP using the backpropagation algorithm. Once a new object is found, that object 
will resume operation of the client’s request. 
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Fig. 2. The grouping based on k-means clustering algorithm. This is used to provide 
compactness in each cluster and group objects with similar properties together. 

Backpropagation is a supervised learning algorithm where the desired output is 
known. Input patterns are trained and the error is propagated backwards from the 
output to the input layer. 

As an example, assume a job promotion in a company where a managerial position 
is vacant and eligible employees will be evaluated based on performance, 
resourcefulness, and skills. By definition, a candidate must have high marks on each 
of the criteria. But under some circumstance, the top candidate was unable to be 
considered for promotion. Thus, the candidate next in line must be the one to take his 
place and receive the promotion. 

The marks received by each employee according to the criteria are comparable to 
the property values of each object, be it according to services, etc. Each property 
value acts as a neuron. The action of a potential neuron is determined by the weight 
associated with the neuron’s inputs in Equation 2. A threshold modulates the response 
of a single neuron to a particular stimulus confining such response to a predetermined 
range of values. 
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Equation 3 defines the output y of a neuron as an activation function f of the weighted 
sum of n+1 inputs. 
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The threshold is incorporated into the equation as the extra input in Equation 4. 
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The output produced by a neuron is determined by the activation function. This 
function should ideally be continuous, monotonic, and differentiable. With these 
features in mind, the most commonly chosen function is the sigmoid which is shown 
in Equation 5. 
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The accuracy of the response is measured in terms of an error E defined as the 
difference between the current and desired output in Equation 6. 
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The error E is propagated backwards from the output to the input layer. Appropriate 
adjustments are made by slightly changing the weights in the network by a proportion 
of the overall error E. 

After weights are adjusted, the examples are presented again. The error is again 
calculated and weights are adjusted and the process is repeated until the current output 
is satisfactory or the network cannot improve further. 

We present the input-output pair p and produce the current output op. We then 
calculate the output of the network and calculate the error for each output unit for a 
particular pair using Equation 7. 

( ) ( )pjpjpjpj netfot '−=δ  (7) 

In Equation 8, we calculate the error by the recursive computation of δ for each of 
the hidden units j in the current layer. Where wkj are the weights in the k output 
connections of the hidden unit j, δ pk are the error signals from the k units in the next 
layer and f’(netpj) is the derivative of the activation function. Then we propagate 
backwards the error signal through all the hidden layers until the input layer is 
reached. 

( )pj
k

kjpkpj netfw∑= 'δδ  (8) 

Finally, we repeat the steps for Equations 7 and 8 until the error is acceptably low. 
After the structure of the neural network is trained, the structure is used to compare 
the property of the disconnected object to other objects in the group. 
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Table 1. An example of collected properties from objects which will be used as input patterns 
to select a new object incase of disconnection 

 P(1) P(2) P(3) P(4) P(5) P(6) P(7) P(8) P(9) P(10) 
O(1) 2 5 1 0 4 4 6 5 7 3 
O(2) 6 1 9 5 5 5 3 4 3 2 
O(3) 3 2 8 3 1 1 4 2 0 4 
O(4) 0 9 5 1 2 3 0 3 7 5 
O(5) 4 4 8 2 1 5 9 5 0 0 
O(6) 2 1 0 5 3 4 5 6 9 8 

Table 1 shows an example of objects O and their property values P. Each value is 
taken from a certain trait of an object. As another example, in the healthcare 
environment, the objects (that offer their services to clients) are physicians and the 
properties are the numerical representations of the general knowledge of the physician in 
each specialization; P(1) = Cardiology, P(2) = Endocrinology, P(3) = Pediatrics, P(4) = 
Radiology, etc. In the event of an object disconnection, e.g. the physician is not available 
due to some reasons, these properties are taken as input patterns to train the neural 
network so system can select an alternate object to process the client’s request. 

5   Simulation Results 

The proposed intelligent distributed framework used Visibroker 7.0 to implement the 
CORBA-based object grouping. We programmed the ANN in Java and put the 
functionality in a JADE agent. The operating system used for the experiment was 
Windows XP. Our simulation focused on testing the neural network’s ability to select 
an object which is the most similar to the disconnected object using one, two, and 
three hidden layers in the MLP structure. We then train these input patterns using the 
back propagation algorithm. The proposed method was evaluated by determining the 
generalization accuracy of the multilayer perceptron and was later compared with  
the accuracy of other algorithms. 

We used 25000 epochs for our simulation. First, we tested the algorithm using 5 
neurons in the input pattern. The number of neurons represent the number of 
properties taken into consideration in selecting a new object. After recording the 
general accuracy, we increased the hidden patterns to two, and finally to three. Table 
2 shows the performance of the network.  

Table 2. Generalization accuracy of the algorithm trained with the respective number of 
neurons and hidden layers. It can be inferred that there is no significant increase in 
generalization accuracy when increasing the hidden layers to three from two layers. 

Number of 
Neurons 

One Hidden 
Layer 

Two Hidden 
Layers 

Three Hidden 
Layers 

5 89.8% 92.1% 92.3% 

10 91.1% 92.5% 92.2% 

15 90.4% 92.7% 93.1% 

20 90.6% 92.3% 92.1% 
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After determining that 2 hidden layers provide higher generalization accuracy, and 
that three hidden layers only increases the computational time, the MLP with two 
hidden layers was used to compare to other algorithms. We used a data from the UCI 
data repository, a popular repository of different data for data mining experiments. 
Figure 3 shows the accuracy of each algorithm in classifying 303 patterns using 10 
folds of cross-validation. The MLP provided the highest accuracy rate with 84.49% 
followed closely by the Simple Logistic with 83.19%. J48 gave 77.56% while ZeroR 
was only 54.46% accurate. 

0

10

20

30

40

50

60

70

80

90

MLP ZeroR SL J48

 

Fig. 3. Bar graphs showing the accuracy of each algorithm. The MLP provided the highest 
accuracy rate with 84.49% followed closely by the Simple Logistic with 83.19%. J48 gave 
77.56% while ZeroR was only 54.46% accurate. 

6   Conclusion 

This paper presented a fault tolerant scheme for the intelligent distributed framework 
by using an artificial neural network (ANN). Properties of a disconnected object were 
used as input patterns in training the multilayer perceptron (MLP), which is an ANN. 
The properties were trained using the back propagation algorithm to select a new 
object to process the client’s request. Simulation results show that two hidden layers 
provide higher generalization accuracy than only one hidden layer. Furthermore, the 
MLP yielded the highest accuracy rate compared to ZeroR, Simple Logistic, and J48. 
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Abstract. With the unique characteristic of orchestrating gene expression level 
in cellular metabolism during the development of living organisms, gene regu-
latory networks can be modeled as reliable and robust control mechanisms for 
robots. In this work we devise a recurrent neural network-based GRN model to 
control robots. To simulate the regulatory effects and make our model inferable 
from time-series data, we develop an enhanced learning algorithm, coupled 
with some heuristic techniques of data processing for performance improve-
ment. We also establish a method of programming by demonstration to collect 
behavior sequence data of the robot as the expression profiles, and then employ 
our framework to infer controllers automatically. To verify the proposed ap-
proach, experiments have been conducted and the results show that our regula-
tory model can be inferred for robot control successfully. 

Keywords: recurrent neural network, gene regulation, time series data, bio-
inspired robot control, learning by demonstration. 

1   Introduction 

Gene regulatory networks (GRNs) are complex biological systems. They dynamically 
orchestrate the level of expression for each gene in the genome by controlling whether 
and how the gene will be transcribed into RNA [1]. In a GRN, the network structure 
is an abstraction of the chemical dynamics of a system, and the network nodes are 
genes that can be regarded as functions obtained by combining basic functions upon 
the inputs. These functions have been interpreted as performing a kind of information 
processing within the cell, which determines cellular behaviors. Such systems often 
include dynamic and interlock feedback loops for further regulation of network archi-
tecture and outputs. With these unique characteristics, GRNs can be modeled as reli-
able and robust control mechanisms for robots. 

The first important step in applying GRNs to controlling robots is to develop a 
framework for GRN modeling. In the work of GRN modeling, many regulation mod-
els have been proposed [2][3]; they can range from very abstract models (involving 
Boolean values only) to very concrete ones (including fully biochemical interactions 
with stochastic kinetics), depending on the biological levels to be studied. To  
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construct a network from experimental data, an automated procedure (i.e., reverse 
engineering) is advocated: the GRN model is firstly determined, and then different 
computational methods are developed for the chosen model to reconstruct networks 
from the time-series data [2][3]. 

As can be observed from the literature, works in modeling GRNs shared similar 
ideas in principle. However, depending on the research motivations behind such 
works, different researchers have explored the same topic from different points of 
view; thus the implementation details of individual work are also different. Works 
with abstract models involve less biological detail and display only qualitative dy-
namic behavior; they can implement large size networks. On the other hand, works 
with concrete models describe network dynamics in detail and is closer to biological 
reality; they can only implement small size networks. The effect of model selection is 
especially apparent in the application of robot control. For example, in the work by 
Quick et al. [4] and Stewart et al. [5], the authors have emphasized on describing the 
operational details of their artificial genes, enzymes, and proteins to show how their 
GRN-based control systems are close to the biological process, rather than how their 
models can be used to control robot practically. In addition, the work by Bentley has 
described a GRN model involving interactions of genes and proteins, and imple-
mented a simulated evolution mechanism to derive simple controllers [6]. However, 
its main focus is on the developmental process of individuals during the evolution, but 
not the control task. Different from the above works, we will take the principles of 
gene regulation to develop a biologically plausible model, investigate whether the 
presented model is inferable from data, and how to exploit the GRN modeling ap-
proach to construct robot controllers in particular. 

As recurrent neural networks (RNNs) consider the feedback loops and take internal 
states into account, they are able to show the system dynamics of the network over 
time. With these characteristics, this kind of network that offers an ideal model to act 
as GRNs, is especially suitable for the control systems. Therefore, in this work we 
develop a RNN-based regulatory model for robot control. To simulate the regulatory 
effects and make our model inferable from time-series expression data, we also im-
plement an enhanced RNN learning algorithm, coupled with some heuristic tech-
niques of data processing to improve the learning performance. After establishing a 
framework for GRN modeling, we develop a method of programming by demonstra-
tion to collect behavior sequence data of a robot as the time series profiles, and then 
employ our framework to infer behavior controllers automatically. To verify the pre-
sented approach, two series of experiments have been conducted to demonstrate how 
it operates and how it can be used to construct controllers for a mobile robot and a 
walking robot successfully. 

2   Modeling GRNs for Robot Control 

The most important issues in using GRNs for robot control are the development of 
GRN model and the computational method for constructing the model from available 
time series data. To address the relevant problems, this section describes how we take 
biological, computational, and engineering points of view to develop an inferable 
control model and how to use this model to learn robot controllers. 
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2.1   RNN-Based Regulatory Model 

There are several recurrent neural network architectures, ranging from restricted 
classes of feedback to full interconnection between nodes. Vohradsky and his col-
leagues have proposed the use of fully recurrent neural network architecture in study-
ing regulatory genetic networks such as those involved in the transcriptional and 
translational control of gene expression [7]. In this work, we also take a similar archi-
tecture to model GRN, but unlike their work that mainly simulates regulatory effects, 
our goal is to infer regulatory networks from measured expression data. 

In a fully recurrent net, each node has a link to any node of the net, including itself. 
Using such a model to represent a GRN is based on the assumption that the regulatory 
effect on the expression of a particular gene can be expressed as a neural network in 
which each node represents a particular gene and the wiring between the nodes define 
regulatory interactions. Similarly, in a GRN, the level of expression of genes at time t 
can be measured from a gene node, and the output of a node at time t+Δt can be de-
rived from the expression levels and connection weights of all genes connected to the 
given gene at the time t. That is, the regulatory effect to a certain gene can be re-
garded as a weighted sum of all other genes that regulate this gene. Then the regula-
tory effect is transformed by a sigmoidal transfer function into a value between 0 and 
1 for normalization. 

The same set of the above transformation rules is applied to the system output in a 
cyclic fashion until the input does not change any further. As in [7], here we use the 
basic ingredient to increase the power of empirical correlations in signaling constitu-
tive regulatory circuits. It is to generate a network with nodes and edges correspond-
ing to the level of gene expression measured in microarray experiments, and to derive 
correlation coefficients between genes. To calculate the expression rate of a gene, the 
following transformation rules are used: 
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where yi is the actual concentration of the i-th gene product; k1,i and k2,i are the accu-
mulation and degradation rate constants of gene product, respectively; Gi is the regu-
latory effect on each gene that is defined by a set of weights (i.e., wi,j) estimating the 
regulatory influence of gene j on gene i, and an external input bi representing the 
reaction delay parameter. 

When the above GRN model is used to control a robot, each gene node now corre-
sponds to an actuator of the robot in principle. Two extra nodes are added to serve as 
inter-genes and their roles are not specified in advance. The redundancy makes the 
controllers easier to be inferred from data. Fig. 1 illustrates the architecture of our 
GRN controller. In this architecture, the sensor information received from the envi-
ronment is continuously sent to all nodes of the fully interconnected network, and the 
outputs of the actuator nodes (i.e., ai) are interpreted as motor commands to control 
the robot. For control tasks in which the sensor information is not required, for exam-
ple the locomotion task, the perception part in the figure is simply disabled. 
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Fig. 1. The GRN control architecture 

2.2   Learning Algorithm for Constructing GRN Controllers 

After the network model for robot control is decided, the next phase is to find settings 
of the thresholds and time constants for each neuron, and the weights of the connec-
tions between the neurons so that the network can produce the most approximate 
system behavior. By introducing a scoring function for network performance evalua-
tion, the above task can be regarded as a parameter estimation problem with the goal 
of maximizing the network performance (or minimizing an equivalent error measure). 
To achieve this goal, here we use the backpropagation through time (BPTT, [8]) 
learning algorithm to update the relevant parameters of recurrent networks in discrete-
time steps. 

Instead of mapping a static input to a static output as in a feedforward network, 
BPTT maps a series of inputs to a series of outputs. The central idea is “unfolding” 
the discrete-time recurrent neural network (DTRNN) into a multilayer feedforward 
neural network when a sequence is processed. Once a DTRNN has been transformed 
into an equivalent feedforward network, the resulting feedforward network can then 
be trained using the standard backpropagation algorithm. 

The goal of BPTT is to compute the gradient over the trajectory and update net-
work weights accordingly. As mentioned above, the gradient decomposes over time. 
It can be obtained by calculating the instantaneous gradients and accumulating the 
effect over time. In BPTT, weights can only be updated after a complete forward step 
during which the activation is sent through the network and each processing element 
stores its activation locally for the entire length of the trajectory. That is, as in the 
traditional backpropagation algorithm, the weights are updated in the backward step 
according to the following rules [8]: 
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where δj is the derivative of the error surface, η is the learning rate, ej means the cor-
responding error, and U is the set of all output units. 

if ô = t1  
if t0 ≤ ô＜t1  
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In the above learning procedure, learning rate is an important parameter. Yet, it is 
difficult to choose an appropriate value to achieve an efficient training because the 
cost surface for multi-layer networks can be complicated and what works in one loca-
tion of the cost surface may not work well in another location. Delta-bar-delta is a 
heuristic algorithm for modifying the learning rate in the training procedure [9]. It is 
inspired by the observation that the error surface may have a different gradient along 
each weight direction so that each weight should have its own learning rate. In our 
modeling work, to save the effort in choosing appropriate learning rate, this algorithm 
is implemented for automatic parameter adjustment. 

2.3   Robot Programming by Demonstration 

After establishing a framework for GRN modeling, we then use it to construct behav-
ior controllers for robots. In this work, we develop a method of programming-by-
demonstration (sometimes called imitation) to collect data of behavior sequence as 
gene expression profiles, and then employ the GRN modeling framework to infer 
behavior controllers automatically.  

Imitation has been studied in ethology and experimental psychology for many 
years. It is a powerful mechanism in social animals for learning and delivering new 
knowledge [10]. In fact, some experiments have discovered that there exists a mecha-
nism in the primate brain to drive the imitation behavior. For example, macaque  
inferior premotor cortex has been identified as being involved in the movements of 
reaching and grasping, and the mirror neurons are active when a monkey performs 
certain kinds of actions, such as grasping, manipulating, and placing [10]. 

The imitation mechanism has two parts: one is an active process that is for acquir-
ing new behaviors; the other is a passive process for imitating known behaviors. For a 
robot, the former is to try to employ a certain learning strategy to produce the behav-
ior that is currently shown but not known previously. And the latter is to recognize 
what kind of behavior a demonstrator is performing and to retrieve the same kind of 
behavior that has been previously developed and recorded in the memory. As the 
passive process can be achieved by a straightforward way (i.e., building a mapping 
table to link the extracted behavior trajectory to the most similar one recorded  
previously), in this work we concentrate on the active process (i.e., learning new be-
haviors). For active imitation, we take an engineering point of view and consider 
imitation as a vehicle for learning new behaviors. It can be considered as a method of  
programming by demonstration [11][12]. Fig. 2 illustrates the procedure. In this 
method, the robot is firstly shown how to perform the desired behavior: it is driven 
manually to achieve the target task. In this stage, the robot can be regarded as a 
teacher showing the correct behavior. During the period of human-driven demonstra-
tion, at each time step the relevant information received from the robot’s sensors and 
actuators are recorded to form a behavior data set for later training. In other words, it 
is to derive the time-series expression profiles of sensors and actuators from the quali-
tative behavior demonstrated by the robot.  

After the behavior data is obtained, in the second stage the robot plays the role of a 
learner that is trained to achieve the target task. As described in the above sections, a 
RNN-based GRN model is adopted as the behavior controller here for the learner, and 
the corresponding learning algorithm is used to train the controller. To cope with 
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human 
operating/editing 

time series data

different environment situations, the robot is operated to achieve the target behavior a 
few times so that a reliable and robust controller can be obtained. All expression data 
from different behavior trials are collected and arranged in a single training set. By 
minimizing the accumulated action error over the entire training data set, the robot 
can improve its behavior and finally achieve the task. If the robot cannot produce a 
similar behavior as in the demonstration, the user can modify the training set by driv-
ing the robot to repeat the sub-behaviors that it failed to achieve, and then adding the 
newly obtained patterns to the data set to start the re-learning procedure. 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Robot programming by demonstration 

3   Experiments and Results 

Following the proposed GRN model and the corresponding learning procedure, we 
conduct two series of experiments for evaluation. The first series is to examine 
whether the proposed model can be inferred from a given set of time series data. In 
this phase, data sets are obtained from GRN simulation software. The second series of 
experiments is to investigate whether the proposed approach can infer GRNs for robot 
control. The data sets in the series of experiments are behavior sequences of the ro-
bots and they are collected from the demonstration procedure. 

3.1   Modeling GRNs  

In the experiments of GRN modeling, we firstly used a GRN simulation software 
Genexp ([7]) to produce expression data. Different gene networks were defined in 
which the accumulation and degradation rate constants of gene product were chosen 
from preliminary test. Because all sets of experiments have similar results, only one 
set of the experiments is reported as a representative and explanatory example here. 

In this example, a four genes network was defined and the simulation was run for 
30 time steps for data collection. Then the proposed approach was employed to infer 
the above network. The result is shown in Fig. 3. It compares the behaviors of each 
pair of genes in the original and reconstructed networks, in which the x-axis repre-
sents time step and y-axis, the concentrations of different gene components. As can be 
observed, the behaviors of the two systems are nearly identical and the accumulated 
error for the five nodes is very small. It shows that the network can be reconstructed 
from the expression data by the learning mechanism presented. 

Recording
Robot Behavior 

 GRN Learning 
Mechanism 

  controller

Environment 

robot 
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3.2   Learning GRNs for Robot Control 

In the second series of experiments, we examined whether the GRN controllers can 
also be inferred by the learning mechanism from the time series data collected in the 
procedure of human-driven demonstration. Experiments have been conducted for two 
kinds of robots: one mobile robot and one walking robot. To save evaluation time in 
the learning procedure, the experiments were performed in simulation. In fact, many 
studies have shown that the controllers developed in a realistic simulator can be trans-
ferred successfully to a real robot [13]. In addition, to obtain robust controllers, ran-
dom noise has been injected to the sensor/actuator dataset as in the experiments of 
GRN modeling described in the above section. 

The first experiment is to develop a controller for the robot to achieve a box-
pushing task. The popular mobile robot Khepera (described in [13]) has been used in 
this experiment. As described in section 2.3, in the experiment the robot was driven 
manually to perform the target task, and the relevant information of sensors and ac-
tuators was recorded as time series data to derive the controller. In our experiments, a 
fine time-slice technique was used in simulation and each time step lasted for 100 ms. 
Once the data set of behavior sequence has been collected, it was used as the expres-
sion profiles to infer the controller. Here a four nodes GRN controller was defined, 
including two nodes serving as the left and right wheel motors and the other two 
nodes as inter-genes. In the learning procedure, at each time step the perception in-
formation from infrared sensors was sent to each node and the controller was exe-
cuted once. The outputs obtained from the specific nodes of the controller were then 
recorded and compared to the desired values. By minimizing the accumulated motor 
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Fig. 3. Behaviors of the target (desired) and inferred (actual) systems 
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error the target controller can be inferred successfully. Fig. 4 shows the typical box-
pushing behavior generated by the inferred controller.  

The above learning procedure is an efficient and convenient method to obtain 
behavior controllers without explicit programming. But it should be noted that to 
ensure the success of this approach the problem of class imbalance has to be over-
come [14][15]. The problem means that in a classification task, when the numbers of 
examples within each class are quite different, the classification performance of the 
standard classifier may be damaged. This is a crucial problem to be encountered in the 
machine learning community since the data collected is often not distributed normally 
in the real world applications. In the robot learning application, to achieve a goal 
behavior means to accomplish a sequence of some sub-goal behaviors. Corresponding 
to a classification task, here the pair of input and output of the controller at a certain 
time step represents a data point, and each sub-task can be regarded as a specific class 
that considers the similar data points. As the robot may spend different numbers of 
time steps to deal with different sub-tasks, the training data set is thus imbalanced. 
When the robot cannot learn the target behavior properly, it will be more efficient to 
iteratively demonstrate and modify the parts the robot wrongly behaved to collect data 
to further balance the training set. 

Different from the above reactive control task, the second type of experiments 
involves internal states: to develop a locomotion controller for a walking robot. It has 
been shown that animals walk in a stereotyped way by adopting rhythmic patterns of 
movement, and the neural control of these stereotyped movements is hierarchically 
organized. It has also become clear that these kinds of motion patterns are controlled 
by the rhythm generator mechanism called central pattern generator (CPG) that pro-
vides feedforward signals needed for locomotion even in the absence of sensory feed-
back and high-level control [16]. In this experiment, the proposed GRN model works 
as the role of CPG to control the motors of the robot legs. 
 

                                       

    

Fig. 4. The robot and its typical behavior 

1

2 3
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As the main goal here is to examine whether the locomotion task can be achieved 
by the presented approach, we did not built a walking robot but simply took the acti-
vation data of the successful controller developed in [17] as the time-series data for 
the inference of a GRN model. The robot used in their work has six legs that may be 
either up or down, and the robot can swing the leg forward or backward when it is up. 
Each leg has a limited angular motion that can be used as sensory information of the 
leg controller. To simplify the control architecture for a six legs insect, they assumed 
that the locomotion controller exhibits left-right and front-back symmetries. There-
fore, only one set of leg controller parameters needs to be determined, and then these 
parameters can be copied to each of the six legs. More details of the robot can be 
found in [17]. 

To obtain a controller with locomotion behavior, in our experiments a GRN model 
with five gene nodes was used to control a leg: one node for foot control, two nodes 
for forward and backward swing control, and two nodes as inter-genes. The proposed 
approach was employed again to derive controllers. Fig. 5 shows the results. The left 
part of Fig. 5 is the activation data produced by a typical leg controller reported in 
[17], in which the x-axis represents the time steps and y-axis, the normalized activa-
tions of the actuators (from top to down: foot, swing forward, and swing backward). 
The inferred results are presented in the right part of Fig. 5, that show the controllers 
can be inferred successfully. 
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Fig. 5. The activation data of the desired (left) and inferred (right) leg controllers 

4   Conclusions and Future Work 

GRNs have been shown to play important roles in the development of living organism 
and they can be modeled to work as robot controllers. Depending on the biological 
levels to be studies, for example the qualitative network behavior or system dynamics, 
different GRN models have been proposed. Taking biological, computational and 
engineering perspectives, here we have derived a recurrent neural network-based 
regulatory model for robot control. We have also implemented a learning mechanism 
and designed a procedure of programming by demonstration to infer robot controllers 
from time series data. To verify the proposed methodology, different sets of experi-
ments have been conducted for GRN modeling and robot control. The results have 
shown that our approach can be successfully used to infer GRN controllers from time 
series data obtained from a demonstration procedure to control a mobile robot and a 
walking robot. 
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Currently we are extending our work toward several directions. The first is to use 
the proposed approach to construct controllers for tasks involving more internal 
states. In those cases, the controllers can take the advantage of their feedback links to 
operate in the environment with and without sensory information. Meanwhile, it is 
worthwhile to investigate how to employ other types of learning algorithms to im-
prove the modeling performance. Another direction is to deal with the scalability 
problem in which more network nodes and connections will be needed eventually for 
more complicated control tasks. We plan to develop and integrate an efficient cluster-
ing scheme into our framework to construct networks in a hierarchical way. 
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Abstract. In this paper, a novel fault detection scheme is presented for 
networked control systems with random delays and noises. Since the random 
noises and delays existed in networked control system are probably non-
Gaussian, the extended Luenberger observer under minimum error entropy 
frame is utilized to generate residual so as to detect faults in networked control 
systems. Finally, an illustrative example is given to demonstrate the 
effectiveness of the proposed method.  

Keywords: Networked control systems, fault detection, neural networks. 

1   Introduction 

Networked control systems (NCSs) are spatially distributed closed-loop feedback 
control systems in which the communication between the nodes occurs through a 
shared band-limited digital communication network [1]. The primary advantages of 
NCSs are reduced system wiring, ease of installation and maintenance, and increased 
system flexibility. However, the insertion of communication network in the feedback 
control loop makes the analysis and design of an NCS become more complex.  

Recently, more and more attention has been paid on studying fault detection of the 
NCSs, and some approaches to fault diagnosis of NCSs were presented [2-15]. The 
method based on structure matrix of network-induced delays was presented in [3-5], 
the existed fault detection theory of time-delay systems was extended to NCSs [6-9], 
the approach based on quasi Takagi-Sugeno fuzzy model was proposed in [10] and 
observer-based fault detection was employed in [11]. In addition, considering the 
randomness of NCSs, robust fault detection filter was designed based on discrete 
Markovian jump systems in [12], the approach based on low-pass post-filtering was 
also presented in [13-15]. 

The delay characteristics on NCSs are stochastic in most cases, even the induced 
delays may not obey Gaussian distribution. The influence of network-induced delay 
on conventional observer based fault detection was evaluated in [16], the problem of 
observer based fault detection for NCSs has not fully investigated yet. It is necessary 
to study the approach to fault detection of NCSs with random delays.  

Following the recent developments on the information theoretic learning in the 
signal processing community, adaptive observer under generalized entropy criterion 



104 J. Zhang, L. Cai, and H. Wang 

framework was proposed [19]. In this paper, we employ a minimum error entropy 
(MEE) observer to generate residuals in order to detect faults of NCSs, since there are 
uncertain components (e.g. uncertain time-delay, disturbance or bandwidth). 
Compared with the conventional observer, the MEE observer captures all the 
information in the error sequences in nonlinear dynamic systems with non-Gaussian 
noises and delays besides first and second order statistical information.  

The rest of this paper is organized as follows: Section 2 gives the system 
description and formulates the problem of fault detection for NCSs. Section 3 utilizes 
MEE Luenberger observer to generate residual. Section 4 gives the detection 
threshold and the rule of evaluating residual. Section 5 verifies the efficiency of the 
method by an illustrative example. And the last section concludes the paper. 

2   System Description and Problem Formulation 

Consider a NCS whose dynamics can be characterized by following linear time 
invariant (LTI) discrete model 
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where nx R∈ denotes the state vector, mu R∈  the control input vector and 
ty R∈ the measurable output vector. pRω ∈ and pRυ ∈ are system noise and 

measurement noise respectively. q
af R∈  and q

sf R∈ are unknown actuator fault 

and sensor fault respectively. scτ +∈ Ζ  is the network-induced delay from sensor to 

controller respectively, 
a sf fA,B,C,B ,B ,B ,Bω υ  are known real matrices of 

appropriate dimensions. 
For the NCS, we introduce the following assumptions:   

1) The actuators and sensors are time-driven, while the controller is event-driven.  
2) The data packets are transmitted in right order without packet dropout.  
3) A is nonsingular and ( )A,C  is observable. 

Both network-induced delays and the noise in NCSs are probably non-Gaussian, the 
conventional observer cannot be employed to generate residual for detecting faults 
[3]. An alternative criterion is needed to extend observer so as to achieve optimality. 
It is natural to replace mean-square-error (MSE) with MEE, since entropy can capture 
all the information in the error sequences. The objective here is to investigate a fault 
detection method for NCSs within entropy criterion framework. The fault detection 

scheme in the NCS context is shown as Fig.1, in which caτ  is the network-induced 

delay from controller to actuator. The procedure of fault detection consists of residual 
generation and residual evaluation. 
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Fig. 1. Scheme of fault detection for NCSs 

3   Design of Residual Generator  

Luenberger proposed state observer to deal with state estimation for deterministic 
multivariable dynamic systems. For stochastic NCSs, the objective here is to design a 
residual generator by utilizing the following extended Luenberger observer which is 
specified by 
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where ˆ( ) nx k R∈  and tˆ( )y k R∈  are state and output estimation respectively. The 

observer gain matrix n tL R ×∈  is updated using information theoretic learning 
technique during estimating state such that the entropy of the error 

ˆ( ) ( ) ( )e k y k - y k=  between the measured and estimated output is minimized at 

each instant [18].  
Minimum Renyi entropy of a random variable means minimizing its uncertainties, 

and all the moments of probability density function of the random variable are 
constrained [16]. In this paper, the quadratic Renyi entropy 

2
ˆ ( )H e  of error ( )e k  is 

employed to be the performance index for design adaptive gain of the observer, and it 

can be obtained directly from data samples 1 2{ ( ), ( ),..., ( )}Ne k e k e k  by utilizing 

Parzen windowing with kernel function.
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Although the above calculation could be done through the Monte Carlo method, it is 
preferred to find a more practical solution to handle online, instantaneous computation 
for state estimation. The on-line estimation of quadratic Renyi entropy at instant k in a 
non-stationary environment can be obtained using a sliding window of samples [21]. 
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W the width of sliding window. Minimizing the entropy of error 
2

ˆ ( )H e is equivalent 

to maximizing the information potential ˆ( )V e  due to monotonically increasing “log” 

function. The performance index used to update the extended Luenberger observer 
gain L would be the stochastic quadratic information potential of error, i.e. 
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the updated rule for the observer gain L can be obtained by stochastic gradient 

algorithm. Denote :,1 :,2 :,
n t
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criteria J with respect to the observer gain L, 

1

:, :, :,

ˆ ˆ( ( )) ( ( ))1
( ( ) ( )) ( )

( ) ( ) ( )

k
sc sc

i k Wj j j

x k k x i iJ
e i e k C

L k W L k L iσ
τ τκ

−

= −

∂ − ∂ −∂ ′= − ⋅ ⋅ −
∂ ∂ ∂∑  (6) 

where 
2

( ( ) ( ))
( ( ) ( )) ( ( ) ( ))

e i e k
e i e k e i e kσ σκ κ

σ
− −′ − = ⋅ − , 

:,

:,

:,

:, :,

ˆ( ( ))
  

( )

ˆ ˆ( ( )) ( )
ˆ( ) ( )

ˆ ˆ ˆ ˆ( ( )) ( ( ) 1) ( 1) ( )
ˆ ˆ ˆ( ( ) 1) ( ( ) 2) ( ) ( )

ˆ ˆ( ) ( 1)
( ) ( (

( ) ( 1)

sc

j

sc

j

sc sc

sc sc j

n n
j j

x k k

L k

x k k x k

x k L k

x k k x k k x k x k

x k k x k k x k L k

x k x k
A L C I y

L k L k

τ

τ

τ τ
τ τ

×

∂ −
∂

∂ − ∂= ⋅
∂ ∂

∂ − ∂ − + ∂ − ∂= ⋅ ⋅ ⋅ ⋅
∂ − + ∂ − + ∂ ∂

∂ ∂ −≈ = − ⋅ + ⋅
∂ ∂ −

L

ˆ1) ( 1))k y k− − −

 

The observer gain L can be then updated as follows 

:, :,
:,
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∂
 (7) 

where η  is step size for adaptation. It should be pointed out that the observer can be 

implemented by an ADALINE (Adaptive Linear Neuron) without a bias weight, 
whose weights form the observer gain. 
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In this paper, the residual signal generator can be constructed as 

ˆ( ) ( ) ( )r k = y k y k−  (8) 

where the error ( )r k  between the real output and observer output in the NCS is 

utilized to detect faults in the NCS. 

4   Fault Detection  

In order to trigger the fault alarm, we have to select a threshold which is the 
maximum of the residual in normal NCSs. In this paper, the following threshold [20] 
is employed 
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where N is the length pre-described for the expectation operator. 
Based on the threshold selection, the occurrence of faults can be detected by 

comparing ( )r k  and thJ  according to the following principle: 
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5   Illustrative Example 

A numerical example is given to show the performance of the proposed method. 
Considering the discrete linear time-invariable NCS as follows  
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In this simulation, it is assumed that the control input is [ ]( ) 0.1 0.25 ( )u k x k= − − ，the 

probability density function of 
sc(k)τ  obeys the following β -distribution 
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where ( ) ( )1 11

0
, 1

baa b x x dxβ −−= −∫ , both white noises ( )kω , ( )kυ  belong to [-

0.005,0.005]. The kernel size used to estimate the entropy is experimentally set to 
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0.1σ = , the initial observer gain [ 0.05 0.15]TL = − − . The fault is imposed as 

follows 
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The simulation results are shown in Figs.2-5. Fig.2 shows the increasing information 
potential of the MEE Luenberger observer, in which the entropy of the observer 
output error deceases with time. Figs.3 and 4 show two state errors respectively. The 
convergent state errors indicate better performance of the observer. The residual 

( )r k  generated by MEE observer is shown in Fig.5, which illustrates effective ness 

of the proposed method despite the disturbances ( )kω  and ( )kυ  in the NCS. 

 
Fig. 2. Information potential of observer error 

 
Fig. 3. Estimation error of state 1 
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Fig. 4. Estimation error of state 2 

 

Fig. 5. Residual signal 

6   Conclusions 

This paper investigates the fault detection problem of NCSs with random network-
induced delays and noises. Since the random delays and noises may not obey 
Gaussian distribution, the extended Luenberger observer is utilized to generate 
residual for detecting faults in NCSs. A time-variant threshold is employed to 
improve the sensitivity to the faults. The proposed method may be generalized to 
nonlinear NCSs in further research. 



110 J. Zhang, L. Cai, and H. Wang 

Acknowledgments. This work is supported by National Natural Science Foundation 
of China under grants (No. 60674051) and Beijing Natural Science Foundation under 
grant (No. 4072022). These are gratefully acknowledged. 

References 

1. Hespanha, J.P., Naghshtabrizi, P., Xu, Y.: A Survey of Recent Results in Networked 
Control Systems. Proceedings of the IEEE 95, 138–162 (2007) 

2. Fang, H., Ye, H., Zhong, M.: Fault Diagnosis of Networked Control Systems. Annual 
Reviews in Control 31, 55–68 (2007) 

3. Ye, H., Ding, S.X.: Fault Detection of Networked Control Systems with Network-Induced 
Delay. In: Proceedings of the 8th International Conference on Control, Automation, 
Robotics and Vision (ICARCV 2004), Kunming, China, pp. 294–297 (2004) 

4. Wang, Y., Ye, H., Cheng, Y., Wang, G.: Fault Detection of NCS Based on 
Eigendecomposition and Pade Approximation. In: Preprints of 6th IFAC Symposium on 
Fault Detection, Supervision and Safety of Technical Processes, Beijing, China, pp. 937–
941 (2006) 

5. Ye, H., He, R., Liu, H., Wang, G.: A New Approach for Fault Detection of Networked 
Control Systems. In: Proceedings of IFAC 14th Symposium on System Identification, 
Newcastle, Australia, pp. 654–659 (2006) 

6. Yang, H.L., Saif, M.: Observer Design and Fault Diagnosis for State Retarded Dynamical 
Systems. Automatica 34, 217–227 (1998) 

7. Zhong, M., Ye, H., Sun, T., Wang, G.: An iterative LMI Approach to Robust Fault 
Detection Filter for Linear System with Time-varying Delays. Asian Journal of Control 8, 
86–90 (2006) 

8. Ding, S.X., Jeinsch, T., Frank, P.M., Ding, E.L.: A Unified Approach to the Optimization 
of Fault Detection Systems. International Journal of Adaptive Contribution and Signal 
Processing 14, 725–745 (2000) 

9. Chen, W., Saif, M.: An Iterative Learning Observer for Fault Detection and 
Accommodation in Nonlinear Time-delay Systems. International Journal of Robust and 
Nonlinear Control 16, 1–19 (2006) 

10. Zheng, Y.: Fault Diagnosis and Fault Tolerant Control of Networked Control Systems. 
Ph.D Dissertation, Huazhong University of Science and Technology, China (2003) 

11. Zhong, M., Liu, Y., Ma, C.: Observer-Based Fault Detection for Networked Control 
Systems with Random Time-delays. In: Proceedings of International Conference on 
Intelligent Computing (ICIC), Kunming, China, pp. 528–531 (2006) 

12. Mao, Z., Jiang, B., Shi, P.: H∞ Fault Detection Filter Design for Networked Control 
Systems Modelled by Discrete Markovian Jump Systems. IET control theory & 
applications 1, 1336–1343 (2007) 

13. Ye, H., Zhang, P., Ding, S.X., Wang, G.: A Time–frequency Domain Fault Detection 
Approach Based on Parity Relation and Wavelet Transform. In: Proceedings of the 39th 
IEEE Conference on Decision and Control (IEEE CDC 2000), Sydney, Australia, pp. 
4156–4161 (2000) 

14. Zhang, P., Ye, H., Ding, X., Wang, G., Zhou, D.: On the Relationship between Parity Space 
and H2 Approaches to Fault Detection. Systems &Control Letters 55, 94–100 (2006) 

15. Ye, H., Wang, Y.: Application of Parity Relation and Stationary Wavelet Transform to Fault 
Detection of Networked Control Systems. In: Proceedings of the 1st IEEE Conference on 
Industrial Electronics and Applications (ICIEA 2006), Singapore, pp. 1–6 (2006) 



Fault Detection for Networked Control Systems via Minimum Error Entropy Observer 111 

16. Erdogmus, D., Pricipe, J.C.: An Error–entropy Minimization Algorithm for Supervised 
Training of Nonlinear Adaptive Systems. IEEE Transactions on Signal Processing 50, 
1780–1786 (2002) 

17. Parzen, E.: On Estimation of a Probability Density Function and Mode. Time Series 
Analysis Papers, Holden-Day, CA (1967) 

18. Pricipe, J.C., Xu, D., Fisher, J.: Unsupervised Adaptive Filtering: Information Theoretic 
Learning. In: Haykin, S. (ed.), vol. 1, pp. 265–319. Wiley, New York (2000) 

19. Xu, J., Erdogmus, D., Principe, J.: Minimum Error Entropy Luenberger Observer. In: 
Proceedings of American Control Conference, Portland, USA, pp. 1923–1928 (2005) 

20. Chen, Y., Duan, Z., Liu, Y., Wang, R.: Fault Detection for Networked Control System 
with Random Delays. In: Proceedings of IEEE Conference on Robotics, Automation and 
Mechatronics, Chengdu, China, pp. 95–100 (2008) 

21. Erdogmus, D., Principe, J.C., Kim, S.P., Sanchez, J.C.: A Recursive Renyi’s Entropy 
Estimator. In: Proceedings of IEEE Neural Networks for Signal Processing, Martigny, 
Valais, Switzerland, pp. 209–217 (2002) 



Discrete-Time Reduced Order Neural Observers

Alma Y. Alanis1 and Edgar Nelson Sanchez2

1 Departamento de Ciencias Computacionales, CUCEI, Universidad de Guadalajara,

Apartado Postal 51-71, Col. Las Aguilas, Zapopan, Jalisco,

C.P. 45080, Mexico

almayalanis@gmail.com
2 CINVESTAV, Unidad Guadalajara, Apartado Postal 31-438, Plaza La Luna,

Guadalajara, Jalisco, C.P. 45091, Mexico

Abstract. A nonlinear discrete-time reduced order neural observer for

the state estimation of a discrete-time unknown nonlinear system, in

presence of external and internal uncertainties is presented. The ob-

server is based on a discrete-time recurrent high order neural network

(RHONN) trained with an extended Kalman filter (EKF)-based algo-

rithm. This observer estimates the state of the unknown discrete-time

nonlinear system, using a parallel configuration. To illustrate the appli-

cability simulation results are included.

Keywords: Reduced order neural observers, Recurrent high order neu-

ral networks, Kalman filtering learning, Discrete-time nonlinear systems,

Van der Pol oscillator.

1 Introduction

Modern control systems usually require a very structured knowledge about the
system to be controlled; such knowledge should be represented in terms of dif-
ferential or difference equations. This mathematical description of the dynamic
system is named as the model. There can be several motives for establishing
mathematical descriptions of dynamic systems, such as: simulation, prediction,
fault detection, and control system design.

Basically there are two ways to obtain a model; it can be derived in a deductive
manner using physics laws, or it can be inferred from a set of data collected
during a practical experiment. The first method can be simple, but in many cases
is excessively time-consuming; it would be unrealistic or impossible to obtain an
accurate model in this way. The second method, which is commonly referred as
system identification [26], could be a useful short cut for deriving mathematical
models. Although system identification not always results in an accurate model,
a satisfactory model can be often obtained with reasonable efforts. The main
drawback is the requirement to conduct a practical experiment, which brings
the system through its range of operation [4], [16].

Many of the nonlinear control publications assume complete accessibility for
the system state; this is not always possible. For this reason, nonlinear state esti-
mation is a very important topic for nonlinear control [17]. State estimation has

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 113–122.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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been studied by many authors, who have obtained interesting results in different
directions. Most of those results need the use of a special nonlinear transforma-
tion [15] or a linearization technique [5], [9]. Such approaches can be considered
as a relatively simple method to construct nonlinear observers; however, they do
not consider uncertainties [11], [12], [25]. In practice, there exist external and in-
ternal uncertainties. Observers which have a good performance even in presence
of model and disturbance uncertainties, are called robust; their design process
is too complex [2], [3], [7], [24]. All the approaches mentioned above need the
previous knowledge of the plant model, at least partially. Recently, other kind
of observers has emerged: neural observers [1], [8], [10], [14],[17], [19], for un-
known plant dynamics. However, all the approaches mentioned above estimates
all the state, including the measurable variables, in order to reduce the compu-
tational complexity, in this paper we propose the use of a reduced order neural
observer, which uses the available measurement and only estimates the unmea-
surable variables, besides the proposed observer provides a mathematical model
for unknown nonlinear systems.

Neural networks have grown to be a well-established methodology, which al-
lows for solving very difficult problems in engineering, as exemplified by their ap-
plications to identification and control of general nonlinear and complex systems.
In particular, the use of recurrent neural networks for modelling and learning
has rapidly increased in recent years ([19] and references there in).

There exist different training algorithms for neural networks, which, however,
normally encounter some technical problems such as local minima, slow learning,
and high sensitivity to initial conditions, among others. As a viable alternative,
new training algorithms, e.g., those based on Kalman filtering, have been pro-
posed [5], [6], [21], [26]. Due to the fact that training a neural network typically
results in a nonlinear problem, the Extended Kalman Filter (EKF) is a common
tool to use, instead of a linear Kalman filter [6].

As is well known [19], recurrent high order neural networks (RHONN) offer
many advantages for modelling of complex nonlinear systems. On the other hand
EKF training for neural networks allows to reduce the epoch size and the number
of required neurons [6]. Considering these two facts, we propose the use of the
EKF training for RHONN in order to model complex nonlinear systems.

The best well-known training approach for recurrent neural networks (RNN) is
the back propagation through time learning [21]. However, it is a first order gra-
dient descent method and hence its learning speed could be very slow [21]. Re-
cently the Extended Kalman Filter (EKF) based algorithms has been introduced
to train neural networks, in order to improve the learning convergence [21]. The
EKF training of neural networks, both feedforward and recurrent ones, has proven
to be reliable and practical for many applications over the past ten years [21].

In this paper, a recurrent high order neural network (RHONN) is used to
design of an adaptive recurrent neural observer for nonlinear systems, whose
mathematical model is assumed to be unknown. The learning algorithm for the
RHONN is implemented using an Extended Kalman Filter (EKF). The applica-
bility of these schemes is illustrated via simulation for a van der Pol oscillator.
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In this paper, we consider a class of MIMO discrete-time nonlinear system,
for which we develop a reduced order Luenberger-like observer [17]; then this
observer is applied to a discrete-time unknown nonlinear system [13]. This ob-
server is based on a recurrent high order neural network (RHONN) [20], which
estimates the state vector of the unknown plant dynamics. The learning algo-
rithm for the RHONN is based on an extended Kalman filter (EKF) ([1], [18]
and references therein).

2 Preliminaries

2.1 Nonlinear Reduced Order Observers

We now know how to design a full state observer for an observable system [23].
The full state observer adds n first order equations to the n existing first order
equations and thus doubles the complexity of the system. If each component
of the measurement y(t) is independent of the others (i.e., if C has full rank
m), then we really only need to estimate r = n − m components of the system
state. We start by considering the special case where the components of y are
simply components of x. (The more general case, in which the components of
y are nonlinear combinations of the components of x, turns out to be a simple
extension of this special case.) Without loss of generality, we may order the
states such that

y (k) = Cx (k) =

⎛⎜⎜⎜⎝
x1 (k)
x2 (k)

...
xp (k)

⎞⎟⎟⎟⎠
with C = [Ip0p×r], p+ r = n, x ∈ �n, y ∈ �p. It is convenient to define

xa (k) =

⎛⎜⎝x1 (k)
...

xp (k)

⎞⎟⎠
the measurable variables (xa ∈ �p), and (xb ∈ �r) the unmeasurable variables

xb (k) =

⎛⎜⎝xp+1 (k)
...

xn (k)

⎞⎟⎠
Then the complete equations may be written

(
xa (k + 1)
xb (k + 1)

)
=
(
fa (xa (k) , xb (k) , u (k))
fb (xa (k) , xb (k) , u (k))

)
y (k) = [Ip, 0p×r]

(
xa (k)
xb (k)

)
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Written individually, the state equations are

xa (k + 1) = fa (xa (k) , xb (k) , u (k))
xb (k + 1) = fb (xa (k) , xb (k) , u (k))

y (k) = xa (k) (1)

where u (k) ∈ �m is the input vector, fa (•) and fb (•) are unknown nonlinear
functions. Then, as xa are the measurable variables, only it is necessary design
an observer for xb, notice that the dimension of the observer dynamic equations
is r = n− p. For this reason, this is referred to as a reduced order observer [23].

2.2 Discrete-Time Recurrent High Order Neural Networks

Consider the following discrete-time recurrent high order neural network
(RHONN):

xi(k + 1) = w�
i zi(x(k), u(k)), i = 1, · · · , n (2)

where xi (i = 1, 2, · · · , n) is the state of the ith neuron, Li is the respective
number of higer-order connections, {I1, I2, · · · , ILi} is a collection of non-ordered
subsets of {1, 2, · · · , n}, n is the state dimension, wi (i = 1, 2, · · · , n) is the
respective on-line adapted weight vector, and zi(x(k), u(k)) is given by

zi(x(k), u(k)) =

⎡⎢⎢⎢⎣
zi1

zi2
...

ziLi

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
Πj∈I1y

dij(1)
ij

Πj∈I2y
dij(2)
ij

...
Πj∈ILi

y
dij(Li)
ij

⎤⎥⎥⎥⎥⎦ (3)

with dji(k) being a nonnegative integers, and yi is defined as follows:

yi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

yi1
...
yi1

yin+1

...
yin+m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

S(x1)
...

S(xn)
u1
...
um

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

In (4), u = [u1, u2, . . . , um]� is the input vector to the neural network, and S(•)
is defined by

S(x) =
1

1 + exp(−βx)
(5)

Consider the problem to approximate the general discrete-time nonlinear system
(1), by the following discrete-time RHONN [20]:

χi (k + 1) = w∗�
i zi (x(k), u(k)) + εzi , i = 1, · · · , n (6)



Discrete-Time Reduced Order Neural Observers 117

where χi is the ith plant state, εzi is a bounded approximation error, which
can be reduced by increasing the number of the adjustable weights [20]. Assume
that there exists ideal weights vector w∗

i such that ‖εzi‖ can be minimized on
a compact set Ωzi ⊂ �Li The ideal weight vector w∗

i is an artificial quantity
required for analytical purpose [20]. In general, it is assumed that this vector
exists and is constant but unknown. Let us define its estimate as wi and the
estimation error as

w̃i (k) = w∗
i − wi (k) (7)

The estimate wi is used for stability analysis which will be discussed later. Since
w∗

i is constant, then w̃i (k + 1) − w̃i (k) = wi (k + 1) − wi (k), ∀k ∈ 0 ∪ Z
+.

2.3 The EKF Training Algorithm

It is known, that Kalman filtering (KF) estimates the state of a linear system
with additive state and output white noises [5], [22]. For KF-based neural net-
work training, the network weights become the states to be estimated. In this
case the error between the neural network output and the measured plant out-
put can be considered as additive white noise. Due to the fact that the neural
network mapping is nonlinear, an EKF-type is required (see [18] and references
therein). The training goal is to find the optimal weight values which minimize
the prediction error. In this paper, we use a EKF-based training algorithm de-
scribed by

wi (k + 1) = wi (k) + ηiKi (k) ei (k) (8)
Ki (k) = Pi (k)Hi (k)Mi (k)

Pi (k + 1) = Pi (k) −Ki (k)H�
i (k)Pi (k) +Qi (k) , i = 1, · · · , n

with

Mi (k) =
[
Ri (k) +H�

i (k)Pi (k)Hi (k)
]−1

(9)
ei (k) = y (k) − ŷ (k) (10)

where e (k) ∈ �p is the observation error and Pi (k) ∈ �Li×Li is the weight
estimation error covariance matrix at step k, wi ∈ �Li is the weight (state)
vector, Li is the respective number of neural network weights, y ∈ �p is the
plant output, ŷ ∈ �p is the NN output, n is the number of states, Ki ∈ �Li×p

is the Kalman gain matrix, Qi ∈ �Li×Li is the NN weight estimation noise
covariance matrix, Ri ∈ �p×p is the error noise covariance, and Hi ∈ �Li×p is a
matrix, in which each entry (Hij ) is the derivative of the ith neural output with
respect to ijth neural network weight, (w

ij
), given as follows:

H
ij

(k) =
[
∂xi (k)
∂wij (k)

]�
(11)

where i = 1, ..., n and j = 1, ..., Li. Usually Pi and Qi are initialized as di-
agonal matrices, with entries Pi (0) and Qi (0), respectively. It is important to
remark that Hi (k) , Ki (k) and Pi (k) for the EKF are bounded; for a detailed
explanation of this fact see [22].
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3 Discrete-Time Reduced Order Neural Observers

As explained above, fa (•) and fb (•) are unknown nonlinear functions, however
xa are the measurable variables, and xb are the unmeasurable variables, then ,
in this section, we consider a neural identifier for xa and a neural observer to
estimate xb, for system (1), which is assumed to be observable.

For system (1), we propose a reduced order neural observer (RONO) with the
following structure:

x̂ (k) =
[
x̂1 (k) . . . x̂i (k) . . . x̂j(k) · · · x̂p (k)

]�
x̂i(k + 1) = w�

i zi(xa(k), x̂b(k)u(k)) + gie (k)
x̂j(k + 1) = w�

j zj(xa(k), u(k)) + gje (k)
ŷ (k) = Cx̂ (k) (12)

with i = 1, · · · , p, j = p + 1, · · · , n, Li, Lj ∈ �p, wi, wj , zi and zj as in (2);
the weight vectors are updated on-line with a decoupled EKF (8)− (11) and the
output error is defined by

e (k) = y (k) − ŷ (k) (13)

and the state estimation error as:

x̃ (k) = x (k) − x̂ (k) (14)

Considering (13) and (14)

e (k) = Cx̃ (k) (15)

The proposed neural observer scheme is shown in Figure 1.

C

Neural
Observer

u k
ay k x k

ˆ ˆay k x k

e k +
-

C
x̂ k

Unknown
Plant

x k

EKF
w k

ˆbx k

ax k

Fig. 1. Reduced order neural observer scheme



Discrete-Time Reduced Order Neural Observers 119

Fig. 2. Time evolution of the state x1 (k) (solid line) and its estimated x̂1 (k) (dashed

line)

Fig. 3. Time evolution of the state x2 (k) (solid line) and its estimated x̂2 (k) (dashed

line)

Fig. 4. Etimation errors x̃1 (k) (solid line) and x̃2 (k) (dashed line)
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3.1 RONO for the Van Der Pol Oscillator

In this section, the neural observer is applied to a modified Van der Pol oscillator,
whose nonlinear dynamics is represented by the following equation [27]:

x1 (k + 1) = x1 (k) + Tx2 (k)
x2 (k + 1) = x2 (k) + T

((
0.5 − x2

1 (k)
)
x2 (k)

)
+ T (−x1 (k) + u (k))

y (k) = x1 (k)
u (k) = 0.5 cos (1.1kT ) (16)

where variables x ∈ �2, u ∈ �, and y ∈ � are the state, input, and output of the
system, respectively and T is the sampling period, which is fixed at 1 × 10−3s.

Simulation Results. To estimate the state x2, we use the RONO (12) with
n = 2 trained with the EKF (8) .

x̂1 (k + 1) = w11 (k)S (x̂2 (k))S (u (k)) + w12 (k)S2 (x̂2 (k))S (x1 (k))S2 (u (k))
+w13 (k)S (x1 (k)) + g1e (k)

x̂2 (k + 1) = w21 (k)S (x1 (k))S (x̂2 (k))S (u (k)) + w22 (k)S (u (k))S (x̂2 (k))
+w23 (k)S (u (k))S2 (x̂2 (k)) + g2e (k)

ŷ (k) = x̂1 (k) (17)

The training is performed on-line, using a parallel configuration as displayed
in Figure 1. All the NN states are initialized in a random way. The associated
covariances matrices are initialized as diagonals, and the nonzero elements are:
P1 (0) = P2 (0) = 100000; Q1 (0) = Q2 (0) = 1000 and R1 (0) = R2 (0) =
10000, respectively. The simulation results are presented in Figures 2 and 3. They
display the time evolution of the estimated states x1 (k) and x2 (k), respectively.
Figure 4. shows the estimation errors.

Remark 1. The purpose of this paper is to develop a reduced order neural
observer for a class of MIMO nonlinear systems in discrete-time, by means of the
use of the EKF as the neural network learning algorithm without the knowledge
of a nominal plant model; this approach is validated by the simulation results
presented above.

Remark 2. Even if the EKF is not an easy learning algorithm, it presents
an excellent performance and has proven to be reliable and practical for many
applications over the past ten years ([18] and references therein).

4 Conclusions

A RHONN is used to design a reduced order Luenberger-like observer for a
class of MIMO discrete-time nonlinear system; this observer is trained with an
EKF-based algorithm, which is implemented on-line as a parallel configuration.
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Simulation results shows the effectiveness of the proposed RONO, as applied to
a discrete-time Van der Pol oscillator. Currently, the authors are working on the
stability analysis of the proposed scheme.

Acknowledgement. The authors thank the support of CONACYT Mexico,
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Abstract. In this paper, a recurrent high order neural observer (RHONO) for 
anaerobic processes is proposed. The main objective is to estimate biomass and 
substrate in a completely stirred tank reactor. The recurrent high order neural 
network (RHONN) structure is based on hyperbolic tangent as activation 
function. The learning algorithm is based on an extended Kalman filter. The 
applicability of the proposed scheme is illustrated via simulation. Thus, this 
observer can be successfully implemented for control purposes.  

Keywords: Recurrent high order neural observer, anaerobic digestion, extended 
Kalman filter. 

1   Introduction 

The rapid growth in the size of raw wastewater because of domestic, industrial and 
agricultural wastes requires careful consideration of all society sectors. One of the 
more encouraging methods for wastewater treatment is anaerobic digestion. The 
products of anaerobic digestion have value and can be used to offset treatment costs. 
However, this bioprocess is sensitive to variations on the operating conditions, such 
as pH, temperature, overloads, etc. In addition, some variables and parameters are 
hard to measure due to economical or technical constraints. Then, estimation and 
control strategies are required in order to guarantee adequate performance. 

1.1   Brief Review of the State of the Art 

In biological processes there exist hardly measurable or immeasurable variables 
which are necessary for process control [1]. Furthermore, the last two decades have 
seen an increasing interest to improve the operation of bioprocesses by applying 
advanced control schemes [2], [3], [4]. Hence, observer design is a prioritized 
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problem to be solved in addition to select adequate sensors. Last years, fuzzy 
algorithms have been used to design observers and controllers for bioprocesses [5], 
[6], [7], also Takagi Sugeno fuzzy observers [1] and nonlinear observers, specifically 
asymptotic and interval observers are dealt in [4]. 

Complete knowledge of the system model is usually assumed in order to design 
nonlinear state estimators; nonetheless this is not always possible. Moreover, in some 
cases especial nonlinear transformations are required; nevertheless those 
transformations are not often robust in presence of uncertainties. An interesting 
approach for avoiding the associated problem of model-based state observers is the 
neural network observer. Neural observers require feasible outputs and inputs 
measures and a training algorithm in order to learn the process dynamics; in this case, 
the model knowledge is not strictly necessary [8], [9], [10]. 

In this paper, a new neural observer is proposed in order to estimate mainly 
biomass and substrate in an anaerobic process for paper mills effluents treatment. This 
process is developed in a completely stirred tank reactor with biomass filter. The 
observer structure is based on hyperbolic tangent as activation function and is trained 
using an extended Kalman filter algorithm. The main advantage of this observer is a 
high performance and a low design and tune complexity. 

2   Anaerobic Digestion Process 

2.1   Process Description 

Anaerobic digestion (AD) is a biological process in which organic matter (substrate) 
is degraded by micro-organisms (biomass), in absence of oxygen. Such degradation 
produces biogas (methane and carbon dioxide), and stable organic residues. The 
process is developed in four successive stages: hydrolysis, acidogenesis, acetogenesis 
and methanogenesis. 

A functional diagram proposed in [11] is shown in Fig. 1. Biomass is classified as: 

1X , corresponding to hydrolytic, acidogenic and acetogenic bacteria and 2X , 

corresponding to methanogenic bacteria. On the other hand, the organic load is 
classified in 1S , the components equivalent glucose, which model complex molecules 

and 2S , the components equivalent acetic acid, which represent the molecules directly 

transformed in acetic acid. 
Thus, a mathematical model of the process is deduced from this functional 

diagram. On one side, the physical-chemical phenomena (acid-base equilibria and 
material conservation) are modeled by algebraic equations (1). On the other side, the 
biological phenomena are modeled by ordinary differential equations (2), which 
represent the dynamical part of the process. Finally the gaseous phase ( 4CH  and 2CO ) 

is considered as the process outputs (3). More details can be found in [12]. 

0 ( , )a dg x x= , (1) 

( , , )d a dx f x x u=& , (2) 

( , )a dy h x x ,
 

(3) 
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Fig. 1. Functional diagram of the anaerobic digestion 
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where HS is non ionized acetic acid (mol/l), H +  ionized hydrogen (mol/l), S − ionized 
acetic acid (mol/l), 2dCO  dissolved carbon dioxide (mol/l), B  measured bicarbonate 

(mol/l), IC  inorganic carbon (mol/l), Z  the total of cations (mol/l), 1inS  the fast 

degradable substrate input (mol/l), 2inS  the slow degradable substrate input (mol/l), 

inIC  the inorganic carbon input (mol/l), inZ  the input cations (mol/l) and inD  the 

dilution rate (h-1). 

2.2   Problem Statement  

The last stage of the anaerobic process is considered the limiting stage on account of 
it is the slowest and the most important stage for process stability. Methanogenesis is 
very sensitive to variations on substrate concentration and the increase of biomass can 
be stopped by an excessive substrate production in the previous stages [1]. Depending 
on the amplitude and duration of these variations, the environment can be acidified so 
much so that biomass growth is inhibited, hence, the substrate degradation and the 
methane production can be blocked. Methane production, biomass growth and 
substrate degradation are good indicators of the biological activity inside the reactor. 
These variables can be used for monitoring the process and to design control 
strategies. Some commercial biogas sensors have been developed in order to measure 
methane production in bioprocesses [13]. However, substrate and biomass measures 
are more restrictive. The existing biomass sensors are quite expensive, are designed 
from biological viewpoint and then, they are not reliable for control purposes. 
Furthermore, substrate measure is done off-line by chemical analysis, which requires 
at least two hours. Then, state observers are an interesting alternative in order to deal 
with this situation. 
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3   Neural Networks 

An artificial neural network (NN) is a massively parallel distributed processor, 
inspired from biological neural networks, which can store experimental knowledge 
and makes it available for use [14]. An artificial NN consists of a finite number of 
neurons (structural element), which are interconnected to each other.  

One very useful NN structure is the recurrent NN. This recurrent structure has a 
profound impact on the learning capability of the NN and on its performance [14]. 
This structure also offers a better suited tool to model and control nonlinear systems 
[8]. Using neural networks, control algorithms can be developed to be robust to 
uncertainties and modeling errors. Recurrent high order neural networks (RHONN) 
are a generalization of the first-order Hopfield networks; they are proposed in [15]. 

3.1   Discrete-Time Recurrent High Order Neural Network 

Let consider a MIMO nonlinear system: 

( 1) ( ( ), ( ))ix k F x k u k+ = , (5) 

where nx∈R , represents state variables, mu ∈R  is input vector, and 
n m nF ∈ × →R R R  is a nonlinear function. 

Let consider also the following discrete-time RHONN: 

ˆ ˆ( 1) ( ( ), ( )), 1,...,T

i i ix k w z x k u k i n+ = = , (6) 

where ˆ
ix  ( 1, 2,..., )i n= is the state of the i th−  neuron, n  the state dimension; 

iw  is 

the respective on-line adapted weight vector, 1[ ,..., ]T

mu u u= is the external input 

vector to the neural network and ( ( ), ( ))iz x k u k  is given by: 

1 2 1 2

(1) (2) ( )i i i ij j j

L j j ji Li

TT d d d L

i i i i i i ij I j I j I
z z z z y y y

∈ ∈ ∈
⎡ ⎤⎡ ⎤= = ⎢ ⎥⎣ ⎦ ⎣ ⎦∏ ∏ ∏K K , (7) 

with 
iL  the respective number of higher-order connections, 1 2{ , ..., }

iLI I I a collection 

of non-ordered subsets of {1,2,..., }n m+ , 
jid non-negative integers, and iy  defined as 

follows: 

[ ]
1 1 1 1

ˆ ˆ( ) ( )
n n n m

T T

i i i i i n my y y y y S x S x u u
+ +

⎡ ⎤= =⎣ ⎦K K K K . (8) 

The nonlinear system (5) can be approximated by the following discrete-time 
RHONN parallel representation [9]: 

*( 1) ( ( ), ( )) ,    1,...,
i

T
i i i zk w z k u k i nχ χ+ = + ∈ = , (9) 

where iχ  is the NN state vector, 
iz

∈ is a bounded approximation error, which can be 

reduced by increasing the number of adjustable weights [15]. Assume that there exists 

ideal weight vector *
iw  such that Z i∈ can be minimized on a compact set

iZΩ ⊂ iLR . 
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The ideal vector *
iw  is an artificial quantity required for analytical purpose [15]. In 

general, it is assumed that this vector exists and is constant but unknown. 

3.2   The Extended Kalman Filter as Training Algorithm 

The Kalman filter (KF) is a set of mathematical equations which provides an efficient 
computational solution to estimates the state of a linear dynamic system with additive 
state and output white noises [16]. For KF-based neural network training, the network 
weights become the states to be estimated. The error between the neural network 
output and the measured plant output can be considered as additive white noise. If, 
however, the model is nonlinear, the use of KF can be extended through a 
linearization procedure, the resulting filter is the well-known extended Kalman filter 
(EKF). Since the neural network mapping is nonlinear, an EKF-type is required. The 
training goal is to find the optimal weight values, which minimize the predictions 
error. In this work, we use, an EKF-based training algorithm described by: 

( 1) ( ) ( ) ( )

     ( ) ( ) ( ) ( )      

( 1) ( ) ( ) ( ) ( ) ( )

 1,..., ,

i i i i i

i i i i

T
i i i i i i

w k w k K k e k

K k P k H k M k

P k P k K k H k P k Q k

i n

η+ = +
=

+ = − +
=

 (10) 

with: 

$

1( ) [ ( ) ( ) ( ) ( )]

  ( ) ( ) ( ) ,

T
i i i i i

i

M k R k H k P k H k

e k y k y k

−= +

= −
 (11) 

where ( ) p

ie k ∈R is the observation error, ( ) i iL L

iP k ×∈R is the prediction error 

covariance matrix at step k , ( ) iL

iw k ∈R is the weight (state) vector, iL  is the 

respective number of neural network weights, py ∈R , is the plant output, ˆ py ∈R  is 

the NN output, iη is the learning rate, ( ) iL p

iK k ×∈R  is the Kalman gain matrix, 

( ) i iL L

iQ k ×∈R is the NN weight estimation noise covariance matrix, ( ) p p

iR k ×∈R  is the 

error noise covariance, and; ( ) iL p

iH k ×∈R  is the matrix for which each entry ( )ijH  is 

the derivative of the i th−  neural output with respect to ij th−  NN weight, ( )ijw , 

given as follows: 

$( )
( )

( )

T

ij
ij

y k
H k

w k

⎡ ⎤∂= ⎢ ⎥
∂⎢ ⎥⎣ ⎦

, (12) 

where 1,...,i n=  and 1,..., ij L= . Usually
iP , 

iQ  and 
iR are initialized as diagonal 

matrices, with entries (0)iP , (0)iQ and (0)iR respectively. It is important to remark 

that ( )iH k , ( )iK k  and ( )iP k  for the EKF are bounded [16]. 
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4   RHONO for Biomass and Substrate Estimation 

4.1   Observer Design 

First, system (1)-(3) is transformed to discrete time obtaining a form similar to: 

( 1) ( ( ), ( )) ( )

     ( ) ( ( )) ,

x k F x k u k d k

y k h x k

+ = +
=

 (13) 

where nx∈R  is the state vector of anaerobic digestion, mu ∈R  is the input vector, 
py ∈R is the output vector, ( ( ))h x k is a nonlinear function of the process states, 

( ) nd k ∈R is a disturbance vector and ( )F • is a smooth vector field and ( )iF • its 

entries; hence (13) can be rewritten as: 

1

1

( ) [ ( )... ( )... ( )]

      ( ) [ ( )... ( )... ( )]

( 1) ( ( ), ( )) ( ),   1,...,

      ( ) ( ( )).

T
i n

T
i n

i i i

x k x k x k x k

d k d k d k d k

x k F x k u k d k i n

y k h x k

=

=
+ = + =

=

 (14) 

After, a Luenberger neural observer (RHONO) is proposed for X2 and S2 with the 
following structure: 

( ) ( ) ( )
( )

( ) ( ) ( )
( ) ( )

2
2 11 2 12 2 13

2
14 2 1

2
2 21 2 22 2 23

2 2
24 2 25 2 2 2

ˆˆ ˆ ˆ( 1) ( ) ( ) ( )

ˆ ( ) ( ) ( ) ,

ˆ ˆ ˆ ˆ( 1) ( ) ( ) ( )

ˆ ˆ( ) ( ) ( ) ( ) ( ) ,

in

in in

X k w S X k w S X k w S IC k

w S X k D k g e k

S k w S S k w S S k w S IC k

w S S k D k w S S k S k g e k

+ = + +

+ +
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 (15) 

with the output given as: 

4 1 2 2 2
ˆ ˆˆCHY R R Xμ= , (16) 

2 2 3 2 2
ˆˆ ˆˆCOY R R Xλ μ= . (17) 

As shown in (15), the proposed observer has a parallel configuration. Besides, the 
weight vectors are updated on-line with an EKF (10). The hyperbolic tangent: 

( )( ) tanhS x xα β= , (18) 

with , 0α β >  is used as activation function. This choice is done because the 

antisimetric functions allow the NN to learn the respective dynamics in a faster way 
in comparison with other functions [17]. In addition, the hyperbolic tangent derivative 
is easily obtained. The RHONO structure is displayed on Fig. 2. For more details, the 
reader is referred to [18].  
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Fig. 2. Observer scheme 

4.2   Tuning Guidelines 

The covariance matrices are initialized as diagonals and verifying: 

(0) (0) (0)i i iP R Q> > . (19) 

This condition implies that a priori knowledge is not required to initialize the vector 

weights [19]. In fact, higher entries in (0)iP correspond to a higher uncertainty in the 

a priori knowledge. It is advisable to set (0)iP between 100-1000 and so on for the 

other covariance matrices observing (19). In this way, the covariance matrices for the 
Kalman filter are initialized as diagonals, with nonzero elements: 

1 2 3

1 2 3

1 2 3

(0) (0) (0) 1000,

(0) (0) 10, (0) 1,

(0) (0) 1, (0) 0.1.

P P P

R R R

Q Q Q

= = =
= = =
= = =

 (20) 

An arbitrary scaling can be applied to (0)iP , (0)iR and (0)iQ  without altering the 

evolution of the weight vector. Since the NN outputs do not depend directly on the 
weight vector, the matrix H is initialized as (0) 0H = .  

It is assumed that weights values are initialized to small random values drawn from 
a zero mean and normal distribution. The learning rate (η ) determines the magnitude 

of the correction term applied to each neuron weight; it is usually bounded 
to 0 1η< < ; moreover, η  is far reaching on the convergence. Thus, if η  is small then 

the transient estimated state is over-damped; if η  is large then the transient estimated 

state is under-damped; finally if η  is larger than a critical value then the estimated 

state is unstable. Therefore, it is better to set η  to a small value and edge it upward if 

necessary. More details are discussed in [19]. 
The Luenberger-like observer gain ( g ) is set by trial and error; unfortunately there 

is a shortage of clear scientific rationale to define it. However, it is bounded to 
0 0.1g< <  for a good performance on the basis of training experience. 

5   Results and Discussion 

The process model and the observer are implemented using Matlab/Simulink™. The 
observer is initialized at random values to verify the estimation convergence. In order 



130 R. Belmonte-Izquierdo, S. Carlos-Hernández, and E.N. Sánchez 

to test the observer sensitivity to change on inputs, a disturbance on the input 
substrate (30% 2inS  increase) is incepted at t = 200 hours and eliminated at t = 500 

hours. The on-line measurement of
4 2

, ,CH COpH Y Y are supposed, as well as the system 

inputs. The scheme proposed in this paper is compared with that one described in [10] 
using the same operating conditions, as shown in Fig. 3. First, the main advantage of 
the proposed scheme in this paper is its simpler structure; also, the activation function 
is defined as a hyperbolic tangent, whereas in [10] is defined as a logistic function; 
hyperbolic tangent derivative is easier to obtain. Fig. 3 illustrates the improved 
performance of the scheme proposed in this paper and hence, its ease of use in control 
schemes and implementation in real time. Even though the observer is initialized at a 
random value, the convergence in both schemes is evident in the beginning of the 
simulation. Thus, it can be noticed that the neural observer is a good alternative to 
estimate those important states of the considered anaerobic process.  
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Fig. 3. Neural observer comparison considering a disturbance in 2inS  
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Fig. 4. Performance considering variation in 1maxμ , 2 maxμ and a disturbance in 2inS  

On the other hand, observer tolerance to change on system parameters is tested; the 
parameters variations take place on the biomasses growth rates. A 30% positive 
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variation in 2maxμ , a 30% negative variation in 1maxμ and a disturbance of 100% in 

input 2inS  are considered. The performance of the proposed RHONO is illustrated in 

Fig. 4, where it is clear that biomass and substrate are well estimated. Thus, the 
robustness of the proposed RHONO to parameters variations is verified. 

6   Conclusions 

A RHONO based on RHONN, which is trained with an EFK and structured by 
hyperbolic tangent functions, is proposed in this paper. The objective is to estimate 
the biomass concentration and substrate degradation in an anaerobic digestion process 
considering a completely stirred tank reactor with biomass filter, which is operated in 
continuous mode. The training of the RHONO is performed on-line. The variables are 
estimated from methane and dioxide flow rates, which are commonly measured in this 
process. Also, pH  and system inputs measurements are assumed. Simulation results 

illustrate the effectiveness of model adaptation to system disturbance and robustness 
of the proposed RHONO. 

Since one of the limiting factors for the implementation of the control strategies is 
the lack of on-line sensors, these neural observer outcomes are an interesting 
alternative to be applied. Thus research efforts are proceeding in order to implement 
the neural observer in real-time. 
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Abstract. Prediction of protein subcellular location is an important issue in com-
putational biology because it provides important clues for characterization of
protein function. Currently, much effort has been dedicated to developing au-
tomatic prediction tools. However, most of them focus on mono-locational pro-
teins. It should be noted that many proteins bear multi-locational characteristics,
and they carry out crucial functions in biological processes. This work aims to
develop a general pattern classifier for predicting multiple subcellular locations
of proteins. We used an ensemble classifier, called min-max modular support vec-
tor machine (M3-SVM), to solve protein subcellular multi-localization problem,
and proposed a task decomposition method based on gene ontology (GO) se-
mantic information for the M3-SVM. We applied our method to a high-quality
multi-locational protein data set. The M3-SVMs showed better performance than
traditional SVMs using the same feature vectors. And the GO decomposition
also helped improve the prediction accuracy with more stable performance than
random decomposition.

1 Introduction

Identification of subcellular location is an important goal of protein bioinformatics.
It can provide information helpful for understanding protein function, regulation and
protein-protein interaction. And efficient computational tools can save costly and labo-
rious wet-lab experiments. Therefore, prediction of protein subcellular localization has
been an active research topic in bioinformatics in the last decade.

To develop automatic tools for subcellular localization, machine learning methods,
such as neural networks [1], hidden Markov models (HMMs) [2] and support vector
machines (SVMs) [3], have been widely used, thanks to the abundance of proteins with
known locations in the public databases. The extracted features used in these classifiers
fall into two types: sequence-based and annotation-based. Sequence-based methods use
single-residue composition, dimer, trimer composition, or represent sequences as con-
densed feature vectors using pseudo-amino acid composition [4], signal-processing and
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text processing techniques [5]. In addition, N-terminal signals are very effective in iden-
tifying mitochondrial, chloroplast, and secretory pathway proteins. But sometimes the
leading sequences of the test proteins are missing, and for many locations, no obvious
sorting signal could be detected. As annotation becomes more abundant, many studies
use annotation-based methods, including motifs, function domains, or gene ontology
(GO) [6] to improve the prediction accuracy.

Most of these studies focus on mono-locational proteins, i.e., they assume that pro-
teins may exist in only one cellular compartment. This is not always the case. Many
proteins are multi-locational. They may translocate into different compartments, or se-
cret out of the cell. In most of the previous prediction systems, such proteins were dis-
carded or treated like mono-locational ones. Cai and Chou [7] dealt with such proteins
in budding yeast by unfolding the multi-label data. For example, a tri-localized pro-
tein would be unfolded into three distinct samples with different labels, and predicted
respectively. In essence, their method treats the multi-locational proteins like single-
locational ones. Certain strategies and evaluation measures are needed to deal with the
multi-locational cases. In our previous studies [8,9], we collected the multi-locational
proteins from Swiss-Prot [10]. However, the annotations on subcellular localization are
incomplete for many entries. According to our statistics, around 10% proteins in Swiss-
Prot are annotated with more than one location. Recently, Zhang et al. [11] published a
high-quality database of proteins with multiple subcellular locations, called DBMLoc.
Given this database, the performance of predictors for multi-locational proteins can be
estimated more fairly.

Moreover, the subcellular localization prediction is usually an imbalanced classifi-
cation problem. The numbers of proteins located in different compartments vary sig-
nificantly, i.e., the class distribution is uneven. For example, proteins in cytoplasm,
membrane and nucleus are much more numerous than those in other locations. A num-
ber of approaches have been proposed to address the class imbalance problem. Over-
sampling and undersampling are two typical methods [12]. Oversampling approach
duplicates data from the minority class, and undersampling approach eliminates data
from the majority class. Both methods aim to re-balance the classes. Obviously,
oversampling increases the complexity of classification problem, while undersampling
results in information loss. Although SVMs make the decision boundary based on
support vectors rather than all data samples, it still can not work well in class im-
balance problems because of the imbalanced support vector ratio and weakness of
soft-margins [13,14].

In this paper, we used a min-max modular support vector machine (M3-SVM) to
predict protein subcellular multi-localization. The classifier is an ensemble of support
vector machines (SVMs) [15]. It is suited for imbalanced classification problems. It
decomposes the original problem into relatively balanced subproblems to eliminate the
skew of decision boundary. The subproblems are integrated by minimization and max-
imization principles in the ensemble classifier.

How to decompose the data set of a class for an M3-classifier has not been per-
fectly solved so far. The random decomposition is the most straightforward way, which
divides the majority and minority classes randomly into nearly equal sizes. But it can-
not ensure stable performance. In this paper, we propose a new decomposition method
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based on biological domain knowledge, i.e., GO annotation. We noticed that for many
pattern classification problems, the training data are organized by some prior knowl-
edge, which could be useful clues for the modular methods. Here, we calculated the
semantic similarity of GO terms, used the similarity to cluster proteins and partitioned
training data for the proposed ensemble classifier.

In addition, to obtain good classification performance, we developed a new feature
extraction method that combines multiple knowledge sources, including amino acid
composition, secondary structure, and solvent accessibility. All of these features are
believed to be closely correlated with protein subcellular localization.

The proposed method was evaluated on the data set, DBMLoc [11]. The M3-SVMs
showed better performance than traditional SVMs using the same feature vectors. We
also compared GO decomposition and random decomposition, and found that GO
decomposition helped improve the prediction accuracy.

2 Methods

In this paper, we propose a modular classifier, min-max modular support vector machine
(M3-SVM) [16,17], which is an ensemble of SVMs. Each SVM classifier is trained on
a subset of the original data set. When a test sample comes, each trained SVM outputs
a classification result. Then all of the outputs are integrated to get a final solution to the
original problem according to two module combination rules, namely the minimization
and the maximization principles.

For solving a large-scale and complex multi-label problem, our method consists of
three main steps: a) decompose the original problem into two-class problems; b) further
decompose the two-class problems which are difficult to be learned into a number of
relatively smaller and balanced two-class subproblems. c) combine all the submodules
into a hierarchical, parallel, and modular pattern classifier.

2.1 Classification of Multi-label Problems

The traditional method for solving multi-label task is to split the original problem into
a set of binary classification tasks using one-versus-rest decomposition strategy. For a
K-class multi-label problem, let T denote its training set:

T = {(xm, tm)}L
m=1, tm = {tkm}, k = 1, ..., τm, (1)

where xm ∈ Rn is the mth sample in the data set, tm is the label set of xm, tkm is the
kth label of xm, τm denotes the total number of labels of xm, and L is the total number
of samples.

By decomposing a K-class multi-label problem T into K mono-label two-class
problems Ti for i = 1, ...,K , we have the training set of Ti as follows:

Ti = {(xi+
m ,+1)}L+

i
m=1 ∪ {(xi−

m ,−1)}L−
i

m=1, (2)

where L+
i is the number of positive samples of the two-class problem Ti, and L−

i is the
number of negative samples. For Ti, positive samples are the samples whose label sets
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contain label i, and negative samples are the remaining ones. Thus xm will appear τm
times as positive training data, and (K − τm) times as negative training data.

Each binary classifier decides whether or not a novel sample belongs to a particular
class. Obviously, each of the binary problems has the same size as the original problem.
The data distribution would become more imbalanced because of the one-versus-rest
strategy. For a complex and imbalanced binary classification problem, we can further
divide it into a number of relatively small and balanced two-class subproblems. Each
subproblem is solved by a SVM, and all the subproblems are combined using MIN
and MAX principles. The functions of MIN and MAX are to find the minimum and
maximum values of all the inputs, respectively.

For a two-class problem Ti, its positive and negative training sets, T +
i and T −

i , are
further decomposed into N+

i and N−
i subsets, where 1 ≤ N+

i ≤ L+
i and 1 ≤ N−

i ≤
L−

i .

T +j
i = {(x+

m,+1)}L+j
i

m=1, j = 1, ..., N+
i , (3)

T −j
i = {(x−m,−1)}L−j

i
m=1, j = 1, ..., N−

i , (4)

where L+j
i and L−j

i are the numbers of samples in T +j
i and T −j

i , respectively. Each
two-class problem Ti is solved by an M3 network shown in Fig. 1.

According to the MIN and MAX principles [16], N+
i MIN units and one MAX

unit are required to combine all the (N+
i × N−

i ) modules. Each of the MIN units
combines N−

i modules. The final output is determined by the outputs of all modules.
This ensemble classifier has some advantages over other methods in dealing with

imbalanced problems. Compared with under-sampling method, it makes full use of the
training data without information loss. Compared with over-sampling methods, it does
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Fig. 1. Structure of M3 network for a two-class problem Ti, which is divided into (N+
i × N−

i )
two-class subproblems
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not add to learning cost in each module, and speeds up the training process. The MIN
and MAX rules provide an effective ensemble principle to obtain a solution to the
original problem from the sub-problems, and they are easy to implement.

2.2 Task Decomposition

According to the one-versus-rest strategy, a K-class classification problem is decom-
posed into K two-class problems. Some of the two-class problems may have extremely
imbalanced distribution of the positive and negative classes. Moreover, some of the two-
class problems may be too large for fast learning. The most important advantage of the
M3 model is that it can further divide the large and imbalanced two-class problems into
relatively smaller and more balanced subproblems.

Random partition is the simplest and most straightforward way. Given a specific
module size, when we choose samples randomly from the training set to build a mod-
ule, the samples may have no distribution relationship with each other. In such cases,
although the subproblem has a reduced data size, it may be still hard to solve, and have
complex decision boundary apt to overfit. Since the overall classification capability lies
on the performance of all the modules, the poor boundaries learned by some modules
would degrade prediction accuracy of the whole system. Therefore, the random parti-
tion can not obtain a stable performance.

Several decomposition strategies have been developed for M3 model, such as hyper-
plane decomposition [17] and equal clustering [18]. Hyperplane decomposition uses a
group of parallel hyperplanes to partition data into subsets. This method is fast and suit-
able for sparse data. Equal clustering (EC) works similarly to K-means clustering. The
only difference is that EC pays more attention to load balance for the seek of parallel
learning, so the clusters are kept in nearly equal size. All these methods aim to utilize
the geometric distribution characteristics of data points in the high-dimension space.

In the past [9,18], we either divided the data randomly or based on the distance of
sample points in the feature space, like hyperplane decomposition and equal clustering,
but ignored the prior knowledge which may contribute useful information to do clus-
tering within a big class. Here, we want to fully utilize the Gene Ontology information
and achieve a better partition, such that the proteins sharing some common attributes
could be grouped together. In the GO graph, GO terms are structured hierarchically
and have semantic relations (‘is-a’ and ‘part-of’) with each other. A child node is more
specialized than its parental nodes, and more than one parental node may exist. Here,
we used similarity measure of GO terms based on their semantic relations to cluster
proteins in a class which needs to be decomposed. Many methods have been developed
to define the similarity between two GO terms. Given the similarity between two GO
terms, the similarity between two sets of GO terms can be calculated. Suppose each
protein corresponds to a set of GO terms, the similarity between two proteins can be
obtained accordingly.

The data set used in our experiments was annotated with GO terms, including cellular
component, biological process and molecular function. In this work, we adopted the
method proposed by Wang et al. [19] to measure the semantic similarity of GO terms.
We built the GO similarity matrix for our training data set, and used the clustering tool,
CLUTO [20] to partition the data based on the similarity matrix. The program “scluster”
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in the tool kit was used. The number of clusters should be specified for this program.
We calculated the number of clusters according to the predefined module size. Suppose
that Class Ci has m samples and Ci is divided into k modules when n is the predefined
module size, thenm/k must be the closest value to n among all possible module sizes of
Ci. Random decomposition makes each module equal size, while in GO decomposition,
the actual size of each module is determined by the clustering method.

2.3 Feature Extraction

The features include amino acid composition, secondary structure and solvent accessi-
bility informatin [21]. The former 60 dimensions are the amino acid composition of the
full sequence on three secondary structure elements, i.e., strand (E), helix (H) and coil
(C). The value of each dimension is calculated by

fk
i =

Nk
i

L
, (5)

where k={H, E, C},Nk
i is the frequency of amino acid i in secondary structure element

k, and L is the length of the sequence. The latter 40 dimensions are the amino acid
composition on two solvent accessibility status, namely buried (B) and exposed (E),
and is calculated similarly as Eq. 5 , with k = {B, E}.

The secondary structure elements were predicted by PSIPRED [22], and solvent ac-
cessibility status were predicted by ACCpro [23]. Both of them are highly accurate
prediction methods. All the feature vectors were scaled in the range of [0, 1] using
SVM-Scale in the LibSVM package [24].

3 Results and Discussion

In order to test the performance of our methods, we applied them to a high-quality
multi-locational protein database, DBMLoc, published by Zhang et al. [11], which was
collected from multiple databases and experimentally determined localization data. All
the cellular compartments were assigned into twelve categories as shown in Table 1.
Some subcellular localization annotations which can not be classified into the twelve
categories are assigned to ‘others’. As a result, the number of classes used in our pre-
diction system is 13. All of the proteins in DBMLoc database have no less than two
locations. The average number of labels for each protein is 2.2.

To avoid overfitting, we used the non-redundant data with sequence similarity below
25%. The training and test data sets are mutually exclusive. Test data is a high quality
set including 631 proteins. Training data has a total of 2344 proteins, extracted from
the complete non-redundant set (25%) by removing the overlapping data with test set.
The statistics of the data sets are shown in Table 1. From the table, we can see that
the data distributions are very imbalanced on different cellular compartments. Proteins
of membrane, cytoplasm, and nucleus make an overwhelming portion, which adds to
classification difficulty.

Although this data set is fully annotated, we did not use gene ontology as features to
build our predictor based on the consideration that many test proteins are novel and do
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Table 1. Training and test data distribution of DBMLoc

Location Training Test
Others 134 36
Extracellular 471 43
Ribosome 58 15
Virion 31 2
Membrane 1240 283
Cytoplasm 1172 417
Mitochondrion 445 123
Nucleus 844 344
Plastid 132 8
Vacuole 16 4
Cell wall 21 5
ER 322 53
Golgi 162 45
Total label # 5048 1378
Total protein # 2344 631

not have GO information. But the prior knowledge about training data could be fully
utilized. Therefore, we used GO semantic similarity to guide the module decomposi-
tion of training data. We experimented three methods with the same feature vectors.
One is min-max modular support vector machine with gene ontology decomposition
(M3-SVM(GO)). The second is min-max modular support vector machine with random
decomposition (M3-SVM(R)). The last one is traditional SVM. The module sizes of
100, 400 and 800 were tested for both M3-SVM(GO) and M3-SVM(R). And the results
of M3-SVM(R) were averaged through five repetition experiments.

Here we chose LibSVM version 2.8 [24] as the base classifier for the ensemble clas-
sifier. We experimented with polynomial, sigmoid and RBF kernels and observed that
RBF kernel has the best classification accuracy. We performed ten-fold cross-validation
and grid search on training data to find the optimum parameters for SVMs. The ex-
perimental results reported in the following were obtained with the kernel parameters
γ = 2−6 and C = 24. All experiments were conducted on a Pentium 4 double CPU
(2.8GHz) PC with 2GB RAM.

Multiple measures were used to assess the performance of our proposed method,
including precision (P ), recall (R),F1, total accuracy (TA), location accuracy (LA) and
average F1 (aveF1). The former three measures, P , R and F1, were used to measure
the prediction quality of each location, and the last three measures, TA, LA and aveF1,
were used to measure the overall prediction quality across all locations.

Table 2 shows overall performance (TA, LA and aveF1) of the three methods, tra-
ditional SVM, M3-SVM(R) and M3-SVM(GO). Three different module sizes for M3-
SVMs are compared. Column 2 shows the predefined module sizes. Column 3 shows
the numbers of subproblems.

From this table, several observations could be made. First, both M3-SVMs with ran-
dom decomposition and with GO decomposition have higher TA and LA than tradi-
tional SVM. The M3-SVMs improve not only average location accuracy but also total
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Table 2. Overall accuracy of three methods on DBMLoc

Method Module size Module # TA (%) LA (%) aveF1 (%)
SVM 2344 13 64.7 41.4 42.0
M3-SVM 100 848 65.1 48.0 40.7
(Random) 400 83 66.9 47.7 42.7

800 38 66.2 45.2 43.4
M3-SVM 100 848 66.2 48.5 42.3
(GO) 400 83 67.1 45.2 42.6

800 38 66.3 43.4 43.6

accuracy, which indicates that they do not sacrifice majority classes for the classifica-
tion of minority classes. Second, M3-SVMs have higher aveF1 than traditional SVM
except M3-SVM(R) with module size 100. And M3-SVM(GO) with module size 800
achieved the highest aveF1. As the module size goes down, LA increases, but aveF1
decreases, which suggests a higher false positive rate of M3-SVMs when the module
size becomes smaller. There is a tradeoff between location accuracy and false positive
rate. Finally, M3-SVM(R) has lower TA and aveF1 than M3-SVM(GO) but higherLA,
suggesting that it gives more preference to the minority classes. And its performance is
relatively deteriorated than M3-SVM(GO)’s when the module size is very small (100).
Since random decomposition randomly divides each training class into equal size mod-
ules, while GO decomposition is based on the relationship between proteins according
to GO, the latter method has a more stable performance.

Tables 3 and 4 list detailed recall and F1 of traditional SVM and M3-SVMs(GO) on
each location. Obviously, the modulization helps improve recall a lot especially for the

Table 3. Recall comparison. a: SVM, b: M3-SVM(GO) with module size 100, c: M3-SVM(GO)
with module size 400, d: M3-SVM(GO) with module size 800. 1-13 correspond to the 13 subcel-
lular locations listed in Table 1.

Recall (%)
Method 1 2 3 4 5 6 7 8 9 10 11 12 13

a 0.0 48.8 20.0 100.0 63.3 84.7 52.8 69.2 25.0 0.0 20.0 41.5 13.3
b 5.6 62.8 20.0 100.0 61.8 82.5 57.7 73.3 50.0 0.0 60.0 43.4 13.3
c 2.8 53.5 20.0 100.0 63.3 83.5 59.3 75.0 25.0 0.0 40.0 45.3 20.0
d 2.8 55.8 26.7 100.0 66.4 83.9 57.7 71.2 12.5 0.0 40.0 32.1 15.6

Table 4. F1 comparison. a, b, c and d are the same as in Table 3

F1 (%)
Method 1 2 3 4 5 6 7 8 9 10 11 12 13

a 0.0 44.7 31.6 100.0 67.5 81.1 52.2 72.7 16.7 0.0 22.2 38.9 18.5
b 7.0 42.9 24.0 80.0 66.7 81.2 50.4 76.0 17.8 0.0 50.0 34.3 20.0
c 4.5 44.2 27.3 80.0 67.4 80.7 51.0 76.6 12.5 0.0 44.4 40.0 25.4
d 4.8 46.2 38.1 100.0 69.8 80.6 53.0 74.0 8.0 0.0 40.0 30.9 20.9
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minority classes, while the two biggest classes, membrane and Cytoplasm are recog-
nized best by M3-SVMs(GO) with module size 800 and traditional SVM, respectively.

As the F1 values listed in Table 4 show, M3-SVMs(GO) with module size 800 has
the best performance. It wins on 5 locations, extracellular, ribosome, virion, membrane,
and mitochondrion, among the four methods, and has higher F1 than traditional SVM
on 8 locations.

In this experiment, M3-SVMs(GO) with module size 800 performs the best consider-
ing all the measures. A too small module size would result in numerous modules which
increase computation cost and deteriorate the performance. However, we could specify
different module sizes for different binary classification problems according to the ratio
of training samples of the positive and negative classes.

In addition, we notice that all the classifiers failed to recognize vacuole protein from
other proteins. One reason is that it has the least training samples (11 proteins) and
only 4 test samples, thus the ratio of positive and negative data is too small to classify
the positive data correctly. The other reason would be the current feature vectors do
not contain features that are informative enough to discriminate vacuole proteins from
others.

Response time should also be considered as an important factor when measuring the
performance of a classifier. Table 5 exhibits a comparison of response time between tra-
ditional SVM and M3-SVMs of different module sizes. We reported two categories of
run times. ‘Time1’ is the response time (including training and test time) of the classifier
running all subproblems in series. ‘Time2’ is the training time for a single subproblem
which costs the longest time. In parallel learning, ‘Time2’ is more important. For tradi-
tional SVM, a subproblem means a two-class problem.

Table 5. Response time comparison

Method T ime1 (sec.) T ime2 (sec.)
SVM 23.4 3.3
M3-SVM (100) 22.2 <0.1
M3-SVM (400) 19.2 0.4
M3-SVM (800) 19.7 1.3

M3-SVMs obtained shorter response time than traditional SVM even in sequential
running. Regarding ‘Time1’, M3-SVM with the module size 400 is the most efficient
for DBMLoc, because it achieves a tradeoff between the number and size of modules.
For large-scale data, we can train modules in parallel, and choose a modules size as
small as necessary.

4 Conclusion

This paper introduces an ensemble classifier for protein subcellular multi-localization.
The classifier has several advantages in solving large-scale, class imbalance, multi-label
problems. On the one hand, parallel and distributed training can be easily implemented
because of its modularity. On the other hand, it has a balanced performance on all
classes because various task decomposition strategies can be used.
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Taking into account the GO information, we partitioned large classes into relatively
smaller modules according to GO semantic similarity matrix. The experimental results
show the effectiveness of the proposed GO decomposition method, and demonstrate that
the M3-SVM is very competent in solving such complex problems with class imbalance
and multi-label characteristics.
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Abstract. The objective of camera calibration is to obtain the corre-

lation between camera image coordinate and 3D real world coordinate.

In this paper, we propose a new approach which is based on the neural

network model instead of the physical camera model including position,

orientation, focal length, and optical center. The neural network em-

ployed in this paper is MLPNN (MultiLayer Perceptron Type Neural

Network), which is primarily used as a mapper between 2D image points

and points of a certain space in 3D real world. The neural network model

implicitly contains all the physical parameters, some of which are very

difficult to be estimated in the conventional calibration methods. In or-

der to show the performance of the proposed method, images from two

different cameras with three different camera angles were used for cali-

brating the cameras. The performance of the proposed neural network

approach is compared with the well-known Tsai’s two stage method in

terms of calibration errors. The results show that the proposed approach

gives much more consistent and acceptable calibration error over Tsai’s

two stage method regardless of the quality of camera and the camera

angles.

Keywords: camera calibration, 2D image, neural network, 3D real world,

camera model.

1 Introduction

Camera calibration is a procedure to determine the the correlation between
camera image coordinate and 3D real world coordinate. In the area of computer
vision, many applications require camera calibration procedure for estimating
an accurate 3D coordinate from 2D image point. Most calibration methods are
based on the camera model which consists of physical parameters of the camera
including position, orientation, focal length, and optical center. In this paper,
we propose a new approach which is based on the neural network model instead
of the physical camera model.

The conventional calibration methods have been mostly studied on the estima-
tion of camera physical parameters including position, orientation, focal length,
and optical center [1,2,3]. This kind of the traditional method explicitly evalu-
ates the physical parameters, and referred to be an explicit calibration method.

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 145–154.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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However the main objective of camera calibration is to obtain the correlation
between camera image coordinate and 3D real world coordinate. In this context
we can use an implicit calibration method, where the nonlinear mapping model
functions as an implicit model which can give us a transformation between 2D
image points and points of a certain space in 3D real world. This model is called
as an implicit model, and the calibration method using this model is an implicit
calibration method [4,5].

In this paper, we propose an implicit calibration method by using an MLPNN
(MultiLayer Perceptron Type Neural Network). MLPNN has been shown to have
the ability to function as a nonlinear mapper between input patterns and output
patterns. This nonlinear mapping ability can be utilized to address some phys-
ical parameters in implicit camera calibration that cannot be readily estimated
by the existing calibration methods. The MLPNN-based camera calibration ap-
proach does not estimate camera physical parameters. However, this is not an
issue when the objective of the camera calibration process is to obtain the corre-
lation between the camera image coordinates and the 3D real world coordinates.
The implicit camera calibration approach, which can calibrate a camera with-
out explicitly computing its physical parameters, can be used for both the 3D
measurement and the generation of image coordinates.

2 Conventional Calibration Method

Most conventional calibration methods are based on the explicit estimation of
camera parameters of the camera model initially established. Tsai’s two stage
method [3] is one of the widely used explicit calibration methods. This paper
choose Tsai’s two stage method as a reference state of art method for the purpose
of performance comparison. Tsai’s two stage method first obtains the transfor-
mation parameters with the assumption that there exists no distortion in the
camera. Tsai’s two stage method then refines the transformation parameters
with the distortion of the camera by using a nonlinear search. That is, first, the
camera model is assumed to be ideal for the camera calibration by neglecting
the lens distortion.

Fig. 1 shows the camera model used in Tsai’s two stage method. A point P is an
object of the real world coordinate(Xw, Yw, Zw) and (x,y,z) is a 3D camera coordi-
nate. The center of the camera coordinate is the optical center O and (X,Y) is the
image coordinate with the center ofOi. The distance between O andOi is f, the fo-
cal length of the camera. (Xu, Yu) is the corresponding point with the assumption
of no lens distortion. (Xu, Yu) is then translated to (Xf , Yf ), which is a point in
computer image coordinate on the image buffer and is expressed in pixel numbers.
The basic geometry of the camera model can be written as the transformation of
the two coordinates with the following displacement and orientation:⎡⎣x

y
z

⎤⎦ =

⎡⎣ r1 r2 r3
r4 r5 r6
r7 r8 r9

⎤⎦⎡⎣Xw

Yw

Zw

⎤⎦ +

⎡⎣Tx

Ty

Tz

⎤⎦ (1)
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Fig. 1. Camera model defined in Tsai’s two stage method

with
r1 = cosψ cos θ
r2 = sinψ cos θ
r3 = − sin θ
r4 = − sinψ cos θ + cosψ sin θ cosφ
r5 = cosψ cos θ + sinψ sin θ sinφ
r6 = cos θ sinφ
r7 = sinψ sinφ+ cosψ sin θ cosφ
r8 = − cosψ sinφ+ sinψ sin θ cosφ
r9 = cos θ cosφ

where θ, φ and ψ represent yaw, pitch and roll, respectively.
As can be seen from the above equations, there are six extrinsic parameters:

θ, φ, and ψ for rotation, and three components for the translation vector T . The
problem of camera calibration is to find the six parameters θ, φ, ψ,Tx, Ty, and Tz

by using the number of points measured in the (Xw, Yw, Zw) coordinate.
In the second stage of Tsai’s two stage method, a distortion parameter is

considered. The relations between the computer image coordinate with distortion
and the real world coordinate can be derived as follows:

Sx(Xf − Cx)(1 +G(X2
d + Y 2

d ))

= f

(
r1xw + r2yw + r3zx + Tx

r7xw + r8yw + r9zw + Tx

)
(2)

Sx(Xf − Cy)(1 +G(X2
d + Y 2

d ))

= f

(
r4xw + r5yw + r6zx + Tx

r7xw + r8yw + r9zw + Tx

)
(3)
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where (Xf , Yf ) is the image coordinate of the frame grabber, (Cx, Cy) is the
image center, Sx and Sy are components of the translating scale of the x-axis and
y-axis when the A/D transform is performed, (Xd, Yd) is a distorted coordinate
by lens distortion, and G is the distortion parameter. Tsai’s two stage method
obtained the solution by using a gradient-based nonlinear search method. In
an explicit calibration, the calibration is performed with extrinsic parameters.
However, the distortion parameters cannot include all the parameters involved
in the distortion of the image. Even with the assumption of perfect inclusion
of distortion parameters, there still remains room for errors in finding the right
solution for such parameters.

3 Implicit Camera Calibration

3.1 Calibration Method Using ANN

Suppose that there is a calibration plane and the center of the calibration plane is
defined asO. In the calibration plane, we haveN points. A point, P:(Xi, Yi) ∈ wi,
i = 1, 2, · · · , N , in the world plane is ideally projected to p̄ : (x̄i, ȳi) in the camera
CCD plane. However, because of the distance of the camera lens, the point of the
world plane is projected to a distorted point, p:(xi, yi). This point is observed
through the frame buffer coordinate p(ui, vi) in pixels.

For a back-projection problem, a transformation from the image coordinates
in the frame buffer to the world coordinates in the calibration plane is required.
For this purpose, an ANN is adopted in the proposed ANN-based calibration
approach, where the input and the output of the ANN are the image coordinates
and the world coordinates, respectively. After proper training of the ANN with
training points, the ANN can map the relation of two planes. Owing to the
nonlinear system modeling capability of the ANN, it is not necessary to utilize
all the physical parameters involved with the camera calibration, including the
lens distortion and the focal length of the camera.

With the coordinate system shown in Fig. 2, (x1, y1, z1) and (x2, y2, z1) are
defined as two points on the calibration plane Z = z1, and (x′1, y

′
1, z2) and

(x′2, y′2, z2) are two other points on the plane Z = z2. The line equations that
pass each of the two points can be expressed by the following equations:

−→
P = (x1,y1,z1) + t(x′1 − x1, y

′
1 − y1, z2 − z1) (4)

−→
Q = (x2,y2,z2) + t(x′2 − x2, y

′
2 − y2, z2 − z1) (5)

−→
P = −→

Q (6)

Since the equations given by Eq.(1) and Eq.(2) meet at the point C, i.e., Eq.(3),
this point can be considered as the perspective center of the image, as shown in
Fig. 2.
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Fig. 2. The center of a perspective projection

By using the perspective center of an image, the estimation of the image
coordinates of any 3D world point P can be obtained. In this case, an ANN that
is trained with the real world coordinates of points on Z = z1 as inputs and the
image plane coordinates for the corresponding points as targets is given. It should
be noted that the input and target for the ANN in this case are different from
those of the back-projection problem. When the image coordinate of a point (P1)
on any calibration plane Z is needed, the line equation that passes the point(P1)
in the calibration plane Z and the perspective center of a camera(C) is first
obtained. The line equation can produce P0 on the calibration plane Z = z1. By
using P0 as the input to the trained ANN, we can obtain the image coordinates
of the point p̂. This process is shown in Fig. 2.

3.2 MLPNN Structure for Camera Calibration

The neural network model adopted in this paper is a standard MLPNN and an
error back-propagation algorithm is used for training the MLPNN. After several
experiments, the architecture of the MLPNN is selected as 2 × 10 × 8 × 2,
as shown in Fig. 3. Note that the selection of a specific architecture is a state
of art and other architectures can be also used without any degradation of the
resulting performance. With the architecture chosen, no overfitting problem was
experienced with 5,000 training epochs. Note that proper numbers of training
epochs are dependent on the complexity of the given problem and the number
of training data. Note that the neurons in the input and output layers represent
the 2D coordinates. More detailed information on the MLPNN and error back-
propagation algorithm can be found in [6].
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Fig. 3. ANN structure for camera calibration

Unlike the explicit camera calibration method, the proposed MLPNN-based
method finds the direct relation between the world coordinates and the im-
age coordinates. The MLPNN adopted in this implicit calibration approach can
incorporate all the extrinsic parameters of the camera and the distortion param-
eters when the MLPNN is trained properly.

4 Experimental Results

To verify the effectiveness of the proposed camera calibration method, we use
two types of cameras: the professional machine vision camera and the low quality
CCTV camera for the monitoring purpose. The specifications of two cameras for
our experimental environment are summarized in Table 1. In Table 1, Camera I
is a professional machine vision camera, while Camera II is a low quality CCTV
camera.

Table 1. Specifications of image acquisition devices used in the experiment

Frame grabber horizontal 512

resolution vertical 512

Camera I cell size 8.4μm x 9.8μm
Number of cell 768 x 494

focal length 16mm

Camera II cell size 9.6μm x 7.5μm
Number of cell 243 x 494

focal length 12mm

Images are acquired at two different orientations: 30 ◦ and 90 ◦. The images
used for the experiments are obtained by positioning the camera in the real world
coordinate. The positions of the camera are also rotated for obtaining image data
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(a) Camera I (30 ◦) (b) Camera II (30 ◦)

(c) Camera I (90 ◦) (d) Camera II (90 ◦)

Fig. 4. Images acquired with different tilt angles by two cameras

Table 2. Comparison of the proposed calibration method with Tsai’s (unit: AEIP)

camera type orientation proposed method Tsai’s method

Group A Group B Group A Group B

Camera I 30 ◦ 0.3790 0.3721 0.7915 0.7582

90 ◦ 0.4373 0.4096 0.4074 0.4254

Camera II 30 ◦ 0.3700 0.3718 0.7746 1.0261

90 ◦ 0.4388 0.3940 1.0496 1.0612

with 30 ◦ and 90 ◦. Each image is composed of 99 calibration points (11 × 9),
which have an interval of 25mm between columns and an interval of 20mm
between rows. Among the calibration points acquired from two images including
99 calibration points for each different heights, 80 randomly selected calibration
points in each image are used for training the MLPNN and the remaining 19
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(a) Camera I (30 ◦)

(b) Camera II (30 ◦)

(c) Camera I (90 ◦)

(d) Camera II (90 ◦)

Fig. 5. Graphs of AEIPs with respect to training epoch of neural network
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points are used for evaluation of the trained MLPNN. Fig. 4 shows the images
with different orientations used in our experiments.

The performance of camera calibration results using artificial neural networks
is compared and analyzed with that of Tsai’s two stage method, the most widely
used approach for explicit camera calibration. In this paper, the average error
between the calibrated image coordinates and real world coordinates is used to
compare the performance of the camera calibration methods. The average error
in pixels (AEIP) is defined as follows:

AEIP =
1
N

N∑
i=1

[(Xfi − X̂fi)2 + (Yfi − Ŷfi)2]1/2 (7)

where (X̂fi, Ŷfi) is the estimated image coordinate, which is computed by using
calibrated variables from the real coordinate point (Xwi, Ywi, Zwi) corresponding
to the computer image coordinate (Xfi, Yfi).

For training MLPNN, 80 randomly chosen calibration points are collected, and
named as group A. The remaining 19 points are used for testing the performance,
and named as group B. Fig. 5 shows AEIPs of group A and group B with respect
to training epoch. This experimental results indicate that the AEIPs of group
A and group B are similarly converged. This means that the performance of the
proposed calibration method on the randomly selected data is equally reliable.

The proposed method is compared with Tsai’s two stages method, which finds
the physical parameters of the camera using the interrelation between the image
coordinates and the known 3D space coordinates. Table 2 shows the test results
for both methods. The AEIP of the proposed calibration method is a converged
value after 5,000 training epochs. As shown in Table 2, the result of Tsai’s two
stages method shows inconsistent accuracy according to the camera type and
the orientation angle. In particular, Tsai’s two stages method shows unreliable
performance on the image acquired by a low quality CCTV camera, Camera II.
For this particular case, the average improvement of the proposed MLPNN-based
method over Tsai’s method in terms of AEIP is 150 %.

5 Conclusion

In this paper, we propose a camera calibration method using an artificial neural
network. The proposed MLPNN-based implicit method is applied to the esti-
mation of 2D coordinates of an image world with given 3D space coordinates.
The proposed method has advantages over Tsai’s two stage method in real-time
applications as it can be operated in real time after proper training while Tsai’s
two stage method requires somewhat time consuming procedures for calculating
proper parameters for a given task. The proposed method is also more consistent
than Tsai’s two stage method, since it is not affected by camera orientation. More
importantly, the proposed MLPNN-based method is not affected by the quality
of the camera. This indicates that the proposed camera calibration method can
be consistently applied to all kinds of camera.
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Abstract. Water quality measurement is important for wastewater

treatment plants. Up to the present moment, there are not economic

on-line sensors for it. In this paper a new soft measurement method is

proposed, which uses mechanism model and hierarchical neural networks

to resolve a modeling accuracy problem. Since wastewater treatment

plants are cascaded processes, hierarchical neural networks can match

these structures and predict water quality in inner reactors. By com-

paring our method with the other soft measurement approaches, we find

that based on mechanism model and hierarchical neural networks, the

hierarchical model is effective for wastewater treatment plants.

1 Introduction

Active sludge technique is widely used in wastewater treatment plants where con-
taminations are removed by biological reactions of microorganisms in activated
sludge [4]. Therefore, wastewater treatment is purified by separating carbona-
ceous and nitrogenous contaminants with biological reactions of microorgan-
isms. Chemical oxygen demand (COD) is mostly concerned water quality index
in wastewater treatment plants, which is the sum of carbonaceous components,
and it is also a key factor in environmental protection. Since COD is an impor-
tant index for super-nutrition rivers, it is one of the remarkable indexes for the
water quality of rivers.

Normally, off-line method is used to obtain COD in wastewater treatment
plants. In this way on-line measurement of water quality cannot be applied. Re-
cently, on-line measurement methods are investigated by using potassium dichro-
mate oxidation and ultraviolet absorption in laboratories [13]. However, there is
a long way to go to use them in wastewater treatment plants, because they are
expensive and difficult to maintain. Soft measurement is an alternative economic
method, which uses activated sludge model (ASM) [15]. This model is published
by International Association on Water Quality (IAWQ) since 1980’s. ASM is

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 155–166.
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a kind of ‘hard modeling’ or parametric modeling. It includes many differen-
tial equations and parameters, which is difficult to be decided under different
conditions [4]. In order to reduce the complexity, Multi-Model interpolation pro-
cedure was proposed by [10]. Multiple linear approximate model with switching
algorithm was obtained by [1]. Multivariable modeling with subspace-based al-
gorithm had been used and a linear time-invariant dynamic model was given
by [11].

Components in wastewater can be divided into two types: substrates and mi-
croorganisms [4]. Each component has its own biological reactions with different
growth and consumption periods. Although mass balances can be applied to bi-
ological reactions, there are many uncertainties such as unknown behaviors of
microorganisms, operational styles and toxin influences. The wastewater treat-
ment process is also large time-delay process. It is difficult to obtain an exact
model of wastewater treatment plant. Recently, some intelligent methods are in-
vestigated. [22] used time-delay neural network to model wastewater treatment
plant. This black-box modeling approach did not use any mechanism knowledge.
A statistical learning method was employed to develop a learning machine based
on the physical mechanisms of biological wastewater treatment systems by [3].
[5] and [21] used neural networks to approximate the residual uncertainties be-
tween the mechanism model and the plant to improve modeling accuracy. Since
wastewater treatment plant is a cascaded process, the above methods can only
give the input-output relation between the first block and the last block. On the
other hand, ASM can provide all COD values even in the internal blocks.

As discussed above, there are two problems in modeling soft-sensors of water
quality: 1) wastewater treatment plant is a big cascade process, one model cannot
represent a plant with many sub-systems. 2) ASM model is good, but there
are many nonlinear uncertainties. In this paper, we will use two techniques to
resolve these problems: hierarchical neural networks and mechanism-based (or
ASM-based) model.

The main applications of hierarchical models are on fuzzy systems, because
rule-explosion problem can be avoided in hierarchical systems [8], for example,
hierarchical fuzzy neural network [18] , hierarchical fuzzy systems [14] and hier-
archical fuzzy CMAC networks [17]. A statistical learning method was employed
to constructing hierarchical models in [3]. Based on Kolmogorov’s theorem, [19]
showed that any continuous function can be represented as a superposition of
functions with the natural hierarchical structure. Sensitivity analysis of the hi-
erarchical fuzzy model was given in [14].

The key problem for the training of a hierarchical neural model is how to
get explicit expression of each internal error. To the best of our knowledge,
hierarchical neural system training still is gradient descent [9], they are very
complex. The normal training method for multilayer neural networks is back-
propagation, which has two phases: modeling error is propagated backward and
weights are trained by gradient descent and modeling error. In this paper, the
first phase of back-propagation is used to hierarchical neural networks training,
such that the training process becomes simpler.
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2 Dynamic Model of Wastewater Treatment Process

The wastewater treatment plant studied throughout this paper is an anoxic/
oxidant nitrogenous removal process [12]. It consists of two biodegradation tanks
and a secondary clarifier in series form, see Figure 1. Here, Qin, Qm, Qr, QR and
Qw denote flow of wastewater to be disposed, flow of mixed influent, flow of
internal recycles, flow of external recycles and flow of surplus sludge respec-
tively. Water quality indices such as COD, BOD5 (Biological Oxygen Demand),
NH4-N (ammonia), nitrate and SS (Suspended Solid) are decomposed into those
components in ASM [4]. The state variable x is defined as

x = [SI , SS , XI , XS, XP , XBH , XBA, SNO, SNH , SO, SND, XND, Salk]T (1)

where SI is soluble inert, SS is readily biodegradable substrate, XI is suspended
inert, XS is slowly biodegradable substrate, XP is suspended inert products,
XBH is autotrophic biomass, XBA is heterotrophic biomass, SNO is nitrate,
SNH is ammonia, SO is soluble oxygen, SND is soluble organic nitrogen, XND

is suspended organic nitrogen, Salk is alkalinity.
xc, c = {in, m, a, o, R, e} denotes the component concentration in location c,.

xin is component concentration of wastewater to be processed, xm is component
concentration of mixed influent, xa is component concentration of anoxic effluent,
xo is component concentration of aerobic effluent, xR is component concentration
from the thickening zone of clarifier, xe is component concentration from clarifica-
tion zone of clarifier. Liquid and solid components in xo are separated in the clar-
ifier. Clarification effluent xe is discharged into recipient river, part of thickening
effluent xR is recycled to the anoxic tank, while surplus is abandoned.

Denitrification and nitrification occur in anoxic and aerobic tanks to remove ni-
trogenous and carbonaceous contaminations respectively. Each tank is equipped
by stirrers to insure complete mix. The clarifier is a device for separation of liquid
and solid substances. The aim of nitrification reactions is to transform ammonia
into nitrite or nitrate, and consume biodegradable COD by heterotrophic microor-
ganisms. In this tank, there are two major reaction processes.

NH+
4 + 1.5O2 → NO−

2 +H2O + 2H+

NO−
2 + 0.5O2 → NO−

3
COD +O2 → CO2 +H2O +AS

(2)
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where COD represents carbonous contamination; AS denotes activated sludge.
Nitrite is recycled from the aerobic tanks. It is deoxidized by autotrophic mi-
croorganisms in denitrification phase. The reaction is

2NO−
3 + 2H+ → N2 +H2O + 2.5O2 (3)

The water quality index COD depends on the control input

w = [wi] = [Qin, Qr, QR, Qw]T (4)

As well as influent quality xin, i.e.,

COD = f(Qin, Qr, QR, Qw,xin)

COD is also affected by other external factors such as temperature, flow dis-
tribution and toxin. It is very difficult to find the nonlinear function f (·) [15].
COD is synthesized by carbonaceous components, it is the final output

COD =
7∑

i=1

xe
i (5)

Mass balance of components in the anoxic tank is given by

·
x

a

i (t) =
1
V

(w1 (t) + w2 (t) + w3 (t)) (xm
i (t) − xa

i (t)) + ra
i (xa

1 (t) , · · · , xa
13 (t))

(6)
where

xm
i (t) =

w1 (t)xin
i (t) + w2 (t)xo

i (t) + w3 (t)xR
i (t)

w1 (t) + w2 (t) + w3 (t)

Mass balance of components in the aerobic tank is given by

·
x

o

i (t) =
1
V

(w1 (t) + w2 (t) + w3 (t)) (xa
i (t) − xo

i (t)) + ro
i (xo

1 (t) , · · · , xo
13 (t))

(7)
here i = 1, · · · , 13; rc

i denotes the reaction rates of i component in location c,
which have nonlinear relation with component concentrations xc. Default values
of kinetic and stoichiometric parameters can be found in [4].

In order to maintain a proper concentration in biological reactors, a speci-
fied sludge age is needed. It is assumed that the settling process is capable of
producing the thickened sludge. The model of the clarifier is:

xR
i (t) =

{
λix

o
i , i = 3, 4, 5, 6, 7, 12

xo
i , i = 1, 2, 8, 9, 10, 11, 13

xe
i (t) =

{
0, i = 3, 4, 5, 6, 7, 12
xo

i , i = 1, 2, 8, 9, 10, 11, 13

(8)
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where the thickening factor is

λi =
xR

i

xo
i

=
{
w1 + w3 − (Va + Vo)/θ, i = 3, 4, 5, 6, 7, 12
1, i = 1, 2, 8, 9, 10, 11, 13

here θ denotes the sludge age, Va is the volume of anoxic tank, Vo is the volume
of aerobic tank. The fitness function adopted in the model is discussed in our
previous paper [2].

3 Reaction Rates Identification via Neural Network

From (5), (6) and (7) we know each biological reactor in wastewater treatment
plants can be described by the following dynamic equation

·
x (t) = Ax (t) +Bxb (t) + ϕ (x (t)) (9)

where x ∈ R13 is inner state which is defined in (1), xb (t) ∈ R4 is input which
is defined in (4), ϕ is reaction rates, ϕ (·) ∈ R13, A = −w1(t)+w2(t)+w3(t)

V , B =
w1(t)+w2(t)+w3(t)

V .
The following difference technique is used to get the discrete-time states of

the system
·
x (t) = Ax (t)

Let us define s1 = Axk, s2 = A (xk + s1) , s3 = A
(
xk + s1+s2

4

)
. If

∣∣s1−2∗s3+s2
3

∣∣ ≤
|xk|
1000 or

∣∣s1−2∗s3+s2
3

∣∣ < 1, then xk+1 = xk + s1+4s3+s2
6 , k = 0, 1, 2 · · · . The

discrete-time model of (9) is

x (k + 1) = Gx(k) +Hxb (k) + γ (x (k)) (10)

where H = B, the nonlinear parts are included in γ (x (k)).
There are eight types of kinetic reactions occur in the activated sludge pro-

cess: 1) aerobic growth of heterotrophs, 2) anoxic growth of heterotroph, 3)
aerobic growth of autotroph, 4) decay of heterotroph, 5) decay of autotroph,
6) ammonification of soluble organic nitrogen, 7) hydrolysis of entrapped or-
ganics, 8) hydrolysis of entrapped organic nitrogen. It is difficult to obtain the
exact reaction rate γ (x (k)) due to these unknown and complex behaviors of the
microorganisms and biological reactions.

Resent results show that neural network technique seems to be very effective
to identify a broad category of complex nonlinear systems when complete model
information cannot be obtained. Let us define an additional variable

z (k) = x (k + 1) −Gx(k) −Hxb (k) (11)

From (10) we know
z (k) = γ (x (k)) (12)

The output of each tank is

y (k) = x (k) ∈ R13
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Now we use a multilayer neural network to identify γ (x (k))

ẑ(k) = W (k)φ [V (k)x (k)] (13)

where ẑ(k) is the output of neural networks, W (k) ∈ R1×m and V (k) ∈ Rm×n

are the weights in output layer and hidden layer, φ is m−dimension vector
function. The typical presentation of the element φi(·) is sigmoid function. The
normal back-propagation method can be used to train the weights W (k) and
V (k) , which is derived by minimizing the following performance index

J =
1
2

‖e (k)‖2 =
1
2

[(ẑ(k) − z(k)]2

We use gradient descent learning law Δwi (k) = −η ∂J
∂wi

, Δvi,j (k) = −η ∂J
∂vi,j

,

where W (k) = [wi (k)] , V (k) = [vi,j (k)] , and chain rule

∂J
∂wi

= ∂J
∂ẑ

∂ẑ
∂wi

= e(k)φi

∂J
∂vi,j

= ∂J
∂ẑ

∂ẑ
∂φi

∂φi

∂vi,j
= e (k)φ′WT (k)xT (k)

The final learning law is

W (k + 1) = W (k) − ηφe (k)
V (k + 1) = V (k) − ηe (k)φ′WT (k)xT (k) (14)

In order to insure stable training, the learning rate η must be very small, so
back-propagation method is very slow. A modified time-varying learning rate
can guarantee stability and the training speed is fast [16]. The training form is
the same as (14), but

η = ηk =
η0

1 + ‖φ′WT (k)xT (k)‖2 + ‖φ‖2 , 0 < η0 ≤ 1 (15)

4 Soft-Sensor of Water Quality via Hierarchical Neural
Networks

Wastewater treatment plant is a cascaded process with several reactors and a
clarifier in series. As discussed above, hierarchical neural networks are suitable
for modeling this process. Each neural network corresponds to a reaction rate in a
reactor. Figure 2 depicts how to apply back-propagation technique to hierarchical
neural networks, here

y1 (k) = x1 (k + 1) −G1x1(k) −H1xu (t) + γ1 (x1 (k))
y2 (k) = x2 (k + 1) −G2x2(k) −H2y1(k) + γ2 (x2 (k))

In our approach, the output of each block is given by (13). The objective is
to train the weights of the two NNs so that the error between the hierarchical
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neural networks. ŷ2 (k) and the output of the plant (10) y2 (k) is minimized. The
performance index is defined as

J =
1
2
e22 e2 = ŷ2 (k) − y2 (k)

By (11) and chain rule

∂J

∂W2
=

∂J

∂ŷ2 (k)
∂ŷ2 (k)
∂ẑ2

∂ẑ2
∂W2

= e2
∂ẑ2
∂W2

So the gradient descent learning law for NN2 is

W2 (k + 1) = W2 (k) − ηφ2e2 (k)
V2 (k + 1) = V2 (k) − ηe2 (k)φ′

2W
T
2 (k)xT

2 (k) (16)

where η > 0 is the learning rate. From Figure 2 we know

∂J
∂W1

= ∂J
∂ŷ2(k)

∂ŷ2(k)
∂ẑ2

∂ẑ2
∂ŷ1(k)

∂ŷ1(k)
∂ẑ1

∂ẑ1
∂W1

= e2
∂{W (k)φ[V (k)x1]}

∂x̂1

∂ẑ1
∂W1

= e2W2 (k)V2 (k)φ′ ∂ẑ1
∂W1

= e1
∂ẑ1
∂W1

So the gradient descent learning law for NN1 is

W1 (k + 1) = W1 (k) − ηφ1e1 (k)
V1 (k + 1) = V1 (k) − ηe1 (k)φ′

1W
T
1 (k)xT

1 (k) (17)

We can see that (17) has the same form as (16). We can train these two blocks
independently, the only difference is

e1 = e2W2 (k)V2 (k)φ′
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ẑ

1̂
e

1
u

)(ˆ1 ky

q
P

)(ˆ ky
q

q
e

)(ky
q

q
NN q

f
q
ẑ
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Fig. 3. General case of cascade plant modeling via hierarchical neural network

Figure 3 shows a general case in wastewater treatment plants. We can train each
block independently if we know the modeling errors between neural networks and
corresponding virtual process blocks ê1, ê2 · · · êp. For block q, we use gradient
descent learning law

Wq (k + 1) = Wq (k) − ηφq (k) eq (k)

For block p, we need to calculate ∂J
∂Wp

= ∂J
∂ŷq

∂ŷq

∂ẑp

∂ẑp

∂Wp
to update Wp. Because

∂J

∂̂̂yp

= ep (k) , ∂ŷp

∂ẑq
= φ′

pW
T
p Vp, the gradient learning for Wp is

Wp (k + 1) = Wp (k) − ηφp (k) ep (k)
ep = eqφ

′
pW

T
p Vp

(18)

The identification error eo (k) can be propagated to the other blocks, see Figure
3. If we know the output error of each block, we can train this block. The training
procedure is as follows:

1. Calculate the output of each mechanism-based neural network by (13). The
output of multilayer neural networks should be the inputs of the next level.

2. Calculate the modeling error for each block. We start from the last block,
the identification error is

eo (k) = ŷ (k) − y (k) (19)

where eo (k) is the identification error of the whole system, ŷ (k) is the output
of the whole hierarchical neural networks, y is the output of the cascaded
plant. Then we propagate the error back from the structure of the hierarchi-
cal neural networks by (18).

3. Train the weights for each block independently. For p−th block the gradient
descent algorithm is

Wp (k + 1) = Wp (k) − ηφp (k) ep (k)
Vp (k + 1) = Vp (k) − ηep (k)φ′

pW
T
p (k)xT

p (k) (20)
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5 Application to a Wastewater Treatment Plant

In this section, we will use the above modeling approach to the North Wastew-
ater Treatment Plant in Shenyang, China. The plant including 6 water lines in
parallel to deal with municipal wastewater, where lines No.1˜No.3 use traditional
activated sludge technics and lines No.4˜No.6 use anoxic-aerobic (A/O) technics
to remove nitrogen. We will use line No.4 as a case study, which consists of an
anoxic reactor with the volume of 7772.5m3, an aerobic reactor with the volume
of 10326m3, and a secondary settler with the height of 4.2m and the diameter
of 57m. The set-up of line No.4 is shown in Figure 1. The fluid volumes (m3/h)
are: Qin ∈ [2778, 3700] , QR ∈ [1389, 3700] , Qr ∈ [2778, 7400] , Qw ∈ [0, 760] .
It is supposed that there are no biological reactions in secondary settler, each
reactor is completely mixed regardless of the influences of stream status.

Steady simulations are implemented before dynamic modeling. From these
simulations, initial values of dynamic model are obtained. There are some missing
data and outliers in the measured data. Principal component analysis (PCA) and
Expectation-Maximum algorithms are used to recover the data [20]. The iterative
robust least square method is employed to reduce the influence of noise, outliers
and missing data inherent in measured values. The pretreated real data are
shown as Figure 4. We can see that the missing data from August to October
are recovered, although there are large offset after being coordinated. The big
changes in COD and SS after the first ten days of May is caused by snow melt,
while NH4-N is not effected by this phenomenon. The effluents COS and SS are
relatively smooth after A/O biological treatment. It indicates the plant possesses
redundancy ability to fluctuation of water qualities. The removal efficiency of
NH4-N is relative low to other contaminations, which should be improved by
optimal control using existing equipment.

The resulting steady values of anoxic and aerobic reactors are shown in Table 1,
which is from the data in year 2003.

Table 1. Steady values of anoxic and aerobic reactors

SS XBH XS XI SNH SI

anoxic 1.2518 3249 74.332 642.4 7.9157 38.374

aerobic 0.6867 3244.8 47.392 643.36 0.1896 38.374

SND XND SO XBA SNO XP Salk

0.7868 5.7073 0.0001 220.86 3.9377 822.19 4.9261

0.6109 3.7642 1.4988 222.39 12.819 825.79 3.7399

The modeling strategy is shown as Figure ??. The input data to the anoxic
block and the first neural networks is Ω = [SI SS XI XS XP XBH XBA SNO

SNH SO SND XND Salk Qin QR Qr Qw], which is converted from influent in-
dices [CODi, NH4,i] of line No.4, [Qin, Qr, QR, Qw]T is control input w, the
output is effluent indices CODe, the output of the first neural networks is the
reaction rates [ra

2 ra
7 ra

8 ]T . The output of mechanism anoxic block is effluent
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Fig. 4. Effluent qualities in 2003

components of anoxic reactor x̂a. The outputs of neural networks are sent to the
corresponding mechanism model. The neural networks in the second level are for
the aerobic process, whose inputs are the outputs from anoxic block. The output
of these networks is the reaction rates [ro

2 ro
6 ro

9 ro
10]

T . Furthermore, these four
values are sent to the second mechanism block. The final output of the cascaded
process is effluent COD which comes from the secondary settler.

The design choices are as follows: both two neural networks have one hidden
layer, each hidden layer has 50 hidden nodes. The training algorithms of each
neural model are (14) and (15), here the activation function φi(·) = tanh(x) =
ex−e−x

ex+e−x , η0 = 1, the initial weights of W (1) and V (1) are random number
between [0, 1] .

Dynamic modeling uses the resulting steady values of steady simulation as
initial values with hydraulic residence time of 10.8h and sludge age of 15d. 100
input/output data pairs from the records of year 2003 are used as the training
data, the other 30 input/output pairs as the testing data. The testing results of
effluent COD are shown in Figure 5.

We compare the hierarchical neural networks (HNN) with the other three
modeling methods. They are activated sludge models (ASM) [4], linear models
(LM) [6], neural networks (NN) [5]. The model parameters of ASM model are
the default values in [4]. The numbers of concerned variables in linear models
are selected 2, 3 and 4. The hidden nodes of neural networks (NN) are chosen
as 30, 50 and 70, they are the same as those in hierarchical neural network
(HNN). The initial values for all weights are chosen randomly from interval
(0, 1). The experiments conditions are: the software is Matlab under Windows
XP, the hardware is a PC with Pentium P4 2.20GHz.
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6 Conclusions

In this paper, we preset a new soft sensor for water quality in wastewater treat-
ment plants. It uses two techniques: mechanism model (ASM) and hierarchical
neural networks (HNN). The combination of these two techniques can improve
modeling accuracy, and provide water quality in inner reactors. These are advan-
tages compared with the other soft measurement approaches for water quality.
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Abstract. Artificial Neural Networks (ANNs) are based on highly sim-

plified brain dynamics and have been used as powerful computational

tools to solve complex pattern recognition, function estimation, and clas-

sification problems. Throughout their development, ANNs have been

evolving towards more powerful and more biologically realistic models. In

the last decade, the third generation Spiking Neural Networks (SNNs)

have been developed which comprise of spiking neurons. Information

transfer in these neurons models the information transfer in biological

neurons, i.e., via the precise timing of spikes or a sequence of spikes.

Addition of the temporal dimension for information encoding in SNNs

yields new insight into the dynamics of the human brain and has the po-

tential to result in compact representations of large neural networks. As

such, SNNs have great potential for solving complicated time-dependent

pattern recognition problems defined by time series because of their in-

herent dynamic representation. This article presents an overview of the

development of spiking neurons and SNNs within the context of feed-

forward networks, and provides insight into their potential for becoming

the next generation neural networks.

1 Introduction

Artificial neural networks (ANNs), inspired by the structure and function of the
human brain, have been used as powerful computational tools to solve com-
plex pattern recognition, function estimation, and classification problems not
amenable to other analytical tools [1,2,3,4,5,6]. Over time, ANNs have evolved
into more powerful and more biologically realistic models [7,8,9,10,11]. Improved
understanding of the brain and its modes of information processing has led to the
development of networks such as feedforward neural networks [12,13], recurrent
networks [14,15], radial basis function neural networks [16,17,18], self-organizing
maps, modular neural networks, and dynamic neural networks [19,20,21].

Feedforward ANNs are the most common and utilize various mechanisms for a
forward transfer of information across the neural network starting from the input
node to the output node. The popularity of feedforward ANNs stems from their

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 167–178.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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conceptual simplicity and the fact that the primary (but not the only) mode of
information transfer in both real and artificial neural networks is feedforward in
nature [22,23,24,25]. In fact, other modes of information transfer often involve
or are based on feedforward mechanisms to some degree.

Although ANNs have gone through various stages of evolution, until recently,
there had not been many attempts to categorize generations of neural networks.
This is a particularly difficult task because ANN developments have branched
out in many directions and it would not be accurate to label one development as
more advanced than another. In addition, such a categorization is subjective and
dependent on what is considered advancement. However, in the authors’ opinion,
if a single clearly identifiable, major conceptual advancement were to be isolated,
it would be the development of the mathematically-defined activation or transfer
function as the information processing mechanism of the artificial neuron. Due
to the importance of the activation function in feedforward ANNs, the discussion
on generations of ANN in this article is restricted to the evolution of the artificial
neuron from the perspective of feedforward neural networks.

2 Information Encoding and Evolution of Spiking
Neurons

Studies of the cortical pyramidal neurons have shown that the timing of indi-
vidual spikes as a mode of encoding information is very important in biological
neural networks [26,27,28]. A presynaptic neuron communicates with a postsy-
naptic neuron via trains of spikes or action potentials. Biological spikes have a
fixed morphology and amplitude [29]. The transmitted information is usually
encoded in the frequency of spiking (rate encoding) and/or in the timing of the
spikes (pulse encoding). Pulse encoding is more powerful than rate encoding in
terms of the wide range of information that may be encoded by the same number
of neurons [30]. In fact, rate encoding can be considered to be a special case of
pulse encoding. If the spike timings are known, the average firing rate can be
computed.

The early first generation neurons developed in the 1940s and 1950s did not
involve any encoding of the temporal aspect of information processing. These
neurons acted as simple integrate-and-fire units which fired if the internal state
(defined as the weighted sum of inputs to each neuron) reached a threshold. It did
not matter when the threshold was exceeded. Translating this assumption to a
biological perspective, it implied that all inputs to the neuron were synchronous,
i.e. contributed to the internal state at exactly the same time and therefore,
could be directly summed. However, unlike biological neurons, the magnitude
of the input was allowed to contribute to the internal state. Arguably, this may
have represented a primitive form of rate encoding in the sense that a larger
input (representing a higher firing rate of the presynaptic neuron) may cause
the postsynaptic neuron to reach the threshold. For the sake of simplicity, the
mathematical abstraction avoided the modeling of the actual spike train and
the input from the presynaptic neuron approximated the average firing rate of
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the presynaptic neuron. The fire state for the postsynaptic neuron was a binary-
valued output which returned a value of 1 if the neuron fired and 0 otherwise.
This implied that the output from the postsynaptic neuron was not based on
rate encoding.

The second generation neurons developed from the 1950s to 1990s were also
based loosely on rate encoding and defined the internal state in a similar man-
ner. However, they used a mathematically-defined activation function, often a
smooth sigmoid or radial basis function, instead of a fixed threshold value, for
output determination [27]. In the postsynaptic neuron, the activation function
was used to transform the input into a proportionate output which approxi-
mated the average firing rate of the postsynaptic neuron. With this develop-
ment, it became possible for the output to be real-valued. In contrast to the first
generation neurons, even the postsynaptic neuron could generate rate encoded
information. This model gained widespread acceptance as processing elements in
feedforward ANNs because it was compatible with the Rumelhart’s widely-used
backpropagation (BP) training algorithm [31] which required a continuous and
differentiable activation function. The model was significantly more powerful
than the one based on first generation neurons and could solve complex pat-
tern recognition problems (the most notable of which in the 1950s was the XOR
problem) [32,33,34,35,36,37,38,39,40]. However, the computational power of the
neuron still did not reach its full potential because the temporal information
about individual spikes was not represented.

In the last decade, spiking neurons have been developed and adapted for
ANNs to overcome this shortcoming by communicating via the precise timing
of spikes or a sequence of spikes. In the literature, spiking neurons have been
referred to as third generation neurons. Similar to the first generation neurons, a
spiking neuron acts as an integrate-and-fire unit and has an all or none response.
The spiking neuron, however, has an inherent dynamic nature characterized by
an internal state which changes with time and each postsynaptic neuron fires
an action potential or spike at the time instance its internal state exceeds the
neuron threshold. Similar to biological neurons, the magnitude of the spikes
(input or output) contains no information. Rather, all information is encoded in
the timing of the spikes as discussed in the next section. Even though spiking
neurons are discussed within the context of feedforward networks in this article, it
must be noted that their application is not limited to only feedforward networks.
Spiking neurons have also been used with ANNs similar in concept to Radial
Basis Function Neural Networks and Self Organizing Maps with applications in
unsupervised clustering and pattern classification.

3 Mechanism of Spike Generation in Spiking Neurons

In general, action potentials or spikes from various presynaptic neurons reach a
postsynaptic neuron at various times and induce postsynaptic potentials (PSPs).
The PSP represents the internal state of the postsynaptic neuron induced in
response to the presynaptic spike and is affected by synaptic characteristics



170 S. Ghosh-Dastidar and H. Adeli

such as travel time or delay through the synapse, strength of the synaptic
connection, and other biological factors some of which are unknown. Multi-
ple neurons, each with multiple spikes, induce multiple PSPs over time. The
postsynaptic neuron acts as a temporal integrator of PSPs induced by all presy-
naptic neurons and fires when the integrated internal state crosses a
threshold.

The effects of various presynaptic spike trains on the postsynaptic potential
and the postsynaptic output spike train are illustrated in Fig. 1. In the first two
cases, Figs. 1(a) and 1(b), each spike train is considered individually whereas
in the third case, Fig. 1(c), the combined effect of the two spike trains shown
in Figs. 1(a) and 1(b) is illustrated. Each spike train consists of a sequence of
three spikes. The first and the third spike in the presynaptic spike trains occur
at the same time instant. The timing of the second spike, however, is different in
the two cases. From the perspective of rate encoding, both these spike trains are
identical, i.e. the average firing frequency is identical (3 per given time period).
This highlights the approximate nature and lower computational power of rate
encoding which makes it impossible to differentiate between the two cases in
Figs. 1(a) and 1(b).
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Fig. 1. The effect of various presynaptic spike trains on the postsynaptic potential

and the postsynaptic output spike train. (a) and (b) show two spike trains and their

individual effects on the postsynaptic neuron, and (c) shows the combined effect of the

aforementioned two spike trains on the postsynaptic neuron.
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In contrast, the timing of the spikes is considered in pulse encoding. Each
spike in the spike train induces a PSP in the postsynaptic neuron at different
times. The PSPs are temporally integrated to compute the internal state of the
postsynaptic neuron over time as shown in Figs. 1(a) and 1(b). The internal
states in the two cases are entirely different and their values exceed the neuronal
threshold at different times. This leads to different output spike times from
the postsynaptic neuron. An additional source of variation in the PSP is the
dependence of the internal state of the postsynaptic neuron on the time of its
own output spike. The internal state of a postsynaptic neuron in response to a
presynaptic spike is shown in Fig. 2. Had the threshold not been exceeded the
internal state of neuron in Fig. 2 would have been represented by the dashed line.
The solid line in Fig. 2 shows the internal state of neuron when the threshold is
exceeded. Immediately after the firing of an output spike, the internal state of
the neuron exhibits a sharp decrease as a result of various biological processes.
This phase is known as repolarization (Fig. 2) [29,41].

Repolarization 
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Refractory Period 

Internal state of neuron in response to a 
presynaptic spike when the threshold is 
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Neuron Threshold 

Internal state of neuron when the 
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Time 

Resting 
Potential 

Fig. 2. The internal state of a postsynaptic neuron in response to a presynaptic spike

(not shown in the figure) showing the action potential, and repolarization and hyper-

polarization phases

In the third case shown in Fig. 1(c), both presynaptic spike trains are input si-
multaneously to the postsynaptic neuron by two presynaptic neurons. In this case,
the internal state of the postsynaptic neuron is not simply the sum of the internal
states in the first two cases. An additional factor needs to be considered for the
postsynaptic neuron. After the firing of a spike and the resultant sharp decrease
in the internal state of the neuron, the internal state is kept at a value lower than
the resting potential of the neuron (Fig. 2) by various biological processes that are
beyond the scope of this discussion. This phase is known as hyperpolarization and
shown in Fig. 2 [29,41]. As a result, it becomes difficult for the neuron to reach the
threshold and fire again for a certain period of time, known as refractory period
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(Fig. 2). The internal state of the postsynaptic neuron is obtained by the algebraic
summation of the internal states in the first two cases and modified during the
repolarization and hyperpolarization phases. The three processes of summation,
repolarization, and hyperpolarization lead to the postsynaptic neuron firing out-
put spikes at times different than those for the first two cases. In Fig. 1, the first
spike in the third case occurs earlier than the first spike in the first case because
the postsynaptic neuron in the third case exceeds the threshold value earlier. The
three cases shown in Fig. 1 highlight the importance of the timing of spikes in the
presynaptic spike train for encoding information.

4 Models of Spiking Neurons

Spiking neurons can be modeled in many different ways. Many detailed math-
ematical models have been developed to quantitatively characterize neuronal
behavior based on detailed modeling of the neuronal membrane potential and
ion channel conductances [42,43,44,45,46]. Networks of such neuronal models
have proved to be very valuable in studying the behavior of biological neural
networks, neuronal learning mechanisms such as long-term potentiation and de-
potentiation, and neurotransmitter-based signaling [47]. However, the level of
detail, although ideal for reproducing electrophysiological responses accurately,
increases the complexity of the model making them difficult to analyze [48,49].
This complexity also imposes a significant computational burden for large neural
network based classification or pattern recognition tasks that employ BP as the
learning mechanism.

Another obstacle to the use of these detailed models in feedforward ANNs is
imposed by the dynamics of the BP algorithm which usually requires a single
activation function (representing changes in membrane potential) for backprop-
agating the error term through the neuron. The detailed models are usually
based on multiple differential equations that capture the behavior of different
ion channels and currents that affect the membrane potential. It remains to be
seen if error backpropagation is even mathematically possible in the face of such
complexity.

Spike response models are phenomenological models that are simpler than
the detailed models and offer a compromise between computational burden and
electrophysiological detail [50,43,51,52,53,54]. As a result, spike response mod-
els are preferred for systemic studies of memory, neural coding, and network
dynamics. Bohte et al. [55] employed such a spike response model (originally
presented by Gerstner [51]) to demonstrate that BP-based learning is possible in
such a network. Other spike response models may also be adapted provided that
their activation function can be adapted for error backpropagation. In principle,
detailed biophysical models and more complicated phenomenological models ap-
pear to be better suited to SNNs that are similar in concept to Radial Basis
Function Neural Networks and Self Organizing Maps and are not restricted by
the requirements and computational burden of BP-based learning.
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5 Spiking Neural Networks (SNNs)

SNNs are, simply, networks of spiking neurons. The SNN architecture, as shown
in Fig. 3(a) is similar to that of a traditional feedforward ANN. The network
is assumed to be fully connected i.e. a neuron in any layer is connected to all
neurons in the preceding layer. However, unlike feedforward ANNs where two
neurons are connected by one synapse only, the connection between two SNN
neurons is modeled by multiple (K ) synapses as shown in Fig. 3(b) [56,55]. The
number K is constant for any two neurons and each synapse has a weight and a
delay associated with it.

INPUTS 
OUTPUT 

Postsynaptic Neuron 

Presynaptic Neuron 

Action Potential or Spike Postsynaptic 
Potential 

(PSP) 

(a) 

(b) 

Fig. 3. (a) Spiking neural network architecture; (b) multiple synapses connecting a

presynaptic neuron to a postsynaptic neuron

Assuming that presynaptic neuron fires a spike at time t, the k th synapse
transmits that spike to the postsynaptic neuron at time t + dk where dk is the
delay associated with the k th synapse. This architecture enables a presynaptic
neuron to affect a postsynaptic neuron by inducing PSPs of varying magnitudes
at various time instants. The magnified connection in Fig. 3(b) displays the
temporal sequence of spikes (short vertical lines) from the presynaptic neuron,
the synaptic weights (proportionate to the size of the star shaped units in the
center), and the resulting PSPs (proportionate to the size of the waveform). The
modeling of synapses is identical for all neurons, and the k th synapse between any
two neurons has the same delay dk. For the sake of simplicity, neurons in Bohte
et al.’s model were restricted to the emission of a single spike. Recently, networks
based on spiking neurons that convey information via spike trains (multiple
spikes) have also been presented [57,58].
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Similar to traditional ANNs, SNN architecture consists of an input layer, a
hidden layer, and an output layer (Fig. 3). The number of neurons in the hidden
layer is usually selected by trial and error. Since the SNN model is based on spike
times, inputs to the SNN have to be preprocessed to convert the continuous real-
valued input features (or classification variables) into discrete spike times. As a
result, the number of original features is converted into a new number of features
for input to the SNN. This is known as input encoding. Similarly, the number of
neurons in the output layer depends on the output encoding scheme selected for
the classification problem. In SNNs the inputs and outputs can be encoded in a
variety of ways. This variety, however, is limited by the assumption of only one
spike per neuron.

Until recently, the lack of a continuous and differentiable activation function
relating the internal state of the neuron to the output spike times made spiking
neurons incompatible with the error backpropagation required for supervised
learning. Bohte et al. [55] presented a BP learning algorithm for SNN, dubbed
SpikeProp similar in concept to the BP algorithm developed for traditional neu-
ral networks [31]. Subsequently, SNN was used with various training algorithms
such as backpropagation with momentum [59,60], QuickProp [59,60], resilient
propagation (RProp) [60], and Levenberg-Marquardt BP [61] to improve net-
work training performance [11]. QuickProp is a faster converging variant of the
original BP learning rule [31] that searches for the global error minimum by
approximating the error surface on the basis of local changes in the gradient
and weights [62]. RProp is also a fast variant of the BP algorithm where the
weights are adjusted based on the direction of the gradient rather than the mag-
nitude. This strategy is specially effective or resilient when the error surface is
highly uneven and the gradient is not an accurate predictor of the learning rate
[63]. Compared with SpikeProp, the aforementioned improved algorithms report-
edly provide faster convergence by approximately 600% [11]. Some preliminary
research has also been reported regarding the adjustment of other SNN param-
eters such as neuron threshold, synaptic delays, and the time decay constant
defining the shape of the PSP [64]. Recently, new learning algorithms have also
been presented for training SNN models that convey information in the form of
spike trains [57,58] instead of single spikes.

Computationally, SNN training is usually at least two orders of magnitude
more intensive than the traditional ANNs for two reasons [11]. First, multiple
weights have to be computed for multiple synapses connecting a presynaptic
neuron to a postsynaptic neuron. Second, the internal state of each neuron has
to be computed for a continuous duration of time, called simulation time (see
Fig. 1), to obtain the output spiking times. The time resolution, called time step,
employed for this computation along with the simulation time and the number
of convergence epochs are key factors that affect the actual computation time
(real-time) required to train the network. Another difficulty with SNN training
is the highly uneven nature of the error surface that can wreak havoc with
the gradient descent-based training algorithms. Slight changes in the synaptic
weights result in proportionate changes in the postsynaptic potential. But slight
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changes in the postsynaptic potential may result in disproportionate changes in
the output spike times of the postsynaptic neuron. To overcome this training
difficulty various heuristic rules are used to limit the changes of the synaptic
weights [65,57,11,58].

6 Concluding Remarks

SNNs have been used for complicated time-dependent pattern recognition prob-
lems defined by time series because of their inherent dynamic representation.
Further, SNNs have been shown theoretically to have the ability to approximate
any continuous function [66]. Addition of the temporal dimension for information
encoding has the potential to result in compact representations of large neural
networks, another advantage for SNNs. However, their widespread acceptance
and application is currently limited by the excessive computing times required
for training [11]. It may be expected that this will change in the near future for
two reasons. First, technology is advancing at a rapid rate and the computational
limitations outlined in this manuscript may not remain as limiting. Second, the
field of SNNs is of great research interest and developing rapidly as well.

From the perspective of SNN development, in the opinion of the authors, an
adaptive adjustment of the number of synapses [64] needs to be investigated
with the goal of reducing the number of weights and consequently computa-
tional effort, without compromising the classification accuracy. An additional
source of computational effort is the input encoding that increases the number
of features many times. New methods of input encoding that do not increase the
number of features should be explored. Currently, there is great interest in the
development of efficient and accurate learning algorithms for feedforward as well
as other networks. Novel combinations of these strategies along with improved
understanding of biological information processing will contribute significantly
to the development of SNNs as the next generation neural networks.
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Abstract. This paper describes a novel stereovision matching approach based 
on omni-directional images obtained with fish-eye lenses in forest 
environments. The goal is to obtain a disparity map as a previous step for 
determining the volume of wood in the imaged area. The interest is focused on 
the trunks of the trees, due to the irregular distribution of the trunks; the most 
suitable features are the pixels. A set of six attributes is used for establishing the 
matching between the pixels in both images of the stereo pair. The final 
decision about the matched pixel is taken based on the Choquet Fuzzy Integral 
paradigm, which is a technique well tested for combining classifiers. The use 
and adjusting of this decision approach to our specific stereo vision matching 
problem makes the main finding of the paper. The procedure is based on the 
application of three well known matching constraints. The proposed approach is 
compared favourably against the usage of simple features and other fuzzy 
strategy that combines the simple ones.   

Keywords: Choquet Fuzzy Integral, Fish-eye stereo vision, Stereovision 
matching, omni-directional forest images. 

1   Introduction 

One important task in forests maintenance is to determine the volume of wood in an 
area for different purposes, including the control of growth of the trees. This task can 
be carried out by stereovision systems. Fish-eye lenses allow imaging a large sector of 
the surrounding space with omni-directional vision. This justifies its use. 

According to [1] we can view the classical problem of stereo analysis as consisting 
of the following steps: image acquisition, camera modelling, feature acquisition, 
image matching, depth determination and interpolation. The key step is that of image 
matching. This is the process of identifying the corresponding points in two images 
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that are cast by the same physical point in the 3-D space. This paper is devoted solely 
to the matching one. Two sorts of techniques have been used for matching: area-based 
and feature based [2]. 

Area-based stereo techniques [3] use correlation between brightness (intensities) 
patterns in the local neighbourhood of a pixel in one image with brightness patterns in 
the local neighbourhood of the other image. Also statistical textures can be considered 
under this category. Feature-based methods [4] use set of pixels with similar 
attributes, colour, gradient (module and direction) or Laplacian. These are the six 
attributes available to be used in our matching procedure. 

Figure 1(a) displays one omni-directional image (let’s say the left one) of the 
stereo pair captured with a fisheye lens. Figure 1(b) displays the signed and expanded 
area on Figure 1(a). In Figure 1(c) the corresponding area in the right image of the 
stereo pair is displayed. Due to the different locations of the tree’s crowns there exists 
an important lighting variability between both areas; this makes the matching process 
a difficult task. This is applicable for the whole image.  

 
(b) 

 
(a) 

 
(c) 

Fig. 1. (a) Omni-directional left image; (b) left expanded area; (c) corresponding right 
expanded area 

The following three stereovision constraints can be applied for solving the 
matching problem. Epipolar: derived from the system geometry, given a pixel in one 
image its correspondence will be on the epipolar line. Similarity: matched pixels 
display similar attributes. Uniqueness: a pixel in the left image must be matched to a 
unique pixel in the right one.  

Given a pixel in the left image, we apply the epipolar constraint for determining a 
list of candidates, which are potential matches, in the right image. Each candidate 
becomes an alternative for the first pixel. We also apply the similarity constraint 
based on the six attributes, obtaining six similarity measures, which are conveniently 
combined. The final decision about the correct match, among the list of candidates, is 
made according to the support that each candidate receives by applying the Choquet 
Fuzzy Integral (CFI) paradigm. This unique selection implies the application of the 
uniqueness constraint. The matching through the CFI makes the main contribution of 
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the paper. The proposed approach is compared favourably against the usage of 
individual area-based and feature-based correspondence techniques. 

This work is organized as follows. Section 2 describes the design of the matching 
process; including a brief overview of the CFI paradigm. Section 3 describes the 
results obtained by using the combined CFI approach, and comparing these results 
with those obtained by applying each individual strategy. Section 4 presents the 
conclusions and future work. 

2   Design of the Matching Process 

2.1   Epipolar: System Geometry 

Figure 2 displays the stereo vision system geometry [5]. The 3D object point P with 
world coordinates with respect to the systems (X1, Y1, Z1) and (X2, Y2, Z2) is imaged as 
(xi1, yi1) and (xi2, yi2) in image-1 and image-2 respectively in coordinates of the image 

system; 1α and 2α are the angles of incidence of the rays from P; y12 is the baseline 

measuring the distance between the optical axes in both cameras along the y-axes; r is 
the distance between image point and optical axis; R is the image radius, identical in 
both images. 

According to [6], the following geometrical relations can be established, 

2 2
1 1i ir x y= + ;  1 ( 90º )r Rα = ; ( )1

1 1i itg y xβ −=  (1) 

Now the problem is that the 3D world coordinates (X1, Y1, Z1) are unknown. They can 
be estimated by varying the distance d as follows, 

1 cos ;X d β=    1 sin ;Y d β=   2 2
1 1 1 1tanZ X Y α= +  (2) 

From (2) we transform the world coordinates in the system O1X1Y1Z1 to the world 
coordinates in the system O2X2Y2Z2 taking into account the baseline as follows:  

2 1;X X=    2 1 12 ;Y Y y= +   2 1Z Z=  (3) 

Assuming no lenses radial distortion, we can find the imaged coordinates of the 3D 
point in image-2 as [6], 
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Using only a camera, we capture a unique image and the 3D points belonging to the 

line 1O P , are all imaged in the unique point represented as 1 1( , )i ix y . So, the 3D 

coordinates with a unique camera cannot be obtained. When we try to match the 

imaged point 1 1( , )i ix y into the image-2 we follow the epipolar line, i.e. the projection 

of 1O P over the image-2. This is equivalent to vary the parameter d in the 3-D space. 



182 P.J. Herrera et al. 

So, given the imaged point 1 1( , )i ix y in the image-1 (left) and following the epipolar 

line, we obtain a list of m potential corresponding candidates represented by 

2 2( , )i ix y in the image-2 (right).  

image-1

image-2

1α

2α

P

(X1, Y1, Z1)

(X2, Y2, Z2)

X2

O2

Z2 Y2

X1

O1

Z1 Y1

xi1

yi1

(xi1, yi1)

(xi2, yi2)

y12

xi2

yi2

rR

R

β

β

d

 

Fig. 2. Geometric projections and relations for the fish-eye based stereo vision system 

2.2   Similarity: Attributes for Area and Feature-Based 

Each pixel l in the left image is characterized by its attributes; one of such attributes is 
denoted as Al. In the same way, each candidate i in the list of m candidates is 
described by identical attributes, Ai. So, we can compute differences between 
attributes of the same type A, obtaining a similarity measure for each attribute as, 

( ) 1
1 ; 1,...,iA l is A A     i m

−
= + − =  (5) 

[ ]0,1 ,iAs ∈ 0iAs =  if the difference between attributes is large enough (minimum 

similarity), otherwise if they are equal ( 1iAs = , maximum similarity). 

As mentioned before, in this paper we use the following six attributes for 
describing each pixel (feature): a) correlation; b) texture; c) colour; d) gradient 
magnitude; e) gradient direction and f) Laplacian. Both first ones are area-based 
computed on a 3 3× neighbourhood around each pixel through the correlation 
coefficient [7] and standard deviation [8]. The four remaining ones are considered as 
feature-based [4]. The colour involves the three red-green-blue spectral components 
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(R,G,B) and the absolute value in the equation (5) is extended as: 
,l i l iH

A A H H− = −∑  H = R,G,B.  

Gradient (magnitude and direction) and Laplacian are computed by applying the 
first and second derivatives [8], over the intensity image after its transformation from 
the RGB plane to the HSI (hue, saturation, intensity) one. Given a pixel in the left 
image and the set of m candidates in the right one, we compute the following 
similarity measures for each attribute A: sia (correlation), sib (colour), sic (texture), sid 
(gradient magnitude), sie (gradient direction) and sif (Laplacian). The identifiers in the 
sub indices identify the attributes according to the above assignments. 

2.3   Uniqueness: Applying the Choquet Fuzzy Integral Paradigm  

Now we must match each pixel l in the left image with the best of the potential candidates 
(uniqueness). This is a decision based on the CFI paradigm. This paradigm allows 
combining the individual similarities, which are computed through the equation (5).  

The CFI requires the computation of the relevance assigned for each attribute from 
which we can compute the so-called fuzzy densities. This is solved by computing 
the λ − fuzzy measure using the data [9]. The calculation starts with selecting a set of 
six fuzzy values, ga, gb, gc, gd, ge, gf, each one representing the individual relevance of 
the associated attribute. The attributes are the six described above, i.e. 

{ }a,b,c,d ,e, fΩ ≡ associated to correlation, texture, color, gradient magnitude, 

gradient direction and Laplacian. 
The value of λ  needed for calculating the fuzzy densities g is obtained as the 

unique real root greater than 1− of the polynomial, 

( )1 1 j

j

gλ λ
∈Ω

+ = +∏  
(6) 

The individual relevancies for each attribute are computed from the data, as described 
later in the section 3a. 

Once the ga, … gf are obtained and λ is found, the fuzzy integral works as follows: 

1. For a given pixel l in the left image, we compute the similarities through the 
equation (5) between l and every candidate i, with i = 1,…,m, obtaining a 
column vector as: [sia, sib, sic, sid, sie, sif]

T; without lost of generality assume that 
sia is the highest similarity value and sif the lowest. This vector is arranged 
under this criterion, i.e. sia > sib > sic > sid > sie > sif. 

2. Arrange the above fuzzy values correspondingly with the mentioned 
arrangement, i.e. ga, gb, gc, gd, ge, gf and set the first fuzzy density g(a) = ga. 

3. Compute the remaining fuzzy densities according to the recursive procedure 
given in the equation (7). 

  

( ) = ( ) + ( )

( ) = ( ) + ( )

( ) = ( ) + ( )

b b

c c

f f

g b g g a g g a

g c g g b g g b

....................

g f g g e g g e

λ
λ

λ

+
+

+

 
(7) 



184 P.J. Herrera et al. 

4. Calculate for each candidate i, the support received to be matched with l as, 

  ( )1( ) = ( 1)
f

i ia ihi h
h b

l s s s g hμ −
=

⎡ ⎤+ − −⎣ ⎦∑  (8) 

5. The decision about the best match is made by selecting the maximum support 
( )i lμ among all candidates.  

3   Results 

The system is based on the scheme of the figure 2, with a baseline of 1 meter. The 
cameras are equipped each one with Nikon FC-E8 fisheye lens, with an angle of 183º. 
The valid colour images in the circle contain 6586205 pixels.  

The tests have been carried out with twelve pairs of stereo images. We use two of 
them for computing the relevance of each attribute, from which the fuzzy densities 
can be obtained. At a second stage, we apply the CFI approach pixel by pixel for the 
remainder ten stereo pairs. 

Our interest consists of determining the disparity of the trees trunks located in an 
area of 25 m2 around the stereo vision system.  

The disparity is the absolute difference value in sexagesimal degrees, taking into 
account the imaged circle, between the pixel in the left image and its matched pixel in 
the right one.  

We have available the information of disparities provided by the end users. Thus, 
for each pixel in a trunk we know its correct disparity value according to this expert 
knowledge; which allows us to compute the percentage of error. For each one of the 
ten stereo images used for testing, we compute the disparity error for the trunks and 
then average these errors among the ten pairs of stereo images.  

a) Computing the Relevance for Each Criterion 

Given both available stereo images for this purpose, for each pixel in the left images, 
we compute the disparity with respect its matched pixel in the right ones, but 
considering each one of the six attributes separately through the equation (5). Each 
match is established according to the maximum similarity value computed for each 
attribute individually. But this does not imply that maximum similarity corresponds to 
a true match. Therefore, we need a mechanism for computing the relevance based on 
the rate of success or failure of each attribute. So, we compute the averaged 
percentage of error for both stereo images and for each attribute, based on the expert 
knowledge available about the disparities in the trunks. These probabilities are: pa = 
28 (correlation), pb = 10 (colour), pc = 14 (texture), pd = 9 (gradient magnitude), pe = 
30 (gradient direction) and pf = 27 (Laplacian). So, the individual relevancies are 
computed as ,h

h kk
g p p= ∑  h, k = a,b,c,d,e,f. Finally, these fuzzy values are 

exactly the following: 0.150ag = , 0.179bg = , 0.187cg = , 0.189dg = , 0.145eg =  

and 0.152fg = .  As one can see, the most relevant attribute is the gradient 

magnitude. 
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b) CFI  Performance 

As before, for each pixel in each one of the ten stereo images, available for testing,  
we obtain its disparity considering the six attributes separtley by applying the 
equation (5) and a maximum similarity criterion among the m candidates and also by 
applying the IF approach based on maximum supports, equation (8).  

Figures 3(a) and 3(b) are the same that Figures 1(a) and 1(b) respectively.  
Figure 3(c) displays the disparity map obtained by the CFI approach in the area. The 
colour bar shows the disparity level values according to the colour.  

(b) 

(a) (c) 

Fig. 3. (a) Left image; (b) expanded area; (c) disparity map obtained by the CFI approach  

Table 1 displays the averaged percentage of errors and standard deviations based 
on the similarity for the six attributes when used separately, identified under the 
follows columns: (sa, sb, sc, sd, se, sf). The averaged percentage of error obtained with 
the CFI approach is also displayed. For comparative pouposes we have tested the 
performance of our approach against the decision making approach proposed by 
Yager [10] based on fuzzy sets aggregation. The combination is made two to two 
similarity measures accordign to the following expression, 

  ( ) ( )( )
1

( ) = 1- 1 1 1
p p p

i ih ikl min , s sμ
⎧ ⎫⎪ ⎪− + −⎨ ⎬
⎪ ⎪⎩ ⎭

 1p ≥    (9) 

where h and k denote two similarity measures. Then, by applying the associative 
property of this aggregation operator we compute a final support for the six similaty 
values. The parameter p is estimated from the two stereo pairs used for computing the 
relevances of each attribute. Indeed, we vary p from 1 to 4, which is the range 
generally used, and compute the percentage of error, obtaining the best results with p 
set to 2.0. 
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Table 1. Averaged percentage of errors and standard deviations obtained through maximum 
similarity criteria for each attribute separately and the CFI decision making approach 

Averaged percentage of error and standard deviations 

sa sb sc sd se sf YAG CFI 
% σ % σ % σ % σ % σ % σ % σ % σ
30 2.9 16 1.3 18 1.7 14 1.1 35 3.6 32 3.1 13 1.9 11 1.3 

 

From results in table 1, one can see that both combined strategies, Yager and CFI 
outperforms the individual similarity based approaches. This means that the 
combination of similarities between attributes improve the results obtained by using 
similarities separately. The CFI approach obtains better results than the Yager’s one. 

The best individual similarity results are obtained through the similarities provided 
by the gradient magnitude attribute (sd). This implies that it is the most relevant 
attribute. This agrees with its relevance obtained previosly, as it has turned out to be 
the most relevant attribute. 

4   Concluding Remarks 

In this paper we have proposed a method for stereovision matching, in omni-
directional images, in a system equipped with fish-eye lenses. The method applies 
three well-known constraints (epipolar, similarity and uniqueness) by combining 
area-based and feature-based matching strategies, which are classical constraints used 
in conventional stereovision systems.  

For each pixel in the left image, a list of possible candidates in the right image is 
obtained for determining its correspondence.   

The similarity between attributes establishes measures for the matching between 
the pixel and its candidates. Each candidate receives a support, which establishes the 
degree of similarity, consequently of correspondence between it and the pixel in the 
left image. 

Under the CFI paradigm, we combine the similarities between six attributes and 
make a decision for choosing the unique candidate, if any, for the given pixel in the 
left image. The proposed combined strategy outperforms the methods that use 
similarities separately and it is compared favorably.  

Although the results achieved can be considered satisfactory, they could be 
improved by applying additional constraints such as smoothness or ordering, which 
have been used for matching in conventional stereovision systems.  

Another issue still open in future works is that concerning with the correspondence 
between pixels out of the trunks. This will allows discarding all pixels belonging to 
the background and also those pixels which belong to the leaves or the sky. 

Moreover, the disparity map can be still refined by applying smoothing techniques, 
perhaps optimization ones, such as simulated annealing or Hopfield neural networks, 
where unmatched pixels in the trunks can be removed for obtaining a disparity map 
without gaps or another undesired artifacts.   
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Abstract. Real world is pervaded of imprecision and uncertainty. These 
characteristics are well represented in computational systems by means of fuzzy 
logic. Some systems produce vital data that must be stored for its posterior 
analysis supporting decision making through OLAP. At present time this data 
may involve imprecision and uncertainty, therefore fuzzy OLAP operators must 
be provided. We do that in this paper in a formal way, giving a rigorous 
definition of fuzzy logic extended OLAP operators. 

Keywords: OLAP, Fuzzy Cube, Fuzzy Database. 

1   Introduction 

Classic databases suffer of rigidity [8][11]. Therefore, associated technologies, 
systems and applications, such as Data Warehouse, suffer of rigidity too. In fact in 
classic databases, a twofold hypothesis has been maintained: precisely known data is 
assumed and queries are intended to retrieve elements that qualify for a given Boolean 
condition. In recent past, Fuzzy Sets [17] application to databases has been proposed, 
in order to avoid rigidity problems. Several efforts have been done in this sense, such 
as: OMRON[16], FQUERY[12], ISKREOT[13], FSQL[10][11][3], SQLf [8] and 
others [9][17][14]. Up to our knowledge, few works has been done in Fuzzy Data 
Warehouse: a fuzzy OLAP [6] to support qualitative analysis over crisp data, a 
semantic model [5] with a three layers: quantitative summary, qualitative summary 
and quantifier summary, and a very initial idea for extension of the cube and its 
operators in presence of fuzzy data attributes [7]. We focus our attention here in the 
formal definition of fuzzy Data Warehouse operators OLAP. 

2   Motivating Example 

In order to illustrate this work practical utility: Suppose a subway company takes a 
survey, where persons report the time between stations occurred while they used the 
service. People could have imprecise perception in aspects such as: Waiting Time, 
Time between Stations, Waiting Area Comfort, Wagon Comfort, Quality of Service 
(QoS), User Treatment, Frequency of Use, and so on. For example: I don’t exactly 
how much time it takes, but around of 30 seconds; I guess it was fast; maybe normal. 
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Also, the user could not remember exact times (hour:min) in which one has used the 
subway: I arrived near to 8:30 am; early in the morning; before 6 pm. These 
imprecision in survey must be modeled as fuzzy data.  

The representation of this information as fuzzy data allows better processing of this 
survey’s answers.  Instead of be searching for patterns matches, a fuzzy query 
engines, over the data with fuzzy representation, allows the inference of information 
which results very useful. For example, if we need to now if the mean time between 
stations was adequate, we can use a measure already defined as the fuzzy data mean 
and also defining the predicate “adequate” we can’t write a query to ask if fuzzy 
mean of time between stations is major or equal than adequate.  

For sake of simplicity and space save, let’s suppose survey result in Table 1, these 
data might be represented, stored and manipulated in relations with fuzzy attributes as 
those provided by FSQL[11]. 

Table 1. Survey Result. Twelve users have given its measures for Time Between Stations and 
Quality of Service using imprecise data values, also the Hour in which them have used the 
service is imprecise known. 

µ Hour QoS Time Between Stations (in seconds) 

0,5 Near to 10 am Almost 90 Near of 30 

0,75 Between 11:30 am and 12:30 pm 60 Less than 60 

0,33 After the 8:30 but before 8:45 Near to 20 Almost 25 

0,25 After the 12:00 but before 12:15 80 Fast 

0,5 Between 4:30 am and 5:00 pm 85 Slow 

1 Near to 6:30 pm Between 65 and  75 Less than 30 

0,5 Before 3 pm 50 Fast 

0,66 Between 5:45 and 6:00 pm 70 More than 45 

0,75 After 8 pm 95 Slow 

1 Near to 7 pm 50 Between 30 and 60 

0,25 After 11 pm 80 Fast 

0,75 Between 6:30 pm and 7:30. More or less 50 Between 25 and 30 

Suppose someone wants to provide a statistic, from the survey, about the time 
between stations by turn. If we would have a precise time between stations, this 
statistic could be reduced to a fuzzy query over fuzzy data. However, we also have a 
fuzzy time between stations. It means that an hour could have a fuzzy membership to 
a turn shift. This problem can be easily expressed in terms of a data warehouse with a 
base cube as these presented in Fig. 1. a, in which the time between stations 
represents the measure of a cube and the dimension time having a hierarchy of hour 
and turn shift, as it is shown in Fig. 1. The possible values for the Turn Shift could be 
Morning, Afternoon and Night. In this case, the fuzzy grade is given by the fuzzy 
intervals as in Fig. 2, which relates an observation in the hour dimension with its 
corresponding turn shift. It is plausible, because some involuntary delays could occurs 
and also due to the fact that users do provide inexact information about hours. This 
case leverage the use of a fuzzy data warehousing and therefore the standard SQL 
ROLAP could be extended for that. 
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Fig. 1. Left: Fuzzy Cube representation for the survey and Right: Fuzzy Dimension Time 
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Fig. 2. Turn Shift Soft Representation. Left: Morning, Center: Afternoon, Right: Night. 

3   Fuzzy Multidimensional Model 

There is a need of adding fuzziness to multidimensional spaces in order to capture 
more meaning. We take from GEFRED model [11] [15], the definition of generalized 
fuzzy domain and the possibly equal comparator. This is based in Possibility Theory 
that allows the representation of imprecise data by means of possibility distributions. 

Definition 1. Let’s U be a universe, a possibility distribution over U, is a function 
π:U→ [0,1]. 

Definition 2. Let’s U be a universe domain, P(U) the set of all possibility 
distributions over U, including those that define the types Unknown and Undefined. 
Let Null be defined as a type. The Generalized Fuzzy Domain of U is defined as 
FD(U)⊆P(U)∪Null. Where Unknown, Undefined and Null definitions are those of 
Umano, Fukami et al [2][3]. 

Definition 3. Let’s x,y ∈ FD(U), with possibility distributions πx and πy respectively, 
the possibly equal comparator EQ is defined by the truth value ( )yxEQ ,μ  in (1). 

( ) ( ) ( )( )( )uuyx yx
Uu

EQ ππμ ,minsup,
∈

=  (1) 
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Definition 4. Let’s θ a fuzzy comparator on U, defined by μθ : U×U →[0,1],  
we define the extension of θ to the fuzzy domain FD(U) by 

( ) ( ) ( ) ( )( )( )⎟
⎠
⎞

⎜
⎝
⎛=

∈∈
wzwzyx yx

UwUz
,,,minsupsup, θθ μππμ . 

Definition 5. A fuzzy relation extension of a classic relation R(A1,…,An), is defined as 
a fuzzy set of tuples in ( )( ) ( )( ) ( )( )nAdomFDAdomFDAdomFD ××× L21  represented with the 

schema Rf(Af1,…,Afn) where each tuple r is provided of a satisfaction degree  with 
membership function ( ) [ ]1,0∈rfRμ which indicates the membership of a tuple to the 

fuzzy relation. 

In the following, we present our extension for fuzzy multidimensional spaces giving 
formal definitions of involved concepts. 

Definition 6. A dimension D is a lattice (levels(D),≤) whose Hasse Diagram, named 
the hierarchy of the dimension D is H(D)=(levels(D),∝). For any L1,L2∈ levels(D), 
L1<L2 means that L1 is of lower semantic than L2. The lowest bound of the lattice 
(levels(D),≤) will be denotes lowest(D). The space of all dimensions is denoted by Ω.. 

Time and date

Turn Shift Week Fiscal day and week

Fiscal Month MonthDaytime and night turn

Year

 
Fig. 3. Hasse Diagram for Dimension Time’s Lattice. H(Time). 

Definition 7. Let‘s D∈Ω, a dimensional path dp in D is a list of levels ordered by ∝ 
in H(D) from a minimal to a maximal. We will denote that with the predicate 
isPath(dp,H(D)). We also denote as paths(D) the set of all dimensional paths in D. 

Definition 8. Let‘s Ψ = {L⏐∃D∈Ω L∈Levels(D)}  be the space of all dimensional 
levels. The dimension of a dimensional level L∈Ψ is denoted as h(L), h(L) = D iif L 
∈ levels(D).  

Definition 9. Let’s L∈Ψ, the set of values for the level L, named the associated 
domain, is denoted with dom(L), for short we will use just L for dom(L). 

A value in the domain of a dimensional level can have ancestors or descendants in 
other dimensional levels of that dimension. In [4] the relationship ancestor is defined 
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Time and date

Turn Shift

Daytime and night turn

Year 

 

Fig. 4. Dimensional Path Turns in the H(Time) 

as a functional dependence between the dimensional levels of a dimension that are in 
the same dimensional path, for any dimensional path. It is a function returning a 
perfect known ancestor element, for each element in a level. The dependency function 
ancestor is obviously crisp; it has not taken in account that data might be imprecise. 
Therefore we must extend it in order to allow fuzziness representation. 

Before, to present the fuzzy definition of ancestors, it is necessary to define a 
function to associate an element of a dimensional level L1 with its corresponding 
element in the immediately superior level L2. For each possible value in L2 domain 
we define the function 

2l
μ from L1 domain to the [0,1] interval  as follows. 

Definition 10. Let’s D∈Ω, L1,L2∈Levels(D) such that L1∝ L2, let ( )22 Ldoml ∈ , we 

define the fuzzy set of elements in L1 represented by 2l  by the membership function 

( ) [ ]1,0: 12
→Ldomlμ . 

Here bellow, we present the fuzzy ancestor definition to associate an element of a 
dimensional level with other in a higher dimensional level, when the relation between 
them is fuzzy. This relation is recursive and therefore will not be limited to 
immediately consecutive levels. This definition applies for the time dimension in the 
study case which dimensional levels are: time and turn shift. 

Also, for the reader’s sake, we present a symbols table which resumes the 
definition of the symbols presented in the rest of the section. 

Definition 11. Let‘s D∈Ω, L1,L2∈Levels(D) such that L1<L2 then the fuzzy predicate 
ancestorf is defined as returning a fuzzy value on L2 with possibility distribution given by: 

( ) ( ) ( )( ) ( )( )( ) ( ) ( ){ }

( ) ( )
( ) ( )( )( )

( ) ( )
( ) ( ) ( )( )( )⎪

⎩

⎪
⎨

⎧

<′∝⎟
⎠
⎞⎜

⎝
⎛

∝
=

∈=∈∈∀

∈′∈

∈

212

21

2211

,,,infsup

,minsup

,,,...,

1

1

LLLwhenyLwancestorzz

LLwhenzz

y

where

LdomyLtAancestorLdomFDtAAARt

fwA
LdomzLdomw

yA
Ldomz

yfxffxfnff

fx

fx

y

μπ

μπ
π

π  (2) 
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Table 2. Used Symbols for the ancestor definition 

Symbol Description 

Levels(D) Levels set of the Dimension D 

Afi Fuzzy attribute-i  

( )tA fi  
Value of fuzzy attribute-i in the row t. 

∝  
Direct relation between two dimensional levels. 21 LL ∝  means that L1 is of semantic immediately  
lower than L2. 

< General relation between two dimensional levels. 21 LL <  means that L1 is of semantic lower than L2. 

π  Possibility distribution. 

fiAπ  Possibility distribution for the attribute Afi. 

( )z
fiAπ  

Possibility for the attribute Afi to take the value z. 

Time and date

Turn Shift

Daytime and night turn

Near 10 am

Ancestorf(Near 10 am, Daytime/Nightly Turn)
= {1/Daytime}

Ancestorf(Near 10 am, Turn Shift)= 
{1/Morning}

 
Fig. 5. Ancestors for the value Near 10 am 

Definition 12. Let‘s D∈Ω, L1,L2∈Levels(D) such that L1<L2 then the fuzzy predicate 
descendantf is defined as returning a fuzzy value on L1 with possibility distribution given by: 

( ) ( ) ( )( ) ( )( )( ) ( ) ( ){ }

( )
( )

( ) ( )( )( )

( ) ( )
( ) ( ) ( )( )( )

⎪
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=

∈=∈∈∀
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Fig. 6. Descendant for the value Daytime 
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Hereafter is presented a symbol list that will be used in the section. 

Table 3. Used Symbols for the fuzzy cube operators definitions 

Symbol Description 

fC  Fuzzy Cube 

fCΩ
 Dimensional Set for the Cube fC  

Di i-dimension. 

M Dimension of the fuzzy cube measure. 

fCΨ
 Mapping function between the levels and their dimensions. 

fCR  Fuzzy relation 

Definition 13. Let‘s D∈Ω,, L1, L2∈ Levels(D), the dependency degree Gdep(L1,L2) is 
defined as the possibility that each element in L1 has an ancestor in L2 by formula 
given in  

( )
( )( )

( )( )( )⎟⎟
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⎞
⎜
⎜
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yLxancestorLLG f
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Definition 14. A fuzzy cube is defined as a triplet fff CCCf RC ,,ΨΩ=  where Ω⊂Ω fC  

is a set of dimensions { }MDD nC f ,,,1 K=Ω , being M an special dimension called the 

measure of the cube Cf and denoted as measureDim(Cf), Ψ→ΩΨ ff CC :  a mapping of 
levels for dimensions such that ( ) ( )( )DLevelsDfCD ∈Ψ∀  and fCR  is a fuzzy relation on 

( )( )( ) ( )( )( ) ( )( )MdomFDDdomFDDdomFD nCC ff ×Ψ××Ψ L1 . 

Definition 15. A base fuzzy cube is a fuzzy cube fff CCCf RC ,,ΨΩ=  such that 

( ) ( )( )DlowestDfCD =Ψ∀ . Each fuzzy cube fC has an associated base fuzzy cube 

( )fCCB . In particular, if fC is a base fuzzy cube, its associated base fuzzy cube is itself 

( ) ff CCCB = . 

4   Level Climbing of the Fuzzy Cube 

Intuitively, the operation level climbing rolls up a cube in some dimensions to desired 
levels. This operation is based in the fuzzy ancestor relationship. 

Definition 16. Let’s fff CCCf RC ,,ΨΩ= , { } { }MDD fCk −Ω⊆′′=Ω′ K,1 , Ψ→Ω′Ψ′ :  a 

mapping of levels for dimensions such that ( ) ( ) ( ) ( )( )iiCiiD DDDLevelsD fi ′Ψ′<′Ψ∧′∈′Ψ′∀ ′  we 

define the level climbing of the fuzzy cube ( )Ψ′Ω ,',fCLC  as fff CCCf RC ′′′ ΨΩ=′ ,,  where 

ff CC Ω=Ω′ , ( ) ( )( )iiCD DDfi Ψ′=Ψ∀ ′Ω′∈ , ( ) ( )( )iCiCD DD ffi Ψ=Ψ∀ ′Ω′∉  and fCR ′  is a fuzzy relation 

on ( )( )( ) ( )( )( ) ( )( )MdomFDDdomFDDdomFD nCC ff ×Ψ××Ψ ′′ L1  defined by the level climbing 
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of tuples x in fCR , being ( ) yxlc fC =Ψ ′,  such that [ ] [ ]MxMy = , [ ] [ ]( )DxDyMDD =∀ ≠∧Ω′∉ , 

[ ] [ ] ( )( )( )DDxancestorDy fD Ψ′=∀ Ω′∈ ,  , ( ) ( ){ }xRxxlcR fCff RCfCC μμμ =∧∈Ψ= ′′ ,  , ( ) ( )ff CCBCCB =′ . 

Let fCR ′  the fuzzy relation presented in Table 1, then 
( ))},(),,_{(},,{, levelQoStimeshiftturnQoSTimeCLC f  is given in Table 4. 

Table 4. Resulting
fCR from ( ))},(),,_{(},,{, levelQoStimeshiftturnQoSTimeCLC f  

µ Turn Shift QoS Time Between Stations (in seconds) 

0,5 { 1/morning} {1/high} Near of 30 

0,75 { 1/ morning, 1/ afternoon} {1/regular} Less than 60 

0,33 {1/ morning } {1/low} Almost 25 

0,25 {0,99/morning,1/afternoon} {1/high} Fast 

0,5 {1/afternoon} {1/high} Slow 

1 {1/afternoon} {1/high,0,5/regular} Less than 30 

0,5 {1/morning,1/afternoon} {1/regular} Fast 

0,66 {1/afternoon} {1/high} More than 45 

0,75 {0,9999/afternoon, 1/night} {1/high} Slow 

1 {1/afternoon, 0,5/night} {1/regular} Between 30 and 60 

0,25 {1/night} {1/high} Fast 

0,75 {1/afternoon, 0,5/night} {1/regular} Between 25 and 30 
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Fig. 7. Resulting Cube after applying the operator Level Climbing 

5   Conclusion 

We have provides a formal definition of Data Warehouse OLAP operators in presence 
of fuzzy information. It would be useful in decision making support form imperfect 
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data. Our contribution is mainly theoretical. In future works, realization of these 
operators must be discussed in practical way. 
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Abstract. Accurate classification of caller interactions within Interactive Voice 
Response systems would assist corporations to determine caller behaviour 
within these telephony applications. This paper proposes a classification system 
with these capabilities. Fuzzy Inference Systems, Support Vector Machine and 
ensemble of field classifiers for a pay beneficiary application were developed. 
Accuracy, sensitivity and specificity performance metrics were computed and 
compared for these classification solutions. Ideally, a field classifier should 
have high sensitivity and high specificity. The Support Vector Machine field 
classifiers are the preferred models for the ‘Say account’, ‘Select beneficiary’ 
and ‘Say confirmation’ fields as these solutions yield the best performance 
results. However, the ensemble of field classifiers is the most accurate for the 
‘Say amount’ field. 

1   Introduction 

Call centers experience operational challenges on a daily basis. The centers have to 
determine an optimal balance between reducing average call handling times and 
improve customer satisfaction rates. They have to reduce staffing expenses as well as 
decrease average call hold times. 

Interactive Voice Response (IVR) systems can assist in resolving these challenges 
by providing a convenient, reliable as well as repeatable caller experience. An IVR 
system is an automated telephony system that interacts with callers, gathers relevant 
information and routes calls to the appropriate destinations [1].  The inputs to the IVR 
system can be voice, Dual Tone Multi-Frequency (DTMF) key-pad selection or a 
combination of the 2. IVR systems can provide appropriate responses in the form of 
voice, fax, callback, e-mails and other media [1]. An IVR system solution may consist 
of telephony equipment, software applications, databases and supporting 
infrastructure. 

However, there are many IVR systems that have application design problems or 
are configured poorly that result in caller frustration when calling the system. An 
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example of a cause of caller frustration would be an IVR application that does not 
provide the caller sufficient time to respond to a prompt. Due to this, the system does 
not interpret the caller responses correctly. The caller experience is poor and this 
would probably result in a caller disconnect. 

The aim of this research is to develop a field classification application, using 
computational intelligent methods, which could assist companies in quantifying caller 
behaviour within their IVR systems. It is anticipated that this application would be 
used in conjunction with other customer behaviour analysis techniques such as 
listening to recorded calls. As a result, this application should be used to confirm the 
system performance in relation to customer interaction. 

IVR applications are developed in Voice Extensible Markup Language (VXML). 
VXML applications are voice-based dialog scripts that consist of form or dialog 
elements. The form or dialog elements are used to group input and output sections 
together. A field element is used to obtain and interpret user input information. As a 
result, the form or dialog elements contain field elements [2]. 

The classification system developed categorizes caller behaviour at a field within 
the IVR applications into specific interaction classes. As a result, these interaction 
classes can assist in determining trends of caller behaviour within the self service 
systems. For example, the field classification application can identify calls where the 
automated speech recognition at a particular field is low. Thereafter, analysts can 
listen to a sample of these calls and determine the reason for this. The field 
classification system can also identify the fields that resulted in the majority of the 
callers transferring to a Customer Service Agent (CSA) or caller disconnecting due to 
difficulties experienced. 

In order to develop such an application, the classification of data must be accurate. 
This paper compares field classifiers that were developed utilizing Support Vector 
Machine (SVM) and Fuzzy Inference System (FIS) techniques. Ensembles of 
classifiers were also developed. 

Support Vector Machines (SVMs) perform well for modeling challenging high-
dimensional data. SVMs have been used successfully in text mining [3], image 
mining [4], bioinformatics [5] and information fusion [6]. SVM performance has been 
demonstrated to be superior to the performance of decision trees, neural networks and 
Bayesian techniques [3][5][6]. 

A fundamental method in data mining and pattern recognition is clustering of data. 
Fuzzy clustering involves the natural grouping of data in a large data set and provides 
a basis for constructing rule-based fuzzy model [7]. Fuzzy c-means, mountain 
clustering, subtractive clustering and entropy-based fuzzy clustering are among the 
fuzzy clustering algorithms used. In this paper we are interested in subtractive 
clustering.  

The classification of data into various classes has been an important research area 
for many years. ANNs have been applied to pattern classification [8]. Research has 
also been conducted on fuzzy classification. This resulted in many algorithms, such as 
fuzzy K-nearest neighbour [9] and fuzzy c-means [10], being applied to classification 
problems. Fuzzy systems constructed using genetic algorithms have been utilized 
[11]. Fuzzy neural networks have also been employed in pattern classification 
applications [12]. 
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SVMs have been applied to multi-category classification problems [13]. These 
classification tasks have also been implemented by combining multiple simpler 
specialized classifiers [14]. 

The sections to follow examine the caller behaviour classification system as well as 
its implementation methodology. The paper ends with the comparison of the various 
field classifiers developed and the selection of the superior networks. 

2   The Developed System 

As the developed system is to be used to identify trends of caller behaviour at a field 
within the IVR VXML applications, the system is trained based on data extracted 
from IVR log event files. These files are generated by the IVR platform as specific 
events occur during a call to the system. Events such as call begin, form enter, form 
select, automatic speech recognition events, transfer events and call end events are 
written to the logs [15]. 

Table 1 shows the inputs and outputs of the field classification system. These 
specific inputs have been selected to characterize the caller experience at a field 
within a VXML application. The outputs of the classifiers summarize the caller field 
behaviour through the use of interaction classes. 

The confidence input illustrates the IVR speech recognition probability.  The value 
is a percentage. The larger the percentage, the greater the probability the system 
interpreted the caller successfully. 

A caller may answer a question the VXML application prompts with a response the 
application does not accommodate. These events are represented by the no match 
inputs. In general, most VXML applications accommodate 3 no match events per 
field. On a third no match event, the call is transferred to a DTMF field. If the caller 
fails to complete the DTMF field successfully on attempt 1, the call is transferred to a 
CSA. The same process is used for the third no input and maximum speech time out 
events. The no match field classifier inputs assist in identifying callers that 
misunderstood the VXML prompt as well as unique responses that the VXML 
application can use to improve field recognition coverage. 

In response to a prompt, a caller may remain silent. These events are represented 
by the no input parameters. VXML applications normally accommodate 3 no input 
events on each field. These input parameters assist in identifying callers that were 
confused when prompted with the automated application question. As a result, the 
caller remained silent.  

Callers may reply to VXML applications by talking beyond the allocated timeout 
period of the field. These events are represented by the maximum speech timeout 
input parameters of the field classifiers [16]. Maximum speech timeout input 
parameters are important as they assist in determining whether the timeout periods are 
adequate for callers to complete their responses. 

Barge-in input parameters illustrate whether or not a caller interrupted the 
application while the automated question prompt played.  Caller disconnects, transfer 
to DTMF, transfers to Customer Service Agents (CSAs) and System errors are 
represented by the hang-up, DTMF transfer, transfer to service agent and system error 
input parameters, respectively. These inputs can also assist in determining the level of 
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difficulty the caller experienced in the field. The duration input parameter illustrates 
the time the caller spent completing the field. Confirmation of transaction represents 
whether or not the caller verified the application recognition as being true.  

Table 1. The inputs and outputs of the field classifier 

Inputs Outputs Output interaction class 

Confidence Field performance Good, acceptable, investigate, bad 

No matches Field transfer reason Unknown, difficulty 

No inputs Field hang-up reason Unknown, difficulty 

Max speech timeouts Field difficulty attempt Attempt 1, attempt 2, attempt 3 

Barge-ins Field duration High, medium, low 

Hang-up Field recognition level High, medium, low 

Transfer to Service Agent Experienced caller True, false 

DTMF transfer   

Duration   

System error   

Confirmation of transaction   

The field performance output interaction class of the classifier will illustrate 
whether the caller behaviour is good, acceptable, investigate or bad. The field transfer 
reason and field hang-up reason interaction classes attempt to identify the motivation 
for the transfer to CSA or caller disconnect, respectively. Field difficulty attempt 
interaction class computes the number of difficulty events that occurred during the 
field interaction. The field duration as well as field recognition level classes illustrate 
3 categories of performance, low, medium and high. As a result, these output 
parameters will assist in characterizing the caller experience at a VXML field. 

Experienced caller output parameter categorizes whether or not the caller is a 
regular user of the application. In determining the number of experienced callers, the 
contact center can determine the usage of the application. 

3   Selection and Preprocessing of Data 

The data utilized in developing the classifiers is based on data extracted from IVR log 
event files. A business intelligence solution that involved Extract, Transform and 
Load (ETL) processes was created to extract and compute information such as 
recognition confidence values, duration values and call completion information. This 
information was stored within a database and was then manipulated utilizing specific 
rules to create the data sets. Rules such as if no hang-up, transfer to CSA, DTMF 
transfer, system error, no inputs, no matches or maximum speech timeouts occur, but 
the confidence level at the field is greater than 80%, the duration to complete the field 
is less than the average field duration and the field confirmation is true, the field 
performance interaction class would be computed as ‘good’, were followed. 
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No match, no input and maximum speech timeout information is presented to the 
field classifiers, using a binary notation. These inputs are presented by 3 digit binary 
words. For example, if a no match 1 and a no match 2 occur at a field, the binary 
notation will be ’011’. A similar binary notation is employed for the no input and 
maximum speech timeout classifier inputs. The barge-in, hang-up, transfer to CSA, 
DTMF transfer, system error and confirmation of transaction input information were 
represented by bit binary words. A similar binary notation scheme has also been 
utilized to interpret the interaction classes outputted.  

The confidence and duration input parameters of the classifiers were 
preconditioned by normalizing the data. Normalizing the data entails manipulating the 
data sets such that the values within the sets are between 0 and 1. Normalization is 
accomplished by acquiring the minimum and maximum values within the data sets. 
These values are then utilized to compute the normalized values. 

The research conducted entailed the creation of ‘Say account’, ‘Say amount’, 
‘Select beneficiary’ and ‘Say confirmation’ field classifiers. Caller behaviour per field 
is unique. For example, at a ‘Say confirmation’ field the caller is required to say ‘yes’ 
or ‘no’. However, the caller is requested to say the account name at the ‘Say account’ 
field. As a result, the duration to complete the VXML application field is much 
shorter at the confirmation field. Therefore, each classifier is trained with data 
relevant to the field. 

In order to ensure that over-fitting and under-fitting were avoided, the data has 
been divided into 3 sets. The data is divided into training, validation and test sets. The 
training data set is used to train the algorithms to find the general classification groups 
within the data. The validation data set is used to assess the classifier and the test data 
is used to confirm the classification capability of the developed models. 

4   Support Vector Machine Field Classifiers 

SVM is a reputable computational intelligent technique for resolving classification 
problems. SVMs have many advantages in solving small sample size, nonlinear and 
high-dimensional pattern recognition problems [17]. SVM utilizes support vector 
(SV) kernel functions to map the data in the input space to a higher dimensional 
feature space where the problem can be processed in a linear form [17]. As a result 
the kernel function is a key technology of SVM. The type of kernel function will 
affect the learning ability and generalization ability. Different kernel functions will 
construct different SVM classifiers. 

This research considers the linear, polynomial, Radial Basis Function (RBF) and 
sigmoid kernel functions. Linear kernel function is suitable to problems where the 
number of training instances is less than the number of features within the data [18]. 
RBF kernel function has the ability to accommodate non-linear relationships between 
input instances and output classes. The sigmoid kernel function behaves similar to the 
RBF kernel functions for certain parameters. The RBF kernel function has less 
hyperparameters than the polynomial kernel function [18]. For detailed information 
on these kernel functions refer to [19]. 

SVM implementation process involved creating field classifiers that employed the 
kernel functions mentioned above. The validation and test data set accuracies of the 
resulting SVM classifiers were then compared to determine the kernel function most 
suitable for this application. Since this is a classification implementation, a confusion 
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matrix is employed to identify the number of true and false classifications that are 
generated by the model developed. This is then utilized to compute the true accuracy 
of the classifiers, using the accuracy equation stated in [8].  

Good results were obtained that yielded field classifiers with excellent 
generalization capabilities.  Table 2 illustrates the results of the SVM implementation. 
It is evident that the polynomial kernel function resulted in the most accurate ‘Say 
account’ field classifier. The linear and RBF kernel function classifiers were only 2% 
less accurate on unseen ‘Say account’ data. Similarly, the sigmoid kernel function 
‘Say amount’ classifiers were most accurate. The linear kernel function proved to be 
most appropriate for the ‘Select beneficiary’ and ‘Say confirmation’ field classifiers. 

The SVM field classifiers created employed a classification threshold value of 0.5. 
This threshold value of 0.5 proved to be adequate for the implementations, resulting 
in 90% accurate classifications on the training, validation and test data sets. 

Table 2. Results of support vector machine implementation 

Kernel function Field classifier Accuracy (Validation) Accuracy (Test) 

‘Say account’ 0.9688 0.8814 

‘Say amount’ 0.9068 0.9691 

‘Select beneficiary’ 0.9447 0.9453 
Linear 

‘Say confirmation’ 0.9630 0.9029 

‘Say account’ 0.9047 0.9052 

‘Say amount’ 0.8521 0.8473 

‘Select beneficiary’ 0.8756 0.8418 
Polynomial 

‘Say confirmation’ 0.9005 0.8583 

‘Say account’ 0.9627 0.8832 

‘Say amount’ 0.9085 0.9401 

‘Select beneficiary’ 0.8950 0.8594 
RBF 

‘Say confirmation’ 0.9257 0.8994 

‘Say account’ 0.9519 0.8776 

‘Say amount’ 0.9093 0.9263 

‘Select beneficiary’ 0.8939 0.8571 
Sigmoid 

‘Say confirmation’ 0.9064 0.8703 

5   Fuzzy Inference System Field Classifiers 

The FIS utilized in the development of the field classifiers, employed subtractive 
clustering to generate the required membership functions and set of fuzzy inference 
rules. The objective of clustering is to locate “natural classes” in a set of given inputs 
such that similar inputs are grouped together in the same class [20]. 

The cluster radius indicates the range of influence of a cluster. A small cluster 
radius results in small clusters in the data and, therefore, many fuzzy rules. Large 
cluster radii yield few large clusters in the data and, hence, fewer fuzzy rules [20]. 
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The cluster radius has been optimized by minimizing an error function that mapped 
the radius to the accuracy of the developed inference systems. This process was 
performed on the validation data sets. 

The optimization process followed entailed the construction of various inference 
systems with the cluster radius ranging from 0.01 to 1. During the cluster radius 
optimization, classification threshold of 0.5 has been employed. Once the optimal 
cluster radii have been identified, the classification threshold is optimized. 

 Table 3 illustrates the cluster radii that resulted in the most accurate field 
classifiers. FIS ‘Say account’ field classifier proved to the most accurate, yielding an 
accuracy of 78.00% on validation data set. However, the FIS ‘Say amount’ classifier 
is the least accurate, producing an accuracy of 63.11% on validation data set. 

In order to improve the accuracy of the FIS field classifiers, the classification 
threshold is optimized. The classification threshold is optimized by minimizing an 
error function that mapped the classification thresholds to the accuracy of the 
developed classifiers. The process is performed on the validation and test data sets.  

This optimization process involved varying the classification threshold from 0.1 to 
0.5 in iterations of 0.01. During this process, the optimized cluster radii identified 
above has been used. For each of the threshold values the accuracy of the FIS is 
calculated using the accuracy equation  mentioned in [8]. 

Table 3 illustrates the threshold values that resulted in the largest accuracy value 
for the validation and test data sets. It is evident that the validation data set accuracy 
of the field classifiers has improved. The FIS ‘Say amount’ classifier has become the 
most accurate with an accuracy of 82.54% on test data. The least accurate is the FIS 
‘Select beneficiary’ classifier, yielding an accuracy of 77.82% on test data. 

Table 3. Results of FIS optimization 

Radius  Threshold Field classifier Accuracy (Validation) Accuracy (Test) 

Cluster radius optimization 

0.16 0.50 ‘Say account’ 0.7800 0.8723 

0.26 0.50 ‘Say amount’ 0.6311 0.9566 

0.40 0.50 ‘Select beneficiary’ 0.7288 0.9339 

0.78 0.50 ‘Say confirmation’ 0.7074 0.8674 

Classification threshold optimization 

0.16 0.16 ‘Say account’ 0.8068 0.8077 

0.26 0.15 ‘Say amount’ 0.8265 0.8254 

0.40 0.11 ‘Select beneficiary’ 0.7843 0.7782 

0.78 0.21 ‘Say confirmation’ 0.7951 0.7947 

6   Comparison of the Support Vector Machine and Fuzzy 
Inference System Field Classifiers 

It is evident, from the investigations conducted, that the SVM ‘Say account’, SVM 
‘Say amount’, SVM ‘Select beneficiary’ and SVM ‘Say confirmation’ field 
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classifiers are more accurate than the corresponding FIS classifiers by 
approximately 10%, 8%, 16% and 11%, respectively. The 3 most accurate SVM 
field classifiers were used in ensembles of classifiers. The outputs of classifiers 
that employed these kernel functions were fed into a voting system. The voting 
system determined the final output of the ensemble. If the majority of the 
classifiers within the ensemble categorized an output into a certain class, the 
voting system would generate an output as the class. If all of the models within  
the ensemble classified an output into different classes, the voting system would 
classify the output of the ensemble as undecided. 

In relation to this application, the ensemble does not always result in a more 
accurate solution. The ‘Say account’, ‘Say amount’, ‘Select beneficiary’ and ‘Say 
confirmation’ ensemble of field classifiers produced validation data accuracy 
values of 96.16%, 90.88%, 89.66% and 92.68%, respectively. These ensembles 
achieved test data accuracy values of 88.04%, 94.45%, 86.09% and 89.84%, 
respectively.  

The most accurate SVM classifier outperforms the ensemble on validation data. 
This is true for all fields. The ‘Say account’ ensemble of field classifiers is 6% more 
accurate on validation data. However, the SVM ‘Say account’ field classifier 
produces similar accuracy values on both data sets. This demonstrates good 
generalization capabilities.  

The ‘Say amount’ ensemble of classifiers is only 0.05% more accurate on 
validation data. The ‘Say amount’ field classifier is almost 2% less accurate on test 
data. As a result, the ‘Say amount’ ensemble of classifiers is appropriate for this 
application.  The FIS classifiers are outperformed by the ensemble of SVM models.  

In order to confirm the accuracy of the various classifiers developed, sensitivity 
and specificity were calculated using the equations in [21]. In this research, sensitivity 
is defined as the probability that the field classifier categorizes a set of caller 
behaviour inputs to the correct specific interaction classes. Specificity is defined as 
the probability that the classifier indicates that a set of caller behaviour inputs does 
not correctly belong to specific interaction classes. The former measure describes the 
effectiveness of the classifier at categorizing interaction classes correctly, while the 
latter characterizes the performance of the classifier at discarding the other interaction 
classes.   

Table 4 illustrates these performance metrics for the most accurate FIS, SVM and 
ensemble of SVM field classifiers. Ideally, a field classifier should have high 
sensitivity as well as high specificity. This is evident in the SVM and ensemble of 
SVM field classifiers performance metrics. 

The SVM ‘Say account’ field classifier yields similar performance results on both 
validation and test data. This is not the case for the ensemble. As a result, the SVM 
‘Say account’ field classifier has good generalization capabilities and is the preferred 
model for this field. The ensemble is more accurate, has greater sensitivity and 
specificity values for the ‘Say amount’ test data. Therefore, the ensemble of SVM 
‘Say amount’ field classifiers is the preferred model. The SVM ‘Select beneficiary’ 
and ‘Say confirmation’ field classifiers are the preferred models for these fields due to 
the best performance metrics achieved. 
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Table 4. Performance metrics of field classifiers 

Field 

classifier 
Method Sensitivity Specificity Sensitivity Specificity 

  Validation Test 

SVM (Polynomial) 0.8655 0.9457 0.8766 0.9347 

FIS 0.7200 0.9943 0.6615 0.9863 ‘Say account’ 

Ensemble 0.9439 0.9798 0.8042 0.9638 

SVM(Sigmoid) 0.8681 0.9524 0.8948 0.9589 

FIS 0.7022 0.9860 0.6847 0.9951 ‘Say amount’ 

Ensemble 0.8623 0.9577 0.9180 0.9717 

SVM (Linear) 0.9151 0.9754 0.9159 0.9756 

FIS 0.6129 0.9900 0.6097 0.9931 
‘Select 

 beneficiary’ 
Ensemble 0.8468 0.9493 0.7795 0.9509 

SVM (Linear) 0.9498 0.9764 0.8523 0.9564 

FIS 0.7138 0.9958 0.6576 0.9604 
‘Say  

confirmation’ 
Ensemble 0.8944 0.9603 0.8439 0.9564 

7   Conclusion 

This research entailed the development of a field classification application. ‘Say 
account’, ‘Say amount’, ‘Say confirmation’ and ‘Select beneficiary’ field classifiers 
were created using FIS, SVM and ensemble of classifiers. 

The implementation process entailed identifying the SVM kernel function that 
yielded the most accurate results. The polynomial and sigmoid kernel function 
resulted in the most accurate ‘Say account’ and ‘Say amount’ field classifiers, 
respectively. However, the linear kernel function provided to be most appropriate for 
the ‘Select beneficiary’ and ‘Say confirmation’ field classifiers. 

The FIS classifiers were developed by initially identifying the cluster radius that 
resulted in the most accurate model. Thereafter, the thresholds used to interpret the 
classification were optimized. The accuracy of the FIS classifiers did improve, but the 
SVM approach has been found to be more accurate. 

Ensemble of field classifiers, consisting of the 3 most accurate SVM classifiers, 
has also been developed. Performance metrics were computed and compared for the 
computational intelligent solutions. The SVM and ensemble of field classifiers 
achieved high accuracy, sensitivity and specificity. The SVM field classifiers are the 
preferred models for the ‘Say account’, ‘Select beneficiary’ and ‘Say confirmation’ 
fields as they yield the best performance results. It has also been determined that the 
ensemble of field classifiers is the most accurate for the ‘Say amount’ field. 
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Abstract. A discrete-time jump fuzzy system with two Markov chains is

proposed to portray the asymmetric network characteristic of a class of

nonlinear NCSs with random but bounded communication delays and

packets dropout. The less conservative dual-mode-depend guaranteed

cost controller is designed base on the model. The design approach can

be cast into a set of nonlinear matrix inequalities (NMIs) solved by a

homotopy- based iterative algorithm. Simulation examples are carried

out to show the effectiveness of the proposed approaches.

Keywords: Discrete-time jump fuzzy systems, guaranteed cost control,

networked control systems.

1 Introduction

Compared with the traditional control systems, networked control systems(NCSs)
don’t possess the data with two different characteristics, namely fixity and inte-
grality. Usually, these NCSs could be modeled as Markovian jump linear control
systems [1,2], in which random variation of system delays corresponds to ran-
domly varying structure of the state-representation. Most of them only study
the condition of sigle type communication network in the NCS. Consider the
communication network between sensor and controller may not have the same
structure with the one between controller and actuator. Recently, some litera-
ture considered NCSs with sensors and actuators connected to a controller via
two communication networks[4,5]. The NCSs in[4] are modeled as jump linear
systems with two modes characterized by two Markov chains and [5] modeled
the NCSs in the the continuous-time domain. The discrete-time nonlinear model
may be appropriate for NCSs because the NCSs are complicated digit systems.
Therefore, advanced approaches for nonlinear NCSs are required.

Motivated by these approaches, The dual-mode discrete-time jumping Takagi-
Sugeno fuzzy model is proposed to portray the network characteristic of asym-
metry and nonlinear system in this paper. Then new stability theorems and The
less conservative dual-mode-depend guaranteed cost controller design methods
are developed for discrete-time jump fuzzy systems.

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 209–218.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Throughout the paper, R
n denotes the n-dimensional Euclidean space. In

represents n × n unit matrix and diag{· · ·} represents block diagonal matrix.
The symmetric items in symmetric matrices are represented by “ ∗ ”.

2 Dual-Mode Discrete-Time Jumping Fuzzy Model

The configuration of the NCSs composed of a controller and a remote system
containing a physical plant, sensors and actuators, where the plant is nonlinear
time-variant discrete-time system[6]. τ(k) � 0 is the network induced time delay
in time k from the sensor to the controller and ρ(k) � 0 is the one in time
k from the controller to the actuator. These delays are assumed to be upper
bounded, that is 0 � τ(k) � τ < ∞, 0 � ρ(k) � ρ < ∞ . Two random delays
τ(k) and ρ(k) can be modeled as two homogeneous Markov chains, respectively.
{τ(k)} is a discrete-time discrete-state Markov process taking values in a finite
set M = {0, 1, · · · , τ} . The transition probability is defined as follows.

λıj = Prob{τ(k + 1) = j|τ(k) = ı}, λı = Prob(τ(k) = ı), ı, j ∈ M . (1)

Here λıj � 0 is the transition rate from mode ı to mode j, and
∑τ

j=0 λıj = 1.
{ρ} takes values in N = {0, 1, · · · , ρ} with probability πκ�, which is defined by

πκ� = Prob{ρ(k + 1) = �|ρ(k) = κ}, πκ = Prob(ρ(k) = κ), κ, � ∈ N . (2)

where πκ� � 0 and
∑ρ

�=0 πκ� = 1.
The structured transition probability matrixes Λ and Π similar to [6] are:

Λ =

⎡⎢⎢⎢⎢⎢⎢⎣

λ00 λ01 0 0 · · · 0
λ10 λ11 λ12 0 · · · 0
...

...
...

...
. . .

...
...

...
...

...
... λτ−1,τ

λτ0 λτ1 λτ2 λτ3 · · · λτ,τ

⎤⎥⎥⎥⎥⎥⎥⎦ Π =

⎡⎢⎢⎢⎢⎢⎢⎣

π00 π01 0 0 · · · 0
π10 π11 π12 0 · · · 0
...

...
...

...
. . .

...
...

...
...

...
... πρ−1,ρ

πρ0 πρ1 πρ2 πρ3 · · · πρ,ρ

⎤⎥⎥⎥⎥⎥⎥⎦ . (3)

Assume that the model of the plant is a discrete-time jump fuzzy model as
follows: For plant rule l,if zk,1 is Ml,1 and · · · and zk,p is Ml,p, then xk+1 = Alxk+
Bluk, where l ∈ IR = {1, · · · , r}, r is the number of fuzzy rules. Suppose that
hl(zk) is determined by a local premise variable vector zk = [zk,1 zk,2 · · · zk,p]T.
By using a center-average defuzzifer, product inference and singleton fuzzifer,
the simplifying presentation of the discrete-time jump fuzzy system is inferred
as follows:

xk+1 = A(H(zk))xk +B(H(zk))uk, (4)

[A(H(zk)) B(H(zk))] Δ=
r∑

l=1

hl(zk)[Al Bl], hl(zk) =

p∏
j=1

Ml,j(zk,j)

r∑
l=1

p∏
j=1

Ml,j(zk,j)
,
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and Ml,j(zk,j) is the grade of membership of zk,j in Ml,j .
Consider τ(k) and ρ(k − 1) are available when the control law is calculated

[4]. Then the mode-dependent jump state feedback control gain is:

uk = K(H(zk−τ(k)−ρ(k−1)))xk−τ(k)−ρ(k) , (5)
K(H(zk−τ(k)−ρ(k−1))) =

∑r
l=1 hl(zk−τ(k)−ρ(k−1))Kl(τ(k), ρ(k − 1)).

Substituting (5) into (4), the closed-loop system can be expressed as:

xk+1 = A(H(zk))xk +B(H(zk))K(H(zk−τ(k)−ρ(k−1)))xk−τ(k)−ρ(k) . (6)

At sampling time k, we augment the state variable Xk = [xT

k xT

k−1 · · · xT

k−τ−ρ]
T,

where Xk ∈ R
(τ+ρ+1)n. Thus the controller gain can be designed as following:

Uk = K(H(zk−τ(k)−ρ(k−1)))G̃(τ(k),ρ(k))Xk (7)

and then the closed-loop system in (6)can be written as:

Xk+1 = (Ã(H(zk)) + B̃(H(zk))K(H(zk−τ(k)−ρ(k−1)))G̃(τ(k),ρ(k)))Xk,
(8)

X0 = [xT

0 xT

−1 · · · xT

−τ−ρ]
T,

Ã(H(zk)) =

⎡⎢⎢⎢⎢⎢⎢⎣

A(H(zk)) 0 · · · 0 0
I 0 · · · 0 0
... I · · · 0 0

0
...

. . .
...

...
0 0 · · · I 0

⎤⎥⎥⎥⎥⎥⎥⎦ B̃(H(zk)) =

⎡⎢⎢⎢⎢⎢⎣
B(H(zk))

0
0
...
0

⎤⎥⎥⎥⎥⎥⎦ ,

and G̃(τ(k),ρ(k)) has all elements being zeros except for the (τ(k) + ρ(k) + 1)th
block being an identity matrix.

Equation(8) corresponds to a discrete-time jump fuzzy system with two modes
modeled by different homogeneous Markov chains. Besides the difference in the
number of modes, the other difference of the system in (8) from one-mode jump
nonlinear systems is that it depends not only on the current mode ρ(k), but also
on the previous mode ρ(k−1). Let τ(k) = ı and ρ(k−1) = κ for the convenience
of notations. In this paper, assume uk = 0 before the first control signal reaches
the plant.

3 Guaranteed Cost Controller Design

The definition 1.1 of [7] is extended, and we have the following definitions.

Definition 1. For system (8) with uk ≡ 0, the equilibrium point 0 is called to
be stochastically stable, if for every initial state X0 = X(0), and initial mode



212 F. Wu, F. Sun, and H. Liu

τ0 = τ(0) ∈ M and ρ−1 = ρ(−1) ∈ N there exists a finite W > 0 such that the
following holds:

E{
∞∑

k=0

‖Xk‖2|X0, τ0, ρ−1} < XT

0WX0. (9)

Lemma 1. The closed loop system in (8) is said to be stochastically stable if and
only if for any given set of symmetric matrices Oıκ > 0, ı ∈ M, κ ∈ N , there
exists a set of symmetric matrices Pıκ satisfying the following coupled matrix
inequalities:∑ρ

�=0 πκ�[Ã(H(zk)) + B̃(H(zk))K(H(zk−ı−κ))G̃ı�]TP̄ı�

[{
Ã(H(zk))

(10)
+B̃(H(zk))K(H(zk−ı−κ))G̃ı�

}]
− Pıκ +Oıκ < 0, P̄ı� =

∑τ
j=0 λıjPj�.

Proof. Assume that for any given symmetric matrices Oıκ > 0 , there exists a set
of symmetric matrices Pıκ satisfying the following coupled matrix inequalities:∑ρ

�=0 πκ�[Ã(H(zk)) + B̃(H(zk))K(H(zk−ı−κ))G̃ı�]TP̄ı�

×[Ã(H(zk)) + B̃(H(zk))K(H(zk−ı−κ))G̃ı�] − Pıκ +Oıκ < 0.

The weak infinitesimal operator ÃV (Xk, k) is defined by:

ÃV (Xk, k) = E{Xk+1
TPτ(k+1),ρXk+1 | Xk, τ(k) = ı, ρ(k − 1) = κ} −XT

kPıκXk

=
ρ∑

�=0

τ∑
j=0

πκ�(XT

k [Ã(H(zk)) + B̃(H(zk))K(H(zk−ı−κ))G̃ı�]T)λıjPj�

×(
[
Ã(H(zk)) + B̃(H(zk))K(H(zk−ı−κ))G̃ı�

]
Xk) − XT

kPıκXk < −XT

kOıκXk.

Thus, by using the Rayleigh quotient, we have:

ÃV (Xk, k) = E{V (Xk+1, k + 1) |Xk, τ(k) = ı, ρ(k − 1) = κ} − V (Xk, k)
< −λmin(Oıκ)XT

kXk = −λmin(Oıκ)‖Xk‖2. (11)

Assume that Xk �= 0, then

ÃV (Xk, k)
V (Xk, k)

< −XT

kOıκXk

XT

kPıκXk
� −λmin(Oıκ)‖Xk‖2

λmax(Pıκ)‖Xk‖2 � α− 1, (12)

α � 1 − min
ı∈M,κ∈N

{
λmin(Oıκ)
λmax(Pıκ)

}
< 1.

Note that Pıκ > 0 for all ı ∈ M, κ ∈ N . From (12), we have

α � ÃV (Xk, k)
V (Xk, k)

+ 1 =
E{V (Xk+1, k + 1)}

V (Xk, k)
> 0 (13)
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That is 0 < α < 1. Thus from (11)and (12), one has

ÃV (Xk, k) < (α− 1)λmax(Pıκ)‖Xk‖2 � (α − 1)β‖Xk‖2

β = sup{λmax(Pıκ), ı ∈ M, κ ∈ N} > 0.

From the previous inequality, we can see that for any T � 1

E{V (XT+1, T + 1)} − E{V (X0, 0)} � (α− 1)βE
{

T∑
t=0

‖Xt‖2

}
,

Then

E
{

T∑
t=0

‖Xt‖2

}
� 1

(α−1)β (E{V (X0, 0)} − E{V (XT+1, T + 1)})

� 1
(α−1)β E{V (X0, 0)} � X(0)TP̃τ(0)ρ(−1)X(0). (14)

Since 0 < α < 1 , P̃τ(0)ρ(−1) is bounded matrix. From Definition (1), (14) implies
that system (8) is stochastically stale.The proof is completed.

Lemma (1) gives sufficient conditions on the existence of the state-feedback
stabilizing gain. However, since the given conditions in (8)are nonlinear in the
controller gains, a method should be found to solve them. Now for the perfor-
mance criterion, an upper bound of LQ cost associated with states and inputs
in the global systems called Guaranteed cost is describes as follows:

min max
hl(zk)∈H

∞∑
k=0

{
XT

kQıκXk + UT

kRıκUk

}
(15)

where Qıκ > 0, Rıκ > 0,H and is defined as a set of all possible fuzzy weighting
functions, in this case, the LQ cost will be a function of the grades hl (zk) ∈
H.In the following theorem, we shall summarize how to find the controller (5)
associated with the PQLF approach.

Theorem 1. The closed loop jump fuzzy system(8) is stochastically stable in
large and the cost (15) will be bounded by XT

0PıκX0 for any nonzero initial state
X0 = X(0), if there exist X̄ı� > 0,P̄ıκ > 0 and K(H(zk−ı−κ)) satisfying the
following conditions for all (ı, j) ∈ M,(κ, �) ∈ N :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P̄ıκ (∗) · · · (∗) (∗) (∗)⎛⎝√
πκ0

(
Ã (H (zk)) + B̃ (H (zk))

×K(H(zk−ı−κ))G̃ı0

)
P̄ıκ

⎞⎠ −(X̄ı0) · · · 0 0 0

...
...

. . .
...

...
...⎛⎝√

πκρ

(
Ã (H (zk)) + B̃ (H (zk))

×K(H(zk−ı−κ))G̃ıρ

)
P̄ıκ

⎞⎠ 0 · · · −(X̄ıρ) 0 0

P̄ıκ 0 · · · 0 −Q−1
ıκ 0(

K(H(zk−ı−κ))
×G̃ı�P̄ıκ

)
0 · · · 0 0 −R−1

ıκ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

(16)
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Furthermore, a sub-optimal guaranteed cost controller can be obtained via the
following semi-definite programming:

Minimize γ subject to (16) and
[
γ XT

0
X0 P̄ıκ

]
� 0. (17)

Proof : Consider the cost(15) associated with states as follows:

min max
hl(zk)∈H

∞∑
k=0

{
XT

kQıκXk +XT

k (K(H(zk−ı−κ))G̃ı�)T

×RıκK(H(zk−ı−κ))G̃ı�Xk

}
(18)

Then, the closed loop system is stable via the guaranteed cost controller, if there
exists positive-definite symmetric X̄ı� > 0,Pıκ > 0 such that for all Xk and
(ı, j) ∈ M,(κ, �) ∈ N , the following condition holds:

ÃV (Xk, k) + Xk
TQıκXk + Xk

T
(K(H(zk−ı−κ))G̃ı�)

TRıκK(H(zk−ı−κ))G̃ı�Xk < 0

Then we obtain:∑ρ
�=0 πκ�[Ã(H(zk)) + B̃(H(zk))K(H(zk−ı−κ))G̃ı�]TP̄ı�

×[Ã(H(zk)) + B̃(H(zk))K(H(zk−ı−κ))G̃ı�] − Pıκ +Qıκ

+(K(H(zk−ı−κ))G̃ı�)TRıκK(H(zk−ı−κ))G̃ı� < 0 (19)

Using Schur complements, we have the following matrix inequality:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Pıκ (∗) · · · (∗) (∗) (∗)⎛⎝√
πκ0

(
Ã (H (zk)) + B̃ (H (zk))

×K(H(zk−ı−κ))G̃ı0

) ⎞⎠ −(P̄ı0)−1 · · · 0 0 0

...
...

. . .
...

...
...⎛⎝√

πκρ

(
Ã (H (zk)) + B̃ (H (zk))

×K(H(zk−ı−κ))G̃ıρ

) ⎞⎠ 0 · · · −(P̄ıρ)−1 0 0

In(1+τ+ρ) 0 · · · 0 −Q−1
ıκ 0(

K(H(zk−ı−κ))
×G̃ı�

)
0 · · · 0 0 −R−1

ıκ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

(20)
The left-hand side of the inequality (20) can be pre- and post-multiplied by JT

and J , respectively, where J = blockdiag

⎧⎪⎨⎪⎩P−1
ıκ , In(1+τ+ρ), · · · , In(1+τ+ρ)︸ ︷︷ ︸

ρ+2

, Im

⎫⎪⎬⎪⎭
and let P̄ıκ � P−1

ıκ ,X̄ı� � P−1
ı� . We obtain the condition(16). So, if the condition
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(16), X̄ı� > 0,P̄ıκ > 0 and K(H(zk−ı−κ)) hold for all (ı, j) ∈ M,(κ, �) ∈ N , then
ÃV (Xk, k) < 0 at Xk �= 0. If the condition (16) holds,

Xk
TQıκXk + Uk

TRıκUk < −ÃV (Xk, k) (21)

Then summing both sides of the inequality (21) from 0 to ∞ and using the
established closed-loop stability, the cost (15) will be bounded XT

0PıκX0for any
nonzero initial state X0:

max
hl(zk)∈H

∞∑
k=0

{
XT

kQıκXk + UT

kRıκUk

}
< XT

0PıκX0.

Since any feasible solutions γ, X̄ı� > 0,P̄ıκ > 0 and K(H(zk−ı−κ)) yielding (17)
will also satisfy

max
hl(zk)∈H

∞∑
k=0

{
XT

kQıκXk + UT

kRıκUk

}
< XT

0PıκX0 ≤ γ,

for any hl and nonzero X0, we can use (17) to minimize XT

0PıκX0 for known
nonzero initial states. The proof is completed.

The design problem to determine the state feedback gains K(H(zk−ı−κ)) for
(16) can be defined as follows: Find X̄ı� > 0, P̄ıκ > 0 and K(H(zk−ı−κ)) with
the constraints (16) such that (17) are satisfied. However, in general cases, the
inequalities (16) cannot be transformed equivalently to LMIs and we will utilize
the homotopy method [8] to solve it in an iterative manner.

4 Simulation Examples

To illustrate the proposed theoretical results, a numerical example is considered
in this section. We consider a nonlinear system which can be represented by the
following T-S fuzzy model:

Rule 1 : IFxk1 isMl1 THENxk+1 = A1xk +B1uk

Rule 2 : IFxk1 isMl2 THENxk+1 = A2xk +B2uk

where

xk = [xk1 xk2]T

A1 =
[−0.5 0.1

1 0

]
B1 =

[
1 0
0 1

]
A2 =

[−1 0.1
1 0

]
B2 =

[
1 0.1
1 0

]
Define h1(xk1) = 1 − x2

k1
2.56 , h2(xk2) = 1 − h1(xk1), then h1(xk1) and h2(xk2) can

be viewed as membership functions of fuzzy sets Ml1 and Ml2. the random delays
exist in M = {0, 1} and N = {0, 1}, and their transition probability matrices
are given by

Λ =
[
0.4 0.6
0.1 0.9

]
, Π =

[
0.2 0.8
0.5 0.5

]
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Fig. 1. Complete graph of state x1
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Fig. 2. Local graph of state x1
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Fig. 3. Complete graph of state x2
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Fig. 4. Local graph of state x2

The weighting matrices are selected as: Q = I, R = 10I. Then the guaranteed
cost state-feedback controller can be obtained as follows.For the initial condition:

x01 = [1 0.8]T, x02 = [0.7 0.5]T, x03 = [0.1 0.1]T

Suppose there is no network delay in the system, the initial values of the feedback
controllers are obtained.

K1 =
[
0.5267 −0.1064
1.0585 −0.0004

]
K2 =

[
0.0902 −0.0533
5.7953 −0.2577

]
To design the state feedback controller, we apply the homotopy algorithm , and
the initial values are selected as the state-feedback gains given above. So, the
state feedback gains for Rule 1 can be obtained as:

K1
00 =

[
0.0409 −0.0453

−0.0453 −0.0008

]
K1

01 =
[

0.1322 −0.1444
−0.1444 −0.0011

]
K1

10 = 0.001 ×
[−0.1250 0.0959

0.0959 −0.0320

]
K1

11 = 0.001 ×
[−0.4324 0.3321

0.3321 −0.1084

]
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Fig. 5. Complete graph of control input u1
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Fig. 6. Local graph of control input u1
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0 5 10 15 20 25 30 35 40
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
x 10

-3

time(k)

co
nt

ro
l i

np
ut

 u
2

network delay
no network delay

Fig. 8. Local graph of control input u2

And the state feedback gains for Rule 2 can be obtained as:

K2
00 =

[−0.0019 −0.0017
−0.0017 0.000007

]
K2

01 =
[−0.0015 −0.0047
−0.0047 −0.0009

]
K2

10 = 0.0001 ×
[
0.3481 0.0630
0.0630 −0.1672

]
K2

11 = 0.001 ×
[−0.1426 −0.0036
−0.0036 0.0304

]
The response behaviors of the closed-loop system are presented in Fig. 1-8 using
the state feedback fuzzy controller where dashed lines denote no network delay
condition. Fig. 1 and Fig. 3 are the system state responses, while Fig. 5 and
Fig. 7 are control variables curves.

It is shown from these Figures that the variables for no network delay condi-
tion converge faster.However it is clear from fig. 1-8 that the nonlinear system
is stochastic stable.

5 Conclusions

In this paper, we studied the problem of modeling and controller design for
networked control systems, where a dual-mode discrete-time jump fuzzy system
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is developed to model networked control systems with sensors and actuators
connected to a controller via two communication networks. On the basis of the
assumption that all state variables of an NCS are available, a state feedback
controller is developed for the dual-mode discrete-time jump system with sub-
optimal guaranteed cost performance based on a piecewise quadratic Lyapunov
function. It is shown that the state feedback sub-optimal fuzzy controller can be
obtained by solving a set of NMIs using the homotopy approach. The LMI tech-
nique is used to effectively minimize the overall cost function and thus achieve
the sub-optimal system. Finally, The effectiveness of the proposed approaches
are verified by the numerical examples.
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ence Fund for Distinguished Young Scholars under the grant No: 60625304
and the National Natural Science Foundation of China under the grant No:
90716021,60621062 and 60873251.
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A Continuous-Time Recurrent Neurofuzzy
Network for Black-Box Modeling of Insulin

Dynamics in Diabetic Type-1 Patients�
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Abstract. Diabetic Type-1 patients have no pancreatic insulin secre-

tion, and an insulin therapy is prescribed for them to regulate glucose

absorption. There are several self monitoring devices for glucose, but not

for insulin, which must be known and kept within certain limits to avoid

damages to the body. Currently, it is possible to obtain real-time glucose

measurements, so control schemes can be designed to control the glu-

cose level using the insulin rate injected to the patient. In this work we

present a black-box modeling of the insulin dynamics in different in silico
patients using a recurrent neural network that could be used for on-line

monitoring of the insulin concentration for a better treatment. The in-

puts for the identification is the rate of insulin (μU/dl/min) applied to

the patient, and blood glucose concentration. The output is insulin con-

centration (μU/ml) present in the blood stream. The model is validated

through numerical simulations.

Keywords: Identification, nonlinear systems, Biological Systems, Re-

current Neurofuzzy Networks, Lyapunov stability, Diabetes.

1 Introduction

In insulin dynamics, as in other control problems, a good model of the system
to be controlled is the first step in the design of a control scheme. There exists
a vast literature that covers the modeling of insulin dynamics [1,2,3,4,5], from
simple models like Bergman Minimal Model [1] to very detailed models as the one
proposed by Sorensen [3] with 21 states. Common problems such as parametric
uncertainty and/or non-modeled dynamics arise when obtaining such a model,
making difficult to apply deterministic methods to estimate the insulin based on
these models. Also, it is not always possible to obtain a model for every patient,
due to complexity of the measurements and the associated expenses.
� This work is partly supported by UNAM-PAPIIT IN120009. The work of Marcos A.
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Neural networks and fuzzy systems have proven useful for identifying non-
linear systems, first as classifiers or controllers [6], and then as static function
identifiers [7,8] for smooth functions in closed sets. The interpretation of a fuzzy
system as a neural network, called neurofuzzy network, has been used to combine
the best properties of both: having the space partition via membership functions,
and take advantage of the training algorithms designed for neural networks, as
in [9].

In the so called recurrent neurofuzzy networks (RNFN) internal dynamics are
embedded in these networks, . One of the very first approaches with one-bit
memory is given by [10]; but rapidly interest grown and then several models
with different structures have been proposed [11,12,13,14,15]. The training of
recurrent networks began with usual training schemes (as backpropagation or
gradient techniques [16,17,18]) that are known to be sluggish and lack of sta-
bility analysis, making it necessary to propose both a network structure and a
proper stable and convergent training algorithm in later works. For networks
used in control or estimation problems, structures with state-space representa-
tion are preferred in some applications [14]. However, they require the actual
measurement of the physical states of the system, which is not always the case.
In [19], a network with a stable training algorithm is proposed, which generates
its own states in order to have the same input-output dynamics as a real system,
alleviating the need to measure those of the system.

In this paper we propose a black-box model in state-space representation that
identifies and models the insulin dynamics in diabetic Type-1 patients, by an-
alyzing the response of the blood stream insulin concentration when insulin is
directly fed into the body and when the glucose concentration is measured in
real-time. The training of the network is done using simulated lab tests in which
both glucose and insulin concentrations are measured in the bloodstream. Once
the training is completed, the objective is to have the network to reproduce the
insulin dynamics when only glucose measurements and the rate of the injected
insulin are available.

This work is structured in the following manner: In Section 2 the basic mod-
eling problem of the insulin dynamics is discussed. For this system, a black-box
structure based on Recurrent Neural Networks is presented in Section 3, jointly
with a training algorithm, where also the boundness and convergence of the train-
ing algorithm are discussed. Examples for the validation of the performance of
the neural identifier are shown in Section 4. Finally, conclusions and future work
are drawn in Section 5.

2 Problem Statement

Glucose is the principal energy substrate of a human body, but at least 80%
of body cells can not absorb it by their own, so they need insulin, a hormone
produced in pancreas by Beta cells (β cells), to do it. This hormone also regu-
lates the glucose storage in different tissues (liver, muscle) to be used in fasting
periods. When insulin is higher than its basal level this tissues absorb glucose
to store it, and the lack of insulin activates the mechanisms to release it [20].
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In Diabetes Type-1 β cells are destroyed by autoimmune mechanisms, there-
fore insulin can not be produced. In consequence, the glucose concentration is
always higher than its basal level. This is treated by three or four daily glucose
measurement and the consequent subcutaneous insulin injections [21], which can
also be delivered by an insulin pump with real-time glucose monitors and im-
plantable sensors. This represents the sensor and actuator for a closed loop con-
trol for glucose. There are several research works about this topic [22,23,24,25].

Insulin therapy can have some complications, as hyperinsulinemia that pro-
duces hypoglycemia, a life-threatening condition, whose persistence could cause
insulin resistance and chronically lead to excessive lipolysis and unrestrain fatty
acid oxidation producing metabolic acidosis and dehydration [26]. It is then de-
sirable to design a system that can estimate the concentration of insulin within
the bloodstream to help that those limit conditions bounded. This can be consid-
ered as a system with two inputs (the glucose concentration in the bloodstream
and the injected insulin) and one output (insulin concentration in the blood-
stream). The purpose is that, given input-output measurements, to obtain a
continuous-time dynamic model based on RNFN that can learn this dynamics
and generate an estimate of the output.

Treated as an identification problem, the system is a unknown MISO system

ẋ(t) = f(x,u),
y(t) = h(x), (1)

where u(t) = [u1(t) u2(t)]T ∈ �2 and y(t) ∈ � are the input and the output,
respectively, and x ∈ �n is the state of the system, f : �n ×�2 → �n, h : �n →
�, are unknown smooth functions, dependent on the dynamics of the absorption
of the glucose and the insulin present in the bloodstream. For this application, It
is assumed that (1) is observable in the region of interest. The number of states
n varies depending on the precision required from the model (from 3 states, as
in [1], to 21 in [3]).

Following [27], we also hypothesize (and then assume) that this system per-
tains to the class of nonlinear systems transformable to an output feedback form

ż = Az + f̄(y,u),
y = Cz, (2)

with (A,C) observable, and f̄(y,u) smooth. Also, it is assumed that (1) fulfills
the sufficient and necessary conditions in [27] in order to transform (1) through
a local diffeomorphism z = Φ(x) into the system (2).

To identify this system, We propose the RNFN to approximate f̄ in (2) via
ϕ(y,u)θη by:

η̇ = Aη + ϕ(y,u)θη,

y = Cη, (3)

From [28,29], this is a dual identification problem. Under persistent excitation
condition for the regressor ϕ(y,u) embedded in the neurofuzzy network, an
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adaptive observer can be designed such that jointly estimates η̂ and θη via a
decoupled algorithm.

3 Proposed Recurrent Neurofuzzy Network and Training
Algorithm

The neurofuzzy system (3) is described by the r fuzzy rules:

Ri : If (u, y) is Fi then η̇1 = Aη + θu1,iu1 + θu2,iu2 + θy,iρ(y),

where the fuzzy sets Fi are characterized by the radial basis functions

Fi = exp(−σ2
u1,i(u1 − μu1,i)2 − σ2

u2,i(u2 − μu2,i)2 − σ2
y,i(y − μyi)2), (4)

and u1(t) and u2(t) are the injected insulin rate and glucose concentration re-
spectively. The consequent parameters are

θu1,i =
[
θu1,i,1 θu1,i,2 . . . θu1,i,n

]T
,

θu2,i =
[
θu2,i,1 θu2,i,2 . . . θu2,i,n

]T
,

θy,i =
[
θy,i,1 θy,i,2 . . . θy,i,n

]T
.

Remark 1. The main function that the fuzzy structure has in the neurofuzzy
network is to provide with a space partition i, and then each section be modeled
by a nonlinear system in the form of Ri.

With the defuzzification defined as the weighted sum η̇ =
∑r

i=1 Fiη̇
i/
∑r

i Fi, ϕ
is defined by

ϕ(y,u) = [ϕu1(y,u) ϕu2(y,u) ϕy(y,u)] ∈ �n×3nr, (5)

and ϕu1, ϕu2, ϕy ∈ �4 can be expressed as ϕu1(y,u) = Fu1/
∑r

i Fi, ϕu2(y,u) =
Fu2/

∑r
i Fi, ϕy(y,u) = Fρ(y)/

∑r
i Fi, with F =

[
F1In×n . . . FrIn×n

]
, ρ :

� → �, ρ = ρ(y) a smooth sigmoid function, monotonically increasing and
limy→±∞ ρ(y) = ±1, ρ(0) = 0.

So,
η̇ = Aη + [ϕu1(y,u) ϕu2(y,u) ϕy(y,u)]θ = Aη + ϕ(y,u)θ. (6)

Consequently, the parameter vector θ is

θ =
[
θT

u1 θT
u2 θT

y

]T ∈ �3nr, (7)

with θu1 =
[
θT

u1,1 . . . θ
T
u1,r

]T ∈ �nr, θu2 =
[
θT

u2,1 . . . θT
u2,r

]T ∈ �nr, θy =[
θT

y,1 . . . θ
T
y,r

]T ∈ �nr.

Note that the inclusion of the sigmoid function ρ has two objectives: to provide
with more nonlinear identification capabilities to the network, and to guarantee
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for this structure that ϕy(0, 0)θy = 0. Also, The structure of the network is such
that the research in adaptive observers made by [30,27,29] can be used, so the
regressor can be obtained as a function of the input and output signals from (1).
The consequent part in the fuzzy rules is designed in such a way to meet with
the persistence of excitation condition. However, other type of fuzzy rules may
be considered, as long as they satisfy the persistence of excitation condition. It is
noticed that by construction, the regressor ϕ is always bounded if u is bounded.

3.1 Observation-Training Algorithm

In order to initialize the membership functions, a simple clustering algorithm is
proposed to be used. In this case, we propose to use the Fuzzy C-Means [31,32],
but other clustering methods may be employed. The number of clusters is to be
equal to the number of rules in the fuzzy part of the network.

We now let the network defined by (3) to work as a parallel model for (2),
which in turn is equal to the order of the system (3). Following the same treat-
ment as in [19] and [29], the system can be trained by jointly estimating η and θη,
with the observable pair (A,C). Designing a vector K such that the eigenvalues
of A−KC are in any desired position, the training equations are

Υ̇ = (A−KC)Υ + ϕ, (8)
˙̂η = Aη̂ + ϕ(y,u)θ̂η +

(
K + ΥΓΥTCT

)
(y − Cη̂) , (9)

˙̂
θη = ΓΥTCT (y − Cη̂), (10)

where Γ > 0, the gain matrix, K ∈ �n is such that A − KC is Hurwitz, and
(10) is a filter for ϕ. This training algorithm can be proven to be stable, under
a condition of persistent excitation, as indicated in the Theorem 1.

Theorem 1. Consider the model (2). The neurofuzzy network (3) with the
training algorithm (8), (9), (10) and Γ > 0, K ∈ �n such that A − KC is
Hurwitz, can approximate (2) and guarantees that all signals are bounded, and
the state estimation error z̃ = η̂ − z and parameter error θ̃ = θ̂η − θη are ulti-
mately bounded, provided that the regressor matrix is persistently exciting, i.e.,∫ t+T

t

ΥT (τ)CTCΥ (τ)dτ ∈ [αI, βI]. (11)

for some 0 < α < β, and T > 0.

Proof. Following the Stone-Weierstrass Theorem, the smooth function f̄(y,u)
is approximated by ϕ(y,u)θη with arbitrary precision and modeling error ε,
so f̄(y, u) − ϕ(y,u)θη = ε(t), assuming that θη is the set of parameters that
minimize the identification error y − ŷ (depending on the minimizing criteria
considered). In this sense, the system (2) can be represented as

ż = Az + ϕ(y,u)θη + ε(t), y = Cz, (12)
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Now, considering a network (3) such that η is meant to be an estimate of z, and
defining the error signal ξ(t) = z̃ − Υ θ̃, its derivative equation represents the
error signal dynamics, which is

ξ̇(t) = (A−KC)ξ − ε,
˙̃
θ = −ΓΥTCTC(ξ + Υ θ̃), (13)

So, while ε is bounded, ξ is bounded, as the matrix A− KC is Hurwitz, and Υ
must be bounded as is obtained from a stable filtering of ϕ, that is also bounded.

Now, it can be proven [29] that under a persistent excitation condition (11)
the system χ̇ = −ΓϕTϕχ is exponentially stable. So, the homogeneous part of
(13) is also exponentially stable. Therefore, (13) is exponentially stable with a
bounded perturbation, which implies the boundness and the ultimate boundness
of θ̃.

Remark 2. The persistent excitation condition for the particular case of the iden-
tification of the insulin dynamics implies that sufficient measurements must be
obtained in the laboratory from the patient under several conditions, like before
and after meals, and under different levels of injected insulin.

Remark 3. This algorithm can be used to train a network by epochs, and then
the matrix gain Γ can be changed in order to make the training finer as the
epoch number increases. In general, we considered this to be a linear relation in
the form

Γk =
Γfinal − Γinitial

Epochs− 1
(k − 1) (14)

where k is the current epoch, Γfinal is the desired value of Γ in the last epoch,
Γinitial the gain at k = 1 (the first epoch), and Epochs the total number of
epochs.

4 Modeling and Identification of Insulin Dynamics in
Different Patients

For validation purposes, the network is tested with simulated data in the iden-
tification of the responses of an in silico patient, where the input u(t) is the
rate of insulin injected into the patient in μU/ml/min, calculated by the Quasi-
Continuous algorithm described in [22], and glucose concentration, G (mg/dl)
the output is the measured insulin concentration in blood I (μU/ml). It is true
that in a healthy human being, the glucose dynamics has a strong correlation
with the amount of insulin present in the blood stream. However, in diabetic
patients this relation suffers from a decoupling and relatively cheap and fast
sensors exists, the glucose is here used as another input to the system.

The data of the in silico patient is obtained using the well known Bergman
Minimal Model with parameters published on [23]. This is done in two phases:
First, an RNFN is trained assuming that both glucose and insuline data can
be sampled 5 times per second, in order to show the approximation capabilities
of the network. However, in real experiments this can not be expected to be
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Ideal Real

Fig. 1. Training: Ideal and Real case

possible, as experimental data would require the actual blood samples and only
a limited number of them can be done in a certain period of time, so results using
data sampled each 5 minutes are shown (also, as each measurement requires
blood, a limit of blood extracted from a patient must be taken into account).
Once the network has been trained, it is tested compared to the actual amount
of insulin present in the bloodstream, assuming it can not be measured and only
estimated by the RNFN.

The time unit is considered to be one minute, with three rules (r = 3) and
three states (n = 3). The design values are chosen as λ{Ā} =

[−0.8 −0.6 −0.4
]
,
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C =
[
1 0 0

]
, λ{Ā−KC} =

[−1.5 −1 −0.75
]
, Epoch = 30, Γinitial = 1, Γfinal =

0.1. So, a total of 27 parameters are trained.

4.1 Simulation Results under Unrestricted Sampling Conditions

As mentioned before, in this case ideal conditions are considered, i.e when an
undetermined quantity of blood can be obtained from the patient in any desired
time length. For this case, a total of 400min and a sampling time Ts = 0.2[min]
are taken. The model for a patient is identified, using the input signals (insulin
and glucose) depicted in Fig. 1. As indicated before, the Fuzzy C-Means al-
gorithm is run in order to obtain the initial membership functions, which are
depicted in the same figure, as well as the convergence of the training algorithms,
as well as the progression of the RMS error in normalized data. After training,
the network is compared in parallel with the output obtained from the network.

4.2 Simulation Results under Restricted Conditions

Once the RNFN has been tested in unrestricted conditions of sampling time
and testing time, more restrictive (and real) conditions must be considered. In
this case, the same design matrices, number of rules and states are used, but
now the sampling time is increased to Ts = 5[min], and only 80 samples are to
be taken (as laboratory resources are limited, as well as the availability of the
equipment). As the effect of the sampling is expected to have an influence on
the identification results, the data is pre-processed by a First-Order-Hold.The
same simulation and training framework previously used are considered: first, the
membership functions are obtained using a Fuzzy C-Means algorithm (shown
in Fig. 1) using the input and output signals depicted, and then the training
algorithm is run and the system and the network are compared in parallel. It
can be seen that the parameters are still convergent and that the dynamics
is captured by the network although some high-frequency information is lost
because of the increased sampling time.

5 Conclusions

In this work we presented a black-box modeling of the insulin dynamics on
different in silico patients using a continuous-time recurrent neural network with
output feedback, where the input signals are considered as the rate of insulin
(in μU/dl/min) applied to the patient, and the blood glucose concentration,
and the output is insulin concentration (μU/ml) present in the blood stream.
With a membership initialization based on the Fuzzy C-Means algorithm, and a
learning law inspired from adaptive observer theory proven to be convergent in
the parameters and stable in the Lyapunov sense even under model mismatch
and low sampling rates. Simulation results were shown in order to validate the
presented modeling, using only input-output data and practically no knowledge
of the models of subsystems involved in the system. Future work includes control
schemes based in the identified model, as well as analysis of the obtained model.
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Abstract. Although the relational model for databases provides a great range of 
advantages over other data models, it lacks a comprehensive way to handle 
imprecise and uncertain data. Vague set, as a generalized fuzzy set, has more 
powerful ability to process fuzzy information than fuzzy set. In this paper, 
based on the vague set, a kind of vague relational model is proposed. 
Incorporating the notion of vague sets in relations, we describe Vague SQL, 
which is an extension of SQL for the vague relational model, and show that 
Vague SQL combines the capabilities of a standard SQL with the power of 
manipulating vague relations. Although Vague SQL is a minimal extension to 
illustrate its usages, VSQL allows users to formulate a wide range of queries 
between vague data and queries. 

Keywords: Vague set, Fuzzy set, Vague Relational Model, Vague SQL. 

1   Introduction 

In the real world, there are many imprecise and uncertain data values. Unfortunately, 
the relational model cannot represent the inherently imprecise and uncertain nature of 
the data. In order to handle such vagueness, Zadeh introduced fuzzy set theory in 
1965 [1]. Based on the fuzzy set theory, various fuzzy relational database models, 
such as similarity-based relational model [2], possibility-based relational model [3] 
and some types of hybrid data models [4], have been proposed to model fuzzy 
information in relational database. Based on various fuzzy relational database models, 
many studies have been done for fuzzy query languages [5, 6] and data integrity 
constraints [3]. For a comprehensive review of what has been done in the 
development of the fuzzy relational databases, please refer to [7, 8]. 

In the fuzzy set theory, each object ui ∈ U is assigned a single value between 0 and 
1, called the grade of membership, where U is a universe of discourse. As pointed out 
by Gau et al. in [9], the drawback of using the single membership value in the fuzzy 
set theory is that the evidence for ui ∈ U and the evidence against ui ∈ U are in fact 
mined together. They also pointed out that the single number reveals nothing about its 
accuracy. To tackle this problem, Gau et al. proposed the notion of vague set. A 
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vague set, as well as an Intuitionistic Fuzzy Set (IFS) [10], is a further generalization 
of a fuzzy set. But vague set is not isomorphic to the IFS, there are some interesting 
features for handling vague data that are unique to vague sets, such as vague sets 
allow for a more intuitive graphical representation of vague data, which facilitates 
significantly better analysis in data relationships, incompleteness, and similarity 
measures [11]. In [11], the notion of vague sets was initially incorporated into 
relations and a vague SQL (VSQL) was described. The VSQL allows the users to 
formulate a wide range of queries that occur in different modes of interaction between 
vague data and queries.  

In this paper, we propose a vague relational database model which is an extension 
of the relational model. Based on the proposed model and the semantic measure of 
vague sets, we investigate vague querying strategies and give the form of vague 
querying with SQL. 

The rest of this paper is organized as follows. In Section 2, we introduce some 
basic concepts and definitions about the vague set theory. In Section 3, we propose a 
vague relation model. In Section 4, vague data redundancies and removal are 
investigated. In Section 5, vague queries with SQL are discussed. Finally, the 
conclusions are given in Section 6. 

2   Basic Knowledge 

Let U be a universe of discourse, where an element of U is denoted by u.  

Definition 1. A vague set V in U is characterized by a truth-membership function tV and a 
false-membership function fV. Here tV (u) is a lower bound on the grade of membership of 
u derived from the evidence for u, and fV (u) is a lower bound on the negation of u 
derived from the evidence against u. tV (u) and fV (u) are both associated with a real 
number in the interval [0, 1] with each element in U, where tV (u) + fV (u) ≤ 1. 

That is 
tV: U → [0, 1] and fV: U → [0, 1] 
Suppose U = {u1, u2, …, un}. A vague set V of the universe of discourse U can be 

represented by 

∑
=

∈∀−=
n

i
iiiviv UuuufutV

1

,/)](1),([ , where tV (u) ≤ µV (u) ≤ 1 - fV (u) and 1≤ i ≤ n. 

This approach bounds the grade of membership of u to a subinterval [tV (u), 1 - fV (u)] 
of [0, 1]. In other words, the exact grade of membership µV (u) of u may be unknown, 
but is bounded by tV (u) ≤ µV (u) ≤ 1 - fV (u), where tV (u) + fV (u) ≤ 1. We depict these 
ideas in Fig. 1. 

For a vague value [tV (u), 1 - fV (u)]/u, the vague value to the object u is the interval 
[tV (u), 1 - fV (u)]. For example, if [tV (u), 1 - fV (u)] = [0.5, 0.8], then we can say that tV 
(u) = 0.5, 1 − fV (u) = 0.8 and fV (u) = 0.2. It can be interpreted as “the degree that 
object u belongs to the vague set V is 0.5; the degree that the object u does not belong 
to the vague set V is 0.2”. In a voting process, the vague value [0.5, 0.8] can be 
interpreted as “the vote for resolution is 5 in favor,2 against, and 3 neutral 
(abstentious).” 
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Fig. 1. A vague set 

The precision of the knowledge about u is characterized by the difference (1 - tV 

(u) - fV (u)). If this is small, the knowledge about u is relatively precise. But if it is 
large, we know correspondingly little. If tV (u) is equal to (1 - fV (u)), the 
knowledge about u is exact, and the vague set theory reverts back to fuzzy set 
theory. If tV (u) and (1 - fV (u)) are both equal to 1 or 0, depending on whether u 
does or does not belong to V, the knowledge about u is very exact and the theory 
reverts back to ordinary sets. For example, the fuzzy set 0.6/u can be presented as 
the vague set [0.6, 0.6]/u, while the ordinary set {u} can be presented as the vague 
set [1, 1]/u. 

In the following, we present several special vague sets and operations on vague 
sets. 

Definition 2. A vague set V is an empty vague set if and only if its truth-membership 
function tV = 0 and false-membership function fV = 1 for all u on U. We use ∅ to 
denote it. 

Definition 3. The complement of a vague set V, denoted V’, is defined by tV’ (u) = fV 

(u) and 1 - fV’ (u) = 1 - tV (u). 

Definition 4. A vague set A is contained in another vague set B, written as A ⊆  B, if 
and only if tA ≤ tB and 1 - fA ≤ 1 - fB. 

Definition 5. Two vague sets A and B are equal, written as A = B, if and only if A ⊆  
B and B ⊆  A, namely, tA = tB, and 1 - fA = 1 - fB. 

Definition 6. (Union) The union of two vague sets A and B is a vague set C, written 
as A ∪ B, whose truth-membership and false-membership functions are related to 
those of A and B by tC = max (tA, tB) and 1 - fC = max (1 - fA, 1 - fB) = 1 – min (fA, fB). 

Definition 7. (Intersection) The intersection of two vague sets A and B is a vague set 
C, written as C = A ∩ B, whose truth-membership and false-membership functions are 
related to those of A and B by tC = min (tA, tB) and 1 - fC = min (1 - fA, 1 - fB) = 1 – max 
(fA, fB). 
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3   Vague Relational Model 

In the relational database model, a relation schema R is denoted by R (A1, A2, …, An) 
or simply by R, in which each attribute Ai (1 ≤ i ≤ n) is associated with a domain, 
written as Dom (Ai). A relation instance on relation schema R (A1, A2, …, An), 
represented as r (R) or r, is defined as a subset of Dom (A1) × Dom (A2) × … × Dom 
(An), which is a set of n-tuples and represented as r = {t1, t2, …, tm}. It is clear that r ⊆ 
Dom (A1) × Dom (A2) × … × Dom (An). A tuple tj (1 ≤ j ≤ m) can be expressed as tj = 
<vj1, vj2, …, vjn>, where vji ∈ Dom (Ai) (1 ≤ i ≤ n). Then tj ∈ Dom (A1) × Dom (A2) × 
… × Dom (An). 

In order to incorporate fuzzy information into relational databases, various 
attempts towards enhancing the relational database model by fuzzy extensions can be 
found in the literature [2-4]. In this section, we describe an approach of enhancing the 
relational model by means of vague set theory, which results in the vague relational 
database (VRDB) model. To this purpose, we should extend Dom (Ai) as a set of 
vague sets and a vague relational instance is hereby defined as a subset of the 
Cartesian product of such attribute domains.  

Definition 8. Let Ai for i from 1 to n be attributes defined on the universes of 
discourse sets Ui, respectively. Then a vague relation r is defined on the relation 
schema R (A1, A2, …, An) as a subset of the Cartesian product of a collection of vague 
subsets: 

r ⊆  V (U1) × V (U2) × … × V (Un), 

where V (Ui) denotes the collection of all vague subsets on a universe of discourse Ui. 
Each tuple t of r consists of a Cartesian product of vague subsets on the respective 

Ui’s, i.e., t [Ai] = π (Ai) where π (Ai) is a vague subset of the attribute Ai defined on Ui 

for all i. The relation r can thus be represented by a tableau with n columns as show in 
Table 1. 

Table 1. A vague relation r 

A1 A2 … An 

π11 (A1) 
π21 (A1) 
… 
πm1 (A1) 

π12 (A2) 
π22 (A2) 
… 
πm2 (A2) 

… 
… 
… 
… 

π1n (An) 
π2n (An) 
… 
πmn (An) 

It should be noted that the vague relations can be considered as an extension of 
classical relations (all vague values are [1, 1]) and possibilistic relations (all vague 
values are possibility distributions, i.e. such that each degree is [a, a], 0 ≤ a ≤ 1), 
which can capture more information about vagueness. 
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4   Vague Data Redundancies and Removal 

4.1   Similarity Measure of Vague Data 

There have been some studies which discuss the topic concerning how to measure the 
degree of similarity between vague sets [12-14]. In [14], it was pointed out that the 
similarity measures proposed in [12, 13] did not fit well in some cases. They proposed 
a set of modified measures which turned out to be more reasonable in more general 
cases than the Chen’s. 

Definition 9. Let x and y be two vague values such that x = [tx, 1 - fx], y = [ty, 1 - fy], 
where, 0 ≤ tx ≤ 1 - fx ≤ 1, and 0 ≤ ty ≤ 1 - fy ≤ 1. Let SE (x, y) denote the similarity 
measure between x and y. Then: 

2

)()(
1),(

yxyx fftt
yxSE

−+−
−=  

Definition 10. Let U = {u1, u2, …, un} be the universe of discourse. Let A and B be 
two vague sets on U, where: 
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,/)](1),([ , where tA (u) ≤ µA(u) ≤ 1 - fA(u) and 1≤ i ≤ n. 
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,/)](1),([ , where tB (u) ≤ µB(u) ≤ 1 - fB(u) and 1≤ i ≤ n. 

Let SE (A, B) denote the similarity measure between A and B. Then: 
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The notion of similarity measure between the attribute values represented by vague 
sets can be extended to the similarity measure between two tuples. Let ti = <ai1, ai2, 
…, ain> and tj = <aj1, aj2, …, ajn> be two vague tuples in vague relational instance r 
over schema R (A1, A2, …, An). Let SE (ti, tj) denote the similarity measure between ti 
and tj. Then 

SE (ti, tj) = min {SE (ti [A1], tj [A1]), SE (ti [A2], tj [A2]), …, SE (ti [An], tj [An])} 

4.2   Data Redundancies 

Following the similarity measure between vague sets, equivalence redundancy can be 
evaluated. Being different from the classical set theory, the condition of SE (A, B) = 1 
is essentially the special case of vague sets due to the vagueness of the data. In 
general, a threshold which is should be considered when evaluating the similarity 
measure between two vague sets.  

Definition 11. Let A and B be two vague sets and α be a threshold. If SE (A, B) ≥ α, it 
is said that A and B are equivalently α-redundant. 
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If A and B are equivalently redundant, the removal of redundancy can be achieved 
by merging A and B and producing a new vague set C. 

Assume that the vague sets A and B are equivalently α-redundant. The elimination 
of duplicate could be achieved by merging A and B and producing a new vague data 
C, where A, B, and C are three vague sets on U = {u1, u2, …, un}. Then the following 
three merging operations are defined: 

(a) )](1),(([ (|/)](1),({[ iAiACCV ufutwwfwtBAC −∃−=∪=  

}1)()))(1),(1max(

)(1))(),(max(
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(b) )](1),(([(|/)](1),({[ iAiACCV ufutwwfwtBAC −∃−=∩=  
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The processing of vague set redundancy can be extended to that of vague tuple 
redundancy. 

Definition 12. Let r be a vague relation on the relational schema R (A1, A2, …, An). 
Let t = <π (A1), π (A2), …, π (An)> and t’ = <π’ (A1), π’ (A2), …, π’ (An)> be two 
vague tuples in r. let α ∈ [0, 1] be a threshold. The vague tuples t and t’ are 
equivalently α-redundant if and only if min (SE (t [Ai], t’ [Ai]) ≥ α holds (1 ≤ i ≤ n). 

5   Vague Querying with SQL 

In relational databases, query processing refers to such procedure that the tuples 
satisfying a given selection condition are selected, and then the query results with the 
required formats are delivered to the user. These format requirements include which 
attributes appear in the result relation, and if the result relation is ordered and grouped 
over the given attribute(s). Therefore, a query can be seen as comprising two 
components, namely, a Boolean selection condition and some format requirements. 
For the sake of simple illustration, some format requirements are ignored in the 
following discussion. Then utilizing a standard relational query language, i.e., SQL, a 
basic query expression in SQL is given as follows: 

SELECT <attribute list> FROM <relation name> WHERE <selection condition> 

Here the select-clause specifies the target (output) attributes to be returned, which are 
separated by commas: Attribute1, Attribute2, …, Attributen. At least one attribute 
name must be specified in <attribute list>. The from-clause specifies the relations 
involved in the query and the where-clause specifies the conditions to be satisfied by 
the result of the query. 
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Classical relation databases have been widely used, but it is still suffer from a lack 
of query flexibility. The given selection condition and the contents of the relation are 
all crisp. In this context, a tuple will either definitely or definitely not satisfy the 
condition. In imperfect relational databases, however, a tuple may satisfy the selection 
condition with a certain possibility and a certain necessity degree even if the condition 
is crisp due to the fact that tuples are imperfect. On the other hand, imprecise 
information may exist in the selection condition, and the situation that a tuple may 
more or less satisfy the selection condition may also occur. For classical relational 
databases, however, a query with an imprecise selection condition is also useful in 
order to satisfy the requirement of decision making. Classical query processing is 
obviously too rigid for two cases. In general, a flexible query should satisfy the 
following two conditions [15]: 

(a) A qualitative distinction between the selected tuples is allowed. 
(b) Imprecise conditions inside queries are introduced when the user cannot define 

his/her needs in a definite way, or when a pre-specified number of responses are 
desired and therefore a margin is allowed to interpret the query. 

Typically, the case in (a) occurs when the queried relational databases contain 
imperfect information and the query conditions are crisp. For example, in a relation of 
student design, it is supposed that there are four students John, Jack, Mary, and Rose 
whose age are respectively interval values [13, 15], [14, 16], [17, 19], and [18, 20]. 
Now let us query this relation with the condition “age = 14.” Then John and Jack may 
satisfy the condition in some degrees, whereas Mary and Rose must not satisfy the 
condition. The case (b) typically occurs when the query conditions are imprecise even 
if the queried relational databases do not contain incomplete information. For 
example, there are four students Hans, Mary, John, and Rose whose age are 
respectively crisp values 15, 16, 18, and 19. Now let us query this relation with the 
condition with the condition “age is around 16.” Then the order that the four students 
satisfy the condition will be Mary, Hans, John, and Rose. It can be seen that flexible 
queries permit users to provide incomplete query conditions and the query results 
include the tuples satisfying the conditions definitely as well as the tuples satisfying 
the conditions partially. 

For vague relational databases, a basic query condition with form of A θ B may 
consist of vague comparison operations ααααα ≈,,,, pfpf , and α≈/  for “θ” and vague 

constants for “B”, where α is a threshold. Then under a given threshold, a tuple either 
satisfies the condition if the condition is true or does not satisfy the condition if the 
condition is false. Since the basic conditions are only evaluated true or false, complex 
query conditions comprised of basic conditions and logical operations can be 
evaluated true or false by means of 2VL. So based on the given threshold, all tuples in 
vague relation are divided into two parts for a query, namely, “answer part” and “no 
answer part”. Compared with the queries for relational databases containing partial 
values and null values [16], the query answers for vague relational databases are only 
sure answers. There are no possible answers to be included. The reason that this 
situation occurs is because of the usage of threshold. The basic conditions with which 
evaluations of similarity measure are less than the threshold are regarded as false. 
Therefore, depending on the different thresholds that are values in [0, 1], the same 
query for the same vague relation may have different query answers. The queries for 
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vague relational databases are concerned with the number choices of threshold. 
Therefore, the following syntax of SQL is used to represent the select sentence: 

SELECT <attribute list> FROM <relation name>  
WHERE <selection condition> [WITH SIMILARITY <threshold>] 

Where select-clause and from-clause are the same as the SQL in classical relational, 
<selection condition> is a vague select condition, and <threshold> is a crisp threshold 
in [0, 1]. Utilizing such SQL, one can get such tuples that satisfy the given select 
condition and the given threshold. Note that the item WITH SIMILARITY 
<threshold> can be omitted. The default of <threshold> is exactly 1 then. 

Here, a problem exists in vague queries, i.e., the strength of answers to the queries 
is unknown. Such information is useful sometimes.  

Table 2. Vague relation s 

Product ID Price 

9801 
9802 

[0.3,0.4]/240+[0.8,0.9]/260+[0.9,0.9]/280 
[0.7,0.8]/260+[0.9,1.0]/280+[0.4,0.5]/300 

For example, a vague relation is shown in Table 2. Consider the following query: 

SELECT ID FROM r  
WHERE Price ≈ [0.8, 0.8]/260 + [0.9, 1.0]/280 + [0.2, 0.3]/300 WITH 

SIMILARITY 0.8.  
Then 
SE ([0.3, 0.4]/240 + [0.8, 0.9]/260 + [0.9, 0.9]/280, [0.8, 0.8]/260+[0.9, 

1.0]/280+[0.2, 0.3]/300)=0.83>0.8 
SE ({[0.7, 0.8]/260 + [0.9, 1.0]/280 + [0.4, 0.5]/300}, {[0.8, 0.8]/260+[0.9, 

1.0]/280+[0.2, 0.3]/300})=0.9>0.8 

So products “9801” and  “9802” all satisfy the condition and become the query 
answers. It is clear that product “9802” satisfies the condition better than product 
“9801”. However, in query answers, they cannot be identified with respect to the 
satisfaction degrees. 

In order to estimate the strength of query answers, their restrictions are relaxed so 
that the basic query conditions are not only evaluated true or false according to the 
threshold. Here a multivalued logic (MVL) system is introduced, in which each 
logical value is number in [0, 1]. Based on the MVL, two basic query conditions X = 
Y and X > Y are defined as follows: 

(a) X = Y is evaluated to be a logical value µ (X = Y) = SE (X, Y) 
(b) X > Y is evaluated to be a logical value µ (X > Y), where 
µ  (X, Y) = 0, if min (supp (X)) ≤ min (supp (Y)) and max (supp (X)) ≤ max (supp 

(Y)) 
µ  (X, Y) = 1 – SE (X, Y), otherwise 
The logical operations AND, OR, and NOT under MVL are defined as min ( ), max 

( ), and complementation, respectively. Let µ1 and µ2 be logical values under MVL. It 
is clear that µ1 and µ2 are all in [0, 1]. Then 
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(a) µ1 AND µ2 = min (µ1, µ2) 
(b) µ1 OR µ2 = max (µ1, µ2) 
(c) NOT µ1 = 1 – µ1. 

For a query with complex query condition, the logical value that each tuple in the 
vague relation satisfies the condition can be evaluated according to the comparison 
operations and logical operations under MVL. This logical value can be seen as the 
strength that the tuple matches the condition. In general, the tuples whose strength is 
zero are ignored. Only the tuples whose strengths are larger than zero are permitted in 
query answers, and these tuples can be ranked by the descent of the strengths. When a 
threshold is given, the tuples that strengths are less than the threshold can be cut. 
Since the tuples in query answers are connected with the strengths matching the 
query, one can choose the tuple with the maximum strength from the query answers. 
After introducing MVL, the query answers can be measured through the matching 
strengths. 

In the example of Table 2, the matching strengths of product “9801” and “9802” to 
the given condition are 0.83 and 0.9, respectively. Such results demonstrate that 
product “9802” satisfies the condition better than product “9801”. 

6   Conclusions 

This paper concentrated on vague query in the vague relational databases. For this 
purpose, we proposed an extended relational database model, with an objective to 
provide a generalized approach for coping with imprecise data. In order to retrieve 
vague data by the well-established database query language, we incorporate the 
notion of vagueness into the relational data model and demonstrate how VSQL can be 
employed to formulate a wide range of queries. 
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Abstract. In this work an input-output recurrent neurofuzzy network is

used to identify and control DC motor. The known data are input-output

signals obtained directly from measurements of the system. The structure

of the network is linear in the consequent parameters and nonlinear in the

antecedent ones. The linearization of the antecedent parameters around

a suboptimal value is used to get a linear parametrization, and then a

Kalman filter is applied. Nonlinear constraints built into the structure are

proposed, and a new parameter initialization algorithm is presented. A

certainty equivalence control scheme with online adaptation is presented,

based on this model.

Keywords: Neurofuzzy Network, System Identification, Fuzzy Systems,

Certain Equivalence Control, Neural Networks Model.

1 Introduction

The neurofuzzy networks use the ability of fuzzy systems to emulate the human
fuzzy way of thinking and the learning capabilities of the neural networks [4].
Neural networks and fuzzy systems are, as noted by Cybenko [11], universal
approximators. This means that they can approximate any continuous smooth
function with an arbitrary degree of accuracy in a compact set. For this rea-
son, they have been used modeling and designing control systems. Recurrent
neurofuzzy networks are networks that contain feedback connections in some
or all layers within the network. These networks are useful when modeling and
identifying dynamic systems.

Training a neurofuzzy network is also a challenging task. The lumpiness in
convergence and the curse of dimensionality are challenges to be faced when
training processes. Simpler structures, designed for specific task, have been pro-
posed in order to deal with these problems [4].

The network proposed in [2] and [3] has proven to be useful identifying a typi-
cal benchmark non-linear system [12]. In this work we carry out the experimental
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PAPITT IN20009.
�� The work of Marcos A. Olvera-González is suported by CONACYT.
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validation of the input-output recurrent neurofuzzy network by identifying and
controlling an experimental DC motor with associated nonlinearities. This pa-
per is organized as following: in Section 2 the problem of the identification of a
SISO system is stated. In Section 3 the structure and training of the network
is presented, as well as the control of the system. The experimental results are
shown in Section 4. Finally, the conclusions are in Section 5.

2 System Identification

Take the following SISO system to be identified with input uk and output yk,
modeled by the difference equation

yk+1 = fd(yk, ..., yk−n+1, uk, ..., uk−m+1). (1)

The unknown function fd is continuous. The following assumptions are made for
this system:

– The system is stable in the sense that any bounded input will produce a
bounded output.

– The orders n and m of time-delays of the output and input, respectively, are
assumed known a priori.

– yk and uk, for k = 0, . . . , N are available.

The goal is to find an input-output recurrent neurofuzzy network with parame-
ters θ

ŷk+1 = f(ŷk, ..., ŷk−n+1, uk, ..., uk−m+1, θ), (2)

so that
supk|ŷk(·) − yk(·)| < ε, (3)

where ε > 0 is as small as possible [1].

3 Input-Output Recurrent Neurofuzzy Network

3.1 Structure

The Input-Ouput Recurrent Neurofuzzy Network (IORNN) is a nonlinear model
of the system. Each fuzzy rule contains a linear model of the system which
identifies the system in some region. The IORNN with nR rules has the following
structure
Ri: If ŷk is Ai then

ŷk+1 = [ci1, ..., cin]

⎡⎢⎣ ŷk

...
ŷk−n+1

⎤⎥⎦+ [hi1, ..., him]

⎡⎢⎣ uk

...
uk−m+1

⎤⎥⎦ ,
= cTi zk + hT

i ξk,

(4)



Identification and Speed Control of a DC Motor 241

where ci = [ci1, · · · , cin], zk = [ŷk, · · · , ŷk−n+1], hi = [hi1, · · · , hin] and ξk =
[uk, · · · , uk−m+1].

The membership functions are Ai(x) = μi = e−σ2
i (x−ςi)2 . The defuzzification

is made by a weighted average, so

ϕi
k =

Ai(ŷk)
nR∑
j=i

Aj(ŷk)

, (5)

and the network can be described by the following equation

ŷk+1 = (ϕ1
kc

T
1 + ...+ ϕnR

k cTnR
)zk + (ϕ1

kh
T
1 + ...+ ϕnR

k hT
nR

)ξk,

= (ϕT
k ⊗ zT

k )vect(CT ) + (ϕT
k ⊗ ξT

k )vect(HT ),
(6)

where ⊗ is the Kronecker product, vect(·) is the row vectorization into a single
column of the argument matrix, C =

[
cT1 , · · · , cTnR

]T , H =
[
hT

1 , · · · , hT
nR

]T and

ϕk =
[
ϕ1

k, · · · , ϕnR

k

]T . The parameters to be identified are: σ = [σ1, · · · , σnR ]T ,
ς = [ς1, · · · , ςnR ]T , C and H .

The approximation to the real system with output signal yk+1 is given by

yk+1 = f1(C, σ, ς, zk, ξk) + f2(H,σ, ς, zk, ξk) + ε̄k,
= f(C,H, σ, ς, zk, ξk) + ε̄k,

(7)

The approximation error ε̄k will be minimum (εk = minθ ε̄k) if the optimal values
for C, H , σ y ς are found, then

yk+1 = f(C∗, H∗, σ∗, ς∗, zk, ξk) + εk. (8)

3.2 Linearization of the Antecedent Parameters

In order to train the antecedent parameters of the network σ and ς, we propose to
obtain a linearization, so linear identification methods can be used. If the network
is near a local optimum for the antecedent parameters, then a linearization will
be taken place around the local optimum. For this purpose, an initialization
algorithm will be discussed in Section 3.4. We propose to expand the optimal-
valued network (that is, with the parameters θ = θ∗), around a suboptimal value
θ. So, the function f = f(θ∗) defining the optimal network will be expressed,
around its parameters θ, as.

f(θ∗) = f(θ) + (θ∗ − θ)T ∂f

∂θ∗

∣∣∣∣
θ∗=θ

+R(θ, θ∗), (9)

where θ =
[
vect(CT ), vect(HT ), σ, ς

]T and R(θ, θ∗) represents the higher-order
terms in the expansion. Given that direct measurements of the output, it can be



242 E. Berrospe, M.A. González-Olvera, and Y. Tang

considered for training that zk = [yk, ..., yk−n+1]T . Given that f is linear in the
consequent parameters C, H , the expansion can be written as

f(θ∗, zk, ξk) = f(C,H, σ, ς, zk, ξk) + f(C∗ − C,H∗ −H,σ, ς, zk, ξk)

+(σ∗ − σ)T ∂f

∂σ∗

∣∣∣∣
θ

+ (ς∗ − ς)T ∂f

∂ς∗

∣∣∣∣
θ

+R(θ, θ∗). (10)

Given that yk+1 = f(C∗, H∗, σ∗, ς∗, zk, ξk) + ek and
ŷk+1 = f(C,H, σ, ς, zk, ξk), subtracting both equations ỹk+1 = yk+1 − ŷk+1

ỹk+1 = (σ∗ − σ)T gk + (ς∗ − ς)Thk + (ϕT
k ⊗ zT

k )vect((C∗ − C)T )
+(ϕT

k ⊗ ξT
k )vect((H∗ −H)T ) + ϑk,

= σ̃T gk + ς̃Thk + (ϕT
k ⊗ zT

k )vect(C̃T ) + (ϕT
k ⊗ ξT

k )vect(H̃T ) + ϑk,
(11)

where ϑk = R + εk, ρk =
∂f

∂σ∗

∣∣∣∣
θ

, !k =
∂f

∂ς∗

∣∣∣∣
θ

, C̃ = C∗ − C, H̃ = H∗ − H ,

σ̃ = σ∗ − σ and ς̃ = ς∗ − ς.
The equations (12) and (13) express the calculus of the partial derivatives of

f1 with respect to the parameters σ. The partial derivatives with respect to the
parameters ς can be found in the same way.

∂f1

∂σ∗

∣∣∣∣
σ

=
∂ϕT

∂σ
Cz(k) (12)

∂ϕT

∂σ
= 2

⎡⎢⎢⎢⎣
σ1(yk−ς1)2∑

j μj
μ1

...
σn(yk−ςn)2∑

j μj
μn

⎤⎥⎥⎥⎦ ⊗
[
μ1 · · · μn

]
− 2diag

([
σ1(yk−ς1)2∑

l μl
μ1 · · · σn(yk−ςn)2∑

l μl
μn

])
(13)

Rewriting the equations, the following linearized model respect to the parameters
is obtained

ỹk+1 = Gkθ̃ + ϑk = Gkθ̃k + ϑk, (14)

where θ̃ = θ∗ − θ and Gk =
[
ϕT

k ⊗ zk, ϕ
T
k ⊗ ξT

k , ρk, !k

]T .

3.3 Nonlinear Constraints for the Parameters

It is desirable to avoid that the parameters ς take values such that the fuzzy sets
would be out of the operation region of the system. Also, for reasons that will be
discussed in Section 3.7, the parameters of the first column of the matrix H are
to be kept with the same sign. We propose to implement nonlinear constraints
to the parameters which may take undesired values. The constrains proposed
here are similar to those of proposed in [3].

The constrains are implemented using nonlinear sigmoid functions φ. The con-
strained parameter x is defines as x = φ(x̌). The functions φ have the following
characteristics:
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– φ(x̌) ∈ (a, b), a ∈ �, b ∈ �
– φ(x̂) = x̂
– limx̌→∞ φ(x̌) = a
– limx̌→−∞ φ(x̌) = b

– 0 ≤ ∂φ

∂x̌
≤ 1

where a is the superior bound, b the inferior one, and x̂ is the initial condition
of the constrained parameter

Once the constrains are implemented the network equations become:

yk+1 = f1(C, σ, ς̌ , zk) + f2(H̄, ȟc1, σ, ς̌ , ξ̄k, uk) + ε̄k,

= f(C, H̄, ȟc1, σ, ς̌ , zk, ξ̄k, uk) + ε̄k,
(15)

where H̄ is H without its first column H̄ = [hc2, hc3, ..., hcnR], ξ̄ is ξ without
the its first element ξ̄ = [uk−1, ..., uk−m+1]T , hc1 = φh(ȟc1) is the first column
of H and ς = φς(ς̌).

By expanding in Taylor series we get

f(θ∗, zk, ξk) = f(C,H, σ, ς̌ , zk, ξ̄k, uk) + f(C̃, H̄∗ − H̄, σ, ς̌ , zk, ξ̄k, uk)

+(ȟ∗c1 − ȟc1)T ∂f

∂ȟ∗c1

∣∣∣∣
θ

+ (σ∗ − σ)T ∂f

∂σ∗

∣∣∣∣
θ

+(ς̌∗ − ς̌)T ∂f

∂ς̌∗

∣∣∣∣
θ

+R(θ, θ∗).

(16)

Finally
∂f

∂ȟ∗c1

∣∣∣∣
θ

=
∂φh

∂ȟ∗c1
ϕTuk,

∂f1

∂ς̌∗

∣∣∣∣
ς̌

=
∂ϕT

∂ς̌
Cz(k), (17)

∂ϕT

∂ς̌
= −2

⎡⎢⎢⎢⎣
∂φς1
∂ς̌1

σ2
1(yk−ς̌1)∑

j μj
μ1

...
∂φςn

∂ς̌n

σ2
n(yk−ς̌n)∑

j μj
μn

⎤⎥⎥⎥⎦⊗ [
μ1 · · · μn

]
+2diag

([
∂φς1
∂ς̌1

σ2
1(yk−ς̌1)∑

l μl
μ1 · · · ∂φςn

∂ς̌n

σ2
n(yk−ς̌n)∑

l μl
μn

])
.

(18)

Which is similar to (13).

3.4 Parameter Initialization Algorithm

The parameter initialization algorithm is proposed in order to begin the training
of the network with some θ such that the loss function were near some local
minimum. So (θ∗ − θ) and R were also small. In [2] and [3] an algorithm is
proposed. Here we propose the next algorithm:

1. Excite the system small amplitude signals and different offset values, such as
the system outputs were inside some small bounded operation region. There
are as many signals as fuzzy rules.
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2. Using the least squares method find lineal models corresponding to each
rule, which identify the system inside the small bounded operation region
and whose structure is that of the linear models of the consistent part of the
fuzzy rules of the network (see equation (4)).

3. Initialize C and H with the parameters ci and hi of the previous step.
4. Initialize ςi with values inside the operation regions.
5. Initialize σi with values so that the operation regions are cover with the

fuzzy sets Ai.

3.5 Training Using Kalman Filter

Once the network has been initialized near a local minimum the difference (θ∗ −
θ) and R can be assumed to be also small. With this in mind, the optimized
linearized model (14) can be described by

θ̂k+1 = θ̂k + ωk, ŷk+1 = Gkθ̂k − ε̄k, (19)

As there is no direct knowledge about θ̂, and there exist some perturbations such
as ωk and ε̄k whose effect must be taken into account. A Kalman filter-based
algorithm is used to train the network and then find the estimates θ̂ as in [9].
The filter is defined by the following equations

θ̂k = θ̂k−1 +Kk(yk −Gkθ̂k−1), (20)

Kk =
Pk−1G

T
k

R2 +GkPk−1GT
k

, (21)

Pk = Pk−1 − Pk−1G
T
k GkPk−1

R2 +GkPk−1GT
k

+R1. (22)

where E[ωωT ] = R1, E[ε̄ωT ] = R2 and E[x0x
T
0 ] = P0

3.6 Training Using Steepest Descent Algorithm

In order to estimate the parameter on-line the steepest descent algorithm is
used, that is a gradient-based algorithm. We use an algorithm to estimate the
parameter on-line because we want the system to adapt to the changes in the
operation regime when applying a certain equivalence control.

If the loss function is chosen as Vk+1(θ) = 1
2 (ŷk+1 − yk+1)2, the gradient can

be obtained by

g =
∂V (θ)
∂θ

= (ŷk+1 − yk+1)Gk. (23)

Then θ is adjusted as follow

θk+1 = θk − ηgk, (24)

where η is a positive constant.
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3.7 Certain Equivalence Control

Once the system has been identified we apply a certain equivalence control based
in the network. For this, we rewrite (6) as

ŷk+1 = (ϕT
k ⊗ zT

k )vect(CT ) + ϕT
k H̄ξ̄k + ϕT

k hc1uk, (25)

If ϕT
k hc1 �= 0, we can find the next certain equivalence control

uck =
1

ϕT
k hc1

(−(ϕT
k ⊗ zT

k )vect(CT ) − ϕT
k H̄ξ̄k + ν). (26)

If the constraints to hc1 were not considered the elements of hc1 may have values
with different signs and it is not possible to guarantee that ϕT

k hc1 �= 0 for all
ϕT

k . ν is defined as

ν = y(k+1)d − k1ek − k2ek−1 − · · · − kp+1ek−p, (27)

where y(k+1)d is the desired output in the time k + 1 and ek = yk − y(k)d is
the control error in the time k. In order to have ek = 0 is necessary for the roots
of zp+1 +k1z

p +k2z
p−1 + · · ·+kp+1 to have all its roots inside the unitary circle.

In the ideal case where εk of (15) is zero, then we would have limk→∞ek = 0.
If εk �= 0, but is bounded, it can de assumed that the system has the following
structure yk+1 = fy + fyuk + ζk, and is identified by ŷk+1 = f̂y + f̂yuk.

We define f̃y = f̂y − fy and f̃u = f̂u − fu, by applying the control to the
original system we get

yk+1 = fy + fy( 1
f̂u

(−f̂y + ν)) + ζk

= fy − f̂y + f̂y + (fu−f̂u+f̂u

f̂u
(−f̂y + ν)) + ζk

= f̂y − f̃y + ( f̂y−f̃y

f̂u
(−f̂y + ν)) + ζk

= f̂y + f̂y

f̂y
(−f̂y + ν) − f̃y + f̃y

f̂y
(+f̂y − ν) + ζk

= ν − (f̃y + f̃uuk) + ζk = ν + ỹk+1 + 2ζk

(28)

so the tracking error depends on the identification error as proved in [10].

4 Experimental Results

The MT150F is a DC motor, part of the system MS150, developed by Feed-
back.inc. The system MS150 has several parts, we use some of them in order to
built a physical system whose input is a voltage and whose output is the voltage
generated in a taco-generator proportional to the angular speed of the motor.
The highest output is 13 V . Just for practicity the voltage of the taco-generator
is divided by 13 V , so a normalized and adimentional output is found.

The control and the on-line estimation of parameters are implemented using
a personal computer. A data acquisition board NI USB-6009 is used to com-
municate the physical system with de computer. The analog outputs of the NI
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Fig. 1. Physical system (MS150)

USB-6009 have a resolution of 12 bits and a range from 0 to 5 V . So to generate
bipolar outputs it is necessary to add an offset, in software, to the control signal.
This offset is eliminated using analog adders (parts of the system MS150). The
analog inputs of the NI USB-6009 have a resolution of 14 bits and a range from
-20 to 20 V .

The output of the taco-generator is noisy, so a digital second order low pass
filter is implemented in software. The filter has a cut-off frequency of 53 HZ, this
frequency is chosen because do not eliminates the frequency at which the system
operates and rejects the high-frequency noise and the 60 Hz noise produced by
the electric installation. The difference equation of this filter is yi = 0.5236xi +
0.5236xi−1 + 0.0472yi−1.

In order to get input-output data, information to train the network, the system
was exited with the signal shown in Fig. 2.

0 10 20 30 40 50 60 70 80

−0.2

−0.1

0

0.1

0.2

t

u(
t)

Fig. 2. Input

The number of fuzzy rules used to identify the system was nR = 3. The initial
value of P was P = 108I. R1 and R2 were chosen as R1 = 108I and R2 = 0.995.
The initialization algorithm of the Section 3.4 was used. The parameters hc1
and ς were forced to be near its initial values using constrains with the following
form x = r tanh(x̌1 +s)−t. So, it is guaranteed that these parameters will never
take undesired values.

In the Fig. 3, the solid line is the output of the physical system and the dashed
line is output of the trained network. The approximation error has a RMS value
of 0.0693.

The first figure of Fig. 4 shows the response of the system when certain equiva-
lence control based on the network is applied to the system. The reference signal
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Fig. 3. a) Outputs. b) Approximation errors.

is an step with an amplitude of 0.5. ν is defined as ν = y(k+1)d+0.99ek−0.08ek−1.
In order to test the control algorithm, a perturbation via a magnetic brake is
applied . The system tracks the reference signal, but when the perturbation is
applied the tracking error becomes greater. To overcome this problem, the pro-
posed on-line adaptation algorithm (24) is used with η = 0.000001. In the second
figure of Fig. 4, it can be seen how the system which uses the on-line adaptation
algorithm tracks the reference when the brake is applied.

Fig. 4. Step response of the system without and with on-line estimation of parameters

5 Conclusions

The network proposed has proven to be useful identifying a physical system.
The ability of the network to identify the system is good enough as to make it
unnecessary to add a PID control, as proposed in [3], to compensate the error in
the identification. The network can be used as an accurate model of the system
for other applications. As well other control schemes based in a model can be
used.
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When the perturbation is applied the tracking error becomes greater, problem
that was solved by using an on-line adaptation of parameters, which may also
be useful when there exists some time-variant parameters.

The non-linear constrains first proposed in [3] just for the antecedent parame-
ters has been extended to the hc1 parameters. This constrains are very important
when a certain equivalence control is applied because they do not allow the in-
determination of the control signal. In the other hand the constrains to the
antecedent parameters are useful to preserve the previous knowledge about the
network.
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Abstract. A control strategy, composed by a neural observer and a fuzzy 
supervisor, for an anaerobic process is proposed in this paper. A recurrent high 
order neural observer (RHONO) is developed to estimate variables difficult to 
measure (biomass and substrate) in a completely stirred tank reactor (CSTR). 
The recurrent high order neural network (RHONN) structure is trained by an 
extended Kalman filter. The fuzzy supervisor uses estimations of biomass and 
methane production to detect biological activity inside the reactor and to apply 
an L/A (logarithm/anti-logarithm) control action if required in order to avoid 
washout. The applicability of the proposed scheme is illustrated via simulation.  

Keywords: Recurrent high order neural observer, fuzzy control, anaerobic 
digestion. 

1   Introduction 

Anaerobic digestion is an encouraging method for wastewater treatment. The products 
(biogas and treated water) have value and can be used to offset treatment costs. 
However, this bioprocess is sensitive to variations on the operating conditions, such 
as pH, temperature, overloads, etc. In addition, some variables and parameters are 
hard to measure due to economical or technical constraints. Then, estimation and 
control strategies are required in order to guarantee adequate performance. 

In biological processes there exist variables hard to measure, which can be 
necessary for process control [1]. The last two decades, the interest to improve the 
operation of bioprocesses, by applying advanced control schemes [2], [3], [4], has 
increased significantly. Control objectives focus on output pollution regulation, 
biogas production and process stability. On the other hand, observer synthesis is a 
priority to estimate variables, which are key for control strategies but difficult to be 
measured. Different observers have been proposed [5], [6]; recently, fuzzy and neural 
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networks algorithms have been used to design observers and controllers for 
bioprocesses [1], [7], [8], [9], [10], [11]. Complete knowledge of the system model is 
usually assumed in order to design nonlinear estimators; nonetheless this is not 
always possible. In some cases especial nonlinear transformations are proposed, 
which are not often robust in presence of uncertainties. An interesting approach for 
avoiding the associated problem of model-based observers is neural networks. Neural 
observers require feasible outputs and inputs measures and a training algorithm in 
order to learn the process dynamics, and the model knowledge is not strictly 
necessary [12], [13], [14]. 

In this paper, a hybrid intelligent control scheme is proposed for an anaerobic 
wastewater treatment process, which takes place in a CSTR. First, a RHONO is 
designed to estimate biomass and substrate. The observer structure uses the 
hyperbolic tangent as activation function and is trained using an extended Kalman 
filter (EKF). The main advantage of this observer is high performance and reduced 
complexity. After that, a fuzzy supervisor is implemented in order to apply a control 
action (dilution rate) as a function of the operating conditions: if a small input 
disturbance arrives the supervisor allows the process to operate in open loop, if a large 
disturbance arrives the supervisor applies the control action avoiding washout. The 
supervisor is based on the Takagi-Sugeno algorithm and requires only one variable: 
organic daily load per biomass unit (ODL/X2). 

2   Anaerobic Digestion Process 

2.1   Process Description 

Anaerobic digestion (AD) is a biological process in which organic matter (substrate) 
is degraded by micro-organisms (biomass), in absence of oxygen. Such degradation 
produces biogas, consisting primarily of methane (CH4) and carbon dioxide (CO2). 
AD is developed in four successive stages: hydrolysis, acidogenesis, acetogenesis and 
methanogenesis. The last stage is the slowest one; it imposes the global dynamics and 
is considered as the limiting step. Then, special attention is focused on this stage. 

A functional diagram proposed in [15] is shown in Fig. 1. Biomass is classified as: 

1X , corresponding to hydrolytic, acidogenic and acetogenic bacteria and 2X , 

corresponding to methanogenic bacteria. The organic load is classified in 1S , the 

components equivalent glucose, which model complex molecules and 2S , the 

components equivalent acetic acid, which represent the molecules directly 
transformed in acetic acid. 

Thus, a mathematical model is deduced as follows. On one side, the physical-
chemical phenomena are modeled by a set of five algebraic equations (1), which 
represent the chemical acid-base equilibrium and the conservation of materials. On 
the other side, the biological phenomena are modeled by a set of six ordinary 
differential equations (2), which represent the dynamical part of the process. Finally 
the gaseous phase ( 4CH  and 2CO ) is considered as the process outputs (3). For more 

details, the reader is referred to [16]. 
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Fig. 1. Functional diagram of the anaerobic digestion 
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where HS is non ionized acetic acid (mol/l), H +  ionized hydrogen (mol/l), S − ionized 
acetic acid (mol/l), 2dCO  dissolved carbon dioxide (mol/l), B  measured bicarbonate 

(mol/l), IC  inorganic carbon (mol/l), Z  the total of cations (mol/l), 1inS  the fast 

degradable substrate input (mol/l), 2inS  the slow degradable substrate input (mol/l), 

inIC  the inorganic carbon input (mol/l), inZ  the input cations (mol/l) and inD  the 

dilution rate (h-1). 

2.2   Problem Statement 

Methanogenesis is very sensitive to variations on substrate concentration and biomass 
increase can be stopped by an excessive substrate production in the previous stages 
[1]. Depending on the amplitude and duration of these variations, the environment can 
be acidified avoiding biomass growth and even producing bacteria death; besides, the 
hydraulic overloads can lead the process to washout (absence of active bacteria inside 
the reactor). From these situations, the substrate degradation and the methane 
production can be blocked and the process is stopped. Then, monitoring the process 
behavior and implementation of control strategies are important tasks in view to 
guarantee an adequate operation. The main idea is to develop efficient control actions, 
easy to implement. 

Methane production, biomass growth and substrate degradation are good indicators 
of biological activity inside the reactor. These variables can be used for monitoring 
the process and to define control strategies. Nowadays, there exist commercial biogas 
sensors, which allow methane and carbon dioxide to be measured on-line [17]. 
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However, substrate and biomass measures are more restrictive. The existing biomass 
sensors are quite expensive, are designed from biological viewpoint and then, they are 
not reliable for control purposes. Furtheremore, substrate measure is done off-line by 
chemical analysis, which requires at least two hours. Then, state observers are an 
interesting alternative in order to deal with this situation. 

3   Neural Networks Observer for Biomass and Substrate 
Estimation 

An artificial neural network (NN) is a massively parallel distributed processor and 
consists of a finite number of neurons, which are interconnected to each other. One 
very useful NN structure is the recurrent NN. This recurrent structure has a profound 
impact on the learning capability of the NN and on its performance [18]. This 
structure also offers a better suited tool to model and control nonlinear systems [12]. 
Using neural networks, control algorithms can be developed to be robust to 
uncertainties and modeling errors. Recurrent high order neural networks (RHONN) 
[19] are a generalization of the first-order Hopfield networks. 

3.1   Observer Development 

The considered RHONO structure is displayed on Fig. 2 and is based on that proposed 
in [20]. 

 

Fig. 2. Observer scheme 

where nx∈R  is the state vector, mu ∈R  the input vector, py ∈R the output vector, 

( ( ))h x k  a nonlinear function of the system states, ( ) nd k ∈R  a disturbance vector, 

( )e k  the output error and ( , )F • •  a smooth vector field.  

In this paper, model (1)-(3) is transformed to discrete time. After that, a neural 
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with the output given as: 

4 1 2 2 2
ˆ ˆˆCHY R R Xμ=  (6) 

2 2 3 2 2
ˆˆ ˆˆCOY R R Xλ μ=  

(7) 

The neural network is trained with an EKF [21]. For EKF-based neural network 
training, the network weights become the states to be estimated. The error between 
the neural network output and the measured plant output can be considered as additive 
white noise. The training goal is to find the optimal weight values, which minimize 
the predictions error. Besides, it is assumed that 

4 2
, ,CH COpH Y Y measures are available, 

as well as the system inputs. The proposed observer has a parallel configuration and 
the EKF training is performed on-line. The hyperbolic tangent is used as the 
activation function: 

( )( ) tanhS x xα β=  (8) 

with 1α β= = . Equation (8) is used because the antisimetric functions allow the NN 

to learn the respective dynamics in a faster way in comparison with other functions, as 
explained in [22]. In addition, the hyperbolic tangent derivative is easily obtained. 

The proposed observer is tuned as follows. The covariance matrices are initialized 
as diagonals and verifying the next inequality: 

(0) (0) (0)i i iP R Q> >  (9) 

This condition implies that a priori knowledge is not required to initialize the vector 

weights [23]. In fact, higher entries in (0)iP correspond to a higher uncertainty in the 

a priori knowledge. It is advisable to set (0)iP in a number of the order of 100-1000 

and so on for the other covariance matrices (9). In this way, the covariance matrices 
for the Kalman filter are initialized as diagonals, with nonzero elements: 

1 2 3

1 2 3

1 2 3

(0) (0) (0) 1000,

(0) (0) 10, (0) 1,

(0) (0) 1, (0) 0.1.

P P P
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 (10) 

An arbitrary scaling can be applied to (0)iP , (0)iR and (0)iQ  without altering the 

evolution of the weight vector. Since the NN outputs do not depend directly on the 
weight vector, the matrix H is initialized as (0) 0iH = .  

It is assumed that weights values are initialized to small random values with zero 
mean value and normal distribution. The learning rate (η ) determines the magnitude 

of the correction term applied to each neuron weight; it usually requires small values 
to achieve good training performance. To this end, it is bounded as 0 1η< < . More 

details concerning the parameters settings are discussed in [23]. 
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The Luenberger-like observer gain ( g ) is set by trial and error; unfortunately there 

is a shortage of clear scientific rationale to define it. However, it is bounded to 
0 0.1g< <  for a good performance on the basis of training experience.  

3.2   Validation 

The process model and the observer are implemented using Matlab/Simulink™. The 
observer is initialized at random values to verify the estimation convergence. In order 
to test the observer sensitivity to change on inputs, a disturbance (100% 2inS  increase) 

on the input substrate is incepted at t = 200 hours and eliminated at t = 500 hours. 
Also, a parameters variation on the biomasses growth rates is considered: a 30% 
positive variation in 2maxμ  and 30% negative variation in 1maxμ . 

The performance of the proposed RHONO is illustrated in Fig. 3. Even though the 
observer is initialized at a random value, its convergence is ensured. It is clear that the 
biomass and substrate are well estimated since beginning. Thus, the proposed neural 
observer is a good alternative to estimate those important states of the considered 
anaerobic process.  
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Fig. 3. Neural observer performance with variation in 1maxμ , 2 maxμ and a disturbance in 2inS  

4   Hybrid Intelligent Control Scheme 

Anaerobic digestion is able to work adequately even in presence of small 
disturbances. However, in presence of large disturbances, a control law is required in 
order to maintain the process stability. Then, supervision of key variables is a very 
important task. 

4.1   Design of a Control Strategy 

The ODL/X2 is the quantity of organic load that a unit of biomass can treat in a 
working day and is important regarding process stability. It is defined as: 

2

2 2 _ 0
ˆ

2
ˆ

k

X

D A S
ODL

X
=  (11) 

where kD is the dilution rate (h-1), 2A  a disturbance amplitude on the substrate input 

2inS (mol/l), 2 _ 0S  the initial value of the substrate 2S  (mol/l) and 2X̂ is the estimated 

biomass 2X  (AU). 
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In presence of a disturbance on 2inS , ODL/X2 can abruptly increase up to a value, 

which exceeds the conditions of stability limits (critical value); therefore the process 
tends to washout or system instability.  If ODL/X2 is above its critical value then a 
control law must be applied in order to allow biomass growth, and hence, diminishing 
ODL/X2 and stabilizing the system. In contrast, if the ODL/X2 is under its critical 
value then the system can work in open loop. Depending on the ODL/X2 value, 
commutation between operating modes (open loop, closed loop) is done by a Takagi-
Sugeno fuzzy supervisor. This commutation takes place progressively in order to 
avoid abrupt switching. The fuzzy sets are defined as in Fig. 4. 
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Loop

Closed 
Loop

ODL / X2

LOW HIGH

1

C1 C2  

Fig. 4. Fuzzy sets for the supervisor 

For closed loop, the control action is generated by an L/A controller, which is the 
best suited approach for anaerobic processes as concluded in [24]. It considers 
dilution rate changes as: 
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whereα , Δ and maxD are regulation parameters, *B is the bicarbonate setpoint (mol/l) 

and *D is the dilution rate at equilibrium (h-1). 
The control law (12) offers advantages such as: a) It takes into account physical 

process constraints (positivity), and actuator saturation, and b) it does not require 
knowing the mathematical model of the process.      

4.2   Validation  

The proposed intelligent strategy is implemented using Matlab/Simulink™. A typical 
disturbance is considered: a 2inS  step with amplitude 2 0.5A =  (50% 2inS  increase)  
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Fig. 5. Hybrid intelligent control scheme performance considering a small disturbance on 2inS  

is incepted at t = 200 hours. The proposed scheme performance is illustrated in  
Fig. 5.  

As can be seen in Fig. 5, the proposed scheme detects that 2A  is a small 

disturbance; hence, a control action is not needed. Due to  system capability to reject 
this small perturbation, then it is operated in open loop.  

On the other side, a 2inS  step, with amplitude 2 2.2A =  (220% 2inS  increase) is 

incepted at t = 200. The proposed scheme performance is displayed on Fig. 6. In this 
case, the proposed scheme detects that 2A  is a large disturbance; hence, a control 

action is applied. System operating is ensured due to the control strategy applied, even 
though a large perturbation is incepted. 

From a qualitative comparison, it can be concluded that the proposed strategy is 
easier to design with respect to other approaches, such as those described in [10], 
[11]; neither a system identification nor adaptive control schemes are required. 
Moreover, high performances are obtained. 
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Fig. 6. Hybrid intelligent control scheme performance considering a large disturbance on 2inS  
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5   Conclusions 

A RHONO, which is trained with an EFK, is proposed in this paper. The goal is to 
estimate the biomass concentration and substrate degradation in an anaerobic 
digestion process considering a CSTR with biomass filter, which is operated in 
continuous mode. The training of the RHONO is performed on-line. The variables are 
estimated from methane and carbon dioxide flow rates which are commonly measured 
in this process. Also, pH  and system inputs measurements are assumed. Simulation 

results illustrate the effectiveness and robustness of the proposed RHONO. 
Furthermore, a hybrid intelligent control scheme for an anaerobic wastewater 

treatment process is proposed in order to avoid washout. The fuzzy supervisor detects  
biological activity inside the tank reactor, on the basis of estimated biomass, and 
applies a control action. Simulations results are very encouraging. 

Since one of the limiting factors for the implementation of the control strategies is 
the lack of on-line sensors, these neural observer outcomes are an interesting 
alternative to be applied. Thus research efforts are proceeding in order to implement 
the neural observer and the hybrid intelligent control scheme in real-time. 
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Abstract. A sequential strategy for searching out the eigenvalues and

eigenvectors of a real symmetricHamiltonianmatrix byGeneticAlgorithm

(GA) is proposed and its workability demonstrated. The fitness landscape

is generated from the gradient of the Rayleigh quotient (RQ) for the state

concerned in such a way that the achievement of fitness maximum con-

dition isolates the corresponding eigenvalue and eigenvector . An avenue

for computing the excited eigenvalues is suggested and an inverse iteration

scheme is invoked to accelerate the convergence. The non-linear problem

of diagonalization of the Hamiltonian with simultaneous optimization of

the basis set is explored.

Keywords: Stochastic diagonalization, diagonalization by GA, diag-

onalization with basis optimization, sequential search for eigenvalues,

Rayleigh quotient minimization, etc.

1 Introduction

Eigenvalue problems constitute an important branch of linear algebra and often
arise naturally while studying linearized motion in a physical system [1,2,3,4,5,6,
7,8,9,10]. A full solution of the eigenvalue problem yields important information
concerning the level-structure and stability of the system, wave propagation,
decay, etc. In quantum mechanics, observables of interest are represented by
hermitian operators. The Hamiltonian operator (Ĥ) is one such operator repre-
senting energy.

In calculating the spectrum of H one generally proceeds by introducing a fixed
orthonormal basis set (φi) for expanding ψ (ψ =

∑N
i=1ciφi) and performs a linear

variational calculation leading to a N - dimensional matrix eigen value problem
� Corresponding author.
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HC = EC. The diagonalization of H yields the eigenvalues and eigenvectors.
This general problem continues to attract attention. Ahlrichs and Tsereteli [11]
have recently proposed an excellent technique for extracting all the eigenvalues
of H . The problems relating to extraction of few eigenvalues have been recently
reviewed by Killingbeck and Jolicard [12].

One way to handle the matrix eigenvalue problem could be to reduce it to an
optimization problem and then invoke an efficient search strategy to find a scalar
ai and vector Xi such that the equation HXi = aiXi is satisfied. In this context,
methods based on extremization of Rayleigh quotient could be explored [3]. It is
indeed a paradigm shift when we talk about a stochastic route to isolating a few
eigenvalues of a hermitian hamiltonian. Although there have been some attempts
in this direction [13, 14, 15], a lot remains to be done to make the stochastic
methods competitive with the currently available deterministic methods. We
demonstrate in this communication that the Genetic Algorithm (GA) can be
invoked to handle the problem concerned by taking the norm of the gradient of
the Rayleigh quotient (∇ρ) as the objective function and an appropriate function
of ∇ρ as the generator of a fitness landscape [10] . The resulting algorithm may
be used for extracting the eigenvalues sequentially, starting from the lowest one.
More importantly, one can easily enlarge the scope of the algorithm by using
a variable basis and use GA for the simultaneous optimization of the linear
and non-linear parameters in the basis functions while diagonalizing H . We
may mention here that like the modified GA-Jacobi method developed earlier
[14], the GA driven Rayleigh quotient minimization method too, is inherently
parallelizable, a feature which has, however, not been exploited in the present
dispensation.

2 The Method

2.1 Diagonalization in a Fixed Basis : Lowest Eigenvalue and Vector

GAs [13,14] simulate evolution of a population of probable solutions on a fitness
landscape. The evolution takes place under the action of genetic operators (GO)
like selection, crossover and mutation so as to maximize the average fitness of
the population. The Genetic operators act on the individual members of the
evolving population, each member being represented in the form of either a
binary string, or an integer string or a string of floating point numbers. In our
formulation, we will be working with strings of floating point numbers, each of
which represents some variable to be optimized. In the present context, they
stand for the amplitudes of the evolving wavefunction projected on a given basis
set. Thus, taking ψi to be the ith plausible wavefunction string (solution) present
in the evolving population we write [Φp is an orthonormal basis containing, let
us say, ‘m′ adjustable non-linear parameters α = (α1, α2, . . . , αm)]

ψi =
n∑

p=1

cpiφ
α
p i = 1, 2, · · ·np (1)



Workability of a Genetic Algorithm Driven Sequential Search 261

the corresponding string si would be given by

si ≡ (c1,i, · · · cl,i, · · · cn,i, α1i, α2i, . . . , αmi) (2)

while another string sk would be similarly represented by

sk ≡ (c1,k, · · · cl,k, · · · cn,k, α1k, α2k, . . . , αmk) (3)

Each of the strings (si) would have a unique value of fitness (fi) associated with
it, fi being defined as follows. Assuming the basis {Φα

p } to be orthonormal, we
may transform the Hamiltonian operator (Ĥ) into an appropriate Hamiltonian
matrix H (α), and set out for defining the Rayleigh Quotient ρi for the ith
wavefunction string ψi ≡ si, for the ground state of the system defined by the
Hamiltonian matrix H (α) for the particular set of non-linear basis parameters
α as follows:

ρi =
C†

i H(αi)Ci

C†
i Ci

(4)

If Ci happens to be the ground eigenvector of H (i.e. ψi is the ground state
eigenfunction of Ĥ(αi))

∇ρi =
2[H − ρi.�]Ci

C†
i Ci

= 0, (5)

a condition that will not be generally satisfied by any one of the wavefunction
strings in the starting population, except by an accident. Therefore, we can make
use of ∇ρi as the generator of fitness landscape by taking

fi = e−λ(∇ρi)†∇ρi (6)

where λ is a real number chosen to take care of numerical overflow or underflow.
Clearly, fi → 1, as ∇ρi → 0, a situation that signals that we have hit the

true ground state eigenvector in Ci.For selection, roulette wheel with slot widths
proportional to fitness values is spun np times (np = population size) and the
position of the pointer is noted. It is expected that the scheme will allow us
to copy a larger number of strings with higher fitness onto the mating pool
since higher fitness means wider slots on the wheel. Crossover operation is now
carried out on a pair of strings allowing partial information exchange between
them with a probability pc. Suppose, the basis set is a fixed one and the pair of
strings (sk, sl) have been randomly selected for crossover at the pth site chosen
randomly with probability pc. The crossover operator now creates a pair of new
strings (s′k, s

′
l) where

s′k =
(
c1k, c2k, · · · c′pk, cp+1,k · · · cnk

)
(7)

s′l =
(
c1l, c2l, · · · c′pl, cp+1,l · · · cnl

)
(8)

and

c′pk = fcpk + (1 − f)cpl (9)
c′pl = (1 − f)cpk + fcpl , (10)
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with f [0, 1] being drawn from a randomly distributed set of values and the non-
linear parameter set does not change. f plays the role of a mixing parameter
responsible for creation of new strings [9-11]. Usually, only a certain percent-
age of strings (75%) in the population are made to undergo crossover. Once the
operation crossover is complete, all the strings in the post selection and post
crossover phases are made to suffer a low intensity and low probability event
called mutation with probability pm. In the case of a binary coded string mu-
tation randomly flips one bit with probability pm (0 → 1, 1 → 0). In a floating
point string, however, mutation is a user-defined operation and in our case, it
has been operationally defined as follows:

Let q be the site chosen for mutation on the ith string with a pre-set proba-
bility pm. Then, the amplitude c′qi is going to suffer mutation [9] as follows

c′′qi = c′qi + (−1)Lr.s (11)

Here L is a random integer, r a random number (0,1) and s is the intensity of
mutation specified by the user. s can be static (held fixed in every generation)
or a dynamic one (value changes as a function of the number of generations
elapsed). For screening, we have adopted the strictly elitist strategy.

2.2 Finding Higher Eigenvalues and Eigenvectors in a Fixed Basis

For the eigenvector (eigenvalue) of the next higher state a slightly different strat-
egy has to be adopted. This is based on the principle that the Rayleigh quotient
(ρ) has a minimum at the vector corresponding to the lowest eigenvalue and a
saddle point for every other eigenvector of H . However, locating a saddle point
is a much more difficult job than finding a minimum. We would therefore recast
the problem of locating an excited eigenvalue in the form of a minimization prob-
lem. Since we have already found the ground (lowest eigenvalue) state (|ψ0 >)
we may project out the ground state and construct a new projected Hamiltonian
[9,12-13]

Hp = (1 − P0)†H(1 − P0) , P0 = |ψ0 >< ψ0|
and apply the strategy already described to extract the lowest eigenvalue of Hp

with or without level shifts.

2.3 Diagonalization with Basis Optimization : Lowest Eigenvalue

An advantage of a GA-driven stochastic diagonalization method lies in its ability
to handle the eigenvalue problem most generally. That means, it can treat the lin-
ear and non-linear parameters in the wavefunction on equal footing and achieve
optimization of both sets of parameters simultaneously without any change in the
structure of the algorithm. The only change that needs to be introduced is in the
structure of the strings. The modified strings Sm

k will now have the amplitudes
cis as well as the non-linear parameters in the basis function (α1k, α2k, · · · , αmk):
Thus Sm

k = (c1k, · · · , cik, · · · , cnk, α1k, α2k, · · · , αnk).
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The crossover and mutation operators remain the same. The basis does not
remain orthonormal when non-linear parameters are allowed to vary during the
evolution. We have therefore a generalised eigenvalue problem to deal with

HC = SCE (12)

Here S is the metric of the basis.
The GA searches through the (C,α) space democratically. However, it is a

better strategy to deal with variations in linear and the non-linear parameters
slightly differently. Let us assume that the fixed basis (Φ(α)) is not orthonormal.
Here the H matrix is constructed in the Φ(α) basis. It is transformed into H
matrix by symmetrical orthogonalization, where

H = S− 1
2HS− 1

2 (13)

The eigenvalue equation now becomes

HC = CE (14)

The Rayleigh Quotient is then defined using H and GA is used to find the
eigenvectors of H as already outlined. GA, of course, changes the nonlinear
parameters (α) embedded in Φ. Such changes are automatically included in H
through symmetric orthogonalization indirectly.

3 Results and Discussion

We have applied the GA-RQ method to several problems to demonstrate its
workability, its strong features, drawbacks and point out possible directions for
improvements. In what follows, we present the results pertaining to applications
of the method to three different problems.

3.1 Ground and Excited Eigenvalues in a Fixed Basis

GA for the Ground Eigenvalue. The test calculations are performed with
Morse Hamiltonian matrices of size 101X101, 250X250, 500X500, respectively.
We have made use of the Fourier Grid Hamiltonian (FGH) method [17] for
constructing the Hamiltonian matrix . In the first example 101 grid points uni-
formly distributed over a grid of length 21 a.u. have been used. A population
size np = 20 has been used with the crossover probability fixed at pc = 0.75 and
the mutation probability pm fixed at 0.5, for all generations. The initial popula-
tion was generated randomly from a set of nodeless amplitude distributions (the
highest fitness in the starting population ∼ 0.1). Fig. 1(a) shows the profile of
evolution of fitness of the best string in the population through the generations.
One can see the steep rise in fitness value to ∼ 0.9 in about 5000 generations.
Fig. 1(b) shows the profile of energy of the best evolving wavefunction string
in the course of evolution. The sharp fall of energy to E0 = 0.0045 a.u. in the
first 5000 generations mirrors the rapid rise of fitness value of the same string
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Fig. 1. (a): Fitness evolution of the best string during the calculation of the lowest

eigenvalue of a Morse Oscillator(101 grid point FGH calculation). Inset: The same

when inverse iteration technique is applied after 800 generations. (b): Evolution of the

lowest eigenvalue of the same Morse Oscillator. Inset: Profile with inverse iteration.
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Fig. 2. (a): Fitness evolution of the best string while calculating the first excited state

of a Morse Oscillator. Inset: Same fitness profile when inverse iteration is done after

300 generations. (b): Energy evolution of the first excited state of a Morse Oscillator

during a GA- RQ run. Inset: Profile with application of inverse iteration technique.

during the same period. The initial evolution is controlled mainly by crossover
which introduces gross changes in the evolving wavefunction strings. The flat
portion of the fitness profile ranging from ngen = 5000 − 30000 is dominated by
tiny corrections in the amplitude distribution mainly brought in by mutation.
It is possible to invoke ‘inverse iteration’ using the best string in the popula-
tion at this stage as the initial guess to force convergence to the eigenvector
and eigenvalue desired. If the strategy works it can cut down the computa-
tional cost substantially. Inset in figures 1(a) and 1(b) are the fitness and energy
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Fig. 3. (a): Fitness profile of the best string of a Morse Oscillator (250 grid point

FGH calculation) when inverse iteration technique is applied after 550 generations.

Inset: The rapid convergence of the lowest eigenvalue for the same. (b): Fitness evo-

lution of the best string while calculating the eigenvalue of the first excited state of

a Morse Oscillator (250 grid point FGH calculation) by applying inverse iteration

technique after 700 generations. Inset: Energy evolution of the first excited state of the

same.

profiles with inverse iterations switched on as fitness reaches values in the range
0.8-0.85 during the search for ground state eigenfunction. The convergence to
the ground eigenvalue occurs in only one additional iteration, suggesting that
it would be computationally profitable to resort to inverse iteration technique
at the appropriate stage, rather than persisting with the GA based search right
to the end. We have presented one specific realization of the algorithm which
represents almost the worst case scenario.

Sequential Search for Higher Eigenvalues. The evolution of the fitness
profile for the first excited eigenvalue of the Morse Oscillator has been displayed
in Fig. 2(a) while the corresponding profile for energy evolution has been depicted
in Fig. 2(b). Here also, the appearance of the plateau in the fitness profile signals
that the inverse iteration can be invoked at this point reducing for computational
labour (see the inset figures in 2(a) and (b) ). Figures 3(a) and 3(b) exhibit the
profiles for fitness and energy evolution for the ground and excited states of the
oscillator. In each case , inverse iteration was invoked at the appropriate stage
for accelerating convergence. Figure 4(a) shows the corresponding profiles for the
ground state of Morse Oscillator when 500 grid points are used ( the dimension
of the H matrix is 500X500 ). It turns out that there is no deterioration in the
performance index of the method proposed as the basis space increases from
100 to 500 , and that the inverse iteration scheme may be reliably invoked with
great facility once the fitness has increased to 0.8 - 0.9 in the GA based search
for eigenfunctions.
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3.2 Diagonalization of Hamiltonian with Simultaneous Optimization
of Basis Parameters

The workability of the GA-based strategy of computing eigenvalues along with
basis optimization is demonstrated in the context of finding the ground state
energy of Helium atom in a restricted (s-type) basis.

The trial wavefunction strings ψ̂k(r1, r2) for the ground state of He has been
taken in the form

ψ̂k(r1, r2) =
∑
i,j

C
(k)
ij φ

(k)
ij (r1, r2;ni, nj , li = lj ;α

(k)
i ;α(k)

j )Φspin(s1, s2) (15)

where
φ

(k)
ij = N

[
χ(r1, α(k)

ni
)χ(r2, α(k)

nj
) + χ(r1, α(k)

nj
)χ(r2, α(k)

ni
)
]

(16)

and φspin(s1, s2) is the singlet eigenfunction of S2 operator. In equation (19),
we have used ni = nj = 0, 2, 4, 6, 8, 10 The string sk would therefore comprise
in the N amplitudes {Ck

ij} and n number of non-linear parameters {αni}, all
of which are allowed to evolve simultaneously to maximize the fitness function
defined already. Although only the linear variational parameters C(n)

ij appear ex-

plicitly in the fitness function, there is implicit dependence of fitness fk on α
(k)
ni

through the dependence of matrix elements of H and C
(k)
ij

’s on α
(k)
ni ’s. χ’s rep-

resent eigenfunctions of a 3-d spherical oscillator. We have used functions with
l=0 only as we have targetted the S-limit energy of the ion. Figure 4(b) shows
the growth of fitness of the best fit string in the evolving population, represent-
ing the ground state of He atom. Figure 4(b Inset), on the other hand, displays
the complementary profile of energy, the converged ground state energy being
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Fig. 4. (a): Fitness evolution of the best string for the evaluation of the lowest eigen-

value of a Morse Oscillator when 500 grid points are taken. Inset: Energy profile for

the same Morse Oscillator. (b): Fitness growth of the best string while calculating the

ground state eigenvalue of He atom with simultaneous optimization of basis parame-

ters. Inset: Evolution of the eigenvalue of the same system.
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Fig. 5. (a): Evolution of energy of the ground state of Be+2 ion in GA-RQ method

based on a simultaneous optimization of basis parameters. (b): The fitness profile of

the same problem.

−2.87846a.u (virtually the s-limit energy). The profiles are quite smooth, indi-
cating that the simultaneous optimization of linear and non-linear parameters
take place without any difficulty in our GA-RQ minimization method. As an-
other example, we consider the the ground state of Be+2 ion. Here the coupling
among the linear and non-linear parameters appears to be rather strong and the
diagonalization with simultaneous optimization of the non-linear parameters of
the basis set proceeds in a relatively checkered manner as opposed to diagonal-
ization in a fixed basis ( fig. 5a, 5b) implying that the fitness landscape is more
rugged. Nevertheless the s-limit energy is reached in six hundred generations
(Actual CI- -13.62685 a.u., obtained -13.62521 a.u.). As to the computational
labour, diagonalization in a fixed basis and diagonalization with simultaneous
basis optimization do not appear to differ much in their demands on computa-
tional time for low dimensional basis spaces. For higher dimensional basis the
repeated construction of the H matrix as the basis parameters are changed by
genetic operators consumes substantial cpu although optimization of non-linear
parameters enables one to use basis space of lower dimensions. The GA-based
method proposed here is perfectly workable although it may not competitive in
its present form with deterministic routes to the eigenvalues and eigenvectors,
except when used with simultaneous optimization of non-linear parameters in
the basis. However, the present algorithm is parallelizable [17] and its overall
efficiency can improve many fold once a parallel code is developed for imple-
menting the GA-RQ technique [18]. We may also mention that it is possible to
redesign the GA-based strategy to extract more than one eigenvalue and vector
simultaneously. We hope to return to this problem in the near future.

4 Conclusion

Genetic Algorithm based on minimization of Rayleigh Quotient leads to afford-
able realization of sequential stochastic diagonalization of a Hamiltonian matrix.
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The scheme is quite different from the modified GA-Jacobi method proposed ear-
lier [9] and can accommodate simultaneous optimization of the basis set as well
as search for excited state eigenvalues. It would be interesting to parallelize the
algorithm and extend it to finding eigenvalues of much larger matrices, specially
in the context of designing optimal basis sets, targeting more than one eigenvalue
at a time.
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Abstract. Quantum evolutionary algorithm (QEA) is proposed on the basis of 
the concept and principles of quantum computing, which is a classical meta-
heuristic algorithm for the approximate solution of combinatorial optimization 
problems that has been inspired by the principles of evolution of living 
organisms in nature. QEA has strong robustness and is easy to combine with 
other methods in optimization, but it has the shortcomings of stagnation that 
limits the wide application to the various areas. In this paper, a hybrid QEA 
with Artificial Bee Colony (ABC) optimization was proposed to overcome the 
above-mentioned limitations. ABC is adopted to increase the local search 
capacity as well as the randomness of the populations, which can help QEA 
jump out of the premature convergence and find the optimal value. The 
proposed algorithm is tested with the Benchmark optimization problem, and the 
experimental results demonstrate that the proposed QEA is feasible and 
effective in solving complex optimization problems. 

Keywords: Quantum evolutionary algorithm (QEA), Artificial Bee Colony 
(ABC), Q-bit chromosome, Crossover, Premature. 

1   Introduction 

Since the concept of quantum was put forward, there was a revolution coming in the 
field of computing, and it was coming from quantum-the smallest of all places: the 
subatomic particles that form the basis of all matters. 

Quantum computing has promised prodigious powers in the past years [1]. Its basic 
currency, the Q-bit, exists in an ON or OFF verge, which you will never know until 
it’s read out. Therefore, if you could operate on K Q-bits, a potentially vast space of 

 values opens up for computation which means that we can solve many computing 
problems at the same time, which saves you a lot of time. The fundamental operation 
on Q-bits is a rotation. We have logic gates to combine the rotations. The algorithm is 
based on these logic gates. In principle, these algorithms can perform calculations far 
beyond classical computation’s conceivable reach. 

Genetic algorithm (GA) was firstly put forward by J. Holland in 1970s to study the 
self adaptation behavior of natural system [2]. It’s a classical meta-heuristic algorithm 
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for the approximate solution of combinatorial optimization problems that has been 
inspired by the principles of evolution of living organisms in nature. The application 
of GA needs no initiating knowledge of the system, and it isn’t limited by the form 
and property of the problem. Guided by fitness function and principle of probability, 
it can search in global according to self adaptation by using selection, crossover and 
mutation. Therefore, it’s a comprehensive optimization method with extensive 
application in terms of processing complex non-linear problems. 

GA has strong robustness and is easy to combine with other methods in 
optimization, but it has limited population size and the problems of premature 
convergence and stagnation that limit the wide application to the various areas often 
exist. Q-bit chromosomes enjoy a rapidly growing population and strong 
randomization. 

To overcome the above-mentioned shortcomings of GA, quantum evolutionary 
algorithm (QEA) is proposed on the basis of the concept and principles of quantum 
computing. In QEA, Q-bit chromosomes, which can represent a linear superposition 
of solutions, are adopted to maintain solution diversity and overcome premature 
convergence. At the same time, quantum rotation gate, which make full use of the 
information of the current best individual, is used to update individual and avoid 
stagnation [3]. 

The common QEA uses Q-bit gate rotation in mutation and whole interference in 
crossover [4]. By using rotation operation, we can make full use of the information of 
the currently best individual to perform the next searching process, and the whole 
interference can avoid prematurity. In this way, the global search capacity can be 
greatly improved, while the convergence speed is slowed down. 

Artificial Bee Colony Algorithm (ABC) is an optimization algorithm based on the 
intelligent foraging behavior of honey bee swarm, proposed by Karaboga in 2005[5]. 
It is as simple as Particle Swarm Optimization(PSO) and Differential Evolution(DE) 
algorithms, and uses only common control parameters such as colony size and 
maximum cycle number. ABC as an optimization tool, provides a population-based 
search procedure in which individuals called foods positions are modified by the 
artificial bees with time and the bee’s aim is to discover the places of food sources 
with high nectar amount and finally the one with the highest nectar. The most 
prominent feature of ABC algorithm is that this system combines local search 
methods, carried out by employed and onlooker bees, with global search methods, 
managed by onlookers and scouts, attempting to balance exploration and exploitation 
process. Thus, ABC algorithm can have a very good search capacity.  

In order to further improve the whole performance of QEA, we proposed a new 
hybrid strategy combined with the ABC algorithm in this paper. And the experiment 
results prove the feasibility and effectiveness of the algorithm in solving complex 
optimization problem. 

 The remainder of this paper is organized as follows. The next section introduces 
the main process of common QEA. Section 3 proposes a hybrid QEA model based on 
ABC. Then, in Section 4, the experimental results are given to verify the feasibility of 
the proposed approach. Our concluding remarks are contained in the final section. 
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2   Main Process of Basic QEA 

2.1   Qubit Chromosome  

In QEA, a qubit chromosome as a string of n qubits can be defined as follows [6]: 

1 2

1 2
q | | | m

m

α α α
β β β

⎡ ⎤
⎢ ⎥=
⎢ ⎥
⎣ ⎦

…

…
 (1) 

Where |αi|
2+|βi|

2=1, i=1,…, m, m is the number of qubits as well as the string length of 
the qubit individual. |αi|

2 provides the probability that the qubit will be found in the 
state of ‘0’ , while |βi|

2 gives the probability that the qubit will be found in the ‘1’ 
state. A qubit chromosome is able to represent a linear superposition of all possible 
solutions. It has a better characteristic of diversity than classical chromosome [7]. The 
process to get classical chromosome is: bring a random number between 0 and 1, if 
it’s bigger than  |αi|

2, this bit in classical chromosome is ‘1’, else ‘0’ is chosen. 

2.2   Quantum Mutation 

The standard mutation operation is totally random without any directions, so the 
speed of convergence is slowed down. But in QEA, the qubit representation can be 
used as a mutation operator. Directed by the current best individual, quantum 
mutation is completed through the quantum rotation gate U(θ),then the [αi  βi]

T is 
updated as:  

' cos sin

' sin cos

i i i i

i i i i

α θ θ α
β θ θ β

−⎡ ⎤ ⎡ ⎤⎡ ⎤
=⎢ ⎥ ⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦⎣ ⎦
 (2) 

Look up the table (1) below to find out the right θi. it’s determined by both quantum 
and classical chromosome:  

Table 1. Rotation angle 

θi xi besti f(x)>f(best) 
0i iα β >  0i iα β <  0iα =  0iβ =  

0 0 False 0 0 0 0 
0 0 True 0 0 0 0 
0 1 False 0 0 0 0 
0 1 True -0.05π 0.05π ±0.05π 0 
1 0 False -0.05π 0.05π ±0.05π 0 
1 0 True 0.05π -0.05π 0 ±0.05π 
1 1 False 0.05π -0.05π 0 ±0.05π 
1 1 True 0.05π -0.05π 0 ±0.05π 

xi is the i-th bit of the current classical chromosome, besti is the ith bit of the 
current best classical chromosome, f(x) is the adaptation function [8]. 
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The Figure 1 below describes the polar plot of the rotation operation on qubit. It 
tells us the reason why the rotation gate can increase the speed of convergence 
obviously [9]. 

 

Fig. 1. Polar plot of the rotation gate for qubit chromosome 

2.3   Quantum Whole Interference Crossover 

This kind of crossover operation is constructed by the interference characteristic of 
qubit. All the quantum chromosomes are involved in. For example, when the 
population number is 5 and the length of chromosome is 6, the table 2 below 
introduces a kind of operation: 

Table 2. The whole interference crossover operation 

1 A(1) E(2) D(3) C(4) B(5) A(6) E(7) 
2 B(1) A(2) E(3) D(4) C(5) B(6) A(7) 
3 C(1) B(2) A(3) E(4) D(5) C(6) B(7) 
4 D(1) C(2) B(3) A(4) E(5) D(6) C(7) 
5 E(1) D(2) C(3) B(4) A(5) E(6) D(7) 

The whole interference crossover operation can make full use of the information in 
the chromosome, improve the unilateralism of classical crossover and avoid 
premature convergence and stagnation problems.  

3   The Proposed Hybrid QEA Based on ABC 

3.1   Artificial Bee Colony(ABC) Optimization 

Artificial Bee Colony (ABC) is one of the most recently defined algorithms by Dervis 
Karaboga in 2005, motivated by the intelligent behavior of honey bees [5]. In ABC 
system, artificial bees fly around in the search space, and some (employed and 
onlooker bees) choose food sources depending on the experience of themselves and 
their nest mates, and adjust their positions. Some (scouts) fly and choose the food 
sources randomly without using experience. If the nectar amount of a new source is 
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higher than that of the previous one in their memory, they memorize the new position 
and forget the previous one. Thus, ABC system combines local search methods, 
carried out by employed and onlooker bees, with global search methods, managed by 
onlookers and scouts, attempting to balance exploration and exploitation process. 

In order to introduce the model of forage selection that leads to the emergence of 
collective intelligence of honey bee swarms, first, we need to define three essential 
components: food sources, unemployed foragers and employed foragers. 

 Food Sources (A and B in Fig.3): For the sake of simplicity, the “profitability” of 
a food source can be represented with a single quantity. In our function 
optimization problem, the position of a food source represents a possible solution 
to the optimization problem and the nectar amount of a food source corresponds 
to the quality (fitness) of the associated solution.  

 Unemployed foragers: If it is assumed that a bee have no knowledge about 
the food sources in the search field, bee initializes its search as an unemployed 
forager. Unemployed foragers are continually at look out for a food source to 
exploit. There are two types of unemployed foragers: scouts and onlookers. 

 Scouts (S in Fig.3): If the bee starts searching spontaneously for new food 
sources without any knowledge, it will be a scout bee. The percentage  
of scout bees varies from 5% to 30% according to the information into the 
nest. 

 Onlookers(R in Fig.3): The onlookers wait in the nest and search the food 
source through sharing information of the employed foragers, and there is 
a greater probability of onlookers choosing more profitable sources.  

 Employed foragers: They are associated with a particular food source which 
they are currently exploiting. They carry with them information about this 
particular source, the profitability of the source and share this information with 
a certain probability. After the employed foraging bee loads a portion of nectar 
from the food source, it returns to the hive and unloads the nectar to the food 
area in the hive. There are three possible options related to residual amount of 
nectar for the foraging bee. 

 If the nectar amount decreased to a low level or exhausted, foraging bee 
abandons the food source and become an unemployed bee.(UF in Fig. 3) 

 If there are still sufficient amount of nectar in the food source, it can 
continue to forage without sharing the food source information with the 
nest mates.(EF2 in Fig. 3) 

 Or it can go to the dance area to perform waggle dance for informing the 
nest mates about the food source.(EF1 in Fig. 3), as is shown in Fig.2 

In this way, the bees finally can construct a relative good solution of the multimodal 
optimization problems. 

3.2   The Proposed Hybrid QEA Based on ABC 

The QEA provide new ideas to improve the traditional GA. Firstly, the information in 
a quantum chromosome is more than that in a classical chromosome, the number of 
population is decreased and the diversity is improved. Secondly, the mutation 
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Fig. 2. Waggle dance of honey bees 

 
Fig. 3. The behavior of honey bee foraging for nectar 
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operation is no longer totally random but directed by some rules to make the next 
generation better and increase the speed of convergence. Thirdly, whole interference 
crossover operation can avoid premature convergence and stagnation problems.  

Although the QEA has many advantages, it still has space to be improved. In our 
test, we can easily find out that the QEA could not always reach the best solution of 
the problem, which means that the algorithm still has a considerable probability of 
premature convergence. To solve this problem, we proposed a hybrid QEA based on 
ABC algorithm. The result is extraordinary both in theory and experiments.  

In our proposed hybrid QEA, we introduced the ABC idea into the traditional 
QEA to enhance the ability of global search. The parameters above are just the same 
with basic QEA.  

At the first step, a randomly distributed initial population (food source positions) is 
generated. 

After initialization, the population is subjected to repeat the cycles of the search 
processes of the employed, onlooker, and scout bees, respectively.  

An employed bee produces a modification on the source position in her memory and 
discovers a new food source position. Provided that the nectar amount of the new one 
is higher than that of the previous source, the bee memorizes the new source position 
and forgets the old one. Otherwise she keeps the position of the one in her memory.  

In this process, the modification strategy is achieved by the classical single point 
crossover as well as the quantum rotation. In the single point crossover process, 
Roulette selection operation is used to choose two quantum chromosomes from the 
parent generations, and then the child generation is produced by crossover. After this, 
two better individuals can be chosen into the next generation by evaluating their 
fitness. This operation is mainly to improve the convergence speed and preserve the 
instructive information. Usually, we choose 0.6 to 0.9 as the crossover probabilities. 
After the crossover process, we choose the best one as the mutation director, and 
implement the quantum mutation operation using the rules shown in Table 1. This 
operation is also to improve the convergence speed as well as to increase the diversity 
of the population. We choose 0.01 to 0.2 as the mutation probabilities. After all the 
operations, finally the employed bee selects the better population as the new source 
position to remember. 

After all employed bees complete the search process, they share the position 
information of the sources with the onlookers on the dance area. Each onlooker 
evaluates the nectar information taken from all employed bees and then chooses a 
food source depending on the nectar amounts of sources. As in the case of the 
employed bee, she produces a modification on the source position in her memory and 
checks its nectar amount. Providing that its nectar is higher than that of the previous 
one, the bee memorizes the new position and forgets the old one.  

The sources abandoned are determined and new sources are randomly produced to 
be replaced with the abandoned ones by artificial scouts. 

4   Experimental Results 

In order to investigate the feasibility and effectiveness of the proposed hybrid QEA 
algorithm, experiment is conducted on the Benchmark problem: to find the maximum 
value of function 
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The experiment has been encoded in Matlab language and implemented on PC-
compatible with 512 Mb of RAM under the Windows XP. The parameters were set to 
the following values: n=20, N_employed=10, N_unemployed=10, L=22, Pcc=0.9, 
Pm=0.2, Pm=0.2, germax =100, Limit=30. Figure 4 shows the final position of the 
chromosomes in this experiment, and the maximum and the average evolution curves 
are presented in Figure 5. Table 3 shows the final specific results that contains both 
the maximum value and the average value of the chromosomes in the experiment.  
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Fig. 4. Final positions of the chromosomes in experiment 3 

Table 3. The maximum value and the average value of the chromosome 

Times 1 2 3 4 5 6 7 8 9 10 

Max 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 

Average 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 

Times 11 12 13 14 15 16 17 18 19 20 

Max 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 

Average 19.8949 19.8949 19.8949 19.5014 19.8949 19.8949 19.8949 19.8949 19.8949 19.8949 

Average(max) 19.8949 

Average(average) 19.8736 
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Fig. 5. The maximum and the average evolution curve 

It is obvious that our proposed QEA model can find the satisfactory solutions in 
solving continuous optimization problems. 

5   Conclusions 

This paper has presented an improved QEA based on ABC algorithm for solving the 
continuous optimization problems. The experimental results verify that the proposed 
hybrid QEA and ABC model is a practical and effective algorithm in solving complex 
optimization problems, and also a feasible method for other complex real-world 
optimization problems. Our future work will focus on applying the newly proposed 
hybrid QEA and ABC approach in this paper to other more complicated optimization 
problems. Furthermore, we are also interested in the theoretical analysis on the 
proposed hybrid QEA and ABC model.  
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Abstract. The theory of formal concept analysis and the theory of

rough sets are related. In the paper, from the point of view of graded

truth approach, two L-rough operators with hedges are defined, some of

their properties are investigated, which correspond to the fuzzy concept

lattice with hedges induced by R. Bĕlohlávek, et. al.
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1 Introduction

Z. Pawlak introduced rough set theory to study incomplete and insufficient in-
formation([13]). In rough set theory, the approximation of an arbitrary subset of
a universe by two definable subsets are called lower and upper approximations,
which correspond to two rough operators. The two rough operators were first
defined by means of a given indiscernibility relation in [13]. Usually indiscerni-
bility relations are supposed to be equivalences. As generalizations, they were
defined by means of an arbitrary binary relation ([20]) and a fuzzy relation in
[4, 5, 6, 10, 11, 12, 14, 15, 16, 18].

On the other hand, in [1], from the point of view of graded truth approach,
R. Bĕlohlávek studied L-orders, L-closure operators, L-concept lattice. In [2, 3],
they studied the L-concept lattice with hedges to control the size of the concept
lattice.

The theory of rough sets and the theory of formal concept analysis are related,
see [4, 17, 19]. Corresponding to the fuzzy concept lattice with hedges in [2, 3],
in the paper, we introduce the rough approximation operators with hedges, and
investigate their algebraic properties.

Our paper is organized as follows: we begin with an overview of rough sets,
L-sets, L-concept lattice in Section 2, which surveys Preliminaries. Then, in
Section 3, we define two L-rough approximation operators with hedges by means
of an L-binary relation I, and investigate some of their properties. In Section 4, we
extend the two rough approximation operators on two universes. In Section 5, we
investigate the relation between the rough approximation operators with hedges
and the fuzzy concept lattice with hedges.

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 279–288.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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2 Preliminaries

We introduce some main notions for each area, i.e., rough sets ([13, 20]), L-sets
([1, 7]), L-concept lattice ([1, 2, 3]).

2.1 Rough Sets

Pawlak initiated rough set theory in [13]. Let (X,R) be an approximation space,
and R ⊆ X × X be an equivalence relation, then for A ⊆ X , two subsets R(A)
and R(A) of X are defined:
R(A) = {x ∈ X | [x]R ⊆ A} and R(A) = {x ∈ X | [x]R ∩A �= ∅},

where [x]R = {y ∈ X | xRy}.
If R(A) = R(A), A is called a definable set; if R(A) �= R(A), A is called an

undefinable set, and (R(A), R(A)) is referred to as a pair of rough set. R and R
are called two rough operators.

The two rough operators, were defined by means of a partition, or an equiv-
alence relation in [13]. Yao generalized rough set theory by generalizing the
equivalence relation to a more general relation, see [20].

The theory of rough sets has also been constructed on fuzzy framework, see
[5, 10, 11, 12, 14, 18]. A fuzzy subset in X is a mapping A : X → [0, 1], F (X)
is the set of all fuzzy subsets of X , R is a fuzzy relation, ∀A ∈ F (X), R(A) and
R(A) are fuzzy sets defined as following: ∀x ∈ X ,
R(A)(x) =

∨
y∈X

R(x, y) ∧A(y), R(A)(x) =
∧

y∈X

(1 −R(x, y)) ∨A(y),

In [15, 16], A. M. Radzikowska and E. E. Kerre investigated fuzzy rough sets
based on a residuated lattice, see Definition 4 and [4].

2.2 L-Sets

As a generalization of Zadeh’s (classical) notion of a fuzzy set, the notion of an
L-set was introduced in [7]. An overview of the theory of L-sets and L-relations
(i.e., fuzzy sets and relations in the framework of complete residuated lattices)
can be found in [1]. Let us recall some main definitions.

Definition 1. Suppose L= 〈L,∨,∧,⊗,→, 0, 1〉 is a residuated lattice, a hedge
is a function ∼ on L which fulfils these properties:

1∼ = 1, a∼ ≤ a, (a → b)∼ ≤ a∼ → b∼, a∼∼ = a∼.

Hedge ∼ is a (truth function of) logic connective “very true”, see [2, 8, 9]. a∼ ≤ a
may be read: if a is vert true, then a is true; (a → b)∼ ≤ a∼ → b∼ may be read:
if a → b is very true, and a is very true, then b is also very true; etc.

The following lemma will be used in this paper, see [2].

Lemma 1. A hedge ∼ satisfies (
∨
i∈I

a∼i )∼ =
∨
i∈I

a∼i .

Residuated lattice L is called complete if 〈L,∨,∧〉 is a complete lattice. In this
paper, we assume that L is complete.
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Let L be a residuated lattice. L satisfies the law of double negation if it
satisfies: a = (a → 0) → 0 for every a ∈ L. L satisfies idempotency if it satisfies
a ⊗ a = a for every a ∈ L, see [1] p.32. L satisfies the prelinearity axiom if for
a, b, c ∈ L, (a ∧ b) → c = (a → c) ∨ (b → c), or a → (b ∨ c) = (a → c) ∨ (a → c)
holds, see [1] p.42.

For a universe set X , an L-set in X is a mapping A : X → L. A(x) indicates
the truth degree of “x belongs to A”. We use the symbol LX to denote the
set of all L-sets in X . The negation operator is defined: for A ∈ LX , A∗(x) =
A(x) → 0 for every x ∈ X . For A ∈ LX , A∼ is defined as: for every x ∈ X ,
A∼(x) = (A(x))∼.
I ∈ LX×X is called an L-binary relation. The truth degree to which elements

x and y are related by an L-relation I is denoted by I(x, y) or (xIy).
For A,B ∈ LX , the subsethood degree S(A,B) is defined as:
(A � B) = S(A,B) =

∧
x∈X

A(x) → B(x), (A ≈ B) = S(A,B) ∧ S(B,A).

Thus 〈〈LX ,≈〉,�〉 is an L-ordered set. We write A ⊆ B, if S(A,B) = 1.

Definition 2. (1) Suppose {Ai | i ∈ I} ⊆ LX,
∨
i∈I

Ai,
∧
i∈I

Ai are two L-sets

defined: for every x ∈ X, (
∨
i∈I

Ai)(x) =
∨
i∈I

Ai(x), (
∧
i∈I

Ai)(x) =
∧
i∈I

Ai(x)

(2) For A,B ∈ LX, A⊗B is an L-set in X defined: for every x ∈ X,
(A⊗B)(x) = A(x) ⊗B(x).

Definition 3. A mapping C : LX → LX is called an L-closure operator, if for
A,B ∈ LX, we have

(1) A ⊆ C(A), (2) S(A,B) ≤ S(C(A), C(B)), and (3) C(C(A)) = C(A).

2.3 L-Concept Lattice Introduced by R. Bĕlohlávek

In [1], suppose X and Y are two sets with L-equalities ≈X and ≈Y , respectively;
I an L-relation between X and Y which is compatible with respect to ≈X and
≈Y . A pair 〈↑I ,↓I 〉 of mappings was defined as:

↑I : LX → LY , for A ∈ LX , A↑I (y) =
∧

x∈X

A(x) → I(x, y)

↓I : LY → LX , for B ∈ LY , B↓I (x) =
∧

y∈Y

B(y) → I(x, y).

Then 〈X,Y, I〉 is called a formal L-context.
Clearly A↑I (y) is the truth degree to which each object of A has the attribute

y, and B↓I (x) is the truth degree to which each attribute of B is shared by the
object x.

〈A,B〉 is called a concept in 〈X,Y, I〉, if A↑I = B, B↓I = A. Then A and B
are called an extent and an intent of 〈A,B〉, respectively.
β(X,Y, I) = {〈A,B〉 | 〈A,B〉 is a concept } is called a formal concept lattice in

〈X,Y, I〉. A is also called a concept of objects, B is called a concept of attributes.
For 〈A1, B1〉, 〈A2, B2〉 ∈ β(X,Y, I), R. Bĕlohlávek defined:
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S(〈A1, B1〉, 〈A2, B2〉) = S(A1, A2) = S(B2, B1)
(〈A1, B1〉 ≈ 〈A2, B2〉) = (A1 ≈ A2).
Suppose {〈Ai, Bi〉} ⊆ β(X,Y, I), the meet and the join were defined,∧
i

〈Ai, Bi〉 = 〈∧
i

Ai, (
∧
i

Ai)↑〉 = 〈∧
i

Ai, (
∨
i

Bi)↓↑〉,∨
i

〈Ai, Bi〉 = 〈(∧
i

Bi)↓,
∧
i

Bi〉 = 〈(∨
i

Ai)↑↓,
∧
i

Bi〉.
In [2], R. Bĕlohlávek, T. Funioková and V. Vychodil introduced the notion of
Galois connections with hedges. In [3], R. Bĕlohlávek and V. Vychodil defined
the fuzzy concept lattice with hedges.

Suppose X and Y are two sets with L-equalities ≈X and ≈Y , respectively;
let ∼X , ∼Y be hedges. I an L-relation between X and Y which is compatible
with respect to ≈X and ≈Y . A pair 〈⇑I ,⇓I 〉 of mappings was defined as:

⇑I : LX → LY , for A ∈ LX , A⇑I (y) =
∧

x∈X

A∼X (x) → I(x, y).

⇓I : LY → LX , for B ∈ LY , B⇓I (x) =
∧

y∈Y

B∼Y (y) → I(x, y).

Then 〈X∼X , Y ∼Y , I〉 is called a formal L-context.
Clearly A⇑I (y) is the truth degree to which each object of A∼X has the at-

tribute y, and B⇓I (x) is the truth degree to which each attribute of B∼Y is
shared by the object x.

〈A,B〉 is called a concept in 〈X∼X , Y ∼Y , I〉, if A⇑I = B, B⇓I = A. Then A
and B are called an extent and an intent of 〈A,B〉, respectively.
β(X∼X , Y ∼Y , I) = {〈A,B〉 | 〈A,B〉 is a concept } is called a formal concept

lattice in 〈X∼X , Y ∼Y , I〉. A is also called a concept of objects, B is called a
concept of attributes.

In [3], R. Bĕlohlávek et. al. studied many choices of ∼X , ∼Y , and ∼X , ∼Y can
been seen as parameters controlling the size of the resulting β(X∼X , Y ∼Y , I).

3 Rough Operators with Hedges

In [4], we defined the two rough approximation operators as follows:
Suppose I ∈ LX×X is an L-binary relation, for every A ∈ LX , we defined two

L-sets N(A) and H(A) in X , for every x ∈ X ,
N(A)(x) =

∧
y∈X

A(y) ∨ I∗(y, x), H(A)(x) =
∨

y∈X

I(x, y) ⊗A(y)

N(A) and H(A) are called an L-lower approximation and an L-upper approx-
imation of A, respectively. N,H are called an L-lower approximation operator
and an L-upper approximation operator, respectively, or N and H are called
L-rough operators.

In the section, we are going to define two L-rough operators with hedge by
means of an L-binary relation I, and investigate some of their properties.

Definition 4. Suppose I ∈ LX×X is an L-binary relation, ∼ (∼X) is a hedge,
for every A ∈ LX, we define two L-sets N(A) and H(A) in X, for every x ∈ X,
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N(A)(x) =
∧

y∈X

A∼(y) ∨ I∗(y, x), H(A)(x) =
∨

y∈X

I(x, y) ⊗A∼(y)

N(A) and H(A) are called an L-lower approximation and an L-upper approx-
imation of A, respectively. N,H are called an L-lower approximation operator
with hedge and an L-upper approximation operator with hedge, respectively, or
N and H are called L-rough operators with hedge.

For every A ∈ LX , (N(A), H(A)) is referred to as a pair of L-rough set.
Clearly we have N(A) ⊆ N(A), H(A) ⊆ H(A).

When L=2, and I is an equivalence relation, the above definition coincides
with Pawlak’s definition, see Section 2.1.

Let P = {N(A) | A ∈ LX}, Q = {H(A) | A ∈ LX}. We define the rela-
tion L-order �, and L-equivalence relation ≈ on P and Q. For example: for
N(A), N(B) ∈ P ,

(N(A) � N(B))S(N(A), N(B)) =
∧

x∈X

N(A)(x) → N(B)(x),

(N(A) ≈ N(B)) = S(N(A), N(B)) ∧ S(N(B), N(A)).
By [1], we obtain that 〈〈P,≈〉,�〉 and 〈〈Q,≈〉,�〉 are two L-ordered sets.
We investigate some properties of the L-rough operators N and H .

Proposition 1. (1) N(X) = X, H(∅) = ∅,
(2) S(A∼, B∼) ≤ S(N(A), N(B)), (3) S(A∼, B∼) ≤ S(H(A), H(B))
(4) N(A∼) = N(A), (5) H(

∨
i∈I

A∼
i ) =

∨
i∈I

H(Ai).

Proof. (1) Since for every x ∈ X , we have
N(X)(x) =

∧
y∈X

X∼(x) ∨ I∗(y, x) =
∧

y∈X

1∼ ∨ I∗(y, x) =
∧

y∈X

1 ∨ I∗(y, x) = 1.

H(∅)(x) =
∨

y∈X

I(x, y) ⊗ ∅∼(x) =
∨

y∈X

I(x, y) ⊗ 0∼ =
∨

y∈X

I(x, y) ⊗ 0 = 0.

Therefore the two equalities N(X) = X,H(∅) = ∅ hold.
(2) For A,B ∈ LX , by the definition of S(N(A), N(B)) =

∧
x∈X

N(A)(x) →
N(B)(x), we have to prove S(A∼, B∼) ≤ S(N(A), N(B)), which holds if and
only if S(A∼, B∼) ≤ N(A)(x) → N(B)(x) holds for every x ∈ X . That is to say,
S(A∼, B∼) ⊗N(A)(x) ≤ N(B)(x) holds for every x ∈ X . It is true, since
S(A∼, B∼) ⊗N(A)(x) = S(A∼, B∼) ⊗ ∧

y∈X

A∼(y) ∨ I∗(y, x)

≤ ∧
y∈X

S(A∼, B∼) ⊗ [A∼(y) ∨ I∗(y, x)]

=
∧

y∈X

[S(A∼, B∼) ⊗A∼(y)] ∨ [S(A∼, B∼) ⊗ I∗(y, x)]

≤ ∧
y∈X

B∼(y) ∨ I∗(y, x) = N(B)(x).

(3) For A,B ∈ LX , by the definition of S(H(A), H(B)) =
∧

x∈X

H(A)(x) →
H(B)(x), in order to prove S(A,B) ≤ S(H(A), H(B)), we have to show for
every x ∈ X , S(A∼, B∼) ≤ H(A)(x) → H(B)(x) holds. That is, S(A∼, B∼) ⊗
H(A)(x) ≤ H(B)(x) holds for every x ∈ X . It is valid, since
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S(A∼, B∼) ⊗H(A)(x) = S(A∼, B∼) ⊗ ∨
y∈X

I(x, y) ⊗A∼(y)

=
∨

y∈X

S(A∼, B∼) ⊗ I(x, y) ⊗A∼(y) ≤ ∨
y∈X

I(x, y) ⊗B∼(y) = H(B)(x).

The proofs of (4) and (5) are trivial. ��
Obviously, if A∼ ⊆ B∼, we have N(A) ⊆ N(B), H(A) ⊆ H(B).

If A ⊆ B, then for every x ∈ X , we have A(x) ≤ B(x), i.e., A(x) → B(x) = 1.
By this, we obtain (A(x) → B(x))∼ = 1∼ = 1, thus A∼(x) → B∼(x) = 1, so
S(A∼, B∼) = 1, that is, A∼ ⊆ B∼.

By the above analysis, if A ⊆ B, we also have N(A) ⊆ N(B), H(A) ⊆ H(B).

Proposition 2. Suppose {Ai | i ∈ I} ⊆ LX and A,B ∈ LX, we have
(1)

∨
i∈I

N(Ai) ⊆ N(
∨
i∈I

Ai), (2) H(
∧
i∈I

Ai) ⊆ ∧
i∈I

H(Ai).

Proof. (1) Suppose {Ai | i ∈ I} ⊆ LX , since ∀i ∈ I, Ai ⊆ ∨
i∈I

Ai, by Proposition

1, we have N(Ai) ⊆ N(
∨
i∈I

Ai), thus
∨
i∈I

N(Ai) ⊆ N(
∨
i∈I

Ai).

(2) Similarity. ��
Proposition 3. Suppose L is distributive, and (

∧
i∈I

ai)∼ =
∧
i∈I

a∼i , then P is

closed for
∧

, that is, suppose {N(Ai)} ⊆ P , then N(
∧
i

Ai) =
∧
i

N(Ai).

Proof. Since for every x ∈ X , we have
N(
∧
i

Ai)(x) =
∧

y∈X

(
∧
i

Ai)∼(y) ∨ I∗(y, x) =
∧
i

[
∧

y∈X

A∼
i (y) ∨ I∗(y, x)]

=
∧
i

N(Ai)(x). ��

Proposition 4. If (
∨
i∈I

ai)∼ =
∨
i∈I

a∼i , then Q is closed for
∨

, that is, suppose

{H(Ai)} ⊆ Q, then H(
∨
i

Ai) =
∨
i

H(Ai).

Proof. Since for every x ∈ X , we have
H(
∨
i

Ai)(x) =
∨

y∈X

(
∨
i

Ai)∼(y)⊗I(y, x)=
∨
i

[
∨

y∈X

A∼
i (y)⊗I(y, x)]=

∨
i

H(Ai)(x).

��
Proposition 5. Suppose I is reflexive, then we have N(A) ⊆ A∼ ⊆ A, A∼ ⊆
H(A) for every A ∈ LX .

Proof. For every A ∈ LX , we have to show N(A) ⊆ A∼, and A∼ ⊆ H(A). It
is enough to prove N(A)(x) ≤ A∼(x), and A∼(x) ≤ H(A)(x) holds for every
x ∈ X .

The first inequality holds, since
N(A)(x) =

∧
y∈X

A∼(y) ∨ I∗(y, x) ≤ A∼(x) ∨ I∗(x, x) ≤ A∼(x) ≤ A(x).

The second inequality holds, since
H(A)(x) =

∨
y∈X

I(x, y) ⊗A∼(y) ≥ I(x, x) ⊗A∼(x) = A∼(x). ��
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Proposition 6. If a∼ = a, and I is reflexive and transitive, then H is an
L-closure operator.

Proof. For A,B ∈ LX , by Propositions 1, 5, we obtain A = A∼ ⊆ H(A),
S(A,B) ≤ S(H(A), H(B)). Thus we have H(A) ⊆ HH(A). We show H is an
L-closure operator, by Definition 3, it is enough to prove HH(A) ⊆ H(A), which
is equivalent to HH(A)(x) ≤ H(A)(x) which holds for every x ∈ X . It is valid,
since
HH(A)(x) =

∨
y∈X

I(x, y) ⊗H(A)(y) =
∨

y∈X

I(x, y) ⊗ ∨
z∈X

I(y, z) ⊗A∼(z)

=
∨

y∈X

∨
z∈X

I(x, y) ⊗ I(y, z) ⊗A∼(z) ≤ ∨
z∈X

I(x, z) ⊗A∼(z) = H(A)(x). ��

Note that since I is not symmetric, H may be viewed as an (right or left) L-
closure operator. When I is an L-equivalence relation,H is an L-closure operator
defined in [1]. But if a∼ �= a, H is not an L-closure operator, since A ⊆ H(A)
does not hold in general.

Proposition 7. Suppose L is prelinearity, and I is symmetric, then N(A∗) ⊆
H∗(A) holds for every A ∈ LX . Moreover, if ∧ = ⊗, N(A∗) = H∗(A) holds.

Proof. For every A ∈ LX , x ∈ X , we have
N(A∗)(x) =

∧
y∈X

A∗∼(y) ∨ I∗(y, x) =
∧

y∈X

[A(y) → 0]∼ ∨ [I(y, x) → 0]

≤ ∧
y∈X

[A∼(y) → 0∼] ∨ [I(y, x) → 0] =
∧

y∈X

[A∼(y) → 0] ∨ [I(y, x) → 0]

=
∧

y∈X

[A∼(y) ∧ I(y, x)] → 0 (since L is prelinearity)

≤ ∧
y∈X

[A∼(y) ⊗ I(y, x)] → 0 = [
∨

y∈X

A∼(y) ⊗ I(x, y)] → 0

= H(A)(x) → 0 = H∗(A)(x).
So N(A∗) ⊆ H∗(A) holds for every A ∈ LX . ��

If ∧ = ⊗, then N(A∗) = H∗(A) holds by the above proof.
Note that a Heyting algebra is a residuated lattice satisfying: ∧ = ⊗, see [1]

p.32.

4 Generalized Framework

On the one hand, in formal concept analysis, a binary relation induces a Galois
connection between two universes (one set is the collection of objects, the other
set is the collection of properties, or attributes). On the other hand, in the study
of modal logics, I. Düntsch and G. Gediga defined modal-style operators based
on a binary relation [6], and introduced a kind of concept lattice. Yao introduced
another kind of concept lattice, and compared the roles of different concept in
data analysis. Thus a binary relation serves a common basis for rough sets and
formal concept analysis. We generalized the three kinds of concept lattice in
L-rough sets, see [4].
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In the section, we will extend the two rough approximation operators with
hedges on two universes, and investigate some of their properties.

Given an L-formal context (X,Y, I), let ∼X , ∼Y be hedges, I(x, y) ∈ LX×Y ,
by means of the two rough operators, we define a pair of approximation opera-
tors: LX → LY , for every A ∈ LX , and y ∈ Y ,
A�(y) =

∧
x∈X

A∼X (x) ∨ I∗(x, y), A♦(y) =
∨

x∈X

I(y, x) ⊗A∼X (x)

and another pair of approximation operators: LY → LX , for every B ∈ LY , and
x ∈ X , B�(x) =

∧
y∈Y

B∼Y (y) ∨ I∗(y, x), B♦(x) =
∨

y∈Y

I(x, y) ⊗B∼Y (y)

Proposition 8. Suppose A1, A2 ∈ LX , B1, B2 ∈ LY , we have,
S(A∼X

1 , A∼X
2 ) ≤ S(A�

1 , A
�
2 ), S(A∼X

1 , A∼X
2 ) ≤ S(A♦

1 , A
♦
2 )

S(B∼Y
1 , B∼Y

2 ) ≤ S(B�
1 , B

�
2 ), S(B∼Y

1 , B∼Y
2 ) ≤ S(B♦

1 , B
♦
2 ).

Proof. It holds follows from Proposition 1. ��
and

Proposition 9. Suppose L is distributive, and (
∧
i∈I

ai)∼ =
∧
i∈I

a∼i ,

(
∨
i∈I

ai)∼ =
∨
i∈I

a∼i , Ai ∈ LX , Bi ∈ LY , we have∨
i

[Ai]♦ = [
∨
i

Ai]♦,
∧
i

[Ai]� = [
∧
i

Ai]�,
∨
i

[Bi]♦ = [
∨
i

Bi]♦,
∧
i

[Bi]� = [
∧
i

Bi]�.

Proof. See Proposition 3, 4. ��

5 Related to Concept Lattice Induced by R. Bĕlohlávek

In the section, suppose L satisfies the prelinearity axiom and ⊗ = ∧, we investi-
gate the relation between the rough operators with hedges and the fuzzy concept
lattice with hedges in [3] introduced by R. Bĕlohlávek, et.al.

On the other hand, for an L-relation I ∈ LX×X , the negation of I is defined
as I∗(x, y) = I(x, y) → 0.

As introduced in Section 2.3, suppose X and Y are two sets with L-equalities
≈X and ≈Y , respectively; given an L-relation I , I∗ is also an L-relation between
X and Y which is compatible with respect to ≈X and ≈Y . Then 〈X∼X , Y ∼Y , I∗〉
is called a formal L-context. A pair 〈⇑I∗ ,⇓I∗ 〉 of mappings was defined as:

⇑I∗ : LX → LY , for A ∈ LX , A⇑I∗ (y) =
∧

x∈X

A∼X (x) → I∗(x, y).

⇓I∗ : LY → LX , for B ∈ LY , B⇓I∗ (x) =
∧

y∈Y

B∼Y (y) → I∗(x, y).

〈A,B〉 is called a concept in 〈X∼X , Y ∼Y , I∗〉, if A⇑I∗ = B, B⇓I∗ = A. Then A
and B are called an extent and an intent of 〈A,B〉, respectively.
β(X∼X , Y ∼Y , I∗) = {〈A,B〉 | 〈A,B〉 is a concept } is called a formal concept

lattice in 〈X∼X , Y ∼X , I∗〉. A is also called a concept of objects, B is called a
concept of attributes.

By the above analysis, we obtain the following proposition,
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Proposition 10. Suppose L satisfies the prelinearity axiom and ⊗ = ∧, for
A ∈ LX , B ∈ LY , we have,

(1) A∗� = A⇑I∗ , B♦∗ = B⇓I∗ , (2) B∗� = B⇑I∗ , A♦∗ = A⇓I∗ .

Proof. (1) For any A ∈ LX , B ∈ LY , and x ∈ X, y ∈ Y , we have
A∗�(y) =

∧
x∈X

(A∼X )∗(y) ∨ I∗(x, y) =
∧

x∈X

[A∼X (y) → 0] ∨ [I(x, y) → 0]

=
∧

x∈X

[(A∼X (y) ∧ I(x, y)) → 0] =
∧

x∈X

[A∼X (y) ⊗ I(x, y) → 0]

=
∧

x∈X

A∼X (y) → [I(x, y) → 0] =
∧

x∈X

A∼X (y) → I∗(x, y) = A⇑I∗ (y),

and
B♦∗(x) = [

∨
y∈Y

B∼Y (y) ⊗ I(x, y)] → 0 =
∧

y∈Y

[B∼Y (y) ⊗ I(x, y) → 0]

=
∧

y∈Y

B∼Y (y) → [I(x, y) → 0] =
∧

y∈Y

B∼Y (y) → I∗(x, y) = B⇓I∗ (x).

Thus we have A∗� = A⇑I∗ , B♦∗ = B⇓I∗ .
(2) Similarly, we also have B∗� = B⇑I∗ , A♦∗ = A⇓I∗ . ��

That is to say, ∗� and ♦∗ form an L-Galois connection between 〈〈X∼X ,≈〉 �〉
and 〈〈Y ∼Y ,≈〉 �〉 induced by a binary relation I∗(x, y).

By Proposition 10, we obtained the relation between the rough approximation
operators �,♦ and Galois connection ⇑I , ⇓I in the theory of formal concept
analysis.

6 Conclusion

In the paper, we introduced the notion of two rough approximation operators
with hedges, investigated some of their properties, which corresponds to the
fuzzy concept lattice with hedges introduced by R. Bĕlohlávek, et. al.
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Abstract. This paper proposes an evolutionary algorithm with lower-
dimensional-search crossover for constrained engineering optimization 
problems. Crossover operator of the algorithm searches a lower dimensional 
space determined by the parent points. It is favorable to enhance the 
performance of the algorithm. The algorithm has been used to solve 4 
engineering optimization problems with constraints. The results show the 
performance of the proposed algorithm is better than that of some newly 
proposed algorithms in solving the 4 engineering optimization problems. 
Especially, for the Pressure Vessel Problem, its result is much better than that 
yielded by other known algorithms. The proposed algorithm is simple and 
readable as well.  

1   Introduction 

As surveyed by [1], evolutionary algorithms (EAs) for constrained optimization can 
be classified into several categories by the way the constraints are treated: 

1)  Constraints are only used to test whether a search point is feasible or not [2], [3]. 
2) Constraint violation, the sum of all constraint functions’ violation, is combined 

with the objective function. Approaches in this category are called penalty function 
methods. 

3) The constraint violation and the objective function are used and optimized 
separately [4]–[9]. This method adopts a lexicographic order, in which the constraint 
violation precedes the objective function, with the relaxation of constraints. The 
method can optimize such problems with equality constraints effectively through the 
relaxation of constraints. Deb [4] proposed a method, which used an extended 
objective function and realized the lexicographic ordering. Runarsson and Yao [5] 
proposed a stochastic ranking method based on ES using a stochastic lexicographic 
order to ignore constraint violations with some probability. These methods have been 
successfully applied to solve various problems. 
                                                           
∗ Corresponding author. 
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A new evolutionary algorithm which uses lower dimensional crossover is proposed 
in this paper. Crossover operator is used to search a lower dimensional space defined 
by the parents. The lower-dimensional-search crossover operator is favorable to 
propagate promising offspring. The remainder of this paper is organized as follows: 
The new evolutionary algorithm is described in II. The description of the new 
algorithm for solving optimization problems with constraints is given in III. VI 
contains the validity of the new technique for solving four engineering design 
problem, and in V concludes.  

2   Framework of the New EA (LDNSEA) 

Framework of the New EA (LDNSEA) 

In this paper, the individual ),...,,( 21 nxxxx = is represented with real-code, where 
xj denotes the jth gene. lj, uj denote the lower boundary and the upper boundary of xj 
(j=1,2,…,n);  

The framework of the new EA with lower-dimensional-search crossover is as 
follows: 

Algorithm 1 framework of the new EA with lower-dimensional-search crossover 
Step1   Randomly create a population P of size N. Set generation counter t as 0 

REPEAT 

Step2  FOR individual 
i

x of population P 

       Step2.1 Execute breeding operator for 
i

x  with output s  (Algorithm 2) 

       Step2.2 Compare s with
i

x . If s  is not worse than 
i

x , then 
i

x  is 

replaced by s . 
END FOR  

Step3 Generation t = t+1 
UNTIL evolution ends 

B. Breeding Operator  

The breeding operator for ）（
i
n

ii
i

xxxx ,...,, 21=  includes three operators: crossover, 

copy and mutation, which all base on genes. The details of the operator are as follows: 

Algorithm 2 Breeding operator for
)( i

x . 

Step1   Randomly choose M different best individuals 
m

bbb ,...,,
21

from population 

P except
i

b .  
Step2   Execute crossover operator: Randomly create a1, a2… aM, with a1+ a2+...+ 

aM =1 in the range -1 ≤a1, a2… aM ≤1.   

Let                                   
M

bababas M+++⇐ ...
2

2

1

1

/
  (1) 

Denote ),...,,( //
2

/
1

/

nssss =                                                 
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Step3   Execute copy operator on 
/

s :    For each gene position k (1≤k≤n) i
kk xs ⇐/  

With probability pc, yielding ),...,,( ////
2

//
1

//

nssss =  

Step4 Execute mutation operator 
//

s :For each gene position k (1≤k≤n) 

),(//
kkk ulrandoms ⇐ with probability pm, yielding ),...,,( 21 nssss = . 

Step5    Output ),...,,( 21 nssss =  

The M random numbers a1, a2, …,aM in step2 are created in the following way: 

Algorithm 3   Create M random numbers a1, a2…aM 

Step 1   a1=rand (); a2=rand ();…;aM=rand(); 
Step 2   sum = a1+ a2+...+ aM;  
Step 3   a1= a1/ sum; a2= a2/ sum;...; aM= aM/ sum; 
Step4 a1= (M+1)a1-1; a2=(M+1)a2-1; ...; aM=(M+1)aM-1; 

(rand() is a random function);  

The step3, step4 is base on a linear operate so that the random can’t be lose. On the 
other way, it can make ai in the range of (-1, 1) and keep the sum of ai to be 1. 

The 
/

s in the Equation 1 is generated for the crossover in the algorithm 3 
With Equation 1 and a1+ a2+...+ aM=1, we have  

0)(...)()(
/2/

2

1/

1 =−++−+−
m

M bsabsabsa  

That is, the offspring 
/

s  of the crossover stays in the linear space defined by the M 

parents

m

bbb ,...,,
21

. The dimension of the space is smaller than M-1. The 

constraints, -1 ≤a1, a2, …, aM ≤ M, constrain 
/

s  in a neighborhood of the M parents. 

Therefore, 
/

s stays in a neighborhood of the M parents with smaller than M-
1dimensions no matter how many dimensions the decision space of the optimization 
problem has. We know the fast convergence of the gradient algorithm is due to its 
linear search along the gradient direction. Therefore, the new algorithm should 
converge fast with higher dimensional decision space especially for optimization 
problems.  

3   Application in Constrained Optimization  

The comparison of two solutions in Step 2.2 of Algorithm 1 depends on problems to 
be solved. Here we discuss the comparison operator for constrained optimization. 

General Formulation of Constrained Optimization Problem for Minimization 

A general constraints optimization problem is described as in Equation 2:  
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Where x  is the decision vector, X denotes the decision space, l  and u  denote the 
upper bounds and lower bounds of the decision space. 

Usually equality constraints are transformed into inequalities constraints in such form: 

                                          mqixhi ,...,1,0|)(| +=≤−δ
           

 (3) 

A solution x  is regarded as feasible if 0)( ≤xg i
,i=1,…,q, and 0|)(| ≤−δxhi

, 
i=q+1,…,m. In this paper δ is set as 0.0001. 

Dynamic Format of the Constraint Optimization Problem  

Literature [1] proposed a ε-Constrained method to deal with equality constraints.  
Here we interpret this method in a dynamic way. The constrained optimization 
problem is transformed into the following dynamic optimization problem: 

When 0)(lim =
→∞

thi
t

ε with t→∞, the problem )(tQ  in Equation 4 will approach 

the problem Q in Equation 2. Let denote QtQ
t

=
∞→

)(lim . Suppose that t denote the 

generation of an evolutionary algorithm. Using the evolutionary algorithm to solve 
problem )(tQ  at generation t, then when t approach to ∞, the evolutionary algorithm 

will solve the problem Q finally. Based on this idea, we use evolutionary algorithm to 
solve problem Q in Equation 2. 

 ), u, , u( uu

 ), l, , l( ll

 } u  x  ) | l, x, , x( xx{X

mqitxh

qixg

toSubject

xfMinimize

t

n

n

iiin

hii

i

…=

…=

≤≤…==

+=≤
=≤

21

21

21

,...,1)(|)(|

,...,10)(

)(

)(Q

ε
                          (4) 

 ), u, , u( uu

 ), l, , l( ll

 } u  x  ) | l, x, , x( xx{X

mqixh

qixg

toSubject

xfMinimize

n

n

iiin

i

i

…=

…=

≤≤…==

+==
=≤

21

21

21

,...,10)(

,...,10)(

)(

 

(2) 
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Denote violation values  

                                      )}(,0max{)( xgxG ii = i=1,…,q                                      (5) 

                               |})(|),(max{),( xhttxH ihii ε= , i=q+1,…,m                       (6) 

)(thiε is set as follow: 

                                   )(thiε =
t

i

C

xH )}0,({
(j)

N}{1,2,...,j
max
∈

                                  
 

(7) 

The constant C (> 1) is used to control the relaxation of the constraints. 

)}0,({
(j)

N}{1,2,...,j
max xH i
∈

 is the max value of the equality constraint violation 

)0,(xHi  in initial population. 

Solution Comparisons for the Problem )(tQ  

Comparison operator here uses three criteria basing on feasibility originally proposed 
by Deb [2]: 

 Between 2 feasible solutions, the one with better objective value wins. 
 If one is feasible and the other is infeasible, the feasible solution wins. 

If both solutions are infeasible, the one with lower sum of constraint violation is 
preferred. 

In the case of both solutions are infeasible (the third case above), the sum of 
constraint violation is actually the 1-norm of the constraint violation vector: 

                      )),(),...,,(),(),...,((v 11 txHtxHxGxG mqq +=                             (8) 

                                         ∑∑
+==

+=
m

1i

q

1i
1 ),()(||v||

q
ii txHxG                                     (9) 

In this paper, infinity norm is used: 

)},(),...,,(),(),...,(max{||v|| 11 txHtxHxGxG mqq +∞ =  

Suppose the constraint violation vector of 
)1(

x is 1v , and that of 
)2(

x  is 2v . The 

detail comparison between 
)1(

x  and 
)2(

x at generation t is as follows: 

Algorithm 5 Comparison of 
)1(

x  with 
)2(

x  

If ∞∞ < ||v||||v|| 21 ,
)1(

x  wins. 

If ∞∞ > ||v||||v|| 21 , 
)2(

x  wins. 
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If ))()(()||v||||v(||
)2()1(

21 xfxf <∧= ∞∞ ,
)1(

x  wins. 

If ))()(()||v||||v(||
)2()1(

21 xfxf >∧= ∞∞ ,
)2(

x  wins. 

If ))()(()||v||||v(||
)2()1(

21 xfxf =∧= ∞∞ ,
)1(

x is indifferent to 
)2(

x . 

4   Numberical Experimental Result  

Parameter Settings and Discussion 

(1)Population size N=50. As is known, population size is recommended 30≤ N 
≤100. Here we choose N=50. 

(2)Number of Parents M .In a case of a big M, the crossover operator may search a 
large space and the premise of efficiency of crossover may be broken. Therefore, the 
algorithm may search ineffectively and converge slowly. While in a case of a small M, 
the parents of the crossover may lose diversity and the algorithm may converge 
prematurely. Experiment shows that 3≤ M ≤7 is a proper selection. In this paper, M =5. 

(3) Crossover probability is 1 (cf. Step 2 of Algorithm 2), copy probability pc =0.05 (cf. 
Step 3 of Algorithm 2) and mutation probability pm=0.05 (cf. Step 4 of Algorithm 2). 

(4) Max function evaluations: 50000.  
(5) Constraints relaxation controlling parameter C=1.02.Parameter C is related to 

the max evolutionary generation. The evolutionary generation of the new constrained 
EA is calculated as follow: 

Max evolutionary generation = (Max function evaluations) / (Population size) = 
50000 / 50 = 1000. 

For preserving )(thiε →0 in Equation 7, we set parameter C= 1.02 where t is the 

evolutionary generation. 

Four Engineering Designing Problem 

1. The Pressure Vessel Design 
This problem [4]–[7] corresponds to the weight minimization of a cylindrical pressure 
vessel with two spherical heads. There are four designing variables (in inches): the 
thickness of the pressure vessel (Ts), the thickness of the head (Th), the inner radius 
of the vessel (R) and the length of the cylindrical component (L). Since there are two 
discrete variables (Ts and Th) and two continuous variables (R and L), one has a 
nonlinearly constrained mixed  

Discrete continuous optimization problem. The bounds of the designing variables 
are 0.0625 ≤ Ts, Th ≤ 5 (in constant steps of 0.0625) and 10 ≤ R,L ≤ 200. The weight 
to be minimized, and the constraints are given by: 

In this problem, we suppose Ts to be x1, Th to be x2, R to be x3, and L to be x4. 

3
2

14
2

1
2
32431 84.191661.37781.16224.0)( xxxxxxxxxxfMinimize +++=

Subject To: 

00193.0)( 131 ≤−= xxxg                                  000954.0)( 232 ≤−= xxxg  

03
41728750)( 3

34
2
33 ≤−−×= xxxxg ππ            0240)( 44 ≤−= xxg  

X1∈ [0.0625, 5.0]  X2∈ [0.0625, 5.0]  X3∈ [10.0, 300.0]  X4∈ [10.0, 300.0]. 
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Table 1 presents a comparison of results obtained with different algorithms. All 
algorithms use 80,000 times of function evaluations, except AIS [8], which uses 
150,000 times and LDNSEA 50,000 times. The best solution was found by the 
proposed LDNSEA, and corresponds to a final weight equal to 5804. 38767986. 
Table 2 displays the final solutions which are all feasible. 

Table 1. Design variables found for the best solutions for the pressure vessel design 

AIS[8] AIS-GA[1] AIS-GAC[1] AIS-GA[14] LDNSEA
x1 0.8125 0.8125 0.8125 0.8125 0.727490929353616
x2 0.4375 0.4375 0.4375 0.4375 0.359648573369611
x3 42.0870 42.0950 42.0950 42.0973 37.699011883607
x4 176.7791 176.7031 176.6797 176.6509 240.0
f1(x) 6061.1229 6060.3677 6060.138 6059.8546 5804. 38767986  

Table 2. Values of the weight found for the pressure vessel design 

Best Median Average St.Dev Worst fr Ne
AIS[8] 6061.123 - 6734.085 - 7568.060 - 150,000
AIS-GA[1] 6060.368 - 6743.872 - 7346.750 - 80,000
AIS-GAC[1] 6060.138 - 6385.942 - 6845.496 - 80,000
AIS-GA[14] 6059.855 6426.710 6545.126 1.24E+2 7388.160 50 80,000
LDNSEA 5804. 3876 - 5804. 3876 - 5804. 3876 50 50,000  

Table 3. Design variables found for the best solutions for the speed reducer design 

ES[10] AIS-GA[9] AIS-GAC [8] AIS-GA[14] LDNSEA
x1 3.506163 3.500001 3.500000 3.500001 3.49993
x2 0.700831 0.700000 0.700000 0.700000 0.70000
x3 17 17 17 17 17
x4 7.460181 7.300019 7.300001 7.300008 7.3
x5 7.962143 7.800013 7.800000 7.800001 7.71517
x6 3.362900 3.350215 3.350215 3.350215 3.350215
x7 5.308949 5.286684 5.286684 5.286683 5.28652
W 3025.0051 2996.3494 2996.3484 2996.3483 2994.35354  

 
Table 4. Values found for the speed reducer design 

Best Median Average St.Dev Worst fr Ne
ES[10] 3025.0051 − 3088.7778 − 3078.5918 − 36,000
AIS-GA[9] 2996.3494 2996.356 2996.3643 4.35E-3 2996.6277 50 36,000
AIS-GAC[8] 2996.3484 2996.3484 2996.3484 1.46E-6 2996.3486 50 36,000
AIS-GA[14] 2996.3483 2996.3495 2996.3501 7.45E-3 2996.3599 50 36,000
LDNSEA 2994.3535 - 2994.3535 0 2994.3535 50 36,000  

Table 5. Design variables found for the best solutions for the tension spring design 

AIS-GA[9] AIS-GAC [8] AIS-GA[14] LDNSEA
x1 11.852177 11.329555 11.6611924 8.543881
x2 0.347475 0.356032 0.3505298 0.374472
x3 0.051302 0.051661 0.0514305 0.05
f(x) 0.012668 0.012666 0.012666 0.009871  
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Table 6. Values found for tension/compression spring design 

Best Median Average St.Dev Worst fr Ne
AIS-GA[9] 0.012668 − 0.013481 − 0.016155 − 36,000
AIS-GAC[8] 0.012666 − 0.012974 − 0.013880 - 36,000
AIS-GA[14] 0.012666 0.01289

2
0.013131 6.28E− 4 0.015318 50 36,000

LDNSEA 0.009871 0.00987
1

0.009871 0 0.009871 50 36,000
 

Table 7. Design variables found for the best solutions for the welded beam design 

AIS-GA[9] AIS-GAC [8] AIS-GA[14]
LDNSEA

x1 0.2443243 0.2443857 0.2434673 0.2058296
x2 6.2201996 6.2183037 6.2507296 3.4683377
x3 8.2914640 8.2911650 8.2914724 9.0366239
x4 0.2443694 0.2443875 0.2443690 0.2057296
f(x) 2.381246 2.38122 2.38335 1.7247170  

Table 8. Values found for the cost of the welded beam design 

Best Median Average St.Dev Worst fr Ne
AIS-GA[9] 2.38125 − 2.59303 − 3.23815 − 320,000
AIS-GAC[8] 2.38122 − 2.38992 − 2.41391 − 320,000
AIS-GA[14] 2.38335 2.92121 2.99298 2.02E− 1 4.05600 50 320,000

LDNSEA 1.7247170 1.7247170 1.7247170 0 1.7247170 50 50,000  

2
321 )2()( xxxxfMinimize +=  

Subject To: 

0
71785
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3

1
3
2

1 ≤−=
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xx
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5108

1

)(12566
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)(

2
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4
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23
2
2
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xxxx

xxx
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0
45.140
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2
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The number of function evaluations was set to 36,000. A comparison of results is 
provided in the Table 5 where the best result is found by the proposed LDNSEA, with 
a final volume equal to 0.009871. Table 6 shows the values found for the designing 
variables corresponding to the best solutions that are all feasible. 

4. The Welded Beam Design 
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P=6000,L=14,E=30×106,G=12×106,  τmax=13600,бmax =30000, δmax =0.25. 
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The Table 7 shows a comparison of results where the best value found (final cost 
equal to 1.7247170) corresponds to LDNSEA. The Table 8 shows the design 
variables corresponding to the best solution. All the solutions are feasible and the 
number of function evaluations was set to 320,000 except that LDNSEA use 50,000 
times. 

5   Conclusion  

(1) The crossover operator of the new algorithm searches a lower dimensional 
neighbour of the parents, which decreases the complexity of searching.  

(2) The new algorithm finds out, up to now, the best solution for the above four 
illustrated engineering problems. The solutions are probably the global optimum. And 
with LDNSEA algorithm, the constraints of the four engineering problems are active. 

(3) LDNSEA algorithm does not use gradient method. Therefore, no 
differentiability is demanded.  

(4) LDNSEA algorithm is simple and easy to be implemented. 
(5) Experimental result shows that LDNSEA algorithm is effective in solving the 4 

engineering optimization problems with constraints. 
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Abstract. P38 MAPK is one of the most important central regulatory proteins 
that can respond extra environmental stresses. It can activate or inhibit many 
other genes, which can lead some disease, such as cancers or inflammations etc. 
We proposed a new differential equation model using linear regression analysis 
to calculate the weight values of the Genetic Regulatory Networks to simulate 
the P38 MAPK pathway in Genetic level. The results of the network are 
reasonable. We can investigate the P38 MAPK pathway some extra hypotheses 
from the result model, and provide biologists optimal designs for further 
experiments of disease researches. 

Keywords: P38 MAPK, Genetic regulatory network, differential equation, 
linear regression. 

1   Introduction 

Mitogen activated protein kinases (MAPKs) are ubiquitously expressed in 
mammalian cells and always produce signals in response to various causal extra-
interactions, such as growth factors, pro-inflammatory cytokines and stress [1]. 
MAPKs are divided into four main categories, i.e. the extracellular signal-regulated 
protein kinase (ERK), Big Mitogen Activated Protein Kinase 1(BMK1/ERK5), c-Jun 
N-terminal kinase stress-activated protein kinases (Jnk/SAPK) and p38 MAPK [2]. 
Among the MAPKs, P38 MAP kinase, which is found in 1993 [3], plays a key role in 
the transduction of signals through both protein kinases and protein phosphatases [4]. 
So it is so crucial for the diagnosis, treatment and prevention of various disasters, 
especially cancers and inflammation to investigate P38 MAP Kinase. 

There are four isoforms of P38 MAPK (α, β, γ and δ) [5]. Among the isoforms, 
P38α has been shown to be crucially linked to the production of pro-inflammatory 
cytokines [6]. And its pathway can also be found to link to some cancers [7]. Little is 
known about how T cell receptor (TCR) mediated signaling is coupled to the 
activation of the MAPK p38 in mammalian cells. Typically the MAPK p38 is 
activated by environmental stress such as ultraviolet radiation and osmotic shock and 
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by pro-inflammatory cytokines such as tumor necrosis factor (TNF), interleukin-1 
(IL-1), IL-2 and IL-17. 

In this paper, we use the mathematical model to simulate P38 MAPK pathway to 
investigate the molecular interactions between the proteins expressed by the 
corresponding genes in the model. Although the forms of the involved modules in the 
pathway level are protein and RNA etc., these modules are also gene productions. To 
investigate the causal relationships between all the various entities in P38 MAPK 
pathway in the basic level, we use genes to present the entities in the pathway. Thus 
genes can influence each other (activate or inhabit) through a chain of proteins and 
metabolites. At genetic level, it is thus legitimate, and indeed common, to consider 
gene-gene interactions, and these lead to the concept of genetic regulatory networks 
(GRN) [8]. GRN ultimately attempt to describe how genes or groups of genes interact 
with each other and evaluate the complex regulatory mechanisms that control the 
activity of genes in living cells. The reconstructed gene interaction models should be 
able to provide biologists a range of hypotheses explaining the results of experiments 
and suggesting optimal designs for further experiments for P38 MAPK in genetic 
level. 

Gene expression profiles yield quantitative and semi-quantitative data on the 
concentration of protein expressed by the corresponding genes in a specific condition 
and time, especially ncRNA. One use of the high-throughput data is to infer or 
reverse-engineer GRNs among genes using various mathematical approaches, such as 
Boolean Networks [9], Dynamic Bayesian Networks [10], Information-theoretic 
models [11], and differential equation additive models [12] etc. Each of these 
concepts allows for several modifications, such as DDLab [13], Banjo [14], 
ARACNE [15], MNI [16] etc., which multiplies the number of possible models for 
data analysis. But the mismatch between the real mechanisms and the inference 
network always lead to arbitrary network structures. Therefore it is difficult to expect 
models inferred interaction network which has acceptable performance for any 
biological system. Hence, we always attempt to develop models that provide greater 
accuracy with respect to the real bio-system investigated. Among the high-throughput 
data, in particular, the time series or condition series microarrays represent important 
information about cellular dynamics. The series status can be the reflection of the real 
molecular interactions among the genes. Many approaches have been proposed to 
reconstruct network structures from the two series expression profiles.  

For series profiles, the differential equation model is an appropriate approach for 
network inference. The model is represented by a set of ordinary differential 
equations (ODE) [12], and each ODE can be defined by Eq. (1): 

i i j j i
i

x w x b≈ +∑  (1) 

Where xi is the concentration level of the protein expressed by the corresponding gene 
i; wij is the weight coefficient representing the influence of gene j on the regulation of 
gene i, including self-regulation (when i=j); bi indicates the constant output observed 
in the absence of regulatory inputs. We call bi background parameter for each gene. 
But the series profiles obtained from experiment are in the form of finite discrete 
point data, so the continuous differential equation (1) should be converted into the 
form of discrete-serial form as follows: 
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( ) ( )
n

i k i j j k i
j

x p w x p b= +∑  (2) 

Where n is the number of genes, j=1, 2,…, n; pk is the k-th case of the gene 
expression profiles, k= 1, 2,…, m; m is the number of the gene expression profiles. 
This function can be the interaction network without any stimulation input, i.e. the 
casual extra environmental stress. When the stimulation inputs enter the regulatory 
network described before, the concentration level of each gene production will be 
changed, so we can have a stimulator coefficient for each gene. And the changed 
model can be defined by Eq. (3): 

( ) ( )
n

i k i j j k i i
j

x p w x p b s= + +∑  (3) 

Where si represents stimulation input, such as ultraviolet radiation, osmotic shock and 
pro-inflammatory cytokine etc., for the expression level of gene i in the model. 

In this paper, we generalize the first order differential equation regulation model by 
analyzing linear regression to estimate the weight value matrix W. These values in the 
matrix can be selected based on prior knowledge or some fitting selection algorithms. 
This makes the model very flexible and thus capable of covering a broad range of 
biological systems more adequately and specifically than previous models. 

We use the proposed generalization for the differential equation regulation model 
to infer the P38 MAPK pathway in the genetic level. The model is available as SBML 
format [17] and can be visualized by Cytoscape [18]. The experiment demonstrates 
practical applicability of the developed approach. 

2   Data 

The Data we used in this paper for inferring the p38 regulatory network is in the form 
of gene expression profiles, which can be downloaded from Developmental 
Therapeutics Program of NCI [19]. As others did, the data we selected is a subset of 
Affymetrix U95 [20] provided by Swiss company Novartis. The values of the data are 
averaged from triplicate array replications. And the values are measured using 
different carcinoma cells, such as breast, colon, leukemia, etc., and different probes in 
Homo sapiens. Hence the data are condition series described in the introduction. The 
sub-dataset contains 18 genes which are all in the P38 MAPK pathway. And each 
case (gene) in the data has 59 variables (conditions, such as carcinoma cells, different 
tissue cells and different probes, etc.) in the data. You can download the subset data 
of the U95 used in this article from [21] using IE 6.0 or higher version. 

The sub-data we selected are a part of Homo sapiens P38 MAPK pathway 
available from BioCarta [22]. And in the genetic regulatory level, the pathway can be 
converted to GRN like Fig. 1. The relationship between the gene productions in Fig. 1 
can be found from CGAP [23] of NCI. The Fig.1 is generated using Cytospace with 
unweighted Force-Directed Layout algorithm [24]. 
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Fig. 1. The GRN level corresponding to P38 MAPK pathway. The line with no arrow on 
presents the undoubted line in Fig.1. And we remove the translocation of MAPK14 because it 
could not influence the result of the pathway model. 

3   Method 

We define W in Eq. (3) as the weight coefficient matrix of which the element is wij. It 
is the most important part of the differential equation model in GRN. The 0 value of 
wij means no influence between gene i and gene j; the positive value of wij means 
activation influence of gene j on the regulation of gene i; and the negative value of wij 
means inhibition influence of gene j on the regulation of gene i. 

The criterion function which can be optimized in this differential equation model is 
least squared function as follows: 

2
n m

ik ik
i k

c v r=∑∑  (4) 

Where rik is the Residual of function xi (pk) in Eq (3); vik is the estimated weight value 
of each rik. vik can be calculated in the algorithm or fixed according to the prior 
knowledge, such as 1 or 0.5. rik can be defined by Eq (5) as follows: 

' '( ) ( )
n

ik i k i j j k i i
j

r x p w x p b s= − − −∑  (5) 

Where xi
’ (pk) is the measured condition series of gene i at pk, and the meaning of xi

’ 
(pk) is the same. 

We use the univariate linear regression to calculate weight value matrix and 
background parameters in Eq. (3), and use the hill-climbing [25] to search the 
minimum criterion function, i.e. Eq. (4) for each gene. 
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3.1   Fitting Selection of Connections 

The network reconstruction using ODEs model has been described in the introduction. 
The links in GRN are created from the weight value units in matrix W if the 
corresponding weight values are significantly different from zero. So the computation 
of weight value matrix W is the kernel part of the algorithm. W can be calculated by 
minimizing the Eq. (5) with linear regression. The number of connections of the 
network is very large for an even medium size series profiles. In fact, GRN are 
believed to exhibit limited connective. Hence we must pick a good Fitting Selection 
Algorithm to decide which connections are in Eq. (3) for each gene. For saving much 
run time and inferring the network properly, we use the prior knowledge of p38 MAPK 
Signaling pathway. For the regulatory genes of given genes, we use the “enter” 
method. All the genes using “enter” fitting selection method will be the candidate 
regulatory genes of given gene. For the genes that are assumed to be the regulatory 
genes of given genes, we use the forward selection algorithm [26]. To do so, the 
assumed links can have more opportunities to be existed. For the genes that are not 
assumed to be the regulatory genes, we use the backward fitting selection method. 

3.2   Procedure of the Algorithm 

When the regulatory coefficients of a given gene are selected using a certain fitting 
selection described above, the linear regression begins as follows: 

1. The model defined by Eq. (3) with all wij = 0 is assigned to each node, i.e. the 
network begins without links.  

2. For each interested node, we fit the model for the data, and calculate c in Eq. (4) 
for the interested node.  

3. We use the linear regression methodology to estimate the regression coefficients 
by minimizing c of Eq. (4). 

4. We use the hill-climbing searching method to decide which parameters are 
reserved. 

5. The procedure generates links until the stopping criterion is fulfilled. Otherwise we 
return to 2. We have implemented the following stop criteria: 

• We stop the procedure if the node with the lowest quality of fit is already linked to 
all the other nodes of the network. And the overall quality criterion is less than a 
certain limit. 

• There are no more free nodes that can reduce c value of Eq. (4). This indicates that 
either the algorithm has achieved the local minima or the inference model is not 
correct.  

When we calculate the gene expression profiles, the hill-climbing searching algorithm 
is used to solve the one-dimensional function minimization problem described above. 
After the adjustment, the new calculated gene expression profiles are substituted for 
the old ones, and they are used in the next epoch. 

4   Experiment 

To show the effectiveness of the proposed method, and apply the method to 
investigate the P38 MAPK pathway, we use the actual DNA microarray data 
described in data section to reconstruct the GRN of P38. 
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4.1   Reconstruction of P38 GRN 

In this experiment, we assume that the P38 MAPK pathway provided by BioCarta 
reflects biological reality. And we use the proposed algorithm in this paper to infer the 
GRN of P38 MAPK pathway, and summarize the parameters as Table 1: 

Table 1. Summary parameters of P38 MAPK pathway in genetic level 

Regulator Relationship Quality Target Constant Coefficient 

MAP2K4 aa 170.011+1.967x MAPK14 170.011 1.967 

MAP2K6 ai 170.011-4.013x MAPK14 170.011 -4.013 

CDC42 aa 3.231+0.093x MAP3K9 3.231 0.093 

MAP3K1 ai 18.432-0.197x MAP2K4 18.432 -0.197 

MAP3K9 ai 18.432-0.087x MAP2K4 18.432 -0.087 

MAPK14 ai 27.855-0.044x PLA2G4A 27.855 -0.044 

MAPK14 aa 118.184+0.032x MKNK1 118.184 0.032 

MAPK14 ai 60.781-0.08x MAPKAPK5 60.781 -0.08 

MAPK14 ai 81.416-0.019x MAPKAPK2 81.416 -0.019 

RPS6KA5 aa 67.207+0.236x CREB1 67.207 0.236 

RPS6KA5 ai 2671.481-3.811x HMGN1 2671.481 -3.811 

MAPKAPK2 ai 2671.481-4.707x HMGN1 2671.481 -4.707 

MAPK14 ai 29.288-0.05x RPS6KA5 29.288 -0.05 

MAPK14 aa 35.332+0.09x ATF2 35.332 0.09 

MAPK14 aa 73.257+0.094x ELK1 73.257 0.094 

MAPK14 ai 61.766-0.025x MAX 61.766 -0.025 

MAPK14 ai 529.89-0.288x MYC 529.89 -0.288 

MAP3K9 ai 4.935-0.119x MAP2K6 4.935 -0.119 

In the Relationship column of Table 1, aa means that the expression level of 
regulator gene could activate the expression level of target gene all the time under the 
various causal extra-interactions described in introduction; ai means that the 
expression level of regulator gene will activate the expression level of target gene 
when the concentration of regulator gene productions is less than the limit threshold, 
but the regulator gene will inhibit the expression level of target gene when the 
concentration of regulator gene productions is greater than the limit threshold. The 
threshold reflects the bi, si, and wij in Eq. (3). Its value exists so long as the two 
entities are in the ai relationship, and can be defined by Eq. (6) as follows: 

tan /T cons t coefficient=  (6) 
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Where T presents the threshold, signs for absolute value are used in Eq. (6) because 
the coefficients with the ai relationship are the negative float. 

The x in the unit of Quality column presents the concentration of the regulator gene 
productions. The Constant and Coefficient column are derived from the Quality 
column. And the types of relationship are determined by the signal of the variable 
coefficient of the formula in the unit of Quality in Table 1. 

The constant in Table 1 presents the sum of the bi and si in Eq. (3). And coefficient 
presents the wij in Eq. (3). 

We can visualize the result of GRN reconstruction using cytospace with coefficient 
weighted Force-Directed Layout algorithm as Fig.2: 

 

Fig. 2. The GRN of P38 MAPK pathway. The solid rectangle arrow line, from regulator gene to 
target gene, presents aa relationship in the Table 1. The long dash round arrow, from regulator 
gene to target gene, presents the ai relationship in the Table 1. 

In Fig.2, the line width, which is reverse proportional to line length, is proportional 
to the absolute value of coefficient in Table 1. In some certain, line width reflects the 
strength of the regulatory relationship between two genes. For aa lines, it reflects the 
activation level; for ai lines, it reflects attenuation speed of activation level when 
expression level of regulator gene is lower than threshold or inhibition level when 
expression level of regulator gene is higher than threshold. 

For the lines using the “enter” fitting selection algorithm, we calculate the 
parameters in Eq. (3) with the proposed mathematical model, and summarize them 
into Table 1. The purpose of doing so is to inspect and verify the model that already 
existed, and to assume extra-properties of the model. For the assumed line between 
CREB1 and MAPKAPK2, we use the forward selection algorithm on it, but the P 
value is too big to enter the model. The experiment told us that the line doesn’t exist. 
For the lines that don’t exist in Fig.1, we eliminated all with backward selection 
algorithm. 
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From Fig. 2, we know all the relationships between genes are activation, and this 
result is same as Fig.1. In the proposed simply linear model, we can see the activation 
relationship is not simply as we think. The relationship is related with the 
concentration of the regulatory gene productions. 

From the constant part, we know the regulatory genes have default power to 
regulate the target genes. And the stimulate inputs in Eq. (3) which reflect the casual 
environmental stresses in macro world, such as ultraviolet radiation and osmotic 
shock etc., works as the regulatory roles in the model. 

4.2   Software 

The developed algorithm software of the proposed method was implemented with 
SPSS 17.0 [27], which is a short code file, freely available from [28]. You can 
download it and reconstruct the P38 MAPK pathway in genetic level, and adjust the 
code for other gene expression data to reconstruct the corresponding GRN. 

5   Conclusion 

We proposed a differential equation model using linear regression to calculate the 
coefficient parameters matrix. And apply the model to P38 MAPK pathway in genetic 
level. From the result Fig.2, we can find that the MAPK14 (P38 MAPK) is the hub 
regulator gene of the GRN. The concentration of P38 MAPK can activate many target 
genes. And MAPK14 can be regulated by some key genes, such as MAP2K6 and 
MAP2K4. The whole GRN is under the various casual environmental stresses.  

By comparing the Fig.1 and Fig.2, we found that the activation relationship 
between genes in P38 MAPK pathway provided by BioCarta is not unchangeable. 
When the concentration of regulator gene productions is low enough, the 
concentration of target gene productions is proportional to the former; when the 
concentration of regulator gene productions is higher than a threshold, the function of 
a part of regulator genes is reversed, but the others are still unchanged in the simple 
model proposed in the paper. The same phenomenon can be found from precedent 
investigations. And we inspect and verify the phenomenon with the new mathematical 
model. The new mathematical model can be used for other data with the same formats 
as the data in this paper. 

Because of the hub regulatory role of P38 MAPK, many diseases are related with 
it, especially cancers and inflammations. So the investigation of P38 MAPK pathway 
is crucial to us. In this paper, we found some different properties in genetic level of 
the P38 MAPK pathway. The regulatory role of P38 MAPK is not unchanged, which 
can reflect to the real disease phenomenon. That is, in some way, the P38 MAPK is 
not always play an active role or inhibit role to the disease, such as hepatitis. We can 
use the properties of P38 MAPK to secure some diseases of human not only 
activating the P38 MAPK, but also considering the concentrations of all the gene 
productions in genetic level according to Fig.2. And the model will provide biologists 
optimal designs for further experiments of disease researches. 
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Abstract. Threshold selection is a critical step in computer vision. Immune 
systems, has inspired optimization algorithms known as Artificial Immune 
Optimization (AIO). AIO have been successfully applied to solve optimization 
problems. The Clonal Selection algorithm (CSA) is the most applied AIO method. 
It generates a response after an antigenic pattern is identified by an antibody. This 
works presents an image multi-threshold approach based on AIS optimization. The 
approach considers the segmentation task as an optimization process. The 1-D 
histogram of the image is approximated by adding several Gaussian functions 
whose parameters are calculated by the CSA. The mix of Gaussian functions 
approximates the histogram; each Gaussian function represents a pixel class 
(threshold point). The proposed approach is computationally efficient and does not 
require prior assumptions about the image. The algorithm demonstrated ability to 
perform automatic threshold selection. 

Keywords: Image segmentation, artificial immune system, automatic 
thresholding, intelligent image processing. 

1   Introduction 

Biological inspired methods can successfully be transferred into novel computational 
paradigms as shown by the development and successful use of concepts such as 
artificial neural networks, evolutionary algorithms, swarming algorithms and so. The 
human immune system (HIS) is a highly evolved, parallel and distributed adaptive 
system [1], which exhibits remarkable abilities that can be imported into important 
aspects in the field of computation. This emerging field is referring to as artificial 
immune systems (AIS) [2]. It can be defined as computational systems inspired by 
theoretical immunology and its observed immune functions, principles and models. 
AIS have recently gained considerable research interest from different communities 
[3] considering several aspects of optimization, pattern recognition, anomaly 
detection, data analysis, and machine learning. Artificial immune optimization has 
been successfully applied to tackle numerous challenging optimization problems with 
remarkable performance in comparison to other classical techniques [4]. 

Clonal selection algorithm (CSA) [5] is one of the most widely employed AIO 
approaches. The CSA is a relatively novel evolutionary optimization algorithm which 
has been built on the basis of the clonal selection principle [6] of HIS. The clonal 
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selection principle explains the immune response when an antigenic pattern is 
recognized by a given antibody. CSA has the ability of getting out of local minima 
while operates over a population of points within the search space simultaneously. It 
does not use the derivatives or any of their related information as it employs 
probabilistic transition rules instead of deterministic ones. Moreover, its 
implementation is simple and straightforward. CSA has been therefore used 
extensively in the literature for solving several kinds of challenging engineering 
problems [7, 8, 9]. 

For many applications in image processing, abstractions of objects or features, 
commonly used by other high-level tasks, are derived from images. In particular for 
the abstraction analysis, the pixels within the image have to be grouped into 
meaningful regions by applying image segmentation. 

In many cases, the gray level value for pixels belonging to the object is 
substantially different from those belonging to the background. Thus thresholding 
becomes a simple but effective tool to separate objects from the background yielding 
several sorts of applications, such as document image analysis, which aims to extract 
printed characters [10, 11], logos, graphical contents, or musical scores. Also map 
processing, which seeks to identify legends and characters [12], scene processing 
which tracks a given target [13] and quality inspection of materials [14, 15] which 
aims to detect defective parts. 

Thresholding is therefore a simple and effective technique for image segmentation. 
It can be classified into two categories: bi-level and multi-level thresholding. The 
latter considers images containing several distinct objects which required multiple 
threshold values to accomplish segmentation. The bi-level case may segment an 
image into two simple pixel classes, one representing the object and the other 
accounting for the background pixels. 

A wide variety of thresholding approaches have been proposed for image 
segmentation, by means of conventional methods such as in [16], [17], [18], [19] and 
those based on computational intelligent techniques as in [20], [21] and [9]. When 
extended to multi-level thresholding, two major drawbacks may arise: (i) they have no 
systematic and analytic solution when the number of classes in the image increases, 
and (ii) the number of classes in the image is difficult to define and it should be pre-
specified, although such parameter is unknown for many real-world applications. 

In order to contribute towards solving some of these problems, this paper presents 
an alternative approach using the optimization algorithm based on AIS for multilevel 
thresholding. In the traditional multilevel optimal thresholding, the intensity 
distributions belonging to the object or to the background pixels are assumed to 
follow some Gaussian probability function; therefore a combination of probability 
density functions is usually adopted to model these functions. The parameters in the 
combination function are unknown and the parameter estimation is typically assumed 
to be a nonlinear optimization problem [22]. The unknown parameters that give the 
best fit to the processed histogram are determined by using the Clonal selection 
algorithm. 

This paper organizes as follows: Section 2 presents the method following the 
Gaussian approximation of the histogram.  Section 3 provides information about the 
CSA while Section 4 demonstrates the automatic threshold determination. Section 5 
discusses some implementation details. Experimental results for the proposed 
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approach are presented in Section 6, followed by the discussion summarized in 
Section 7. 

2   Gaussian Approximation 

Assuming an image has L gray levels [0, , 1]L −K , following a gray level distribution 

which can be displayed in the form of the histogram ( )h g . In order to simplify the 

description, the histogram is normalized and it is considered as a probability 
distribution function, yielding: 

( ) ,   ( ) 0,gn
h g h g
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= ≥   

1 1

0 0
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Assuming that gn  denotes the number of pixels with gray level g, while N is the total 

number of pixels in the image. The histogram function can thus be contained into a 
mix of Gaussian probability functions, which yields: 
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Considering that Pi is the a priori probability of class i, ( )ip x  is the probability 

distribution function of gray-level random variable x in class i, iμ and iσ  are the 

mean and standard deviation of the i-th probability distribution function and K is the 

number of classes within the image. In addition, the constraint 
1

1
K

ii
P

=
=∑  must be 

satisfied. 
The typical mean square error consideration is used to estimate the 3K 

parameters iP , iμ  and iσ , i = 1, . . ,K. For example, the mean square error between 

the composite Gaussian function ( )ip x  and the experimental histogram function 

( )ih x is defined as follows: 

2

1 1

1
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j i
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n

ω
= =

⎛ ⎞
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⎝ ⎠
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Assuming an n-point histogram as in [22] and ω  being the penalty associated with 

the constrain
1

1
K

ii
P

=
=∑ . 

In general, the determination of parameters that minimize the square error is not a 
simple problem. A straightforward method to decrease the partial derivatives of the 
error function to zero considers a set of simultaneous transcendental equations [22]. 
An analytical solution is not available due to the non-linear nature of the equations, 
and therefore a multilevel optimization method must be used. The algorithm makes 
use of a numerical procedure following an iterative approach based on the gradient 
information. However, considering that the gradient descent method may easily get 
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stuck within local minima, the final solution is highly dependant on the initial values. 
Some previous experiences have shown that the evolutionary-based approaches 
actually provide a satisfactory performance in case of image processing problems [9, 
20, 23, 24, 25]. The CSA is therefore adopted in order to find the parameters and their 
corresponding threshold values. 

3   Clonal Selection Algorithm 

In the natural immune systems, only the antibodies (Abs) which are able to recognize 
the intruding antigens (non-self cells) are to be selected to proliferate by cloning [6]. 
Therefore, the fundamental of the clonal optimization method is that only capable Abs 
will proliferate. More precisely, the underlying principles of the CSA borrowed from 
the CSP are as follows: 

• Maintenance of memory cells functionally disconnected from repertoire, 
• Selection and cloning of most stimulated Abs, 
• Suppression of non-simulated cells, 
• Affinity maturation and reselection of clones with higher affinities, and 
• Mutation rate proportional to Abs affinities. 

Within Immunology, an antigen is any substance that forces the immune system to 
produce antibodies against it. In CSA, antigens refer to the pending optimization 
problem.  In CSA, B cells, T cells and antigen-specific lymphocytes are generally 
called antibodies. An antibody is a representation of a candidate solution for an 
antigen. A selective mechanism guarantees that those offspring cells (solutions) that 
better recognize the antigen, which elicited the response, are selected to have long life 
spans. Therefore these cells are named memory cells (M). 

Figure 1 shows the diagram of the basic CSA steps as follows: 

1. Initialize the Ab pool (Pinit) including the subset of memory cells (M). 
2. Evaluate the fitness of all the individuals in population P. The fitness here   

refers to the affinity measure. 
3. Select the best candidates (Pr) from P, according to their fitness (affinities 

to the antigens). 
4. Clone these Ab’s into a temporary pool (C). 
5. Generate a mutated Ab pool (C1). The mutation rate of each individual is 

inversely proportional to its fitness. 
6. Evaluate all the Ab’s in C1 
7. Eliminate those Ab’s similar to the ones in C, and update C1. 
8. From C1, re-select the individuals exhibiting the best fitness to build M. 

Other individuals with improved fitness in C1 can thus replace other 
members showing poor fitness in P in order to keep the overall Ab diversity. 

The CSA can be terminated once one fixed criteria, previously established, is 
satisfactorily reached. 

The clone size in Step 4 is commonly defined as a monotonic function of the 
affinity measure. Although a unique mutation operator is used in Step 5, the mutated 
values of individuals are inversely proportional to their fitness by means of choosing 
different mutation variations, i.e. as Ab shows better fitness, the less it may change. 
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The similarity property within the Abs can also affect the convergence speed of the 
CSA. The idea of the Ab suppression based on the immune network theory is 
introduced to eliminate the newly generated Abs, which is too similar to those already 
in the candidate pool (Step 7). With such a diverse Ab pool, the CSA can avoid being 
trapped into local optima. In contrast to the popular genetic algorithms (GA), which 
usually tend to bias the whole population of chromosomes towards only the best 
candidate solution [26], it can effectively handle the challenging multimodal 
optimization tasks [27- 30]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Basic diagram of  clonal selection algorithm (CSA) 

The management of population includes a simple and direct searching algorithm 
for globally optimal multi-modal functions. This is a clear difference in comparison to 
other evolutionary algorithms, like genetic algorithms, because the method does not 
require crossover but only cloning and hyper-mutation of individuals in order to use 
affinity as selection mechanism. The CSA is adopted in this work to find the 
parameters ,P σ  and μ  of Gaussian functions and their corresponding threshold 

values for the image. 

4   Determination of Thresholding Values 

The next step is to determine the optimal threshold values. Considering that  the data 
classes are organized such that 1 2 Kμ μ μ< < <K , the threshold values can thus be 
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calculated by estimating the overall probability error for two adjacent Gaussian 
functions, as follows: 

1 1 2( ) ( ) ( ),i i i i iE T P E T P E T+= ⋅ + ⋅        1, 2, , 1i K= −K  (4) 

Considering 

1 1( ) ( ) ,
iT

i iE T p x dx+
−∞

= ∫  

(5) 

And 

2 ( ) ( ) ,
i

i i
T

E T p x dx
∞

= ∫  (6) 

1 ( )iE T is the probability of mistakenly classifying the pixels in the (i + 1)-th class to 
the i-th class, while 2 ( )iE T is the probability of erroneously classifying the pixels in 
the i-th class to the (i + 1)-th class. sjP ′  are the a-priori probabilities within the 
combined probability density function, and iT  is the threshold value between the i-th 
and the (i + 1)-th classes. One iT  value is chosen such as the error ( )iE T  is 
minimized. By differentiating ( )iE T  with respect to iT  and equating the result to zero, 
it is possible to use the following equation to define the optimum threshold value iT : 

2 0i iAT BT C+ + =  

(7) 
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2 2
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σ

+
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(8) 

Although the above quadratic equation has two possible solutions, only one of them is 
feasible (the positive one which falls within the interval). Figure 2 shows the 
determination process of the threshold points. 

5   Implementation Details 

In this work, either an antibody or an antigen will be represented (in binary form) by a 
bit chain of the form: 

1 2, ,...,=< >Lc c c c  

(9) 

with c representing a point in an L-dimensional space, ∈ Lc S  

The clonal selection algorithm can be stated as follows: 

1) An original population of N individuals (antibodies) is generated, 
considering the size of 22 bits. 

2) The n best individuals based on the affinity measure are selected. They 
will represent the memory set. 
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Fig. 2. Determination of the threshold points 

3) Such n best individuals are cloned m times. 
4) Performing a hyper-mutation of the cloned individuals which follows the 

proportion inside the affinity between antibodies and antigens and 
generating one improved antibody population. 

5) From the hyper-mutated population, the individuals with the higher 
affinity are to be re-selected. 

6) As for the original population, the individuals with the highest affinity 
are replaced, improving the overall cells set. 

Once the above steps are completed, the process is started again, until one individual 
showing the highest affinity is found, i.e. finding the minimum stated in Equation 3. 
At this work, the algorithm considers 3 Gaussians to represent the same number of 
classes. However, it can be easily expanded to more classes. Each single Gaussian has 
the variables , ,μ σi i iP (with i=1, 2, 3) representing the Hamming shape-space by 

means of an 22 bits word over the following ranges: 

[ ] [ ] [ ]: 1,max( ) , : min( ), max( ) , : 1,max( )*0.5μ σi iP h i g g g  (10) 

With g representing the grey level, and h is the histogram of the grey level image. 
Hence, the fist step is to generate the initial individual population of the antibody 
population by means of AB = 2 .* rand( ,S ) - 1;pN  and Sp representing the bit string 

assigned to each of the initial individuals N . Later, in order to perform the mapping 
from binary string to base 10  
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The population is set to 100 individuals (N), including the best 20 individuals (n). 
The 20 selected individuals are cloned 10 times (m). The corresponding mutation 
probability is proportional to the resulting error by Equation 3. The algorithm is thus 
executed until the minimum possible value of Eq. 3 is reached. 

7   Conclusions 

This works presents a novel segmentation algorithm which includes an automatic 
threshold determination approach. The intensity distributions for objects and 
background within the image are assumed to obey Gaussian distributions with 
different means and standard deviations. 

The histogram of the image is approximated by a combination of Gaussian 
probability functions. The 1-D histogram of the image is approximated by the 
addition of several Gaussian functions whose parameters are calculated using the 
CSA. Each Gaussian function approximates the histogram, representing a pixel class 
and therefore a threshold point.  The clonal selection algorithm is used to estimate the 
parameters within the mixed density function obtaining a minimum square error 
between the density function and the original histogram. Experimental results reveal 
that the proposed approach can produce satisfactory results. The paper also discusses 
on two benchmark images to test the performance of the algorithm. The proposed 
approach is not only computationally efficient but also it does not require prior 
assumptions about the image whatsoever. The method is likely to be most useful for 
applications considering different and perhaps initially unknown image classes. 
Experimental results demonstrate the algorithm’s ability to perform automatic 
threshold selection while preserving main features from the original image. 

Further work extending the proposed approach to other techniques and its 
comparison to other newly-developed state-of-the-art image segmentation techniques 
is currently under development. 
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Abstract. Ant Colony Algorithm is a new bionic algorithm which adopts the 
positive feedback structure, combines parallel computing and heuristic factors. 
It showed remarkable performance in combinatorial optimization problem. 
One-dimensional Cutting Stock is one of the classic NP-hard combinatorial 
optimization problems. It is widely applied in engineering technology and 
industrial production. Aiming at the specific characteristics of the problem, a 
series of improvement strategies and the specific algorithm implementation 
steps are given. Then the parameters are analyzed in details. Through 
experiment analysis and results comparison, it is proved that the improvement 
strategies and adjusted parameters have advantages in implementation 
efficiency and solving ability.  

Keywords: One-dimensional Cutting Stock Problem, Ant Colony Algorithm, 
Improvement strategies, Parameter analysis. 

1   Introduction 

Ant Colony Algorithm (ACA) was originally proposed by the Italian scholar Dorigo 
etc [1][2]. They take full use of the similarity between the process of ant colony 
searching food and Traveling Salesman Problem (TSP), through simulating ants that 
exchange information between the individuals and mutual collaboration during 
searching the shortest path from the nest to the ultimate food source, solve the famous 
TSP and achieve good results. Its applications have been infiltrated into other areas 
successfully. The most successful application is in the combinatorial optimization 
problems, such as Job Scheduling Problem (JSP), Vehicle Routing Problem (VRP), 
Quadratic Assignment Problem (QAP), etc [3]. 

One-dimensional Cutting Stock Problem (1CSP) is one of the classic NP-hard 
combinatorial optimization problems. It has important and extensive applications in 
engineering technology and industrial production [4][5][6]. According to the basic 
idea of ACA, the optimized 1CSP model and a series of improvement strategies are 
proposed; the specific implementation steps of improved ACA for 1CSP are 
presented. Then the parameters are analyzed in details. Through comparison of 
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experimental results with [7], this algorithm can find optimal solution more rapidly 
and efficiently. 

2   Improvement Strategies of Ant Colony Algorithm 

In ACA a set of artificial agents called ants cooperate to the solution of a problem by 
exchanging information via pheromone deposited on graph edges. Ants make use of 
the amount of the pheromone deposited by other ants as their parameters of choosing 
path. The more pheromone is on the edge, the higher probability is the edge to be 
chosen with. The update strategy of pheromone is that the shorter edge should get the 
more pheromone. Searching the better route through this positive feedback is the idea 
of ACA. Behavior rules of an individual are very easy, but through mutual 
collaboration the ant colony can perceive the complicated environment, and search 
the solution space effectively.  

Research and application of basic ACA has made great progress. A large number 
of results proved its advantages, such as: strong robustness, distributed computing 
ability, and easy to combine with other methods, etc. However, it also has some 
drawbacks. Firstly, the larger is the problem scale, the longer time it will take to find a 
better path because the movement of individuals in the colony is random; Secondly, 
it’s easy to fall into local optimal solution as a result of strengthening the role of 
pheromones.  

In response to these two drawbacks we improved the basic ACA. The improved 
ACA has obvious advantages in solving ability, and its implementation efficiency 
increase significantly. 

2.1    Efficiency Improvement Strategies 

Adjustment of the Ants’ Number. The number of ants has great relationship with 
the time complexity of algorithm. If maintaining the same number of ants in each 
iteration, when the search converges to the vicinity of near-optimal solution, the more 
is the ants, the more time will be wasted. So the number of ants needs to be adjusted 
according to the solution searched. The adjustment strategy for the number of ants: In 
the beginning of searching, set the number of ants to be the maximum number 
AntNummax, to remain the diversity of searching solutions, and avoid falling into local 
optimal solution. If the optimal solution has no or little change in the last continuous 5 
(or 10) iterations, that is, the relationship between searching optimal solution and the 
number of ants is not very important, then reduce the number of ants accordingly. 

Establishment of Candidate Nodes Set. Calculate a candidate nodes set for each 
node. Ants should choose the next node in the candidate set in priority. Only when all 
the nodes in the candidate set are in the tabu list of the ant, the ant can choose other 
node. The size of candidate set is usually set between 10 and 30 so as to reduce the 
time complexity of constructing ant path greatly. For each node, its surrounding nodes 
are ordered by distance, and then a fixed number of surrounding nodes are chosen into 
its candidate set. Because the probabilities of all nodes need not to be calculated, the 
time complexity can be reduced. 
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Rank-Based Pheromone Updating Strategy. In the beginning of early iterations, in 
order to maintain the diversity of the searching solutions, update pheromone of all the 
ants’ paths. With the increasing of iteration times, the solution has been carried on 
crossover and mutation operation of Genetic Algorithm. Introducing the updating path 
pheromone strategy of optimized rank-based ant system [8], we use a hybrid strategy 
of elite and sorting [9] to update the path pheromone. Based on the order of solution 
quality, we take out the first σ  ants to update the pheromone on their path. The path 
pheromone is controlled in [ maxmin ,ττ ]. 
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where μ  is the order number of the best ants; μτ ijΔ  is the increment pheromone 
produced on the edge (i,j)  by the μ th best ant. μL  is the path length of the μ th best 
ant. *

ijτΔ  is the increment pheromone produced on the edge (i,j) by the elite ants. σ  is 
the number of elite ants, and *L  is the path length of the found optimal solution. 

2.2    Solving Ability Improvement Strategies  

Transition Probability Strategy. Combining the above-mentioned candidate nodes 
set strategy, introduce stochastic transition probability. 

The process of ants constructing solution is equivalent to an agent, whose task is to 
visit all the nodes and returned to the starting node to make a loop. Set the ant k on the 
node i, whose candidate set is cseti. The ant k will move from the node i to the node j 
according to the state transition rules, as shown as (4) and (5).  

If not all nodes in the candidate set of the node i haven’t been added into the tabu 
list tabuk, 
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If all the nodes in the candidate set of the node i have been added into tabuk, 
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where q is a random value well-distributed in [0,1], q0 is a parameter ( 10 0 ≤≤ q ). 
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Ant Individual Differences. In the basic ACA, each ant choose next node according 
to the probability function s, shown as (4) to (6), in which the values of parameter α  
and β of each ant are fixed, so the behavior strategy of each ant in the colony is the 

same, while actually ants behavior is the diversity. This algorithm simulates the 
individual difference in the same colony, in which ants with different choosing 
strategies interact, so it can get better solution than the same strategy.  

Adaptive Adjustment of Parameters α  and β . Pheromone heuristic factor α  

reflects the relative importance of pheromone accumulated in the moving process, 
while expectation heuristic factor β  reflects the relative importance of heuristic 

information in the guidance process of searching. In the initial stage, small value for 
α  and β  can enlarge the search space. In later stage increasing value for α  and β  

can reduce the search space to make the solution close to the optimal path and 
produce positive feedback. This strategy will not only speed up the algorithm 
convergence rate, but also when the algorithm falls into a local optimal path, since the 
role of positive feedback has been strengthened, the algorithm will be easier to find 
better solutions and jump out of local optimal values in time.  

Adjust the value of α  and β according to (7) and (8). 
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where 1ξ  and 2ξ  are constants more than 1. 

Combination with Genetic Algorithm. The hybrid ACA combined with GA takes 
advantages of mutation and crossover of GA. Introducing the crossover operator and 
mutation operator can enhance the solving ability of searching global optimum and 
accelerate the convergence speed of ACA.  
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3   Description of One-Dimensional Cutting Stock Problem 

Cutting Stock Problem (CSP) is the problem to divide some stocks with same shape 
into some smaller parts with different size. If the parts have the same width, the 
problem is called One-dimensional Cutting Stock Problem (1CSP). These problems 
often appear in computer science, industrial engineering and machinery 
manufacturing, etc. Accurate solution of 1CSP is NP problem, coupled with the 
constraints of the number of cutting ways, and expansion of problem scale, the 
solution of such problems become more complex. It is difficult to use an accurate 
method i.e. linear programming, integer programming, branch and bound, etc. for this 
problem. At present the heuristic algorithm i.e. tabu search method, genetic algorithm, 
etc. are mainly adopted to solve it. The research on applying ant colony algorithm for 
1CPS is still rare [7]. 

We adopt a multi-objective multi-constrained optimization model of 1CSP based 
on a minimal total waste and minimal cutting ways. 

Given the length of stock is L, and the length of n parts are l1, l2,…, ln respectively, 
the quantity required are b1,b2,…,bn respectively. There are m possible cutting ways, 
and the repetition times of each way is xj(j=1,2,…,m). In the way j, the repetition 
times of the ith parts is aij(i =1,2,…,n). The waste of each cutting seam is LS. 
Therefore the mathematical model based on the minimum total waste and minimum 
number of cutting ways is shown as follow.  
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(9) are the objective functions of the model, and (10) are the constraints, where 
mj L,2,1= , ni L,2,1= . Here, to facilitate solving, we adopted the linear weighted 

method [10] to transform the multi-objective problem to a single objective problem. 
The optimized model is shown as follow. 

)(min qmF +  (11) 

where q is the weighted coefficient. 
For the convenience of comparison, example data adopts the same data as [7]. As 

shown in Table 1, 53 kinds of parts are planed to be cut. The length of stock L = 30 
mm, and 5 mm loss will be produced at every cutting seam.  
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Table 1. Various length of parts 

Part No 1 2 3 4 5 6 7 8 9 10 11
Length 1743 1680 1532 1477 1313 1285 1232 1217 1180 1177 1105
Part No 12 13 14 15 16 17 18 19 20 21 22
Length 1055 1046 1033 1030 975 893 882 847 845 830 795
Part No 23 24 25 26 27 28 29 30 31 32 33
Length 766 645 732 719 714 690 665 633 630 600 590
Part No 34 35 36 37 38 39 40 41 42 43 44
Length 588 582 578 540 488 455 434 420 415 414 411
Part No 45 46 47 48 49 50 51 52 53
Length 405 328 313 290 275 265 255 184 155  

4   Improved Ant Colony Algorithm for One-Dimension Cutting 
Stock Problem (IACA-1CSP) 

1CSP is a classic combinatorial optimization problem, and ACA shows excellent 
performance in solving these problems, especially in solving single objective 
problem. Optimized model of 1CSP, shown as (6), is suitable for using ACA. [7] 
gives an ACA for 1CSP. The IACA-1CSP proposed in this paper has obvious 
advantages in solving ability and implementation efficiency. 

4.1   Parts Encoding  

Encode the B parts with the number from 1 to B (B=b1+b2+…+bn). The same parts 
with different code are regarded as different parts. The collection of encoded parts is 
named W (W={1,2,…,B}). Regard the B parts as the B nodes of ACA. At  
the beginning, randomly initialize m ants, and place these ants randomly on the B 
nodes.  

4.2   Solution Path 

From the first part node which an ant choose, when the total length of parts close to L 
but not larger than L, we look it as one cutting way. From the next part we re-
calculate the total length of parts in the same method, until all the parts on the path are 
calculated. Then we get the total waste length and the number of cutting ways of the 
path. All the parts codes in all cutting ways are connected one by one to get an ant 
path. 

4.3   Specific Implementation Steps 

Step 1: Initialize parameters. Set the cycle times NC←0, and set the maximum 
number of cycles NCmax. 

Step 2: Encode parts. The collection of encoded parts is set W (W={1,2,…,B}). 
Step 3: Calculate the candidate nodes set. According to the heuristic information 

fij(fij=L-li-lj), calculate the corresponding candidate nodes set of each node i, named 
cseti. 
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Step 4: Set the initial pheromone on each edge(i, j), namely τij(0) =const, where 
const is a constant and initially Δτij(0) =0. Set the values of α  and β . 

Step 5: Set cycle times NC←NC+1. 
Step 6: Initialize m ants, and placed the m ants to the B nodes. Add the current 

node i of the ant k to the tabu list tabuk. 
Step 7: Set ant index k = 1. 
Step 8: Set ant index k←k+1. 
Step 9: Adjust the ants’ individual differences. Properly adjust each ant’s α and 

β . Floating range of α  and β  is not more than 10%. 

Step 10: Choose the next node according to state transition probability rules (4) to 

(6). In (6), )(tPk
ij  is the state transition probability of the ant k from the node i to the j, 

ji
k
ij llLt −−=)(η , which is the total waste if the ant k chooses the node j after i. 

Step 11: According to the calculated probability, choose the node j and move the 
ant k to it, where j∈{W-tabuk}. Then modify the tabu list, namely add the node j to 
tabuk. 

Step 12: If not all the nodes in W are visited, i.e. k < B, go to step 8, else to step 13. 
Step 13: If NC > 10, introduce the crossover and mutation of GA. If the new path 

solution calculated by GA is better than the original one, update the path solution. Go 
to step 14. If NC ≤ 10, update the pheromone on paths of all ants. Go to step 15. 

Step 14: Rank the solutions by quality, and update the pheromone on paths of the 
first σ  ants according to (1) to (3). 

Step 15: Compare the optimal solutions of each cycle. If the optimal solution has no 
or little change in the last continuous 5 (or 10) cycles, reduce the number of ants. 

Step 16: If meet the end condition, namely if the number of cycle NC ≥ NCmax, end 
the experiment and output the results, otherwise clear the tabu lists and go to step 5. 

5   Parameter Analysis 

In the experiment, the different choices of ACA parameters of is essential, but by so 
far there are no mature selection method and guiding principle, especially in ACA for 
different application problems. Owing to the lack of theoretical basis, we can only 
through the simulation experiments to analyze the various parameters of the 
algorithm, and then discuss the optimal setting principles of ACA parameters. 

In ACA, the parameters which affect the quality of solution mainly include several 

factors in the probabilistic function k
ijP , i.e. α , β , ijη  and )(tijτ . Among them, ijη  is 

the waste length after cutting parts i and j from the stock. Its value is fixed at the 
beginning of the algorithm. According to (1), )(tijτ  is determined by the parameters 

ρ , ijτΔ  and *
ijτΔ , and according to (2) and (3), ijτΔ  and *

ijτΔ  are determined 

mainly by the value of Q. 
Based on above analysis, parameter selection mainly include the relative 

importance of pheromone α , the relative importance of heuristic information β , 
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volatile factor ρ , and the number of ants m. For each different magnitude values of 

the parameters, three experimental simulations are conducted. 

5.1  Number of Ants m  

Set Q = 5000, α =1, β  = 1, ρ = 0.5, and mark the iteration times of the optimal 

solution as n. The results shown as the Table 2, when the number of ants m = 53, the 
frequency of optimal solution is highest. If the number of ants is enhanced, though the 
stability and the global search performance are improved, the running time of  
the algorithm is also increased. If the number of ants outweighs the problem scale, 
enhancing the number of ants has no obvious effect on the algorithm performance. 
Therefore, from the experimental results the number of ants m should be set to be the 
problem scale. 

Table 2. Influence of the number of ants m 

m =1 m =10 m =100 m=problem scale(53) Iteration 
times optimum n optimum n optimum n optimum n 

1 4285 1 4285 2 4285 1 1285 486 
2 7285 1 4285 1 1285 176 4285 1 
3 7288 1 4285 2 1287 682 1285 135 

5.2   Pheromone Intensity Q  

In (2) and (3), Q is the total pheromone released on the path, and μτ ijΔ  is updating 

pheromone released on the path after a cycle. μτ ijΔ  is determined by the ratio of 

constant Q to the path length. The larger is Q, the faster does the pheromone 
accumulate on the path. It can strengthen the positive feedback performance to speed 
up convergence.  

Set m = 53, α =1, β = 1, ρ = 0.5. The results shown as the Table 3, when the total 

pheromone Q = 6000, the frequency of optimal solution is highest. Therefore, the 
total pheromone intensity Q should be set Q = 6000. 

Table 3. Influence of pheromone intensity Q 

Q =60 Q =600 Q =6000 Q=60000 Iteration 
times optimum n optimum n optimum n optimum n 

1 4285 1 4285 1 1285 120 1285 170 
2 4285 3 4285 1 4285 1 4285 1 
3 4285 1 4285 1 1285 167 4285 1 

5.3   Pheromone Heuristic Factor α  

The value of α  reflects the relative importance of pheromone )(tijτ . The bigger is 

α , the more likely the ants choose the path previously travelled, and the less likely to 
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search randomly, Therefore, if α  is too large, the algorithm will be premature in a 
local optimal search, while if α  is too small, convergence will be slow, and the 
algorithm fall into local optimal solution easily.  

Set m = 53, Q = 6000, β  = 6, ρ = 0.5. The results shown as the Table 4, when 

α = 1, the frequency of optimal solution is highest. Therefore, α  should be set α ≈1. 

Table 4. Influence of α  

α =0.01 α =0.1 α =1 α =10 Iteration 
times optimum n optimum n optimum n optimum n 

1 4285 5 4285 1 1285 356 4285 1 
2 7285 1 4285 1 4285 1 4285 2 
3 1285 1419 4285 1 1285 212 4285 2 

5.4   Expectation Heuristic Factor β  

The value of β  reflects the relative importance of expectation heuristic information. 

The bigger is β , the more likely the ants choose the node close to it. Although the 

convergence rate is accelerated, the randomness of search is weakened, it easily step 
into the local optimum. If β  is too small, the algorithm is led to approximate 

stochastic search, can hardly find the optimal solution.  
Set m = 53, Q = 6000, α  = 1, ρ  = 0.5. The results shown as the Table 5, when 

β = 1, the frequency of optimal solution is highest. Therefore, β  should be set β ≈1.  

Table 5. Influence of expectation heuristic factor β  

β =0.01 β =0.1 β =1 β =10 Iteration 
times optimum n optimum n optimum n optimum n 

1 4285 1 4285 1 1285 411 4285 1 
2 4285 3 4285 2 4285 1 4285 1 
3 4285 1 1285 151 1285 116 4285 3 

5.5   Volatile Factor ρ  

ρ  reflects the residue of pheromone, and 1- ρ  reflects the volatile degree and speed 

of pheromone. When 1- ρ  is too big, due to volatilization of pheromone, the 

pheromone on the edges that have never been visited will be reduced (in particular, 
when the problem scale is big enough, the pheromone on the edges that have never 
been visited will be close to 0), so as to lower the global searching ability. However, 
if reduce the speed of pheromone volatile 1 – ρ , though it can improve the random 

performance and the global searching ability of the algorithm, it also makes the 
convergence slow.  
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Set m = 53, Q = 60, α = 1, β  = 1. The results shown as the Table 6, when ρ = 

0.1, performance of the algorithm is stable and uniform, searching global ability and 
convergence speed are quite good. Therefore, the pheromone volatility should be set 
1- ρ  = 0.9, namely ρ  = 0.1. 

Table 6. Influence of volatile factor ρ  

ρ =0.1 ρ =0.3 ρ =0.5 ρ =0.7 ρ =0.9 Iteration 
times optimum n optimum n optimum n optimum n optimum n 

1 1285 235 4285 2 1285 788 4285 1 1285 586 
2 1285 115 1285 136 1285 1626 1285 373 1285 647 
3 1285 29 1285 482 1285 923 1285 292 1285 823 

We study the optimal parameters combination according to [11], which 
summered an effective method named "three-step" based on the experimental analysis 
of the ACA parameters selection rules. Specific steps are: 

Step 1: Determine the number of ants. 
Step 2: Adjust the pheromone heuristic factor α  and the expectation heuristic 

factor β . 

Step 3: Adjust the pheromone volatile factor ρ . 

The relationship of ρ , n, m and Q is that: n, m and ρ  should be set relative small, 

so the pheromone of the edges which have been visited will not be volatilizes to 0. 
The larger is Q, the larger should ρ  be set. Because when Q increases, if ρ remains 

unchanged, the pheromone of the edges which have been visited will increase, the 
randomness of the algorithm is reduced. 

Through a lot of simulation experiments, an optimal parameters combination of the 
IACA-1CSP is determined: when m =n, Q=6000, α =1, β =1, ρ =0.01, the 

performance of the algorithm will be best in all experiments.  

6   Experimental Results 

The experimental results of [7] is that the total waste is 1288 mm and the cutting ways 
is 14. 

Our improved algorithm is programmed with Matlab V7.1. Through a series of 
comparative simulation experiments and research, we finally get an optimal parameter 
combination of IACA-1CSP, i.e. m = n = 53, Q = 60,α =1, β =1, ρ =0.01. Taking the 

average of 10 experiments, when NC=51, we get the best solution for 1285 mm 
wastes and 14 cutting ways. 

7   Conclusion 

To improve solving ability and implementation efficiency of ACA, we put forward a 
series of improvement strategies and analyze parameters in details. Through the 
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experimental results caparison with [7], the IACA-1CSP proposed by us is proved 
more efficient, more stable and stronger. 
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Abstract. Mixture of Experts constructing (MxE) is visualized from two slopes:
considering diversity in the original training set or diversity in each classifier.
Traditionally, the label of the test patterns has been determined by means of an
individual classifier, nevertheless another non-traditional methodology of classi-
fication will be presented in this work (Mixture of Experts based in Evolutionary
Algorithms), with this methodology is possible to guarantee diversity in each
member of the MxE. The rules of apprenticeship considered for the MxE are: the
Nearest Neighbor Rule and a Modular Neuronal Network. The experiments were
obtained using real data bases form the UCI repository.

1 Introduction

Several researches had determined that is not possible to find the optimal solution with
an individual classifier [1]. Dietterich [1], [2], considered a new form to use the classifi-
cation algorithms, these are known as: Mixture of Experts, Multiple Systems of Classifi-
cation, Hybrid Methods, Combination of Decisions, Multiple Experts, Opinions Group,
methods of ensemble, among others [3], [4]. The MxE is a set of classifiers, where the
decision of each member is used to obtain the final prediction.

A way to construct the MxE is by means of the representative resample (speaking of
the number of classes within from each data set) from an original training set, each data
set appears as experts or classifiers in the MxE.

When constructing the MxE with traditional methods (Bagging, Bosting, among oth-
ers), sometimes difficult to obtain subsamples with high accuracy and an acceptable di-
versity. That situation affects in the performance of the classifier. For that, is necessary
to count with algorithms or methods that consider both aspects (diversity, precision)
of balanced form [1]. There are methods (Bagging and Boosting) that obtain training
subsamples that in some form guarantee a certain degree of diversity in the MxE, but
it does not necessarily promise to increase the accuracy in the classification step. The
Genetic Algorithm (GA) guarantees diversity and precision, due to its capacity to look
for optimal solutions from the sample of original training [5], [6].

The GA was proposed in 1960 by John Holland [7], and it is defined as a heuristic
search algorithm and a numerical optimization, inspired by processes normally associ-
ated with the evolution of live beings. Thus, the individual that adapts faster and better,
will prevail in the following generation [2], [6], [7], [8].

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 331–338.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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In this work a methodology of MxE based on a GA that it treats with the unbalance
the classes in the original training set (AGM) is presented. With the AGM, the best
individuals of each population were obtained (the best solutions or subsamples), these
are used to construct the MxE. In section 2 the GA that treats the unbalance is pre-
sented, in section 3 the MxE and the subsequent sections the results (section 4) and
the conclusions (section 5).

2 Genetic Algorithms

The evolutionary algorithms try to model the evolution of a population, their learn-
ing is based on groups of individuals or populations, and each population is a point in
the search space of the optimal solutions for a certain problem [2]. The populations of
individuals or chromosomes are made better by means of competition genetic proce-
dures (to select the best individuals against the worse ones) and of controlled variation
(through mutation and crossover). Each individual of the population has associate an
adaptation measurement, this is used to choose a individual that will be selected in
order to form part of the new generation in the competition process [2], [9].

The current investigation begins with a Genetic Algorithm (AGSB) proposed by Diaz
et al [10], they consider a binary representation in the GA, an elitist selection (to eval-
uate the individuals fitness they used the ”leave one out” method), where the better
chromosomes are chosen for the following generations (they were determined up to 30
epochs, with 15 individuals each one) in such a way that the worse individuals did not
survive. For the obtaining the following generations, the operators of crossover (uni-
form and in a point) and mutation by insertion were considered. Diaz, et al. additionally
determined the reduction of training patterns (of 20%) in each chromosome of each
population of the GA. The reduction was realized in order to diminish the processing
time in the GA, in addition they determined that the reduction of patrons does not affect
the performance of the MxE based on a GA.

This same scheme of the GA was modified by the current investigation, the change
consisted of dealing with the unbalance of classes in the first population of the GA
(AGM), this can be realized in the following way: to generate the first population of
the GA, to determine a threshold (total of patterns of the sample of training between
the number of the classes), if the number of patterns of each class by each individual of
the first population is greater than the threshold, a new population is generated until a
balance of the classes is realized in each individual of the first population, in this way it
is tried the unbalance the classes. If unbalance of the classes does not exist in the first
population, it is followed with the basic procedure of the GA.

The 5 best individuals (with the best aptitude) of all the populations are considered
and used to construct the Mixture of Experts.

3 Mixture of Experts

The Mixture of Experts can be seen from two slopes: through the Nearest Neighbor rule
(NN) and by means of Modular Neuronal Network (RNM).
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3.1 Mixture of Experts with 1-NN

The the NN, known as 1-NN (one nearest neighbor) [2], since its creation by Fix and
Hodges in 1951 and 1952, has been one of the methodologies most studied and used
for the patterns recognition problem [11], [12]. This technique is a part of the learning
based on samples of training controlled.

In the current work the MxE was constructed with the five best individuals obtained
with the GA tried with the unbalance datasets and were used as a classifier with 1-NN
(it is considered a Euclidian distance). In order to determine the final decision the fusion
was chosen: simple majority voting and weighted voting.

In the simple majority voting all members of the MxE have equal weight (Eq. 1)
and with weighted voting (Eq. 2) only a member of the MxE determines the final deci-
sion [13].

1
t

(1)

t it is the number of classifiers

w(rj) =
1
dj

dj �= 0 (2)

dj represents the minimum distance (with the neighbor nearest) when classifying a
pattern of test, and by the classifier is determined by means of rj .

3.2 Mixture of Experts with MNN

The modular network is constituted by several independent modules, its are mixed by
the integrating unit, this last one determines which exits will be combined and which
patterns will learn each module. It is possible to see this methodology like the division
of a complex problem in its simple parts [14], [15].

In this study, each expert in the Modular Neuronal Network (RNM) is formed by
several single neurons (Feedforward), with a entrance layer and a output layer. The
neurons of the entrance layer correspond to the number of characteristics of each pattern
and the number of neurons of the output layer corresponds to the number of classes.
For the integrating network follows the same scheme, with the exception of the exit
layer, the number of neurons of the exit layer corresponds to the number of experts (see
Fig. 1).

All modules, including the gating network, have n input units, that is, the number of
features. The number of output neurons in the expert networks is equal to the number
of classes c, whereas in the gating network it is equal to the number of experts, say r.
The learning process is based on the stochastic gradient algorithm, being the objective
function defined as follows:

− ln

⎛⎝ r∑
j=1

gj · exp
(

−1
2

||s− zj| |2
)⎞⎠ (3)
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Fig. 1. Representation of the modular neural network architecture. Each module is a feedforward
network and receives the same input vector. The final output of the system is the sum of zjgj .

where s is the output desired for input x, zj = xwj is the output vector of the j’th

expert network, gj = exp(uj)∑
i exp(uj)

is the normalized output of the gating network, ui is
the total weighted input received by output unit j of the gating network, and gj can be
viewed as the probability of selecting expert j for a particular case.

The 5 better subsamples are presented to the RNM, they are obtained with the GA
treats with the unbalance training sets. The patterns are presented to the RNM randomly
with the purpose to avoid that the network learns only the patterns of certain a class.

4 Experimental Results

The data sets used for the experiments were obtained from the UCI Repository (http://
www.ics.uci.edu/˜mlearn). Each one is different in the classes number, in the
patterns number and in the features number Table 1.

Table 1. Databases used

Database Classes Features Training samples Test samples
Cancer 2 9 546 137
German 2 24 800 200
Heart 2 13 216 54
Liver 2 6 276 69
Pima 2 8 615 153
Sonar 2 60 167 41
Phoneme 2 5 4322 1082

The information contained in the data bases corresponds: to the different tumors
that present the patients of the University Hospital of Wisconsins (Cancer), to the dif-
ferent clients of a bank (Geman), to patients who can suffer cardiopathy or not suffer
cardiopathy (Heart), to patients that have problems of the liver (Liver), to diabetes prob-
lems (Pima), to types of sounds (Sonar), to oral and nasal vowels (Phoneme), to types of
crystals (Glass), to images obtained by the Landsat satellite (Satimage) and to types of
cars (Vehicle). For the Glass data sets (six classes), Satimage (six classes) and Vehicle
(four classes).

http://www.ics. uci.edu/~mlearn
http://www.ics. uci.edu/~mlearn
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Table 2. Adapted datasets

Database Classes Features Training samples Test samples Majority class Minority class
Glass 2 9 174 40 1,2,3,4,5 6
Satimage 2 36 5147 1288 1 2,3,4
Vehicle 2 18 678 168 1,2,3,5,6 4

The experiments were made with an adaptation, that is to say, these data sets are of
more than two classes and they are adapted to data sets of two classes Table 2. From
each data set mentioned, five partitions were obtained with crossed validation, 80% for
the sample of training (ME) and 20% for the test sample (MC).

In Machine Learning has emerged the necessity to evaluate the effectiveness of dif-
ferent methods when classifying the test patterns. In the current investigation is used the
geometric mean with the purpose to evaluate the methods previously explained [17,18].

G =
√

(−g)(+g) (4)

where (−g) indicate the accuracy for the minority class and (+g) is the majority class
accuracy.

The results obtained with the MxE (1-NN/RNM) based on a GA that it tries with
the unbalance the classes were compared: with an individual classifier (CI) and with
the MxE based on a Genetic Algorithm that not it tries with the unbalance the classes
(MxE (1-NN) /AGSB). For the individual classifier it was used as apprenticeship rule
the 1-NN, as well as the original data sets. In order to construct the MxE (1-NN) were
obtained the best individuals with the GA that not it tries with the unbalance the classes
and like apprenticeship rule the nearest neighbor.

In Table 3 there are presented the experiments made with the individual classifier and
the MxE based on a GA that it tries with the unbalance the classes, both methodologies
have like apprenticeship rule the nearest neighbor, nevertheless with the MxE/AGM
also were realized the experiments with a Modular Neuronal Network, in addition was
considered the diminution of patterns of 20% and 0% in each chromosome of GA that
it tries with the unbalance the classes.

In Table 3 is seen the convenience of using the MxE (1-NN) /AGM with respect to
the individual classifier and MxE (RNM) /AGM, nevertheless with the training sample
German and Heart was obtained a better result of classification with MxE (RNM) /AGM
in comparison with the individual classifier and the MxE (1-NN)/AGM. The MxE (1-
NN/RNM) /AGM presents a better result of classification (70%) in comparison with the
individual classifier (20%). The standard deviation is indicated between parentheses in
Table 3 and Table 4, the best results acquired with the mentioned methodologies and
with the used data bases they are indicated with bolds.

In Table 4 are presented the experimental results obtained with the MxE (1-NN)
based on GA that not it tries with the unbalance the classes and with the MxE (1-
NN/RNM) based on GA that it tries with the unbalance the classes. Both methodologies
consider the diminution of patterns of 0% and 20% of each chromosome of GA without
trying or treating the unbalance the classes. Can be appreciated a better result of clas-
sification with Mixture of Experts (1-NN) based on GA that treats with the unbalance
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Table 3. Comparison of the MxE (1-NN/RNM)/AGM with the individual classifier (IC)

MxE based on GA
Database IC MxE (1-NN)/AGM MxE (RNM)/AGM

Without diminution With diminution Without diminution With diminution
Cancer 94.0(4.1) 96.4(2.9) 96.0(3.2) 86.7(2.0) 84.6(2.9)
German 49.8(8.0) 53.7(7.4) 57.6(8.9) 57.1(19.9) 59.2(20.0)
Heart 58.6(6.2) 66.3(9.0) 65.1(6.3) 56.1(15.1) 59.8(12.2)
Liver 65.2(4.8) 64.5(5.7) 65.9(6.3) 56.1(15.1) 59.8(12.2)
Pima 58.4(8.1) 70.7(16.5) 65.5(2.6) 53.7(7.6) 57.2(13.6)
Sonar 82.0(9.4) 79.5(8.5) 77.9(9.1) 63.0(12.9) 60.6(8.6)
Phoneme 73.8(6.0) 74.0(5.2) 80.4(14.2) 34.5(4.9) 27.7(8.9)
Glass 86.7(12.2) 84.6(16.3) 84.9(16.0) 78.2(15.4) 80.4(15.9)
Satimage 70.9(15.1) 68.6(18.4) 66.4(19.4) 34.4(16.6) 44.0(18.6)
Vehicle 55.8(7.2) 55.2(2.9) 63.3(19.3) 56.8(34.4) 53.1(33.3)

the classes in comparison with: the MxE (1-NN) based on GA that does not treat with
the unbalance the classes and with MxE (RNM) /AGM.

Table 4. Comparison of the MxE (1-NN/RNM)/AGM with the MxE(1-NN)/AGSB (IC)

MxE/AGSB MxE/AGM
Database MxE(1-NN)/AGSB MxE(1-NN)/AGM MxE (RNM)/AGM

Without With Without With Without With
diminution diminution diminution diminution diminution diminution

Cancer 95.8(3.4) 96.5(2.4) 96.4(2.9) 96.0(3.2) 86.7(2.0) 84.6(2.9)
German 54.2(5.1) 55.9(4.9) 53.7(7.4) 57.6(8.9) 57.1(16.9) 59.2(20.0)
Heart 64.5(9.0) 64.5(9.0) 66.3(9.0) 65.1(4.7) 76.1(7.5) 77.69(5.74)
Liver 63.4(8.6) 64.4(5.7) 64.5(5.7) 65.9(6.3) 56.1(15.1) 59.8(12.2)
Pima 65.1(4.9) 64.9(5.2) 70.7(16.5) 65.5(2.6) 53.7(7.6) 57.2(13.6)
Sonar 83.1(10.1) 77.4(7.4) 79.5(8.5) 77.9(9.1) 63.0(12.9) 60.6(8.6)
Phoneme 74.1(8.2) 73.7(7.3) 74.0(5.2) 80.4(14.2) 34.5(4.9) 27.7(8.9)

It is possible to mention that with the MxE (RNM) /AGSB and the samples German
and Heart it is presented a better result of classification. It is observed a better perfor-
mance of classification with Mixture of Experts (1-NN/RNM) ) based on a GA that
treats with the unbalance the classes (71,4%) in comparison with MxE (1-NN) based
on GA that not treats with the unbalance the classes (28,6%).

5 Concluding Remarks

By means of the methodology of Mixture of Experts (1-NN/RNM) based on GA that
treats with the unbalance the classes, it is possible to increase in some cases the preci-
sion in the classification with respect to the results obtained with the individual classifier
and to the MxE (1-NN) ) based on a GA that not treats with the unbalance the classes.

With the Genetic Algorithm was obtained the best subsamples, that is to say, optimal
solutions (quality in the subsamples) of the universe study. The construction of the MxE
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was done with those solutions, and the classification was made by means of the MxE:
it is used like rule of apprenticeship the nearest neighbor or a RNM. It is possible to
mention that the experiments with the MxE (1-NN) /AGSB y with the MxE (1-NN)
/AGM were considered 5 experts, with MxE (RNM) /AGM were used 5 experts for the
samples glass, satimage and vehicle, and for the rest of the samples was used 3 experts.
Generally the results of classification with the methodology MxE (1-NN) /AGM are
best in comparison with the others.

Although the GA that treats with the unbalance the classes to takes some time in
providing the best individuals, in some cases has obtained good results of classification
with the MxE (1-NN/RNM).

Future works: to implement a tournament selection to make the GA more efficient,
in computer terms. Also to contemplate in the GA a Scaling methodology with the
purpose to avoid that the best individuals lose themselves in each generation or with
the operators (crossover and mutation). To consider the selection method in order to
determine the final decision in the MxE, where each member of the MxE is sufficiently
expert in some region of the space of decisions. To implement an hidden layer in each
Expert of the Modular Neuronal Network. To contemplate in the RNM as each expert to
a neuronal network LVQ or a classifier gama. Finally, we consider to use and to compare
random selection methods (Arc-x4 or Boosting) and non supervised (k-means, SOM)
methods for constructing the individual members in the MxE with our proposal.
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Abstract. This paper presents an Opposition-based PSO(OVCPSO)

which uses Velocity Clamping to accelerate its convergence speed and

to avoid premature convergence of algorithm. Probabilistic opposition-

based learning for particles has been used in the proposed method which

uses velocity clamping to control the speed and direction of particles.

Experiments have been performed upon various well known benchmark

optimization problems and results have shown that OVCPSO can deal

with difficult unimodal and multimodal optimization problems efficiently

and effectively. The numbers of function calls (NFC) are significantly less

than other PSO variants i.e. basic PSO with inertia weight, PSO with in-

ertia weight and velocity clamping (VCPSO) and opposition based PSO

with Cauchy Mutation (OPSOCM).

Keywords: Swarm Intelligence, Optimization, PSO, Opposite number.

1 Introduction

Particle swarm optimization (PSO) is a population based stochastic algorithm
developed for continuous optimization problem by J. Kennedy et. al. [1]. The
inspiration has come from bird flocking or fish schooling in nature. In PSO, each
bird is referred as a particle. All particles are intiliazed with random position
and random velocity. Each particle moves to the new position on the basis of
its own experience and the experience of all particles in its neighborhood. The
particle updates its velocity and position parameters using equation (1) and (2)
respectively.

vi(t+ 1) = vi(t) + c1 ∗ r1 ∗ (pbi − xi(t)) + c2 ∗ r2 ∗ (gb− xi(t)) (1)

xi(t+ 1) = xi(t) + vi(t+ 1) (2)

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 339–348.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009

http://www.nu.edu.pk
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Where xi, vi and pbi are the position, velocity and personal best position of
some particle of the ith particle respectively. gb is the global best position of
the entire swarm whereas r1 and r2 are two numbers whose values are cho-
sen within the range of [0,1]. Finally, c1 and c2 are called learning factors
which specify the relative influence of the social and cognitive components
respectively.

It has been empirically investigated that standard PSO could easily fall into
local optima in many optimization problems. Some research has been done to
overcome this problem [2]. As indicated by equation (1), velocity, and thus the
position, of a particle is largely influenced by its personal best position and the
global best position. In a particular scenario where a particle’s current position
is same as that of its personal best position (pb) and global best position (gb)
then that particle will not change its position. If this particle happens to be the
global best particle of the entire swarm then all the other particles will tend to
move towards this particle. The end result is that the swarm converges prema-
turely to some local optimum. One approach is to incorporate the concept of
opposition based learning in PSO as used by H. Wang et. al. [3] and L. Han et.
al. [4] to avoid such kind of situations.

In addition to being trapped in a local optimum and premature convergence,
another problem with PSO is that when the current position of a particle is
quite far from its personal best position and the global best position, the velocity
bursts out to large values. This, in turn, has a direct effect on the position of the
particle on next time step. So now the particle has large position update as a
result of which it may leave the boundaries of the search space. To address this
problem we have used velocity clamping that control the global exploration of
particles.

In this paper, a new opposition-based velocity clamping PSO algorithm
(OVCPSO) is proposed which incorporates the measures to handle the above-
mentioned two problems. It avoids premature convergence and allows swarm of
particles to continue search for global optima. OVCPSO uses opposition-based
learning [5][6] and velocity of particles are clamped to control the speed of par-
ticles. Another opposition learning based algorithm with Cauchy Mutation was
presented [3], which increases the mutation ability of opposition based PSO to
avoid local optima but does not perform convincingly well for multimodal prob-
lems. Also, NFC is quite large with this approach. These two facts motivated us
to develop our approach OVCPSO. OVCPSO has been tested on both unimodal
and multimodal function optimization problems. Comparison of OVCPSO has
been done with OPSOCM [3], PSO with inertia weights and velocity clamping
(VCPSO) and PSO with inertia weights (PSO).

The rest of the paper is organized as follows: related work is discussed in
Section 2, Section 3 describes the new OVCPSO algorithm. Section 4 defines
the benchmark continuous optimization problems used in the experiments and
gives the experimental settings. Section 5 presents performance comparison and
discusses the experimental results. Finally, Section 6 concludes with a summary,
a few remarks and future work.
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2 Related Work

2.1 Essence of Opposition-Based Learning and PSO

The concept of Opposition-basedLearning (OBL) was proposed by H. R. Tizhoosh
in [7] and [8]. The opposite y

′
of a number y can be calculated using equation (3).

y
′
= a+ b - y (3)

where y ∈ R within an interval of [a, b]. In the case of multidimensional vector
yi, its opposite vector y’ can be calculated using equation (4).

y
′
i = ai + bi − yi (4)

OBL methodology with Differential Evolution (DE) algorithm is used success-
fully to solve different optimization problems effectively [5][6]. H. Wang et. al.
have used OBL with PSO and Cauchy Mutation [3] and L. Han [4] have used
OBL with PSO for noisy problems and obtained very improved results as com-
pared to simple PSO. The summary of OBL with PSO is stated below.

Let f(x) be a fitness function for some given problem. Assume Si(x1, x2, ...
, xn) is a particle in n-dimensional space and xi ranges from [ai, bi] ∀ i ∈ {1,
2, 3,...n}. And S0i(x1

′
, x2

′
, x3

′
, xn

′
) is the opposite position particle of Si. In

order to remain in the boundaries of converged space of current population, ai

and bi should be updated dynamically. If f (S0i) is better than f (Si), then update
Si with S0i. The minimum and maximum values ([as

i , b
s
i ]) are used to calculate

the opposite vector instead of using some predefined interval boundaries ([ai,
bi]). The opposition-based population can be computed using equation (5).

S0i,j = as
j + bsj − Si,j (5)

Si,j represents the position vector j of some particle i and S0i,j represents the
opposite solution of Si,j . While as

j and bsj are the minimum and maximum values
of dimension j in current population.

2.2 Velocity Clamping in PSO

In usual optimization algorithms exploration-exploitation trade off is used to
measure the efficiency and accuracy of the algorithm. Exploration ability of
algorithm is to explore different regions of the search space in order to find the
global optima. While in exploitation, algorithm concentrates on some specific
region to glean a candidate solution. A superior optimization algorithm balances
the contradictory aspects of exploration and exploitation.

In PSO, velocity update equation (1) manages the aspects of exploration and
exploitation detailed in [9]. Traditionally, in basic PSO velocities quickly explode
to larger values, especially for the particles distant from the neighborhood best
and personal best positions. As a result particles have larger position updates and
begin to leave the boundaries of the search space. To handle exploration problem,
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velocities of particles are clamped to control the global exploration in search
space. If the velocity v of some particle i exceeds a maximum allowed velocity
limit, it is set to the maximum value of velocity(vmax,j). So vmax,j denotes the
maximum allowed velocity of a particle in jth dimension. The velocity of particles
is adjusted using equation (6) before position updates.

vij(t+ 1) =
{
v

′
ij(t+ 1), ifvij(t + 1) < vmax,j

vmax,j, otherwise
(6)

Larger values of vmax,j cause global exploration, on the other hand smaller val-
ues encourage local exploitation. Usually, the vmax,j values are selected as a
fraction of the domain of each dimension of search space. It controls the move-
ment of particles and exploration and exploitation aspects. Velocity clamping
doesn’t effect the particle’s position. It decreases only the step size determined
by velocity and can change the search direction of the particle. The change in
search direction may permit the particle for better exploration. But it can also
negatively effect and the optimum value could not be found at all. We have used
the equations (7) and (8) for initialization of maximum and minimum velocities
for our solution.

vmax,j = δ(xmax,j − xmin,j) (7)

vmin,j = δ(xmin,j − xmax,j) (8)

Where xmax,j and xmin,j are the maximum and minimum positions of particles
in jth dimension, These values are taken from test function’s initial x values. δ
is a constant factor and is taken 0.1 in our OVCPSO solution. Inspite of all this
there still exist an issue with velocity clamping. If all velocities become equal to
vmax, particle may continue to search on the boundaries of some hypercube and
may subtle upon some optima but would not be able to converge in this local
area. This issue can be resolved by multiple ways. In our solution we have used
inertia weights to overcome the problem.

2.3 Inertia Weight

The idea of decreasing inertia weight w was proposed by Y. Shi et. al. [10]. In-
ertia weight controls that how much memory of the previous flight direction will
influence the new velocity. If w > 1 then velocities increase over time, particles
accelerate towards maximum velocity and the swarm diverges. If w < 1, particles
decelerate until their velocities reach zero. Larger values of w facilitate explo-
ration while smaller value promote exploitation. In our solution, the values of w
are assigned between 0.9 and 0.4. For each iteration, w is decremented gradually
from 0.9 to 0.4. Equation (9) provides the velocity update with inertia weights.

vi(t+ 1) = w∗vi(t)+c1∗rand1()∗(pbesti−xi(t))+c2∗rand2()∗(gbest−xi(t)) (9)
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Algorithm 1. Opposition-based PSO with Velocity Clamping (OVCPSO)

n ⇐ initial population size;
S ⇐ current swarm population;
S0 ⇐ the opposite population of swarm S;
xs

j ⇐ [as
j , bs

j ]{interval boundaries of the jth dimension in population S}
po ⇐ probability for opposition calculation
best fitness value so far ⇐ Selection of fittest particle
VTR ⇐ desired optimum value
MaxNFC⇐ number of function calls (NFC)
Calculating the opposition-based solution of initial population
for i = 1 to n do

Calculate the opposite particle S0,i using equation (5);
end for
Calculate fitness of each particle in opposite vector S0;
Select n fittest particles from S and S0 to create a population of size n;
Update pbesti, gbest ;
while best fitness value so far >VTR and NFC ≤ MaxNFC do

if rand(0,1)< po then
Update the interval boundaries [as

j , bs
j ] in current population;

for i = 1 to n do
Calculate the opposite particle S0i using equation (5);

end for
Calculate fitness each particle in opposite vector S0;
Select n fittest particles in S and S0 to create a new population os size n;
Update pbesti, gbest;

else
for each particle Si do

Calculate particle velocity using equation (9)
Update particle position using equation (2)
Calculate fitness value of particles Si

Update pbesti, gbest;
end for

end if
if the fitness of gbest′ is preferred than gbest then

gbest ⇐ gbest′

end if
if the velocity > vmax,j or velocity < vmin,j then

Clamp the velocity to vmax,j or vmin,j using equations (7) and (8)
end if

end while
end procedure

3 OVCPSO Algorithm

Opposition-based learning and velocity clamping are two fundamentals of our
OVCPSO algorithm. In Algorithm (1) we initialize an original swarm S and
then we generate its opposite swarm S0. Each swarm consists of N number
of particles. We calculate the fitness of both swarms (S and S0), merge and
sort them on the basis of their fitness. Finally select N best particles from the
collection of 2N particles. After the initialization step the algorithm continues
in while loop until any of the stopping criteria is reached. The stopping criteria
in our case are MaxNFC i.e. 100,000 and the optimum value of test functions.
For each iteration in while loop following three steps are performed.

1. Apply the equations for updating the velocity and positions and clamp the
velocity if it crosses the upper limit in some dimension (i.e. vmax,j).

2. Calculate the opposite particles according to an opposite probability p0.
3. Compare the fitness of every particle in both the swarms out of 2N particles

and select the best N particles to form the new swarm.
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4 Experiments and Results

We have performed the experiments using the algorithms, basic PSO with in-
ertia weight w, PSO with velocity clamping and inertia weight (VCPSO) and
opposition-based PSO with velocity clamping and inertia weight (OVCPSO).
The fitness of test functions and number of function calls of 50 trials are recorded
and reported. The performance of all these algorithms is compared with each
other and also with opposition-based PSO with Cauchy Mutation, it will be
referred in next sections as OPSOCM [3].

4.1 Benchmark Functions with Brief Description

We have tested our algorithm on eight (all minimization) renowned test func-
tions. The brief description of these functions given in Table 1. The functions
f1, f2, f3, f4 are unimodal and f5, f6, f7, f8 are multimodal functions. The op-
timum value of test function f5 is -12569.5 and all other functions have 0 as
optimum value (i.e. 10−25 or below). The detailed description of these functions
is available in [11].

Table 1. Description of test functions used for algorithm’s evaluation

Function Name Definition Dims X Min

Sphere f1(x) =
∑n

i=1 x2
i 30 [-5.12,5.12] 0

Weighted Sphere f2(x) =
∑n

i=1 i ∗ x2
i 30 [-5.12,5.12] 0

Quartic f3(x) =
∑n

i=1 i ∗ x4
i + random[0, 1] 30 [-1.28,1.28] 0

Rosenbrock f4(x) =
∑n

i=1 [100(xi+1 − x2
i )

2
+ (1 − xi)

2
] 30 [-30,30] 0

Schwefel f5(x) =
∑n

i=1 −xi ∗ sin
(
−
√

|xi|
)

30 [-500,500] -12569.5

Rastrigin f6(x) =
∑n

i=1 [x2
i − 10 cos(2πxi) + 10] 30 [-5.12,5.12] 0

Ackley f7(x) = −20 ∗ e

(
−0.2∗

√
1
n

∑n
i=1 x2

i

)
30 [-32,32] 0

−e(
1
n

∑n
i=1 cos(2πxi)) + 20 + e

Griewangk f8(x) = 1
4000

∑n
i=1 x2

i −
∏n

i=1 cos
(

xi√
i

)
+ 1 30 [-600,600] 0

4.2 OVCPSO Parameters Initialization

The initial value of PSO parameters are as follows: c1=1.49612 and c2=1.49612,
inertia weight w is calculated using equation (10).

wIter = wMax −
(
wMax − wMin

IterMax

)
∗ Iter (10)

Where wMax= 0.9 and wMin= 0.4, Iter= current iteration number and IterMax=
maximum number of iterations. The value of w gradually decreases from 0.9 to
0.4 with increase in number of iterations. Minimum and maximum values of ve-
locities are calculated using equations (7) and (8). To gauge the performance of
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our algorithm, number of function calls (NFC) are computed and compared for
different versions of PSO. All other common parameters used in our solution are
similar to the initial values of parameters used in [3], for the sake of a fair com-
parison. Other common parameters are: population size= 10, maximum NFC=
100,000 and opposition probability p0 = 0.3.

5 Performance Comparisons and Discussion

Minimum fitness values achieved by algorithms on functions (f1 to f8 ) are listed
in Table 2. Mean, median, best and worst fitness values are reported . Table 3
provides the number of function calls in which the algorithms attainted different
fitness values. Mean, minimum (Min) and maximum (Max) number of function
calls along with standard deviation (STDEV) are reported. The performance of
algorithms over individual functions is discussed below.

f1 : The performance of OVCPSO is remarkable on function f1. It achieved its
optimum minima i.e. 0. Both OVCPSO and OPSOCM converged to the optimum
value 0 but the performance of OVCPSO is better than OPSOCM in terms of
functions calls. It converged in 22230 which is 35747 calls less than OPSOCM.
PSO and VCPSO couldn’t reach the optimum values.

Table 2. Mean, median, best and worst fitness of PSO, VCPSO and OVCPSO

PSO - Fitness VCPSO - Fitness OVCPSO - Fitness
Mean Median Best Worst Mean Median Best Worst Mean Median Best Worst

f1 16.04 14.3598 5.6728 40.9215 7.4828 5.6386 0.4734 20.9475 0 0 0 0
f2 371.73 398.2062 123.4785 472.6122 88.5931 71.5598 26.5750 161.2851 0 0 0 0
f3 3.8526 2.5602 1.0042 13.2189 1.8916 1.1647 0.5146 6.9100 1.4e-3 9.56e-4 1.62e-4 3.5e-3
f4 6.7e6 6.6e6 2.5e6 1.6e7 1.4e6 9.7e5 8.4e4 6.4e6 28.7012 28.7272 28.5518 28.7583
f5 -3324.6 -2641.5 -3403.7 -1043.8 -4905.5 -4836.9 -6195.7 -3543.8 -11618 -10709 -12299 -8763.7
f6 207.6588 205.7647 177.0517 242.8048 170.8818 182.3447 112.1837 221.6075 0 0 0 0
f7 15.3498 15.1969 13.5297 17.0427 12.4623 12.6366 9.3112 18.9863 0.0891 0.0891 0.0891 0.0891
f8 84.5817 79.7629 54.1204 151.2837 14.3627 14.1731 5.9813 34.5196 0 0 0 0

f2 : OVCPSO has shown incredible results on function f2 also. It converged to
the optimum minima (i.e. 0), in just 27800 number of function calls. It’s mean
NFC is 22230 calls less than OPSOCM. PSO and VCPSO could not perform
well on f2.

f3 : OVCPSO could not reach the optimum value on function f3. It converged
to the mean and best fitness values 1.4e-3 and 1.62e-4 respectively, in maximum
number of function calls. We performed further experiments by reducing the
maximum number of iterations and came to know that OVCPSO can achieve
this local minimum value even in almost 36000 NFC. OPSOCM achieved, mean
and best values i.e. 1.84e-2 and 1.14e-2 in 100,001 NFC. So OVCPSO performed
better than OPSOCM, in terms of optimum value. PSO and VCPSO could not
perform well on f3.

f4 : OVCPSO hasn’t converged to the optimal minima of the function f4. It
prematurely converged to values 28.7012 and 28.5518, in the case of mean and
best fitness using maximum number of function calls. This local minima can be
achieved by OVCPSO even in 14000 NFC. Other algorithms VCPSO and PSO
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Table 3. Performance comparison of PSO, VCPSO and OVCPSO

PSO VCPSO OVCPSO
Mean Max Min STDev Mean Max Min STDev Mean Max Min STDev

f1 100,000 100,000 100,000 0 100,000 100,000 100,000 0 22230 26730 12250 3789.7
f2 100,000 100,000 100,000 0 100,000 100,000 100,000 0 21582 27800 10390 4174.2
f3 100,000 100,000 100,000 0 100,000 100,000 100,000 0 100,000 100,000 100,000 0
f4 100,000 100,000 100,000 0 100,000 100,000 100,000 0 100,000 100,000 100,000 0
f5 100,000 100,000 100,000 0 100,000 100,000 100,000 0 100,000 100,000 100,000 0
f6 100,000 100,000 100,000 0 100,000 100,000 100,000 0 19752 23340 9470 4250.4
f7 100,000 100,000 100,000 0 100,000 100,000 100,000 0 100,000 100,000 100,000 0
f8 100,000 100,000 100,000 0 100,000 100,000 100,000 0 20159 24880 8390 3521.6

performed worst in the case of f4 and could converge to 7 to 8 digits positive
numbers. OPSOCM used a different definition of f4 so we can’t compare it with
OVCPSO. The definition of f4 used in this paper is taken from [11] and [12].

f5 : In the case of f5 OVCPSO couldn’t reach its optimum value. But it’s
performance is better than OPSOCM. It reached the mean and best fitness values
-11595 and -12299 respectively, in 100,000 number of function calls. OPSOCM
achieved mean and best fitness values -10986.7 and -11250.6 respectively, in
100,000 NFC. So OVCPSO performed better than OPSOCM. PSO and VCPSO
performed better on f5 but not comparable to OVCPSO.

f6 : On function f6, OVCPSO has given extraordinary results. It converged to
its optimum value 0 in just 19752 number of function calls. All other algorithms
PSO, VCPSO and OPSOCM could not converge in the case of function f6, even in
maximum number of function calls 100,000. PSO and VCPSO also prematurely
converged on f6

f7 : On f7, OVCPSO could not achieve notable results as shown in Figure 1.
It trapped to value 8.91e-2 in maximum limit of NFC i.e. 100,000. This local
minima can also be achieved in almost 14000 NFC. But still the performance
of OVCPSO is better than OPSOCM that also prematurely converged to value
1.19, in the case of mean fitness with 100,000 NFC. But in the case of best
fitness OPSOCM performed better and converged to 0. Both PSO and VCPSO
prematurely converged on f7.

Fig. 1. Performance comparison of algorithms on functions f7 and f8. Similar patterns

have been observed in all other converging and prematurely converging functions.
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Table 4. Multiple values of probability (p0) used for OVCPSO

p0=0.3 p0=0.5 p0=0.7 p0=0.9

MBFitness NFC MBFitness NFC MBFitness NFC MBFitness NFC

f1 0 22230 0 28749 0 31818 0 40394

f2 0 27800 0 30965 0 32633 0 39024

f3 0.0014 100,000 0.0048 100,000 0.0124 100,000 0.0465 100,000

f4 28.7012 100,000 28.6729 100,000 28.6349 100,000 28.6103 100,000

f5 -11618 100000 -8745.8 100,000 -8371.2 100,000 -4805.2 100,000

f6 0 19752 0 30121 0 43183 0 61693

f7 0.891 100,000 0.891 100,000 0.891 100,000 0.891 100,000

f8 0 20159 0 27820 0 34024 0 42718

f8 : OVCPSO achieved significant results in the case of f8 as shown in Figure
1. It converged to its optimum value 0 in just 20159 average number of function
calls. OPSOCM could converge to 4.72e-2 and 0 in its mean and best cases
respectively, in 96442 NFC. So OVCPSO performed better than OPSOCM both
in terms of early response and fitness. PSO and VCPSO couldn’t get performance
even near to OVCPSO.

The detailed analysis of algorithms performance and results depicts that
OVCPSO converged to optimum minima of functions f1, f2, f6 and f8. On func-
tions f3, f5, f5 and f7 OVCPSO could not achieve the optimum minima but
still its performance in terms of quick response (average number of fitness calls)
and convergence level is better than other algorithms i.e. OPSOCM, VCPSO
and PSO. This proves that PSO performs significantly better than its already
available variants when it is applied with OBL and velocity clamping.

5.1 OVCPSO and Probability Ranges

The opposite particle x
′

of a particle x is calculated with the probability p0.
Different values of p0 (i.e. 0.3, 0.5, 0.7, 0.9) were investigated but p0=0.3 showed
the best results. OVCPSO acts as VCPSO with p0=0. Table 4 depicts the results
of OVCPSO with different values of p0. MBFitness indicates the mean best
fitness and NFC represents the average number of function calls over 50 trials
of the algorithm.

6 Conclusion and Future Work

Opposition based learning is employed in a variant of classical PSO. By apply-
ing velocity clamping with OBL on entire population probabilistically, OVCPSO
showed better performance than OPSOCM, VCPSO and PSO on eight bench-
mark test functions (4 unimodal and 4 multimodal). Experiments confirmed
better performance of OVCPSO on both unimodal and multimodal functions.
However, for some functions OVCPSO could not find the optimum results,
trapped into local minima. Future work will be, to tackle the shortcomings of
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OVCPSO and also its application on large number of benchmark test functions.
Also the opposite probability p0 can be made adaptive for better results.
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Abstract. The Compact Genetic Algorithms (cGA) are searching methods used 
in different engineering applications. These algorithms have interesting features 
such as their capability to operate with very low memory resources while 
solving complex optimization problems. In this paper we present a novel design 
for the implementation of a cGA on a FPGA. This design is modular, so its 
components would be used for designing other Evolutionary Algorithms. 

Keywords: Compact Genetic Algorithm, FPGA implementation, minimal 
resources. 

1   Introduction 

The Compact Genetic Algorithms (cGA) are searching methods based on the behavior 
of the standard Genetic Algorithm with uniform crossover [1]. The cGA are very 
useful tools for applications where there are only few resources of memory and a 
complex optimization problem must be solved [2]. 

For applications that require real time processing while doing global numerical 
optimization, the Evolutionary Algorithms, such as the Genetic Algorithms, can be a 
competitive option; however most of them require a huge amount of resources and 
execution time. To overcome this problem the cGA were developed [3]. In our 
opinion, a competitive cGA implemented in hardware, must accomplish the three 
following requirements: 1) it should be based on a top-down methodology with a 
group of basic synchronized components through a machine states, 2) to use minimal 
resources, and 3) it must have the ability to operate in real time. So, we decided to 
implement it by using a FPGA with the VHDL language.  

In the specialized literature, we can find some works implementing Evolutionary 
Algorithms based on a hardware platform. For example, in [4] it was proposed the 
design of a Genetic Algorithm (GA) working as an optimization engine on a FPGA. 
In that work the authors take advantage of some important features exhibited by a 
FPGA, such as parallelization and reprogramming, to increase the GA's speedup.  
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Some other proposals presented VLSI-based architectures for coarse and fine 
grained parallel GA [5]. 

In [6] a chip LSI is described. It includes hardware, reconfigurable logic hardware, 
a memory to maintain the individuals, a training data memory and, a 16-bits CPU 
core. 

In [7] a cGA design and implementation was presented by using language 
VERILOG. 

Gallagher et al., [8] proposed to add elitism and mutation to the cGA. These 
features improved the solutions found by the cGA in a very important manner. In 
addition to that, they proposed to use a modular design to implement this algorithm on 
micro-controllers using VHDL. 

In [9] the authors proposed a parallel cellular cGA topology which is implemented 
on a FPGA. 

In addition to the mentioned proposals, there exist other GA implementations. 
Some of them require more than one FPGA. All these disadvantages show up the 
necessity of having a cGA version properly implemented on a hardware platform. 

2   The Compact Genetic Algorithm 

The cGA represents a population of potential solutions to a problem, through a 
probability distribution over the s et of possible solutions, called a Probability Vector 
(PV). This PV is processed by an updating rule based on the typical operations of 
selection and crossover of a GA [2]. The PV is initialized with value 0.5 and, at the 
end of the algorithm's execution it must contain only 0’s or 1’s. This final vector 
represents the solution obtained by the cGA. 

The pseudo code of the cGA is presented in Figure 1. The input parameters for this 
algorithm are the following:  population size (n) and the chromosome length (l). A 
population is represented by a 1-dimensional Probability Vector (PV). The PV[i] is 
the probability that the ith-position bit of an individual, randomly picked up from the 
population, will be one. First, the PV is initialized to (0.5, 0.5,..., 0.5). Next, the 
individuals a and b are generated according to the PV. Then, the fitness value of  
the individuals is compared and, the element with better fitness is named the winner 
and the other one is called loser. Now, if winner[i] ≠ loser[i], the PV of the winner 
will be updated as follows: If the winner[i]=1 then the PV will be increased by 1/n, if 
winner[i] ≠ loser[i] the VP will be decreased by 1/n. Note that if winner[i] = loser[i], 
the VP will not be updated. The loop is repeated until each PV[i] becomes zero or 
one. Finally, PV represents the final solution [7]. 

3   VHDL Design 

For the VHDL design we need to consider different issues. The cGA algorithm needs 
that the PV contains real numbers and its updating rule (plus or minus 1/n) must keep 
its values into the interval (0,1). However, for this implementation, we decided to use 
a random generator [10] that generates integer numbers in the range (0, 2147483647).  
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Fig. 1. Pseudo code for the cGA [3] 

Then, this means that the values in the PV must be in the same range because we need 
to do comparisons between these elements. 

In this work, we defined different components in order to obtain the possibility to 
perform different calculus at same time. These components are explained next: 

Random Number Generator (RNG). This component generates the random 
numbers used for the individual’s generation. There exists different kinds of 
algorithms, we decided to use a very efficient one proposed by Park & Miller in [10], 
and it generates the next random number Ij+1 based on the following expression: 

j+1 = aIj mod m. (1)

With a = 75 = 16807 and m = 231-1 = 2147483647. In order to use this RNG with 32 
bits, we must join it with the Schrage algorithm [10]. So, the new form of the 
expression is: 

 

(2)

With q = 127773 and r = 2836.  
 

1) Initialize probability vector 
for i:=1 to l do VP[i]:=0.5; 
 

2) Generate two individuals from the vector 
a:=generate(VP); 
b:=generate(VP); 
 

3) Let them compete 
winner, loser:=compete(a,b); 
 

4) Update the probability vector towards the better one 
for i:=1 to l do 
   if winner[i]≠loser[i] then 
       if winner[i]=1 then 
          VP[i]:= VP[i]+1/n; 
       else 
          VP[i]:= VP[i]-1/n; 
 

5) Check if the vector has converged 
for i:=1 to l do 
   if VP[i]>0 and VP[i]<1 then 
       return to step 2; 
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Individual Generator (IndGen). This component receives two random numbers and 
the PV. It generates two bits ( rng1 and rng2), the first bit (rng1) corresponds to the 
individual one (ind1) and, the second bit (rng2) to the individual two  (ind2) at the 
same position. The conditions for the generation of the numbers are shown in  
Figure 2. 
 
 
 
 
 

 

 

 

 

Fig. 2. Pseudo code of the individual generator component 

Fitness Evaluator (FEv). The evaluation is made by using two individuals in the 
following way: First, we measure the fitness of each individual and compare them, if 
the fitness of the individual one is greater or equal than the fitness of the individual 
two, then the winner is the individual one, otherwise the individual two wins 
(assuming that we are handling a maximization problem). The definition of the fitness 
function depends on the kind of optimization problem to be solved. Once the fitness 
function is selected, this function must be implemented in VHDL code to finish this 
component. 
 
Probability Vector Updating (PVU). To update the PV three data are received: 1) 
who is the winner, 2) the bit from individual 1 in the current position and 3) the bit 
from individual 2 in the current position. Then we apply the conditions presented in 
Figure 3.  

Where:  

• op indicates which individual is the winner. The value '1' is for the 
number one and '0' for the number two.  

• oe is used to specify if the current bits of both individuals are equal (value 
'1') or not (value '0'). 

The conditions vect<2147483623(max) and vect>23 (min) are required to restrict the 
variations of the vector to the interval (0, 2147483647), for the reason that we are 
working with elements of 32 bits. The max and min values of the variable vect are 
defined by the number of individuals in the population, in our design we use 50, so 
the step size is 42949672. It is possible to modify this number by changing the values 
of the step size and the max and min values. 

if rng1<=pv then  
   ind1<='1'; 
else  
   ind1<='0'; 
end if; 
if rng2<=pv then  
   ind2<='1'; 
else  
   ind2<='0'; 
end if;
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Fig. 3. Conditions for updating the PV 

Probability Vector Checking (PVC). Here we verify if the probability vector (PV) 
already converges to the max or min values, when this event occurs the flag is set to 
RDY='1'. 

Compact Genetic Algorithm (cGA). This is the main component and is based on the 
other components. To obtain a correct synchronization we use a finite state machine, 
presented in the next section. 

4   Finite-State Machine 

A finite-state machine is a sequential circuit with a finite number of states. The usage 
of this machine guaranties the correct behavior of the whole design. The machine is  
 

Transition conditions 
 Current state Next State Rule 
1 Start ActIndGen flag=’0’ 
2 ActIndGen ActIndGen RDY_PVU ”111” 
3 ActIndGen ActFEV RDY_PVU=”111” 
4 ActFEV ActFEV RDY_IndGen ”111” 
5 ActFEV ActPVU RDY_IndGen=”111” and RDY_PVC ”111” 
6 ActFEV End_cGA RDY_IndGen=”111” and RDY_PVC=”111” 
7 ActPVU ActPVU RDY_FEV=’0’ 
8 ActPVU ActIndGen RDY_FEV=’1’ 
9 End_cGA End_cGA 1 

 

Fig. 4. Finite-state of the cAG component 

if (oe='1' and ind1='1') then    
if (op='1' and vect<2147483623) then 
   vect<=vect+42949672;  

  elsif (op='0' and vect>23)  then 
     vect<=vect-42949672;  
  end if; 
elsif oe='1' and ind1='0' then  
  if (op='1' and vect>23) then  
     vect<=vect-42949672;  
  elsif (op='0' and vect<2147483623) then 
   vect<=vect+42949672;  
  end if; 
end if; 



354 A. León-Javier, M.A. Moreno-Armendáriz, and N. Cruz-Cortés 

defined by two functions, the first one calculates the next state of the system and the 
second one the output [11]. 

There are two kinds of finite-state machines, the Mealy’s and the Moore’s. In our 
case we use the Mealy. This type of machine uses a clock as synchronized signal for 
the transitions. We used it for the cGA component as it is shown in Figure 4. For the 
transitions, all the components include a READY signal (as example: RDY_PVU, 
RDY_PVC, etc.), so based on these signals the correct behavior is guaranteed. 

 

Fig. 5. Interconnection of cGA's components 
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The READY signals containing bit arrays indicate if all the components of the 
same type have finalized their operation, that is, all bits should be "1". 

In the START state, the finite-state machine initializes the RNG components, that 
is, the random seeds are initialized with some proposed values then, and the  
RNG components are activated generating the random numbers. The ActIndGen state 
is the component responsible of the individuals' generation. It is activated and in turn, 
the component that verifies the convergence of the PV. The ActFEv state determines 
which the winner individual is, furthermore the algorithm finishes if the PVC 
component announces that the vector has converged. The PVU state activates the 
block that updates the PV. The End_cGA state activates the RDY flag of the main 
block of the cGA indicating that the algorithm has finished and showed the PV. 

Figure 5 shows the interconnection of the cGA's components. 

5   Experiments and Results 

For the experiments, it is necessary to add or remove components for processing the 
PV with a desired length, that is, to scale our design. It is important to mention that 
the objective function evaluation is the more costly part (in terms of processing time) 
in the Genetic Algorithms, therefore, the implementation of it impacts in the 
execution time of the algorithm either in hardware or software. 

To evaluate our cGA we conducted some simulation tests on a Quartus II of Altera, 
which is a software tool for analysis and synthesis of HDL designs. We accomplished 
the simulation using a Cyclone II EP2C70F896C6 obtaining the results shown on 
Table 1. The selected problem for the simulations was the max-one, which consists in 
maximize the number of one’s of a bitstring, this implies a simple objective function, 
which is not costly. 

Table 1. Simulation results 

Max-One Simulation Results 
 
 

8-bits 

Run time: 40.28µs 
Iterations: 335 

 
Combinational functions: 18796/68417 
Dedicated logic registers: 826/68416 

Embedded Multiplier 9-bits elements: 192/300 
  
  

 
Run time: 41.48µs 

Iterations: 345 
12-bits  

 
Combinational functions: 28149/68417 
Dedicated logic registers: 1214/68416 

Embedded Multiplier 9-bits elements: 288/300 
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Furthermore, we accomplished software tests on a PC with 3 GB of RAM and 
Core 2 Duo processor to 1.80 GHz. The cGA was programmed of the same manner 
than in VHDL, but on a sequential way on the language C#. The obtained results are 
shown in Table 2. 

Table 2. Results in software 

Max-One Simulation Results 
 
 

8-bits 

Run time: 1.4996 s 
Iterations: 335 

  
  

12-bits 
Run time: 2.1840s 

Iterations: 345 
  

The Table 3 shows the features of a synthesized Random Number Generator 
component. 

It is important to note that the generation of random numbers can be costly 
according to the algorithm that we used. For our case, this component occupies many 
elements of the FPGA (embedded multipliers), since we required two RNG 
components for each PV’s bit, which allows parallelizing this part of the algorithm. 

One way of decreasing the usage of the FPGA's resources for the component 
RNG, is using a cellular automata. The cellular automata only require a memory 
cell to store each bit of the random number and a combinational function 
representing the rules of the automata. This reduces the consumption of resources 
in a FPGA. Besides with cellular automata we can generate numbers of 8, 16, 32 
and 64 bits of length. 

Table 3. RNG Component 

Component Data Synthesis 
  

Random Number 
Generator 

Combinational functions: 1108/68417 
Dedicated logic registers: 64/68416 

Embedded Multiplier 9-bits elements: 12/300 
  

6   Conclusions and Future Work 

The Compact Genetic Algorithms (cGA) are a viable option to compute global 
numerical optimization. Their main feature is that they need only very few 
computational resources when compared against the classic Genetic Algorithms. For 
this reason and because their inherent parallelism, the cGA are especially well suited 
to be implemented in a hardware architecture. 
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In this work we presented some experiments implementing a cGA on hardware and 
software platforms. As it was expected, the hardware version obtained the quickest 
results.  

Meanwhile in the hardware version the results were obtained in only few 
microseconds, for the software version, they required several seconds. This feature 
makes the cGA especially attractive to be used in real time processing applications. 

As a future work, we are planning to implement a fitness function design capable 
of handling floating point numbers. 
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Abstract. Computation by self-assembly of DNA is an efficient method of 
executing parallel DNA computing, in which information is encoded in DNA 
tiles and a large number of tiles can be self-assembled via sticky end 
associations. Here, we investigate how basic ideas on tiling can be applied to 
solve maximum clique problem (MCP). We suggest that these procedures can 
be realized on the molecular scale through the medium of self-assembled DNA 
tiles. By creating billions of copies of the participating DNA tiles, the 
algorithmic will run in parallel on all possible cliques. The potential of DNA 
computing by self-assembly for this problem is promising given the operational 
time complexity of Θ(n). This work shows further evidence for the ability of 
DNA computing to solve NP-Complete problems. 

Keywords: Self-Assembly, MCP, Tiling, Nondeterministic, DNA Computing. 

1   Introduction 

Since the seminal work of Adleman on the HPP [1], DNA computing has experienced 
a flowering growth and leaves us with a rich legacy. Given its vast parallelism and 
high-density storage, DNA computing approaches have been employed to solve many 
combinatorial optimization problems. However, most of these proposals implement 
the computation by performing a series of biochemical reactions on a set of DNA 
molecules, which require human intervention at each step. Thus, one difficulty with 
such methods for DNA computing is the number of laboratory procedures. 

Winfree et al. first proposed the idea of computation by self-assembled tiles. 
Computation and self-assembly are connected by theory of tiling, of which Wang tile 
[2] is a prime example. Because DNA tiles can be more easily “programmed” to 
incorporate the constraints of a given problem, it is possible to exercise some degree 
of controlling over the appearance of considerable waste of material that belongs to 
the traditional approach, and therefore parallel computation can be enhanced by self-
assembling process, where information is encoded in DNA tiles. The relation of DNA 
computation to self-assembling structures was developed in the mid-1990s, largely 
through the theoretical and experimental work of Winfree et al [3], [4], Seeman [5], 
Reif [6] and Rozenberg et al. [7]. Computational systems based on self-assembly have 
been demonstrated in both 1-D arrangements called “string tiles” [3], [8] and 2-D 
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lattices [4]. Other stable forms of nucleic acids include Z-DNA, non-migrating 
Holliday junctions and duplexes with triple crossovers or “pseudoknots” [5], [9], [10]. 
For 2-D self-assembly, Winfree has proposed the Tile Assembly Model (TAM)[4] 
and demonstrated that it is Turing- universal by showing that a tile system can 
simulate Wang tiles which Robinson has shown to be universal [11]. 

The first experimental demonstrations of computation using DNA tile assembly 
was in Ref. [10]. It demonstrated a two-layer, linear assembly of triple-crossover (TX) 
tiles that executed a bitwise cumulative XOR computation. Barish et al. demonstrated 
a tile system that copies an input and counts in binary [12]. Cook et al. used the TAM 
to implement arbitrary circuits [13]. Similarly, Rothemund et al. demonstrated a DNA 
implementation of a tile system that computes the XOR function, resulting in a 
Sierpinski triangle [14]. Brun proposed and studied some systems that compute the 
sum and product of two numbers using the TAM [15]. He then combined these 
systems to create systems with more complex behavior, and designed two systems 
which factor numbers and decide subset sum problems [16], [17]. We proposed two 
systems that compute the difference and quotient of two numbers [18]. 

2   DNA Self-assembly 

DNA nanostructures provide a programmable methodology for bottom-up nanoscale 
construction of patterned structures, utilizing macromolecular building blocks called 
DNA tiles based on branched DNA. These tiles have sticky ends that match the sticky 
ends of other DNA tiles, facilitating further assembly into larger structures known as 
DNA tiling lattices. 

 

Fig. 1. Abstracted tile representation 

2.1   DNA Tile 

Branched DNA molecules provide a direct physical motivation for the TAM. There is 
also a logical equivalence between DNA sticky ends and Wang tile edges. These 
DNA tiles have unpaired ends of DNA strands sticking out and through these sticky 
ends, they can attach themselves with other tiles having the Watson-Crick 
complementary sticky end. Thus, these tiles can stick with one-another to assemble 
into complex superstructures and through this process they can compute. 

The most relevant constructions for DNA computing by self-assembly of DNA 
tilings include double-crossover (DX) [19] and TX [20] complexes. These tiles can be 
constructed using a variety of possible nucleotide sequences. We can use different 
sequences to denote different symbols or values. For example, we can have one 
sequence denoting the value 0 and another sequence denoting the value 1. We can 
also use the sticky ends of a tile to encode certain values or symbols. The tile that 
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attaches to this tile would have the complementary sticky end encoding the same 
value or symbol. In this way, we can pass information from one tile to another. 

2.2   Molecular Self-assembly Processes 

Molecular self-assembly is the ubiquitous process by which simple objects 
autonomously assemble into intricate complexes. It has been suggested that intricate 
self-assembly processes will ultimately be used in circuit fabrication, nanorobotics, 
DNA computation, and amorphous computing [21]. 

There are three basic steps that define a process of molecular self-assembly [22]. 1. 
Molecular recognition: elementary molecules selectively bind to others. 2. Growth: 
elementary molecules or intermediate assemblies are the building blocks that bind to 
each other following a sequential or hierarchical assembly. 3. Termination: a built-in 
halting feature is required to specify the completion of the assembly. Without it, 
assemblies can potentially grow infinitely, in practice, their growth is interrupted by 
physical and/or environmental constraints. On the other hand, molecular self-
assembly also has three characteristics [22]: 1. It is a time-dependent process and 
because of this, temporal information and kinetic control may play a role in the 
process before thermodynamic stability is reached. 2. It is a highly parallel process, 
where many copies of different molecules bind simultaneously to form intermediate 
complexes. 3. Another characteristic of a molecular self-assembly is that the 
hierarchical build-up of complex assemblies allows one to intervene at each step. 

2.3   Programming Self-assembly of DNA Tiling 

A tiling is an arrangement of a few tiles that fit together perfectly in the infinite plane. 
Programming DNA self-assembly of tiling amounts to the design of the pads of DNA 
tiles, ensuring that only the adjacent pads of neighboring tiles are complementary so 
that tiles assemble together as intended. The use of pads with complementary base 
sequences allows the neighbor relations of tiles in the final assembly to be intimately 
controlled, thus the only large-scale superstructures formed during assembly are those 
that encode valid mappings of input to output. The progress of self-assembly of DNA 
tiling can be carried out by the following four steps: 1. Mixing the input 
oligonucleotides to form the DNA tiles. 2. Allowing the tiles to self-assemble into 
superstructures. 3. Ligating strands that have been co-localized. 4. Performing a single 
separation to identify the correct output. 

3   Maximum Clique Problem 

We denote an undirected graph by G =(V; E), where V is the set of vertexes and E is 
the set of edges. Two vertexes are said to be adjacent if they are connected by an 
edge. A clique of a graph is a set of vertexes, any two of which are adjacent. Cliques 
with the following property has been studied over the last three decades: maximal 
clique, whose vertexes are not a subset of a larger clique, in other words, it is the 
largest among all cliques in a graph. Vertices 1, 2 , 5 form a clique in the graph shown 
in Fig.2, because each has an edge to all the others. 
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Fig. 2. A graph of maximum clique problem 

4   DNA Self-assembly for MCP 

There are well-known algorithms for MCP. However, all known algorithms for this 
problem have exponential worst-case complexity, and hence there are instances of 
modest size for which these algorithms require an impractical amount of computer 
time to render a solution. Because the MCP has been proved to be NP-complete, it 
seems likely that there is no efficient (polynomial time) algorithms to solve it.  

This work proposes a way to perform this search procedure on molecular substrate 
using 2D DNA self-assembly. All searches could be done in parallel by an 
exponential number of computers, completing the whole computation in linear time.  

4.1   Non-deterministic Search Cliques 

In nondeterministic computation, the cell which connect to some tile is 
nondeterministic, in our system the first connected tile is the nondeterministic one. 
Aiming at MCP, clique scheme should be searched stochastically, according to the 
parallelism of computing. That is to say, for each assembly body, selecting one vertex 
from {v1, v2, …, vn}, to be the searching point randomly. This is a straightforward 
system that will not need much explanation. The bisque tile is the non-determination 
tile in Fig.3(a), and some important computing tiles shown in Fig.3(b). The concepts 
include variables vi and the middle of the tiles’ value E(i,j) refer to formula (1). 
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Fig. 3. Computation boundary tiles (a), and the tiles used in search clique system (b) 

We have just described a tile system non-deterministically choice a searching 
point(vertex). Now given a graph G whose adjacency matrix is A. If vi, vj are 
connected by an edge then aij=1,otherwise aij=0. How can we construct a clique which 
contains the selected vertex? First we define a function E(i,j), if two vertexes 
connected by an edge in graph G, then E(i,j)=OK, otherwise E(i,j)=NO and if inputs 
are not both vi(i=1, 2… n), E(i,j) is not gotten value. Second, we need to check up 



 Application of DNA Self-assembly on Maximum Clique Problem 363 

which vertexes adjacent to the selected vertex. If we chose v1 as the first vertex, v3, v4, 
v6, v7, v8 can be find connect with v1 in matrix A, then we chose the first element v3 of 
the new set V1={v3, v4, v6, v7, v8} as next standard vertex. Third, we check up which 
vertexes connect with v3 in V1 set, v4, v6, v7, v8 are found comply to our requirement. 
Now, we get a new set V2={v4, v6, v7, v8} again, here, we check up which vertexes 
connect with v4 in V2, v8 is the only one which meet our requirement. Last, a clique is 
found, which is the maximal clique that contains vertex v1.The clique includes four 
vertexes v1, v3, v4, v8. All in all, we can represent the desired computation in a table 
format which is transferred to DNA self-assembly easily. Table I describes a search 
scheme, 9 vertexes represented in the rightmost column of the table, and counting 
from right to left, bottom to up. Fig.5 shows the self-assembly body according to 
Table1. 
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Table 1. The general situation for searching operation 
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Intuitively, the table is filled in a bottom-up manner, one column at a time. Each 
computing cell is filled by E(i,j) (i, j =1, 2,…, n). These rules for constructing the 
search table can be translated into a set of geometrical tiles, known as Wang tiles. 
Fig.3(b) shows the computing tiles, each tile has two input sides (south and east) and 
two output sides (north and west) and the middle of tile is its value E(i,j). The purple 
tile must satisfied the south input side is vi and the east input side is a rotated 'N', It 
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indicates those cells are not computing, their output sides only pass the information of 
their input sides. The function of the magenta tile is to get the information of vi which 
is the first tile of the set Vj that has been just formed by its right column, and passing 
vi to its upper cell through its north side. 

Input of the system is provided in the form of a preassembled arrangement of tiles 
which encodes the mathematical value of the input. The input DNA structure is 
shown in Fig.4(a) and the computation result of each step will be kept in its left 
column that maybe become input of the next circle computing. 

4.2   The Non-deterministic Algorithm for MCP 

In some implementations of the tile assembly systems, many assemblies happen in 
parallel. In fact, it is often almost impossible to create only a single assembly. In this 
case, there are many possible valid tiling, any or all of which may be produced. Here, 
we designed the non-deterministic algorithm to solve it. The basic idea is to exploit 
the massive parallelism possible in DNA self-assembly in order to solve the MCP in 
linear time. By creating billions of copies of the participating DNA tiles, we expect 
that the procedure will run in parallel on all possible cliques. These cliques will be 
created dynamically as part of the assembly. In effect, that will make the computation 
time linear in the size of the problem, while pushing the exponential dimension of the 
problem into the large number of DNA assemblies, and thus into space occupied by 
the DNA molecules.  

Our design is described at the algorithmic level. It attempts to simulate a 
nondeterministic algorithm for the problem. Nondeterministic implies that at some 
steps the algorithm make a nondeterministic choice (as if some oracle could tell the 
algorithm what the right choice is). In our case, this simulated by an exponential 
number of DNA assemblies, expecting to coverall possible cliques. The algorithm is 
given below. Notice that step 2 is the nondeterministic step. 

Non-Deterministic Algorithm (E,V){{  
1)  for ( i=1, …, n) do 
2)   Assign a vertex vi to begin searching a clique 
3)    for ( j=1, …, n) do 
4)   {Check up which vertex(vj)connect with vi and build a 

new set Vk that contains all met requirement vj.} 
5)    ... 
6)  If there are not vertexes are adjacent in the assemble 

system  
7)  Then return and output} 

8) Compare length of these reporter strands, find the 
longest one. 

9) Get the maximum clique of the graph} 

The idea can be carried out almost directly by assembly of DNA tiles. We now 
present the system builds on L-shape seed configuration. This system will use the two 
sides of the L-configuration to encode inputs, and produce its result on the top row of 
an almost complete rectangle. Systems could chain computations together, using the 
output of this computation as an input to another computation. The input structure that 
encodes V on the rightmost is shown in Fig.4(a). This input structure is reproduced in 
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billions and are mixed with all kinds of computing tiles which from a fixed library. 
The appropriate tiles will self-assemble on those input layers. Use the massive 
parallelism of DNA to find out all possible cliques in the destination graph. 

▬
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1
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...

vnvn

&&

v1v1

L

| &
vi

vi

~~ End ~~

▬

vi

vi

1~

(a) (b)  

Fig. 4. The L seed configuration (a), and top output tiles (b) 

Follow the algorithm above, the appropriate tiles will self-assemble on this input 
structure. Reading of the operation result is done by the reporter strand method [10]. 
In order to output the result in the form of a DNA strand, we add some output tiles of 
the top shown in Fig.4(b). On adding these tiles, and allowing them to anneal, we get 
the final tile assembly. On adding ligase to seal the bonds, we will have a single 
strand of DNA passing through the tiles in the final output layer, which encodes the 
result of the computation. Endpoints of this kind of single strands with unique 
nucleotide sequences labeled ‘vi’ (the light yellow tile) and ‘End’ shown in Fig.4(b). 
Therefore, we will get n differences strands through PCR, which utilizing endpoints 
tiles as primer. Now, we have gotten all sequences that indicates all possible cliques, 
then we can find the longest strand(s) after gel electrophoresis. In the end, getting the 
maximum clique through measure DNA sequences. 

As an example, let us consider applying this algorithm to matrix A, a successful 
assembly computation is shown in Fig.5. The actual implementation detail is not 
discussed here since they fall outside of the scope of this paper. However, we believe 
that we make no arbitrary hypotheses. In fact, our work is based on the assumptions 
and achievements that come with DNA tiling computation in general. 

4.3   Complexity Analysis 

The complexity of the design is considered in terms of computation time, computation 
space and the number of distinct tiles required. It is obvious from the example given 
that the computation time T is equal to the width (depth) of the assembly. In fact, it is 
T≤ n+n=Θ(n). It follows directly from the assembly time corollary in Ref.[15]. The 
space S taken for each assembly is the area of the assembly. S ≤ (n+3)* (n+2)= Θ(n2). 
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Fig. 5. A final configuration with the output (v3,v1,v4,v8) on the top row 

Finally, the library of fixed tiles needed contain the following tiles: 

Variables. There have to be n tiles coding n variables, n is the number of vertexes. 

Boundaries. There are five tiles which shown in Fig.6 to mark the beginning of 
computation in the input assembly, the end of variable column, the last tile of the 
bottom line, the non-determination tile and the tile as the most body of the bottom line 
whose number is decided by the scale of the special question. In our instance, we get 
six which is the two-thirds of the total vertexes’ number. 

 

Fig. 6. Boundary tiles of DNA self-assembly  

Computation and Computation Boundaries. For search operations there has to be 
four different tiles, they are shown in Fig.3(b). For search operation complete 
smoothly, there has to be two connection tiles and a nondeterministic tile shown in 
Fig.3(a). 
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Output. Finally, there have to be output tiles to output results. There are 2*n+1 tiles 
shown in Fig.4(b).Summing up all the numbers, we have a total number of tiles: N= 
n+6+4+3+2*n+1=Θ(n). 

5   Conclusions 

As the massive parallelism of DNA computing, it has the unexampled dominance in 
solving difficult problems, especially for NP complete problems. In this study, a 
completely different DNA computing approach for solving MCP is proposed. The 
advantage of our method is that once the initial strands are constructed, each 
operation can compute fast almost together through the process of DNA self-assembly 
without any participation of manpower. 

A final detail is crucial for the success of algorithm. The concentrations of 
assignment tiles corresponding to vi have to be equal, so that there is equal chance of 
assigning each vertex. Otherwise, there might be assignments that will never be 
explored because of this “discrimination” in assigning values.  

A limitation of the algorithm, which is common for most DNA computations, 
comes from the fact that the exponential dimension of the problem has been pushed 
into the physical space (volume) occupied by the DNA molecules. This will 
eventually become a restrictive factor. The input size cannot grow forever, it implies 
an upper bound to the size of instances that can be solved in practice. 

The field of DNA self-assembly holds tremendous promise. Our ultimate goal is to 
test the design experimentally. However, there are still many technical hurdles to 
overcome before self-assembly can be developed into a reality. If the molecular word 
can be controlled at will, then it may be possible to achieve vastly better performance 
for computers and memories. We hope that this paper helps to demonstrate that 
molecular computing is a technology worth pursuing. 
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Abstract. In this paper the mathematical model for the control of tem-

perature in an bird incubator is presented. Two classic laws of control

are compared for the control of temperature: the on-off (ON − OFF ),

and the proportional integral (PI). It is proposed a functional network

for the modeling of the relative humidity behavior in the bird incubator.

It is gotten that the PI is the best controller.

1 Nomenclature

hi Coefficient of convection in the surface [Wm−2oC−1]
Ti Inside temperature of the incubator [oC]
Tpi Temperature in the wall inside of the incubator [oC]
he Coefficient of convection in the exterior [Wm−2oC−1]
Text Outside temperature of the incubator [oC]
Tpe Temperature in the wall outside of the incubator [oC]
To Initial temperature [oC]
Λ Thermic conductivity [Wm−2oC−1]
e Width of the cover [m]
A Area of the surface [m2]
Σ Constant of Stefan Boltzman [Wm−2oC−1]

Tfoco Temperature of the radiation body (light bulb) [oC]
hr Coefficient of the radiant hot [Wm−2oC−1]
ε Emission of the object [-]
kv Hot capacity of the air [Wm−2oC−1]

Φvent Air flow [m/s]
a1, a2, a3, a4 Constants [-]

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 369–377.
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Uws, Uls Degree of temperature [%]
W Speed of the air [ms−1]
A1 Area of opening [%]
Ccap Thermic capacity of the air [Wm−2oC−1]
Qcal Energy of the heating system [Wm−2]
Qvent Lost energy for ventilation [Wm−2]
Qrad Energy of radiation [Wm−2]
I Intensity of the luminous body [Candela]
r Distance from the luminous body to the objective [m]
ess Error in the stable state

2 Introduction

In the operation of a bird incubator, it is necessary to consider two variables,
the temperature and the relative humidity with the objective to get a good
environment for letting the birds to grow.

Actually, in the market, there are bird incubators that work with ON-OFF
controllers and are designed for only one special kind of birds. In addition, the
bird incubators do not get the measure of the humidity.

It is important to propose a control system which lets us to change the tem-
perature for several kind of birds and a system that lets us to get the measure
of the humidity.

If the inside temperature of the bird incubator is controlled, the relative
humidity is controlled, too.

In this paper, the inside temperature of the bird incubator is controlled, as a
consequence, the relative humidity is controlled, too.

3 The Bird Incubator System

The bird incubator system is an experimental environment called incubator.
Inside of the incubator are deposited eggs of some kind of bird (for example
chick, duck, quail or ostrich) over a metallic mesh. In the bottom there is a
container with water. In the top there are some heater devices (focus), one in
the right and another in the left side. In the top and in the bottom there are
holes to let the mixing of the air inside and outside of the incubator. In the top
there is a fan to regulate speed of the air in the incubator, the correct speed is
0.2 m/s. The structure of the incubator is shown in Fig. 1.

The phenomenon is shown in Fig. 1. The heating devices let the increase in
the temperature to follow a reference temperature (the desired temperature), it
depends of the kind of bird that is in the incubator. At the same time the fan
moves the hot air to all the incubator. The water in the bottom is evaporated
giving that the humidity is sent to the eggs. Finally, the air goes outside through
the holes that are in the top and in the bottom.

In addition, Fig. 1 shows some devices that are in the incubator as are the
container of water or the place where the eggs are placed. The arrows describe
the direction of the hot air flow in the incubator.
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Fig. 1. Structure of the incubator

The control gives an input such that the output of the plant can follow the
reference as best as possible. For this system the inside temperature of the incu-
bator should be 37 oC. The sensor gives the measure of the temperature inside
of the incubator. The control implemented in one micro-controller lets that the
actuator sends a signal to the system to get the desired output (the reference).
The control is based in varying the intensity of two light bulb of 100 W each
one.

4 Mathematical Model of the Temperature of the
Incubator

The mathematical model of the incubator is based in two parts: the first one is
the thermic in the interior and the second one is the humidity. For the mass and
energy balance in the incubator is given by conduction, convection and radiation.

It is considered that the inside temperature of the incubator is bigger than
outside of the incubator (Ti > To). In this way, the hot from inside to outside of
the incubator is considered as a difference of temperature ΔT = Ti − To.

The differential equation that models the system is the derivative of the inside
temperature of the incubator with respect to the time and is equal to the inverse
of the hot capacity and the sum of the thranfered hot in the system:

dTi

dt
=

1
Ccap

(Qcal +Qrad −Qvent) (1)
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Considering the dimensions of the incubator and the conditions of the environ-
ment it is possible to have the following data:

Qcal = I
4410

Qvent = 2.31(Ti − To)
Qrad = 39.147

(2)

As the equation (1) is a differential equation of first order, it can be written as
a state equation. First the state, the input and the output of the system are:

x = Ti

u = I
y = x

(3)

And the state equation is:

·
x =

1
Ccap

(
u

4410
− 2.31x+ 2.31To + 39.147) (4)

Or can be written as:

·
x = − 2.31

Ccap
x+ f(t) +

1
4410Ccap

u (5)

Where:
f(t) =

1
Ccap

(2.31To + 39.147) (6)

The equation that represents the mathematical model of the inside temperature
of the incubator is (4) or (5).

5 Modeling of Relative Humidity Behavior Using
Functional Networks

It is not easy to obtain a mathematical model to control the relative humidity,
that is way it is proposed an approximation of this behavior via functional net-
works. It is possible to get the measure of the relative humidity as a consequence
of the control of the temperature inside of the incubator. The functional network
is similar to a neural network. The difference between the neural networks and
the functional networks is that while the first one uses a sigmoid, hyperbolic tan-
gent or signum functions letting to get a local minimum in the approximation of
a behavior, the second one uses base functions which makes that the functions of
this network are independent one to another one letting to get a global minimum
in the approximation of a behavior.

In the functional networks, it is important the organization of the neurons and
the properties of the functionals giving a resultant network [2], [6]. A functional
network has an input layer which contains the input data, an output layer which
contains the output data and one or many processor layers which evaluate the
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Fig. 2. Unit model

data coming from the previous layer and gives some data that will be used in
the subsequent layer. Each processor layer has an functional unit. One functional
unit is a set of nodes with data (Y, F, Z), where Y , Z are disjoint sets not empty
of X and F : Y → Z is a known function. The elements Y , Z and F are called
the input nodes, output nodes and the processor function, respectively.

The functional network is defined as (X,U), where X is a set of nodes and U
is defined as:

U = {(Yi, Fi, Zi)|i = 1, . . . , n} (7)

Where U is a set of units on X which satisfy the following condition: each node
Xi ∈ X needs to be an input or output node of at least one functional unit U . X
can be divided in three subsets {Xen, Xint, Xsal} where Xint can be an empty
set giving that the network has one layer.

The model of the relative humidity considers the temperature in the dry bulb
and in the humid bulb known as the unit model from which its structure is
shown in Fig. 2. The mathematical for the unit model is given as:

z = f−1
3 (f1(x) + f2(y)) (8)

The training of the function (8) is the same as to learn the functions f1(x), f2(x),
and f3(x). Then the learning is to approximate this functions from some known
data as follows:

{(x1j , x2j , x3j)|x3j = F (x1j , x2j); j = 1, . . . , n} (9)

The approximation using the unit model gives the following polynomial
functions:

f1(x) = 0.950306 + 0.0496945x
f2(x) = 1.04978 − 0.0497837x
f3(x) = 0.989221 + 0.0107788x

(10)

Once the approximation functions are obtained, they are rewritten as follows:

z = f−1
3 (f1(x) + f2(y))

z = f1(x)+f2(x)−0.989221
0.0107788

z = 92.7746(1.01087+ 0.0496945x1 − 0.0497837x2)
(11)
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Fig. 3. Temperature for the control ON-OFF

Fig. 4. Relative humidity for the control ON-OFF

Where x1 is the temperature of the humid bulb, x1 is the temperature of the dry
bulb and z is the relative humidity. Finally, the approximation of the relative
humidity can be considered as the substitution of the temperatures of the humid
and the dry bulbs.

6 Simulations

In this paper, the tuning methods of Siegler-Nichols are used to get the gains
for the controller PI, this gains are in the Table 1.

Table 1. Gains for the controller

Kp Kd Ki

PI 21.83 0 7.35
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Fig. 5. Temperature for the control PI

Fig. 6. Relative humidity for the control PI

In Table 1 it is shown the proportional constant Kp, and the integral constant
Ki for the proportional integral controller (PI).

The controller ON −OFF is actually used in the market. The conditions for
the proof of one controller ON − OFF are used as the bounds of the behavior
of the controllers:

– Lower bound of 36oC
– Upper bound of 38oC
– The inside temperature of the incubator is bigger than temperature of the

environment

The Fig. 3 shows the results of the temperature with an ON −OFF controller.
The relative humidity obtained with the ON −OFF controller is shown in Fig.
4. The relative humidity is variant and it is smaller than the necessary to have
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a right process of the incubator, i.e., the relative humidity for a right process of
the incubator is 40% and the upper relative humidity given by the ON −OFF
controller is 30%. That is way it is necessary to consider another controller.

For the PI controller it is considered the following:

– The reference is 36oC
– The inside temperature of the incubator is bigger than temperature of the

environment

The Fig. 5 shows the output of the system considered as the inside temperature
of the incubator for the PI controller which is acceptable. The Fig. 6 shows the
results of the relative humidity for the PI controller being 60% which is over
the necessary to get a right process of the incubator 40%.

7 Conclusions

In this paper a functional network to approximate the relative humidity behavior
in a bird incubator was presented, also four kind of controller were compared giv-
ing that the proportional integral PI gave good behavior because they provided
a very near temperature to the reference inside temperature of the incubator
being of 36oC and giving a relative humidity over the least necessary to get a
right process of the incubator being 40%. The ON−OFF controller did not give
a good behavior because it did not give a relative humidity over the least neces-
sary to get a right process of the incubator. As a future research the functional
network will be compared with some neural networks to get the best of them and
the controller PI will be compared with other kind of classic controllers as are
the P called proportional or the PID called proportional, integral derivative.
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Abstract. Diagnosing different diseases with some similarities (e.g. in 
symptoms) using an automated approach and a simple and available feature 
may help physicians to focus on the correct disease and its treatment and to 
avoid wasting time on diagnosis, Especially for diseases that the treatment time 
is critical to control and cure. In this study, we try to develop a new automated 
approach for classifying (diagnosing) locomotive patients using features that 
may be extracted from their gait signal. We selected 3 groups of patients: 
patients with Huntington’s disease, Parkinson’s disease and Amyotrophic 
Lateral Sclerosis- and a group of healthy control subjects. Examining different 
available classifiers on all proposed features, we have introduced a novel 
feature with acceptably low error rate using quadratic Bayes classifier. 

1   Introduction 

It is obvious that diagnosing different disorders in a correct and fast way is highly 
important in prescribing the correct treatment for the disease. Moreover, identifying the 
disease in a more simplified way will help physicians in decreasing the cost and time of 
the diagnosis process. Diagnosis time is an important factor in the treatment. In such a 
situation that we may need medical imaging or genetic tests to detect the disease, 
diagnosing movement diseases that have a similar cause through their effect on the 
movements of the patient will be precious. Gait signal may be a good factor for 
discriminating movement disorders that is caused by malfunctioning of some brain parts. 
It can also be used for validation of models that are introduced for the diseases. [1, 2] 

In this study, we will evaluate different classifiers on the features that will be 
extracted from gait signal of patients with three different movement disorders 
including Huntington’s Disease (HD), Parkinson’s Disease (PD), and Amyotrophic 
Lateral Sclerosis (ALS). These diseases are selected as they have similar causes and 
all are neurodegenerative diseases. Control subjects were included in the study to 
present the healthy state.  

HD is a genetic neurological disorder characterized by abnormal body movements 
called chorea and a lack of coordination. Because some of its symptoms are similar to 
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other neurological disorders, such as Alzheimer's disease, it has been extensively 
studied by different researchers. If the symptoms are noticeable before a person is 
twenty, then their condition is called Juvenile HD. As there is currently no proven 
cure, symptoms are controlled with various medications and supportive services. 
Complications caused by its symptoms reduce life expectancy. [2, 3, 4] 

PD is also a degenerative disorder of the central nervous system that often impairs 
the sufferer's motor skills and speech, as well as other functions. It is characterized by 
muscle rigidity, tremor, a slowing of physical movement (bradykinesia) and, in 
extreme cases, a loss of physical movement (akinesia). The primary symptoms are 
due to decreased stimulation of the motor cortex by the basal ganglia. PD is both 
chronic and progressive. [1, 3, 4] 

ALS is a progressive, usually fatal, neurodegenerative disease caused by the 
degeneration of motor neurons, the nerve cells in the central nervous system that 
control voluntary muscle movement. As a motor neuron disease, the disorder causes 
muscle weakness and atrophy throughout the body as both the upper and lower motor 
neurons degenerate, ceasing to send messages to muscles. [3, 4] 

2   Materials and Methods  

We have used a database from Physionet [5]. The database includes data recorded 
from 15 patients suffering PD, 20 of HD, 13 of ALS and 16 healthy (control) subjects. 
The raw data were obtained using force-sensitive resistors, with the output roughly 
proportional to the force under the foot. Each record included two signals recorded 
from each foot of the subject. [5] 

Recordings were first analyzed visually and we removed 2 records (one of PD and 
one of HD records); because they were erroneously recorded in a limited period of 
time that may be caused by sensor malfunctioning. Before preparing our test and 
training datasets, we removed linear trends of the data to eliminate their offset. Then, 
we tried different features that seemed to be useful on classification of the data. First, 
we tried time-domain features such as zero-crossing, mean, and standard deviation of 
stride-to-stride time. We used a toolbox written for MATLAB named PRTools. This 
toolbox consists of a complete and useful set of functions for pattern recognition and 
includes most of the well known classification algorithms [6]. We converted the 
mentioned dataset to PRTools standard format. These data was applied to 18 of well 
known classifiers listed in table 2  and unacceptably high error rates were achieved 
(more than 50% in most cases) Using other features such as coefficients of a second 
order ARX model and fractal dimension of the signal did not make the results much 
better. 

Looking for a more efficient feature, we have focused on a set of frequency-
domain features (i.e. band powers). There are a couple of methods to calculate band 
powers including FFT and DCT. FFT (Fast Fourier Transform) was taken from the 
signal and its power in specific frequency bands were calculated as features. The error 
for this trial was similar to using the ARX coefficients. Even using a mixture of time 
features and frequency domain features extracted from FFT did not make the 
classification results reasonably better. 
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Fig. 1. DCT for the four classes (3 disease classes & the control healthy subjects) 

Finally, we have proposed our novel method on extracting features using DCT 
(Discrete Cosine Transform). Because the gait signal is not stationary, we thought that 
DCT may result in better error rates. So, we used DCT instead of FFT to extract some 
features, calculating the trapped zone of DCT curve in special bands. We have taken 
DCT of all the signals and compared them visually. The formula for calculating 
discrete cosine transform of a signal is: 

 

Where  

 

N is the length of x, and x and y are the same size.  The time series are indexed from n 
= 1 and k = 1 instead of the usual n = 0 and k = 0 because MATLAB® vectors run 
from 1 to N instead of 0 to N- 1. 

The DCT plots of the four classes are shown on figure 1. Defining special bands as 
shown in table1, we proposed that the signals could be fairly classified by calculating 
the trapped zone under the curve of each band as a feature. 
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Table 1. Sample bands for calculating trapped zone under the curve 

Band No. 1 2 3 4 5 
Sample Bands 1-50 60-74 75-90 93-105 110-150 

We divided the dataset to train & test sets randomly. However, we have tried to 
select our test set among those recordings which had been recognized as the most 
severe cases by a physician. So we have selected 23 of 124 recordings as test and 
remaining as training set. Afterwards, we trained 18 most popular classifiers that were 
defined on PRTools. Considering this set of features made the error rates acceptably 
low for some of classifiers-especially for quadratic bayes classifier (second in the 
table2). The results including total error and the error that was made on diagnosing 
each class is shown in Table 2. For detailed description about each of the classifiers 
shown in Table 2, you can refer to [6]. 

Table 2. The results for different classifiers (Classification accuracy of each class and the total) 

Classes: Control Huntington Parkinson ALS 
Total 

Accuracy 
(%) 

1 : Linear 
Bayes 
Normal 
Classifier 

100 71.429 40 50 65.217 

2 : 
Quadratic 
Bayes 
Normal 
Classifier 

100 71.429 80 100 86.957 

3 : Parzen 
Classifier 100 57.143 60 16.667 56.522 

4 : BP 
Neural 
Classifier 

80 71.429 0 83.333 60.87 

5 : 
Karhunen-
Loeve 
Mapping 

0 0 0 0 0 

6 : K-NN 
Classifier 100 42.857 60 66.667 65.217 

7 : KL 
Bayes- 
Normal-1* 

100 71.429 40 50 65.217 

8 : 
Logistic 
Classifier 

20 28.571 40 83.333 43.478 
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Table 2. (continued) 

9 : Fisher 80 71.429 40 50 60.87 
10 : 

Nearest 
Mean 

100 0 60 33.333 43.478 

11 : 
Scaled 
Nearest 
Mean 

100 57.143 20 33.333 52.174 

12 : 
Linear 
Perceptron 
Classifier 

40 42.857 60 100 60.87 

13 : 
Polynomial 
classifier 

80 71.429 40 50 60.87 

14 : 
Uncorrelated 
normal 
based 
quadratic 
Bayes 
classifier 

100 42.857 40 100 69.565 

15 : 
Mixture of 
Gaussian 
classifier 

0 71.429 0 100 47.826 

16: 
Decision 
Tree 

100 85.714 40 83.333 78.261 

17 : 
Naïve Bayes 100 57.143 40 33.333 56.522 

18 : 
Levenberg-
Marquardt 
trained feed-
forward 
neural net 
classifier 

40 71.429 40 83.333 60.87 

* Linear classifier built on the KL expansion of the common covariance matrix. 

3   Discussions 

An automated method for classifying movement disorders prior to further assessment 
and diagnosis of the severity of diseases may help physicians to focus on the correct 
disease and to make better decisions. So a vast majority of research work in this area is 
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now directed toward finding automatic or semiautomatic diagnosis methods [7, 8, 9]. 
This may result in faster and more effective treatment of the disorders. In this study, 
we have tried to introduce an automated approach to diagnose three similar movement 
disorders through classifying the proposed features that are extracted from the gait 
signal of a patient. We proposed a feature set based on DCT of patients’ gait signal and 
showed that using different classifiers we can get reasonable error rates. According to 
Table 2, we conclude that using a quadratic bayes classifier, we can classify the 
patients in the corresponding disease groups. Moreover, we proposed a novel feature 
that needs less computation for classifier to be trained and tested . Most of studies that 
focus on feature extraction using DCT only use 2D-DCT and is applied to images [10, 
11, 12, 13]. However, it is not commonly used for signals like as gait that is one 
dimensional. We think that DCT may improve feature extraction on non-stationary 
signals (such as gait signal). The trapped zone under the DCT curve in special bands is 
introduced to have a high capability to be used in similar studies. This approach has the 
advantage that uses fewer features - only the trapped zone under the curve of the nine 
distinct bands of the discrete cosine transform (DCT) of the gait signal - to classify the 
disease of the subjects in a correct manner. This can be used to prepare an online 
approach to diagnose the disease’s in a faster and more accurate way. 

4   Future Considerations 

In this study, we have focused on introducing a new automated approach on 
classifying the movement disorders in a correct manner. However, the design and 
implementing the classifier clinically may be considered in future. 

Moreover, we had a limited access to clinical recordings needed for the train and 
test process. So, we could not get more accuracy. It was because the database we have 
used included only a limited number of subjects. Thus, training the classifier using 
more recordings might result in better results.  
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Abstract. Most diagnosis systems used in electric railway substation are expert 
systems based on experiences, which can’t diagnose the faults beyond 
experiences and are very difficult for system transplanting and maintaining. In 
the paper, a method of model-based diagnosis is applied to diagnose the electric 
devices in railway substation. The system model knowledge can be obtained at 
the design phase of traction substations. Through the introduction of the 
minimal conflict candidate, the integration of FDI and DX is adopted for the 
main electrical devices diagnosis of traction substation. Finally, an example of 
actual AT traction substation is presented to verify the feasibility and validity of 
this method. 

Keywords: Traction Substation, Fault Diagnosis, Model-based Diagnosis, 
ntegration of FDI and DX. 

1   Introduction 

The traction power system is one of most important components in electric railway. 
The traction substation plays an important role as the power supply interface between 
general power system and electric railway system. In order to ensure the safe 
operation of traction power system, there are many different monitoring and 
controlling equipments for the electrical devices. In addition, some fault diagnosis 
systems are adopted as the assistant means for the device fault diagnosis in traction 
substation. The assistant systems are expert system based on experience in general. 
The expert system for relay protection diagnosis and breaker fault diagnosis is 
proposed based on monitoring and protection integrated and automated system in [1]. 
Some expert systems based experience knowledge is used to analyze and adjust the 
faults of electrical devices in traction substation [2-6]. To obtain the experience 
knowledge of diagnosed objects is a long-term course, although the fault diagnosis 
systems based on expert knowledge have been researched widely. The actual 
developing time for expert system is very long, which results into loss of 
synchronization between expert system and device update. Above all, the expert 
system based on experience knowledge can’t correctly diagnose the faults beyond 
experiences. In addition, the system’s transplanting and maintaining are very difficult. 
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To avoid the disadvantages of expert system, some scholars proposed the fault 
diagnosis system based on model-based diagnosis [7-11]. The main idea is illustrated 
in Fig. 1 below. 
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Fig. 1. The basic idea of model-based diagnosis 

From Fig. 1 above, the knowledge of system model can be obtained at the design 
phase, which results into that the development of diagnosis system based on model-
based diagnosis and system design can be processed at the same time. In addition, the 
diagnosis system based on model-based diagnosis can diagnose different faults with 
system design principle only. The faults that can’t be predicted with experience can 
be diagnosed with the method. Recently, the research results about model-based 
diagnosis can be found in [8-10]. Furthermore, the actual diagnosis system with the 
method can developed and applied in actual engineering diagnosis system [12-13].  

In general, the evolution of model-based diagnosis includes two communities 
separately work in parallel [14-15]. One is FDI (Fault Detection and Isolation) based 
on system analytical from automatic control field, the other is DX (Diagnostic) based 
on artificial intelligence from fault diagnosis field. In [14-15], the linking of the 
concepts and assumptions that underlie the FDI analytical redundancy approach and 
the DX consistency based logical approach is analyzed, and the potential minimal 
conflicts is defined. If the supposition condition is same, the FDI and DX are 
consistent. Namely, the same diagnosis can be obtained with them. Based on the 
conclusions in [14-15], the integration of FDI and DX approaches is adopted in the 
fault diagnosis of heat exchanger system [16-18].  

In the paper, the idea of model-based diagnosis is applied in the fault diagnosis of 
traction substation. Through the introduction of basic theory of model-based diagnosis 
in DX field, the concept of potential minimal conflicts in [14-15] is adopted. The 
application feasibility and validity of integration of FDI and DX in traction substation 
fault diagnosis is analyzed and discussed. Finally, an actual AT traction substation is 
validated for the effect of model-based diagnosis method. 

2   The Basic Theory of Model-Based Diagnosis 

(1) The basic concept of model-based diagnosis 
Reiter described the theory of model-based diagnosis with first-order logic 

language in [9]. Subsequently, he developed and improved some theories in [11]. 
Some concepts used in the paper are introduced below.  
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Definition 1: A system is a triple (SD, OBS, COMP) where: SD, the system 
description, is a set of first-order sentences. OBS, a set of observations, is a set of 
first-order sentences. COMP, the system component, is a finite set of constant.   

Definition 2: Given two sets of component Cp and Cn, define D(Cp，Cn) to be the 
conjunction: 

)](AB[)](AB[
CC

cc
np cc
¬∧∧∧

∈∈
 (1) 

A diagnosis is a sentence describing one possible state of the system, where this state 
is an assignment of the status normal or abnormal to each system. 

Definition 3: A conflict set of (SD, OBS, COMP) is set of components {c1, …, 
ck}⊆COMP, which makes  SD∪OBS∪ {¬AB(c1), …, ¬AB(ck)} not been satisfied.  

Definition 4: A diagnosis for (SD, OBS, COMP) is a minimal set Δ⊆COMP such that 
SD∪OBS ∪{AB(c)|c ∈Δ} ∪¬AB(c)|c ∈ COMP-Δ} is consistent. 

Definition 5: Suppose C is a collection of sets. A hitting set for C is a set 

SH
CS∈

⊆ U such that H∩S≠∅ for each S∈C. A hitting set for C minimal iff no proper 

subset of it is a hitting set for C. 

Theorem 1: Δ⊆COMP is a diagnosis for (SD, OBS, COMP) iff Δ is a minimal hitting 
set for the collection of conflict sets for (SD, OBS, COMP). 

(2) Conflicts versus analytical redundancy relations [14]. 

Definition 6: An ARR (analytical redundancy relations) is a constraint deduced from 
the system model which contains only observed variables, and which can therefore be 
evaluated from any OBS. It is noted r=0, where is called the residual of the ARR. 

3   The Diagnosis Method of Traction Substation 

Considering the location fixation of current and voltage transformers in traction 
substation, the model-based diagnosis of integration of FDI and DX is adopted for the 
fault diagnosis of main electrical devices. The main steps are listed below. 

(1)Obtaining all analytical redundancy relations off-line and correlative minimal 
conflict candidate set of electrical main wiring in traction substation. 

(2)Checking and adjusting all analytical redundancy relations of status message 
through current and voltage transformers in traction substation. If the analytical 
redundancy relations are not satisfied, a minimal conflict set should be chosen from 
minimal conflict candidate sets.   

(3)After obtaining all minimal conflict sets, the hitting set of minimal conflict set 
can be solved with the method in DX field. Then, all minimal candidate diagnosis can 
be obtained. 
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(4) The minimal candidate diagnosis can be chosen through FDI field, and the final 
diagnosis conclusion is drawn. 

The minimal conflict set can be adopted in the second step. The obtaining of minimal 
conflict set based on model-based diagnosis includes the obtaining of minimal 
candidate conflict set off-line and the affirming of minimal conflict set.  

Based on the distributing conditions of observation for the traction substation 
system, all analytical redundancy relations and minimal support conditions can be 
established. The minimal support condition means minimal candidate conflict set. 
Then, when the diagnosis is being on-line, the observations of traction substation are 
introduced into analytical redundancy relations. If they can’t be satisfied, the 
corresponding the minimal candidate conflict set is true minimal conflict set.   

4   Traction Substation Modeling 

(1)System Description  
We take the AT (Autotransformer) traction substation in Hefei-Nanjing Passenger 

Link of China Railway as an example. The AT supply and V/X traction transformer 
wiring are adopted in traction substation system. The capability of traction 
transformer is 2×(25＋20)MVA. The two independent incoming lines and stand-by 
220kV power supply are used, and the compensation device is not equipped in the 
traction substation. The main electric diagram is illustrated in Fig. 2 below. 

 

Fig. 2. Main electric diagram of AT traction substation in Hefei-Nanjing Passenger Link 

(2)System Element 
The main and standby operation mode of the transformer in traction substation is 

adopted. Namely, when 1T is used, 2T will be shut off through the breaker and 
disconnecting link. For the sake of simplifying problem, the correlative elements of 
2T will not be considered during the course of analyzing actual example below. In 
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addition, the leads of each feeder in substation will not be considered, too. Based on 
the simplification of system, some system elements can be abstracted from Fig. 2. 

Connecting Lines: L1_A, L1_B, L1_C (three-phase connnecting lines from the 
power supply side to traction transformer 1T, including the breakers and the 
disconnectors). 

Connecting Lines: L3_F1, L3_F2, L3_N, L3_T1, L3_T2 (all connnecting lines 
from the traction side of traction transformer 1T to bus-bar side of substation, 
including the disconnectors). 

Single-phase Transformers: T1_T1F1, T1_T2F2 (two independent single-phase 
transformers of traction transformer 1T) 

Bus-bar: B_T1，B_F1，B_T2，B_F2，B_N (all bus-bars in the substation, 
including the disconnectors). 

Rail and Ground: GND 
(3) Element Parameters 
The parameters and their value of T1_T1F1 are listed below:  

_0101_k=220/27.5,  
_0101_Zs21=j3.176 (Ω),  
_0101_Zs31=j3.176 (Ω), 
_0101_Zs23_1 =j12.705 (Ω), 
_0101_Rt = j7.0479 (Ω),  
_0101_Ym =4.959e-7 + j25.826e-7 (Ω). 

The parameters and their value of T1_T2F2 are listed below:  

_0102_k=220/27.5, 
_0102_Zs21=j3.970 (Ω),  
_0102_Zs31=j3.970 (Ω),  
_0102_Zs23_1=j15.881 (Ω),  
_0102_Rt=9.317 (Ω), 
_0102_Ym=4.339e-7 +j20.661e-7 (Ω). 

(4) System Observation 
The observations of current and voltage transformers for the corresponding 

systems in traction substation are listed below: 
Current observations: I_1TA_A, I_1TA_B, I_1TA_C, I_3TA_F1, I_3TA_T1, 

I_11TA, I_4TA_F2, I_4TA_T2, I_7TA_F, I_7TA_T, I_8TA_F, I_8TA_T, I_9TA_F, 
I_9TA_T, I_10TA_F, I_10TA_T. 

Voltage observations: V_1TV_A，V_1TV_B，V_1TV_C，V_3TV，V_4TV. 

5   Experiment Results and Analysis 

The analytical redundancy relations and the minimal conflict candidate sets of the 
substation can be obtained through the search off-line. The minimal conflict candidate 
sets are listed below: 

MinCSC1 = [I_1TA_A+I_1TA_C+I_1TA_B=0, {L1_A, L1_B, L1_C, T1_T1F1, 
T1_T2F2}]; 
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MinCSC2 = [-I_3TA_F1+I_7TA_F+I_8TA_F=0, {B_F1}]; 
MinCSC3 = [-I_3TA_T1+I_7TA_T+I_8TA_T=0, {B_T1}]; 
MinCSC4 = [-I_4TA_F2+I_9TA_F+I_10TA_F=0, {B_F2}]; 
MinCSC5 = [-I_4TA_T2+I_9TA_T+I_10TA_T=0, {B_T2}]; 
MinCSC6 = [I_3TA_F1+I_3TA_T1+I_4TA_F2+I_4TA_T2+I_11TA=0, 

{L3_F1, L3_F2, L3_N, L3_T1, L3_T2, T1_T1F1, T1_T2F2}]; 
MinCSC7 = [-_0101_Ym*_0101_k*V_1TV_C+_0101_Ym*_0101_k*V_1TV_A+ 

_0101_k*I_1TA_C-I_3TA_T1+I_3TA_F1 =0, {L1_A, L1_C, L3_F1,  
L3_T1, T1_T1F1}] ; 

MinCSC8 = [-_0102_Ym*_0102_k*V_1TV_B+_0102_Ym*_0102_k*V_1TV_A+ 
_0102_k*I_1TA_B-I_4TA_T2+I_4TA_F2, {L1_A, L1_B, L3_F2,  
L3_T2, T1_T2F2}] ; 

MinCSC9 = [-2*V_3TV*_0101_Ym*_0101_k-2*_0101_Zs21*_0101_Ym* 
_0101_k*I_3TA_T1-_0101_Zs21*_0101_Ym*_0101_k*I_3TA_F1- 
2*I_3TA_T1+_0101_Ym*_0101_k*I_3TA_F1*_0101_Zs23_1+ 
2*_0101_Ym*_0101_Rt*I_3TA_F1-2*_0101_Ym*_0101_Rt* 
I_3TA_T1+2*_0101_k*I_1TA_C+2*I_3TA_F1-_0101_Ym* 
_0101_k*I_3TA_F1*_0101_Zs31=0, {B_N, B_T1, L1_C, L3_F1,  
L3_N, L3_T1, T1_T1F1}] ; 

MinCSC10 = [-2*V_4TV*_0102_Ym*_0102_k-2*_0102_Zs21*_0102_Ym* 
_0102_k*I_4TA_T2-_0102_Zs21*_0102_Ym*_0102_k* 
I_4TA_F2-2*I_4TA_T2+_0102_Ym*_0102_k*I_4TA_F2* 
_0102_Zs23_1+2*_0102_Ym*_0102_Rt*I_4TA_F2-2*_0102_Ym* 
_0102_Rt*I_4TA_T2+2*_0102_k*I_1TA_B+2*I_4TA_F2-
_0102_Ym*_0102_k*I_4TA_F2*_0102_Zs31=0,{B_N, B_T2, L1_B, 
L3_F2, L3_N, L3_T2, T1_T2F2}]. 

Supposing the short circuit earthing of bus-bar B_F1 and connecting line L1_C, the 
measuring values of all current and voltage transformers in the traction substation are 
listed in Table 1. 

Table 1. The measure value of all transformers during fault conditions in railway substation 

Observations Amplitude Phase Angle Observations Amplitude Phase Angle 
V_1TV_A 1.2216e+005 -0.98° V_3TV 1.3797e+004 178.62° 
V_1TV_C 2.6006e+001 37.02° V_4TV 1.3089e+004 -149.20° 
V_1TV_B 1.2294e+005 -118.65° I_3TA_F1 2.4688e+002 -85.67° 
I_1TA_A 1.0871e+003 -59.62° I_3TA_T1 2.4688e+002 94.33° 
I_1TA_B 1.0318e+003 121.89° I_4TA_F2 8.2464e+003 -58.11° 
I_1TA_C 2.6040e+004 37.14° I_4TA_T2 5.8559e+000 126.48° 
I_7TA_F 1.1255e+002 -85.67° I_9TA_F 2.9278e+000 -53.53° 
I_7TA_T 1.1255e+002 94.33° I_9TA_T 2.9279e+000 126.48° 
I_8TA_F 1.3433e+002 -85.67° I_10TA_F 2.9277e+000 -53.53° 
I_8TA_T 1.3433e+002 94.33° I_10TA_T 2.9280e+000 126.48° 
I_11TA 8.2406e+003 121.88°    
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If the measuring values are introduced in the restrictions of analytical redundancy 
relations of each minimal conflict candidate sets, the residual values of each analytical 
redundancy relation can be calculated in Table 2. 

Let the relative error be 0.01, the minimal conflict sets can be chosen from the 
minimal conflict candidate sets whose relative residual value r′>0.01 in Table 2. 

<B_F1>, <L1_A, L1_B, L1_C, T1_T1F1, T1_T2F2>,  
<L1_A, L1_C, L3_F1, L3_T1, T1_T1F1>,  
<B_N, B_T1, L1_C, L3_F1, L3_N, L3_T1, T1_T1F1>. 

Table 2. The residual values of analytical redundancy relationships 

Minimal 
Conflict 
Candidate Set 

Absolute Residual Value (r) Maximum Relative Residual Value (r′) 

MinCSC1： 2.600e+004； 2.604e+004 0.998e+000 
MinCSC2： 1.000e-008； 2.469e+002 0.405e-010 
MinCSC3： 0.000； 2.469e+002 0.000 
MinCSC4： 8.240e+003； 8.246e+003 0.999e+000 
MinCSC5： 0.000； 5.856e+000 0.000 
MinCSC6： 9.703e-001； 8.246e+003  0.117e-003 
MinCSC7： 2.081e+005； 2.083e+005 0.998e+000 
MinCSC8： 5.755e+000； 8.254e+003 0.697e-003 
MinCSC9： 4.161e+005； 4.166e+005 0.998e+000 
MinCSC10： 5.847e+000； 1.650e+004 0.354e-003 

The minimal hitting set can calculated from the 4 minimal conflict sets, and 11 
minimal candidate diagnoses can be obtained. 

[B_F2, L1_C], [B_F2, T1_T1F1], [B_N, B_F2, L1_A], 
[B_F2, B_T1, L1_A], [B_F2, L1_A, L3_F1], [B_F2, L1_A, L3_N],  
[B_F2, L1_A, L3_T1], [B_F2, L1_B, L3_F1], [B_F2, L1_B, L3_T1],  
[B_F2, L3_F1, T1_T2F2], [B_F2, L3_T1, T1_T2F2]. 

Thus it can be seen, there are much candidate diagnosis. In order to choose the final 
diagnosis from candidate diagnosis, some methods should be adopted. If the method 
of DX field is used, more observation message will be needed. If the method of FDI 
field is used, namely supposing r>0, the elements in minimal support conditions are 
normal. Then, a normal element set can be obtained.  

{B_N, B_F1, B_T1, B_T2, L1_A, L1_B, L3_F1,  
L3_F2, L3_N, L3_T1, L3_T2, T1_T1F1, T1_T2F2} 

If the elements in the normal element set are included in candidate diagnosis, the 
candidate diagnosis is not the final diagnosis. Based on the supposition, the 10 latter 
minimal candidate diagnoses can be excluded from the 11 minimal candidate 
diagnoses. The last candidate diagnosis [B_F1, L1_C] is just final diagnosis of the 
whole system.  



394 Z. Liu, Z. Han, and W. Zhong 

In addition, if the method of FDI field is used to restrict the minimal conflict set, 
the 4 minimal conflict sets can be shrunk gradually. Namely, the considered normal 
elements can be obtained from the minimal conflict sets, and the less conflict sets can 
be calculated.  

<B_F1>, < L1_C >, < L1_C >, < L1_C > 

Because the three latter minimal conflict sets are same, they can be combined into one 
set. The two less minimal conflict sets <B_F1>, < L1_C > can be obtained. There is 
only one minimal hitting set of them, so [B_F1, L1_C] can be confirmed, which is 
just the final diagnosis conclusion: the short circuit earthing faults of bus-bar B_F1 
and connecting line L1_C has occurred in the traction substation. 

6   Discussion 

From the actual example above, the faults of electrical devices in the traction 
substation can be diagnosed with the method of model-based diagnosis, which only 
need using the normal models of electrical devices. The model-based diagnosis of DX 
field needs obtaining the minimal conflict set firstly based on system observation 
message. It will cost much time to obtain the system minimal conflict set, if the 
course is operated on-line. Because the status monitoring values of electrical devices 
in traction substation are generally invariable, the minimal conflict candidate sets can 
be obtained off-line during the course of minimal conflict set recognition with the 
analytical redundancy relations from DX field. When a set of system observation 
message is given, the minimal conflict set can be obtained from the minimal conflict 
candidate that can’t satisfy the analytical redundancy relations.  

7   Conclusion  

As a fault diagnosis method that can obtained system model knowledge during the 
course of design, the model-based diagnosis has been paid attention by the researcher 
gradually. In the paper, through the introduction of the concept of minimal conflict 
candidate, the model-based diagnosis with integration of FDI and DX is used for the 
fault diagnosis of eletrical devices in electrical railway traction substation. The 
modeling and experiment of the method is processed, and the results show that this 
method is feasible and valide for the fault diagnosis of the actual traction substation. 
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Abstract. In this paper, a Single-Hop Active Clustering (SHAC) algorithm is 
proposed for wireless sensor networks. The core of SHAC has three parts. 
Firstly, when tentative clusterheads are selected, an average energy factor is 
introduced to balance the residual energy of the whole network nodes which 
improves the network energy efficiency. Secondly, a cost function is proposed 
to balance energy-efficient of each node. Finally, an active clustering algorithm 
is proposed for single-hop homogeneous networks. Through both theoretical 
analysis and numerical results, it is shown that SHAC prolongs the network 
lifetime significantly against the other clustering protocols such as LEACH-C 
and EECS. Under general instance, SHAC may prolong the lifetime by up to 
50% against EECS. 

Keywords: wireless sensor network, active cluster, cost function, homogeneous. 

1   Introduction 

The rapid developments and technological advances in MEMS(Micro Electromechanical 
System) and wireless communication, has made possible the development and 
deployment of large scale wireless sensor networks. Wireless sensor network consists of 
hundreds to several thousands of small sensor nodes scattered throughout an area of 
interest. The potential applications of sensor networks are highly varied, such as 
environmental monitoring, target tracking, and battlefield surveillance. Sensors in such a 
network are equipped with sensing, data processing and radio transmission units. 
Distinguished from traditional wireless networks, sensor networks are characterized by 
severe power, computation, and memory constraints. Due to the strict energy constraints, 
energy efficiency for extending network lifetime is one of the most important topics. 
Sensor nodes are likely to be battery powered, and it is often very difficult to change or 
recharge batteries for these nodes. Prolonging network lifetime for these nodes is a 
critical issue. Therefore, all aspects of the node, from hardware to the protocols, must be 
designed to be extremely energy efficient. 

Wireless sensor networking is a broad research area, and many researchers have 
done research in the area of power efficiency to extend network lifetime. In order to 
achieve high energy efficiency and increase the network scalability, sensor nodes can 
be organized into clusters. The high density of the network may lead to multiple 
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adjacent sensors generating redundant sensed data, thus data aggregation can be used 
to eliminate the data redundancy and reduce the communication load [1]. Hierarchical 
protocols aim at clustering the nodes so that cluster heads can do some aggregation 
and reduction of data in order to save energy. 

In this paper we assume that the sink is not energy limited (at least in comparison 
with the energy of other sensor nodes) and that the coordinates of the sink and the 
dimensions of the field are known. We also assume that the nodes are uniformly 
distributed over the field and they are not mobile. Under this model, we propose a 
new energy-efficient adaptive clustering algorithm. Our contributions have four parts. 
Firstly, an average energy-based threshold is introduced to produce tentative 
clusterheads so that our algorithm may prolong network lifetime. Secondly, an 
estimated average energy method is introduced to avoid additional communication 
between BS and clusterhead. Thirdly, a cost function is proposed to balance energy-
efficient of each node. Last but not least, an active clustering algorithm is proposed in 
single-hop homogeneous network. Through both theoretical analysis and numerical 
results, it is shown that SHAC prolongs the network lifetime significantly against the 
other clustering protocols such as LEACH-C and EECS. 

Owning to constraining the resource of sensor node, clustering algorithm aiming at 
ad hoc networking can not be used directly, especially, the energy of WSN is limited, 
so new clustering algorithm must be researched. LEACH (low-energy adaptive 
clustering hierarchy)[1] is first proposed as clustering routing protocol in WSN. Its 
clustering idea is used in many clustering routing protocol, for example, 
TEEN(threshold sensitive energy efficient sensor network protocol)[2]

，HEED(hybrid 
energy-efficient distributed clustering)[3] etc.. At the same time, there are some 
independent designing clustering routing protocol, for example, ACE (algorithm for 
cluster establishment)[4]

，LSCP(lightweight sensing and communication protocols)[5] 
etc.. 

The paper is organized as follows. In Section 2, related work is discussed.  
Section 3, describes our proposed clustering routing algorithm. In section 4, 
simulation results are presented while Section 5 concludes the paper. 

2   Related Works 

LEACH is one of the most popular hierarchical routing algorithms for sensor networks. 
The idea is to form clusters based on the received signal strength and use local cluster 
heads as routers to the sink. This is shown to save energy since the transmissions will 
only be done by such cluster heads rather than all sensor nodes. All the data processing 
such as data fusion and aggregation are local to the cluster. Cluster heads change 
randomly over time in order to balance the energy dissipation of nodes. This decision 
is made by the node choosing a random number between 0 and 1. 

In recent years, a number of modifications have been proposed for the LEACH 
algorithm, for example, EECS[6], LEACH-B[7] etc.. In EECS, in order to cluster, nodes 
in selecting clusterhead do not only the closest clusterhead but also the closest distant 
from clusterhead to BS to balance the load of network. But the EECS only balance 
energy in the area of clusterhead and it can not balance the energy in whole network. 
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In [8], it is proposed to select clusterhead according to the residual energy of node. 
The main disadvantage of this algorithm requires the energy information of all nodes 
of the network not to be distributed realize. SEP[9] mainly aims at two-level 
heterogenous network, that is, in this network, its initial energy has two kinds of level. 
DEEC algorithm[10] aim at the general multi-level heterogenous networks, But it can 
also adapted to oprate in homogeneous sensor network. In [11], DCHS algorithm is 
proposed. In this algorithm, in order to extend the lifetime, a parameter 

max__ / ncurrentn EE  is introduced. Furthermore, introducing a factor sr  is a further 

modification of the threshold equation so that this may improve the performance of 
algorithm. 

The clustering algorithm for single-hop networks have little delay and been well 
suited for time critical applications. However, its energy consumption is much higher 
between BS and node. The clustering algorithm for multi-hop network is complex and 
difficult to implement. In this paper, we propose a single-hop clustering algorithm 
which prolongs the lifetime of network. 

In order to conserve node energy and prolong lifetime of the network, the previous 
research have been mainly focused on balancing energy consumption among cluster 
members and they do not consider energy consumption among clusterheads. In this 
paper, we propose the SHAC algorithm for homogeneous and single-hop sensor 
network. According to the residual energy of node, SHAC algorithm selects tentative 
cluster-heads in order to improve the clustering idea of LEACH. At the same time, 
SHAC algorithm keeps the distributed characteristic of algorithm and it does not 
require location information of all nodes of the network. 

3   SHAC Routing Algorithm 

In this paper, a novel clustering idea is proposed called active clustering. Generally 
speaking, clusterheads are first selected based on the corresponding rule and then 
nodes are passive adding to that clusterhead, for example, LEACH selects them 
accoring to threshold, etc.. In our idea, nodes select actively clusterheads accoring to 
cost function so that it can balance energy well. Our idea includes several parts as 
follows. 

In selecting tentative clusterheads phase, an average energy factor is introduced. Its 
aim is rational selecting clusterheads according to residual energy. The high residual 
energy is high probability selected clusterhead so that this may balance the whole 
network energy. According to above idea, a clustering algorithm is proposed based on 
the average energy of whole network. This algorithm is similar to LEACH-C[8], but it 
avoids transmitting residual energy from nodes to BS. An estimation algorithm must 
be introduced so that this algorithm may avoid above energy consumption problem. 
After tentative clusterheads are selected, according to the cost function, the tentative 
clusterheads select final clusterheads accoring to prior, that is, the number of nodes 
adding to that clusterhead and then each tentative clusterhead knows final clusterhead. 
Lastly, the final clusterhead broadcasts information around nodes, because selecting 
clusterheads is minimal cost so that it may prolong the lifetime of network. 
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3.1   Network Model 

Let us consider a sensor network consisting of N sensor nodes uniformly deployed 
over a vast field to continuously monitor the environment. We denote the i-th sensor 

by si and the corresponding sensor node set },...,,{ 21 NnnnNode = , 

where NNode = . We make some assumptions about the sensor nodes and the 

underlying network model: 

1) There is a base-station (i.e., data sink) located far away from the square sensing 
field. Sensors and the base-station are all stationary after deployment. 

2) All nodes are homogeneous and have the same capabilities. Each node is 
assigned a unique identifier (ID). 

3) Nodes have no location information. 
4) All nodes are able to reach BS in one hop. 
5) Nodes can use power control to vary the amount of transmission power which 

depends on the distance to the receiver. 
6) Links are symmetric. A node can compute the approximate distance to another 

node based on the received signal strength, if the transmitting power is given[12]. 

We use a simplified model shown in figure 1 for the radio hardware energy 

dissipation. Both the free space ( 2d  power loss) and the multi-path fading ( 4d  power 
loss) channel models are used in the model, depending on the distance between the 
transmitter and receiver. Transmission ( TxE ) and receiving costs ( RxE ) are calculated 

as follows[8]: 
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Where d is the distance between the transmitter and the receiver. 
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Fig. 1. Radio Energy Dissipation Model 
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To receive this message, the energy used by the radio can be expressed following: 

                                                    
lElE elecRx =)(                                                      (2) 

with l as the length of the message in bits, d as the distance between transmitter and 
receiver node. A sensor node also consumes DAE  (nJ/bit/signal) amount of energy for 

data aggregation. It is also assumed that the sensed information is highly correlated, 
thus the clusterhead can always aggregate the data gathered from its members into a 
single fixed length packet. 

3.2   SHAC Algorithm 

In the network deployment stage, the base-station broadcasts a “hello” message to all 
nodes at a certain power level. Using this approach, each node can compute the 
approximate distance to the base-station based on the received signal strength. It not 
only helps nodes to select the proper power level to communicate with the base-
station, but also helps us to produce clusters of unequal size. Figure 2 gives an 
overview of the SHAC mechanism, where the anomalistic polygon of unequal size 
represent our clusters of unequal size and the traffic among cluster heads illustrates 
our single-hop forwarding method. 

200m×200m
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Clusterhead

Node ith

1

2

3

4
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6

 

Fig. 2. An overview of the SHAC mechanism 

From figure 2, The SHAC algorithm makes nodes cost maximum to have a lower 
chance of becoming a cluster-head than nodes cost minimum in order to reduce energy 
consumption, at the same time, in each area of clusterhead overlay, the highest residual 
energy is selected as final clusterhead. The process of SHAC algorithm is as follows. It 
first starts by slecting a tentative cluster-head. This decision is made by the node 
choosing a random number between 0 and 1. If random number is below  the 
threshold, the node is selected as tentative cluster-head. Thus each tentative clusterhead 
receives information from node adding its clusterhead and calculates the number of 
node. Lastly, in slecting final clusterheads phase, each tentative clusterhead selects the 
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final clusterhead according to the prior so as to acquire final clusterheads. Once final 
clusterhead is selected, it broadcasts the information to the neighbouring nodes. In 
forming cluster phase, each node adds the selected cluster-head according to cost 
function and then each node returns the information to selected clusterhead. In data 
transmitting phase, cluster member transmits data to clusterhead according to TDMA 
slot and then clusterhead converges the data and transmits to BS. Once the above 
process is completed, the algorithm begins to prepare next round work. 

3.3   Selecting Tentative Clusterhead 

Selecting tentative cluster-head is the basis for creating clusters. When SHAC selects 
tentative clusterhead, this decision is made by the node choosing a random number 
between 0 and 1. If random number is below the threshold )(nT , n is number of 

nodes, the node is selected as tentative clusterhead. The clusterhead broadcasts itself 
to become tentative. Because LEACH does not consider residual energy and distance 
of nodes, an average energy factor for LEACH is introduced and make the node with 
the highest level of energy to be first tentative clusterhead. The key parameter is as 
follows. 

                                            )(

)(

rE

iE
Energy residual=                                                  (3) 

where residualiE )(  is the residual energy of the i-th node, rE  is the average energy of 

the node and r is the current round number. Energy factor is used to balance the whole 
network energy. 

Definition. The number of rounds from first round to round which first node dies is 
called lifetime. 

By above analysis, introducing Energy factor can balance the whole network 
energy and prolong lifetime of network. The new threshold formula is as follows. 
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where p is the desired percentage of cluster heads (e.g.,p=0.1), r is the current round, 
and G is the set of nodes that have not been cluster-heads in the last 1/p rounds. 

The election probability of nodes Gs ∈  to become cluster heads increases in each 
round in the same epoch and becomes equal to 1 in the last round of the epoch. Note 
that by round we define a time interval where all clusters members have to transmit to 
the cluster head once. 

3.4   Active Selecting Clusterheads 

Clustering a wireless sensor network means partitioning its nodes into groups, each 
one with a cluster head and some ordinary nodes as its members. The task of being a 
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cluster head is rotated among sensors in each data gathering round to distribute the 
energy consumption across the network. SHAC is a distributed cluster heads 
competitive algorithm, where cluster head is selected primarily based on the residual 
energy of each node. 

Firstly, several tentative clusterheads are selected to compete for final cluster 
heads. Each node becomes a tentative cluster head with the same probability 
Threshold which is a predefined threshold. Secondly, each tentative clusterhead 
broadcasts a COMPETE_HEAD_MSG, which includes residual energy(RE), distance 
from BS(DBS), broadcast radius R and ID of that tentative clusterhead and each node 
adds the clusterhead according to the cost function f(i,j). Thirdly, each tentative 
clusterhead broadcasts RECEIVE_NODE_MSG, which includes the number of nodes 
adding this clusterhead and each tentative clusterhead receives the information and 
selects the final clusterhead according to prior knowledge, that is, selects the 
clusterhead accoring to number of nodes adding to that clusterhead, we select them 
about eight clusterheads. Lastly, the final clusterheads broadcast 
FINAL_HEAD_MSG. 

3.5   Balancing Cluster Member Energy 

After cluster-heads are selected, the key problem is assign each node to particular 
cluster-head. It is important to balance energy consumption in area around the cluster-
head, for example, node i shown in figure 2 can use clusterhead 5 or 6, which must de 
dicided by the cost function. Intuitively, node i add clusterhead 5, because it is close 
to clusterhead, but, it is not beneficial to balance the network energy consumption. 
The proposed cost function ),( jif  is as follows. 
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where ),( BSCHd j  denotes the distance from j-th clusterhead to BS,
jCHE denotes 

residual energy of j-th clusterhead,  )},max{(max_ BSCHd jCH = , ),( ji CHnd  

denotes the distance from i-th node to j-th clusterhead, )},max{(_ jiCHn CHnd = . 
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4   Simulations and Analysis 

We select a scenario to simulate our algorithm using MATLAB and the parameter set 
is shown in Table 1. 

Table 1. Simulation parameters 

Parameter Value 
Network coverage (0,0)~(200,200) 
Base station 
location 

(100,350) 

N 1000 
Initial energy 1J 

elecE  50nJ/bit 

fsε  10pJ/bit/m2 

mpε  0.0013pJ/bit/m4 

do 87m 
EDA 5nJ/bit/signal 
Data packet size 4000 bits 

The key problem is how to select parameter w in SHAC algorithm, because w is 
weight value using balancing between clusterhead and cluster member. In this paper 
we select w =0.6. 
We compare between LEACH-C, EECS and SHAC. Figure 3 shows lifetime of 
network over the simulation time, where SHAC is the longest. SHAC prolongs the 
network lifetime significantly against the other clustering protocols such as 
LEACH-C and EECS. Under general instance, SHAC may prolong the lifetime at 
least 30%. Additionally, it may prolongs the lifetime by up to 50% against EECS. 
By observing the number of dead nodes, it can be seen that there are no dead nodes 
in 1,000 rounds of SHAC. In 1,000 rounds of EECS, there are 30 nodes at least, 
which is 3% of total number of node, there are 100 nodes at least, which is 10% of 
total number of node in 1,000 rounds in LEACH-C. The dead number of node 
shows balance network energy consumption. The less there are dead nodes, the 
better we can do balance network energy. SHAC both prolongs lifetime of network 
and reduces the number of dead nodes. Hence, SHAC more efficiency balances the 
energy consumption of network compared to the other two strategies. EECS 
introduces a cost function, but its performance is not better than SHAC, the 
reasons have three points. Firstly, it does not consider energy consumption of node 
in selecting tentative clusterhead. Secondly, it only considers the distance factor 
and omits residual energy of node and clusterhead. Lastly, it does not consider the 
cost of each node and clusterhead. It has considered the residual energy of node in 
LEACH-C, but overhead about transmitting information is bigger, so it has the 
worst performance. 
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Fig. 3. Lifetime of network over simulation time 

5   Conclusions and Future Works 

In this paper, a Single-Hop Active Clustering (SHAC) algorithm is proposed about 
wireless sensor networks by research current routing algorithms. The core of 
SHAC has three parts. Firstly, when tentative clusterheads are selected, an average 
energy factor is introduced to balance the residual energy of the whole network 
nodes so that it may improve the network energy-efficient. Secondly, a cost 
function is proposed to balance energy-efficient of each node. Last but not least, an 
active clustering algorithm is proposed in single-hop homogeneous network. 
Through both theoretical analysis and numerical results, it is shown that SHAC 
prolongs the network lifetime significantly against the other clustering protocols 
such as LEACH-C and EECS. Under general instance, SHAC may prolong the 
lifetime 30% at least, especially, it may prolong the lifetime up to 50% against 
EECS. 

In future research, we will consider NS2 simulation platform using event-driven 
mechanism to simulate performance of the SHAC algorithm. In LEACH-C, EECS 
and SHAC, we assume that data are transmitted at any moment, but for event-driven 
network, in no events, nodes do not consume energy and keep sleeping status. Once 
there is a event, the node is waked to collect data and communicate, so this can 
improve energy-efficient of sensor network so that this make SHAC is better to apply 
in real condition. 
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Abstract. In this research, it is simulated the computed movements of

a transelevator inside of a warehouse in virtual reality. This transelevator

can be used to move some load from the floor to the deposit, and from

the deposit to the floor, or can be used move the load from one place

of the deposit to another one. The virtual reality is simulated using the

graphic designer Quest3D. It is presented the simulation of the system.

1 Introduction

The automatic warehouse are elements used to make easy the works of mov-
ing loads from one side to another place in an automatic way. In the market,
it is necessary to provide some tools to help to interact many systems. One of
the tools used in the some complex applications is the virtual reality because
in the virtual reality the designer can make many proofs in a simulator avoiding
the necessity to prove it in the real system.

In the recent years, there are some researches related with the virtual reality
as are [1], [2], [3], [4], [5], [6], [7], [8], [9].

In [2], they presented the projection based on a virtual reality and the use
of a cave. In [3], they comment that the training on patients has raised concern
among the profession and the public about how physicians will acquire sufficient
skill to safely perform new, potentially righ-risk, endovascular procedures such as
carotid stenting. In [4], the authors present the virtual reality of a surgery applied
to a patient. In [6], VR exposure (VRE) is proposed as an alternative to typical
imaginal exposure treatment for Vietnam combat veterans with posttraumatic
stress disorder (PTSD). In [5] and [7], they determine the relative efficacy of
exposure to a virtual airplane and standard exposure to an actual airplane at
the airport compared with wait list control in the treatment of fear of flying.
In [8], they present a virtual reality for a electromagnetism laboratory. In [9],
they discuss two experimental studies to assess the impact on presence of this
method in comparison to the usual hand-pointing method of navigation in virtual
reality, their studies sauteed that subjective rating of presence is enhanced by
the walking method provided that participants associate subjectively with the
virtual body provided in the environment. This authors presented the virtual

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 407–414.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Some 3D objects used in the simulation

reality applied to the medicine, but none of them applied the virtual reality for
arm robots. In [1], they present the main characteristics of a virtual laboratory
and some practices used to teach students the robotic.

In this paper it is presented the process for the build of an virtual reality in
real time for an evaluation of an automatic warehouse (AS/RS) using the graphic
designer Quest3D which is commonly used for the design of video games, but now
is used for applications used in factories. In this case are presented the movements
of a transelevator, this program is capable to interact with its environment which
in this case is an automatic warehouse. Some of the characteristics of this system
are: it can analyze the behavior of the warehouse, it can reduce the time used
to develop the real application, it can make easy to see the department store in
3D. It is given a simulation of the system.

2 Building of the Physical Model of the Department
Store

The elements considered in the warehouse are made in the Autodesk 3DStudio
Max. It is important that was used the method called ”lowpoly” to show in the
screen the least number of polygons, and was used the method called “Texture
Baker” to map the 3D object with only one map of bits, and including shadows
and channels ”alpha” (cut of a 3D object with an image). In Fig. 1 are given
some 3D objects used in the simulation.

3 Building of the Logical Model

The logical model is used to compute the time employed by the works made
for the transelevator, the simple and the combined works are considered. For
the transelevator moving in the department store considers some assumptions,
it produces some data wrotten as mathematical equations. For a simple cycle of
work are considered the assumptions given in the Fig. 2.
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Fig. 2. Assumptions considered for asimple cycle of work

The most frequent works are:

– Case 1: Putting the load and taking from one inferior place.
– Case 2 : Putting the load at the start of the deposit and taking the load at

the final of it.
– Case 3 : Putting and taking in the elevation.
– Case 4 : Putting and taking considering the moving in the X direction.
– Case 5 : Putting in an bottom place and taking from a top place.
– Case 6 : Putting in at the top place with the taking in a bottom place.

The reference points (desired points) of putting and taking are defined P1 and
P2 as:

P1 = (1
5L,

2
3H)

P2 = (2
3L,

1
5H) (1)

Considering points P1 and P2 will be built the model to obtain the time employed
in the simple cycles using the cases of before.

3.1 Case1: Putting the Load and Taking from One Inferior Place

The time used to the movement to one point will be the maximum of the vertical
and the horizontal because when the transelevator moves in a longitudinal way,
it moves in a vertical way, too. At this way, to compete the move to the two
points proposed by the norm of P1 and P2
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3.2 Case 2: Putting from the Point of Angle E. Taking from the
Point of Angle A

It will be the same as the Case1, i.e., it will be computed the movement until
P1 and the time for the movement until P2, then will be considered the average.
At this value will be added twice the transfer time and it will be the average of
time of one cycle of putting.

3.3 Case 3: Putting and Taking in Elevation from One Point

To compute the time employed for a simple cycle will be the same as in the
Case 1, but takin in count that in this case the points A and E are points with
coordinates different of (0, 0).

3.4 Case 4: Putting and Taking Considering Movements in X
Direction, E=A

To compute the time employed for a simple cycle will be the same as in the
Case 1, but takin in count that in this case the points A and E are points with
coordinates different of (0, 0).

3.5 Case 5: Putting from a Point of Angle E. Taking the Load in
Elevation in de Y Direction

It will be same as the Case1, i.e., it will be computed the movement until P1 and
the time for the movement until P2, then will be considered the average. At this
value will be added twice the transfer time and it will be the average of time of
one cycle of putting.

3.6 Case 6: Putting the Load in Elevation in Y Direction. Taking
the Load from One Point of Angle A

To compute the time employed for a simple cycle will be the same as in the Case
1, but takin in count that in this case the points A is a point with coordinates
different of (0, 0).

4 Example of a Case

Technical data:
L = 70m H = 25m

V x = 150m/min V y = 60m/min
Ax = 0.5m/s2 Ay = 0.5m/s2

Reference Time= 10 sec.
1. Take the load in the input (E).
2. Time from E to P1 with coordinates (14, 16.67)
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To get the time employed to be at P1 will be considered the following: The
time of aceleration denoted as Tacel, the movement with constant velocity de-
noted as Tctelevel, and the time to brake denoted as Tbrake.

In X :
T (E → P1) = Tacel + Tctelevel+ Tbrake = 10.60 sec

In Y :
T (E → P1) = Tacel + Tctelevel+ Tbrake = 18.67 sec

Then:
T (E → P1) = max(18.67, 10.60) = 18.67 sec

3. Putting the load in P1
4. Time employed for the movement at the input (A)

T (P1 → A) = 18.67 sec

After, the time employed for a simple cycle is:

Cs(P1) = 10 + 18.67 ∗ 2 + 10 = 57.34 sec

5 Simulation

The program used to simulate the construction of the virtual reality of the
transelevator and the warehouse is one variant of the DirectX called Quest3D.

Quest3D is the union of a graphic designer with a platform of develop, it is
generally used for architecture, video games and for simulators. the CAD models
are exported to Quest3D where are used for the simulation of 3D applications
in real time.

One of the most important characteristics of the Quest3D is the method of
programing. It is like Visual Basic, it uses blocks and some programing for this
blocks. The programmer can change the program while it is running. There is
not compilation in this program.
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Fig. 3. Simulation of the gravity effect

Fig. 4. Simulation of the transelevator
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Fig. 5. A transelevator in the right side

Fig. 6. A transelevator taking a load
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The application in Ques3D are made connecting functional components called
channels. The channels form a structure of tree.

Fig. 3 shows the simulation of the gravity effect in the deposit.Fig 4 shows
the simulation of the transelevator.Fig. 5 shows a transelevator in the right side,
it moves from movements programed previously. It can be controlled in real
time.Fig. 6 shows a transelevator taking a load.

6 Conclusion

In this research, it was simulated the computed movements of a transelevator
inside of a warehouse in virtual reality. This transelevator can be used to move
some load from the floor to the deposit, and from the deposit to the floor, or can
be used move the load from one place of the deposit to another one. The virtual
reality was simulated using the graphic designer Quest3D. In this paper the
movements of the transelevator are programed previously. As a future research,
the control of the transelevator will be considered.
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Abstract. A hybrid method for the automatic generation of finite element 
meshes is presented. The original domain awaiting to be meshed is divided into 
two areas, the squares of the interior part are split into isosceles right triangles, 
which results in uniform meshes with excellent internal triangles like the 
Almost Regular Triangulations. The region near boundary is meshed by 
advancing front technique (AFT). Compared with other methods, it’s capable of 
automatically and adaptively generating meshes with reasonable quality. It is 
also easy to implement in program, and save the CPU time greatly. The method 
is proved to be effective by application to calculate the RCS of sphere and 
cylinder. 

Keywords: Adaptive, Advancing Front Technique, FEM, Mesh generation, 
RCS. 

1   Introduction 

The finite-element method has proven its worth in both microwave and low-frequency 
electrical engineering applications include circuits and devices, as well as scattering 
and radiation problems. It has been more than 30 years since this method was used for 
solving electromagnetic problems. Relative growth of the literature on this subject 
appears to have stabilized, suggesting that the method has matured. 

Electromagnetic analysis with the finite-element method can be thought of as a 
three-step process: preprocessing (mesh generation), analysis, and then 
postprocessing. The preprocessing step is often incorporated into the analysis code, or 
considered to be part of the mesh-generation step. For large, complex objects 
(especially in three dimensions), this task can be very cumbersome, and should be 
considered as a separate process. According to some statistics, it indicates that the 
three parts, respectively occupy 40%-50%, 5%, 50%-55% of the total computation 
time. Along with the maturing of computing method, the pre- and post-processing 
received more and more attention. Therefore, after continually developing for over 30 
years, mesh generation, the most important part of pre-processing, is still active in the 
domain of engineering science and computation science. 

Since the last century, a lot of papers and method are presented during the research 
of mesh generation, developed some business software successfully. Mesh generation 
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methods are classified by Ho-Le [1, 2, 8], are categorized as mapping methods, grid-
based methods (include finite quadtree/octree methods) [3], Delaunay triangulation 
[4] and Advancing Front Technique (AFT) method [5, 6]. The necessity of fine 
meshes with good quality is well known as the first step for solving problems using 
FEM. Generally, it involves the generation of an initial mesh, which is then refined 
accordingly to ensure accurate finite element solutions. 

2   Method 

The algorithm initiates with the generation of a mesh template made up only of 
squares; then, this grid is superimposed on the domain. The squares that fall outside 
the domain are removed, the squares that fall inside the domain boundary are split 
into triangles; the squares that intersect the domain boundary are adjusted to triangles. 
The first part of the algorithm is very easy, but in the second part, which adjusts the 
triangles that intersect the boundary, the algorithm is innovative and results in high 
quality triangles. 

2.1   Two Dimensional Mesh Generation Procedure 

Our approach for mesh generation is composed of four steps. The first two steps are 
similar to the approaches described in [7]. 

Step1. Generation of the Square Mesh 
Starting from the original domain (e.g. a circle), calculate the smallest values of the x 
and y coordinates on the boundary, xmin and ymin and then their largest values, xmax and 
ymax, find the corresponding points: A(xmin,y), B(x,ymin), C(xmax,y), D(x,ymax), as 
shown in Fig. 1. 

Then square meshes are generated, the squares having the same size, where h(the 
length of the edge) is wavelength divided by 10. It is a default value, but other choices 
are also possible when the mesh need to be dense. The four vertex’s coordinates of 
one mesh are: 

Aij (xmin+i*h,ymin+j*h), Bij (xmin+(i+1)*h,ymin+j*h), 
Cij (xmin+(i+1)*h,ymin+(j+1)*h), Dij (xmin+i*h,ymin+(i+1)*h).  

It’s shown in Fig. 2. 

  

Fig. 1. Original domain awaiting to be meshed Fig. 2. Original domain meshed by squares 
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If the nodes on the zigzag boundary that are located at a distance less than L/5(L is 
the length of the square) of the domain boundary, replace the domain boundary with 
mesh. 

Step2. Generation of the Triangular Mesh 
All the squares are split into triangles. 
a). If all the vertexes aren’t in the domain to be meshed, the mesh is removed, as 
shown in Fig. 3. 
b). If its four nodes are located in the domain, the square is kept in the mesh, connect 
the two cross vertexes, then the square is split into two isosceles right triangle, as 
shown in Fig. 4. 

  
Fig. 3. Squares in the domain are split into 
triangles 

Fig. 4. Squares out of the domain are removed 

 

Fig. 5. Domain is divided into two areas 

Step3. Mesh Generation of Region B 
The boundary of region A and B is used as the front of AFT method, node is used as 
the discrete points of AFT, then the mesh of region B is generated by AFT. 

Step4. Improve the Quality of the Triangular Mesh 
Function Q is defined to measure the quality of the triangle 
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max minQ L L=  . (1) 

maxL and minL is the length of the largest side and shortest side of the triangle, Q=1 

means equilateral triangle is the optimal element. Q<2 is eligible.  
If the result isn’t satisfied, it has badly shaped elements on the boundary. Enlarge 

region B, as shown in Fig 6, then mesh it again. The result will be much better. 

 
Fig. 6. Enlarge region B 

2.2   Three Dimensional Mesh Generation Procedure 

The construction of the mesh is similar to the steps of the two-dimension: 

Step1. Generation of the Square Cube 
Starting from the original domain, calculate the smallest values of the x, y and z 
coordinates on the boundary, xmin, ymin, zmin and then their largest values, xmax, ymax, 
zmax, find the corresponding points: A(xmin,y,z), B(x,ymin,z), C(xmax,y,z), D(x,ymax,z), 
E(x,y,zmin), F(x,y,zmax). Then square cubes are generated, the cubs having the same 
size, where the length of the edge, h, can choose the smallest of the values: (xmax - 
xmin) ,(ymax - ymin) and (zmax - zmin) divided by 10, or wavelength divided by 10.This is 
a default value, but other choices are also possible when the mesh need to be dense. 
The eight vertex’s coordinates of one mesh are:  

Aij (xmin+i*h,ymin+j*h,zmin+k*h), Bij (xmin+(i+1)*h,ymin+j*h, zmin+k*h), 
Cij (xmin+(i+1)*h,ymin+(j+1)*h, zmin+k*h), Dij (xmin+i*h,ymin+(i+1)*h, zmin+k*h), 
E ij (xmin+i*h,ymin+j*h, zmin+(k+1)*h),  F ij (xmin+(i+1)*h,ymin+j*h, zmin+(k+1)*h), 
Hij (xmin+(i+1)*h,ymin+(j+1)*h, zmin+(k+1)*h),  
Iij (xmin+i*h,ymin+(i+1)*h, zmin+(k+1)*h). 

Step2. Generation of the Tetrahedron 
The square cube is split into tetrahedron. 

a). If all the vertexes of the square cube locate in the domain to be meshed, connect 
the two diagonal, then the square cube is split into three tetrahedron. 
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b). If all the vertexes of the square aren’t in the domain to be meshed, delete this 
mesh. 

c). The square cube intersect the domain boundary, the remainder region is meshed 
by AFT [6]. 

Step3. Improve the Quality of the Tetrahedron 
Enlarge the region adjacent to the boundary, and then mesh it again. The result will be 
much better. 

3   Examples 

3.1   Examples of Two Dimensional Meshes Generated 

Giving some problem to be meshed, we can see the result using the new adaptive 
mesh generation, the element have good shapes, as shown in Fig 7, 8. By comparison 
with FDTD mesh shown in Fig 9, the mesh of Fig 7 is more conformal. 

  

Fig. 7. Mesh of a circle Fig. 8. Mesh of a polygonal 

 

Fig. 9. Mesh of a circle in FDTD 

3.2   RCS of Sphere Calculated with FEM 

In the example, we present initial tests of the PML formulation for scattering from a 
conducting sphere with the radius 0.2λ . The thickness of the PML region is 0.2λ  and 
the improved AFT and background-mesh method in the paper is used to discretize it. 
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Fig. 10. RCS of sphere 

3.3   RCS of Cylinder Calculated with FEM 

In the example, we present initial tests of the PML formulation for scattering from a 
dielectric circular cylinder with five coating layers, thickness of the layer is 0.1λ , 
radius of the cylinder is 0.1λ . 

 

Fig. 11. RCS of cylinder 
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4   Conclusion 

In this paper, a hybrid FE mesh generation method from triangular mesh using AFT 
and grid-based method was proposed. It is easy to realize in program in two 
dimension and three dimension. RCS calculation using FEM with the mesh method is 
approximate to the series solution than FDTD, which is shown in Figure 10, 11. 

Compared with other methods, this algorithm does not require a search process 
and, will save the CPU time greatly. It’s capable of automatically and adaptively 
generating meshes with reasonable quality, the examples here clearly demonstrate the 
effectiveness and usefulness of the algorithm. The generated meshes have good 
quality and ensure a smooth transition between large and small elements. 

Our future work is to extend our algorithm to more complicated models, improve 
the quality of the mesh in three-dimension. 
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Abstract. In view of the number of the association rules to the libraries’ book 
circulation data are too large to analyze, this paper introduced the definition and 
the theorem of redundant rules ,then proposed the redundancy theorem in 
negative association rules. Combined with correlation, the paper gave us an 
algorithm and apply it to the library’s information services, the experiment 
show that it can mine the implied discipline, so that it can better service for 
library management, research and teaching. 

1   Introduction 

There are large amount of data at the books’ circulation process, and the reader's loan 
information is one of the most important data. According to readers ‘long-term 
lending data, we will find there is correlation between the readers’ lending literature, 
and there also exist correlation between different disciplines. However the number of 
the association rules produced by traditional algorithms is too large to analyze, 
therefore we should mine non-redundant association rules which useful for decision-
making, then it can rational allocation of resources and improve resource utilization, 
thereby improve the level of library services. 

Mining association rules is an important research field of data mining, it reflects 
the interesting association or correlation between a great deal of itemsets. The 
research has important actual significance and application value, However, we usually 
get a lot of association rules, which contain a large number of redundant rules. It’s 
difficult for users to analyze and use these rules. Therefore it is necessary to prune 
redundant rules. At present, algorithms reference to the deletion of redundant 
association rules are not a lot, they consider the algorithm from different points of 
view. In [1] the authors proposed a new algorithm MVNR (Mining Valid and non-
Redundant Association Rules Algorithm) ,which primly solved above problems by 
using the minimal subset of frequent itemset ; In [2] the authors presented a general 
algorithm for mining non-redundant rules from the largest frequent itemsets using the 
redundant relationship of rules. The algorithm eliminates the redundancy between the 
rules and reduces the number of rules exponentially; they are both relatively rapid and 
efficient methods; Literature [3] mentioned an algorithm is a variant of Apriori 
algorithm which can also reduce the number of rules. [4] presents an algorithm which 
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can calculate the support and confidence of negative association rules, then presents a 
PNARC model which can mine positive and negative association rules .The model 
can delete the contradictory rules and get correct positive and negative association 
rules. In [5] the authors presented the notions and algorithms of generating basis for 
exact rules and the proper basis for conditional rules of redescription database are 
presented using operations of formal concept analysis and closure operator of Galois 
connection in the paper. In literature [6], the concept of minimal association rules is 
introduced from the aspect of application. Minimal rule set, which includes rules with 
single item as consequent and the minimal number of items as the antecedent, can be 
used to derive the same decisions as other association rules without information loss, 
while the number of minimal rules is much less than of all rules. However, they are 
not pruning redundancy rules in negative association rules entirely and effectively. 
This paper introduced the definition and the theorem of redundant rules, and proposed 
the redundancy theorem in negative association rules. Combined with correlation, the 
paper gave us an algorithm and apply it to the library's information services, the 
experiment show that it can mine the implied discipline, so that it can better service 
for library management, research and teaching. 

The main contributions of this paper are as follows: 

1. We proposed the redundancy theorems in negative association rules.  
2. Combined with correlation, we proposed an algorithm MNTP which can mine 

non-redundant association rules and apply it to the library's information services. 

The rest of this paper is organized as follows. Section 2 is the improved methods of 
pruning redundant rules. The description and analysis of the algorithm is presented in 
Section 3. Section 4 is experimental results and Section 5 is conclusions. 

2   Improved Methods of Pruning Redundant Rules 

2.1  Related Concepts 

Sequence is a schedule of itemsets in order. 
Assumed that all items of the itemsets are instead by the integer in a row, then a 

itemsets of i can be expressed as (il, i2 ..., im), ij represents a item. s is a sequence can 
be expressed as <s1 ,s2…, sn>, sj represents a itemsets. 

Assume that given us two sequences a <al ,a2… ,an> and b <bl ,b2… ,bm>, if there 
is a whole number il <i2<… <in and a1 included in bi1 ,a2 included in the bi2 … ,an 

contained in the bin, then we said that the sequence a is included in the sequence b. In 
a sequences s ,if the sequence does not contain any other sequence, then we said that 
sequence s is the largest item sequence. 

Sequence rules can be in the form of A⇒B, A and B are the sequences. A negative 
association rule is an implication as X ⇒ ¬ Y (or ¬X ⇒Y), in which X, Y ⊆T and 
X ∩Y=∅. 

Conditions for the establishment of the sequence rule: Given sequences A and B, 
their connection can be expressed as C=<A,B>, the support of the rule is defined as 
C.sup, expressed the possibility of the new sequence which comes from the 
connection of A and B .The confidence of the rule is defined as C.sup/A.sup. 
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Support refers to the frequency that the rule appears, and the confidence mainly refers 
to the strength of the rule. Minconf order for the confidence threshold, express the 
minimum reliability of the rule. When the support and confidence of a rule is not less 
than the threshold, then we said the rule is a strong rule. 

By the same token, for the sequences X and Y, The negative rule X⇒¬Y holds in 
the transaction set D with confidence conf (X⇒¬Y) = supp (X∪¬Y)/supp (X). A rule 
X⇒¬Y is a valid rule if its support and confidence meet user specified minimum 
support (minsupp) and minimum confidence (minconf) thresholds. 

2.2   The Definition of Redundancy Rules 

For the different point of view on the algorithm, researchers present different 
definitions of redundancy rules. There are some commonly used definitions and 
theorems [7] as follows: 

1.Given the rules of A⇒B and C⇒D, if the support and confidence of C⇒D are 
greater than or equal to the support and confidence of A⇒B, then we say the rule 
C⇒D is the redundant rule of .A⇒B. 

2. A rule is considered necessary if and only if it is neither simple nor strict 
redundant in relation to any other rules. 

Briefly redundancy: Suppose we have two rules, A⇒B and C⇒D , they meet the 
conditions of A∪B = C∪D = Ik , if A⊆ C, then we say the rule C⇒D is the simple 
redundancy Rule of A⇒B.  

Strictly redundancy: Suppose the rule A⇒B is generated by the itemsets Ii, that is, 
A ∪B = Ii ; the rule C⇒D is set by the itemsets Ij ( Ij⊆Ii), that is, C ∪D = Ij; if the 
A⊆C, then we say the rule C⇒D is the strictly redundancy rule of A⇒B. 

3. Given the rules of X⇒Y and A⇒B, if we can obtain the rule A⇒B from X⇒Y, 
then we say the rule A⇒B is the redundant rule of X⇒Y  

4.Given the rules of X⇒Y and A⇒B, if they meet ( A ∪B )⊆ ( X ∪Y ), and X ⊆ A, 
then (1) we say the rule A⇒B is the redundant rule of X⇒Y ; (2) The total number of 
redundant rules is(3|Y| - 2|Y| -1), | Y | represent the number of items included in itemsets Y. 

2.3   Theorems and Prove of Redundancy in Negative Association Rules  

When we mine negative association rules, we will find the theorem and the definition 
of redundancy in assciation rules are not fully applicable in the negative association 
rules. For example, we can’t derived from ¬A⇒BC that ¬A⇒B and ¬A⇒C . 
Therefore, we propose the redundancy theorem in negative association rules: 

Theorem 1. association rules like ¬A⇒B: 
Given the rules of ¬A⇒B and ¬A⇒C, if B⊆C, then we say the rule ¬A⇒B is the 
redundant rule of ¬A⇒C. 

For example, the negative rule ¬A⇒B is the redundant rule of ¬A⇒BC. 

Theorem 2. association rules like A⇒¬B: Given the rules of A⇒¬B and A⇒¬C, if 
C⊆B, then we say the rule A⇒¬B is the redundant rule of A⇒¬C. 

For example, the negative rule A⇒¬BC is the redundant rule of A⇒¬B. 
 



426 X. Chen et al. 

Theorem 3. association rules like ¬A⇒¬B:  
Given the rules of ¬A⇒¬B and ¬C⇒¬D, if C⊆A and C∪D⊆A ∪B, then we say 
the rule ¬A⇒¬B is the redundant rule of ¬A⇒¬C.  

For example, the negative rule¬ A⇒¬BC is the redundant rule of ¬AB⇒¬CD. 
Then we prove Theorem 1 as follows: 

As ¬A⇒C is a valid association rules, so it meet supp (¬A⇒C ) ≥ minsupp, 
conf(¬A⇒C)≥minconf 

Because 
conf(¬A⇒C)=supp (¬A⇒C)/supp(¬A) ≥ minconf 
conf(¬A⇒B)=supp (¬A∪B)/supp(¬A)  
Set by the subset support quality of the itemsets, we know  
supp (¬A∪B)≥supp (¬A∪C)  
Therefore, conf(¬A⇒B)≥conf(¬A∪C)≥ minconf 
That is, we can derive ¬A⇒B by association rules ¬A∪C. Therefore, the rule 

¬A⇒B is the redundant rule of ¬A∪C. 
Other proof of theorem is similar to the above. 

2.4   The Related Concepts of Correlation 

When we mining positive and negative association rules at the same time, we 
should also consider another problem is correlation. [8] gave us the definition of 
itemsets correlation, they used the related knowledge of probability, used the 
itemsets A and B as two random events, the support of itemsets A and B ,expressed 
as supp(A), supp(B) are the probability of their occurrence. If p(AB)=p(A)p(B), we 
incident that A, B are independent, otherwise, they are correlated. Similarly, if 
p(ABC) = p(A) p(B) p (C), then that the events A, B, C are independent, otherwise, 
they are correlated. Correlation has an important property called closed up. If an 
itemset X is correlated, then all supersets of X are correlated. This can be proved 
by apagoge. Assume that A, B are correlated, and the A, B, C are not, then p (A B) 
=p (ABC) + p (AB¬C) = p (A) p(B) p(C) + p(A) p(B) p(¬C) = p(A) p (B), that 
means A, B are independent, which conflicts with the assumption . So A, B, C are 
correlated. 

Literature [9] proposed that the correlation of A and B can be measured by 
following formulation: corrA,B=p(A∪B)/p(A)p(B)=supp(A∪B) /supp(A) supp(B), of 
which, p(A) ≠0, p(B) ≠0. 

CorrA,B have 3 possibilities:  

(1) If corrA,B>1, then A and B is positively correlated, the more events A occur, the 
more events B do. 

(2) If corrA,B<1, then A and B is negatively correlated, the more events A occur, 
the less events B do. 

(3) If corrA,B =1, then A and B is independent, the occurrence of event A has 
nothing to do with the occurrence of event B. 
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In case (2), corrA,B= 1, that is, supp (A∪B) = supp (A) supp (B), it is possible, then A 
and B are independent of each other, the event B has nothing to do with the 
emergence of A. 

Although in theory we could obtain the rule A ⇒ B from the rule A ⇒ BC, but in 
practice it is meaningless. In case (3) , corrA,B < 1, that is, supp (A∪B) < supp (A) 
supp (B), which is possible, then A and B negative correlation, A⇒ BC arrive at A ⇒ 
B is wrong, there may be such a negative association rule as ¬A⇒ B or A ⇒ ¬ B. 

3   The Description and Analysis of the Algorithm  

At present, there are many algorithms reference to sequential patterns and sequential 
rules, they consider them from different points of view. [10] introduced event-oriented 
negative sequential rules and have designed an efficient algorithm to discover such rules. 
An event-oriented negative sequential rule is a rule in the forms of P →¬e, ¬P → e and 
¬P →¬e, where P is a positive sequential pattern and e denotes a single event. Ouyang 
and Huang proposed negative sequences as (A, ¬B), (¬A,B) and (¬A,¬B) [11]. Their 
idea is generating frequent itemsets first, based on which both frequent and infrequent 
sequences are found, and then negative sequential patterns are derived from infrequent 
sequences. A drawback of their algorithm is that both frequent and infrequent sequences 
have to be found at the first stage, which demands a large amount of space. Lin et al. 
designed an algorithm NSPM (Negative Sequential Patterns Mining) for mining negative 
sequential patterns [12]. In their designed negative patterns, only the last element can be 
negative, and all other elements are positive. It is actually a special case of general 
negative sequential patterns. 

In this paper, when mining positive and negative association rules from sequential 
patterns, we have not only to consider the sequence mode but also all of its subsets, 
because it’s subset may min rules which can’t get from itself.  

As we mining non-redundant association rules based on sequential patterns, so 
when we consider correlation, we should also affiliate the time factor. In the 
expression of correlation, supp (A ∪ B) means the support that B arises after A. We 
mining positive and negative association rules based on sequential patterns combine 
with correlation, the algorithm MNTP is as follows: 

Input: FS: the sequence and its subsets; minconf: the minimum confidence;  
Output: PAR: association rules sets; NAR1: negative association rules sets like 

¬A⇒¬B ; NAR2: negative association rules sets like A⇒¬B ; NAR3: negative 
association rules sets like ¬A⇒B; 

(1)PAR =∅;NAR1 =∅;NAR2 =∅;NAR3 =∅; 
(2) // Mining positive and negative association rules from all sequential patterns 
for any itemset X in FS do begin 
for any itemset A∪B =X and A∩B=Φ do begin 
corr=supp(A∪B)/( supp(A)supp(B )); 
if  corr >1 then begin 
(2.1)// Mining  rules  like A⇒B and A⇒¬B 
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if X in FS and conf(A⇒B)≥ minconf  then  
 PAR = PAR∪{ A⇒B }; 
if conf(¬A⇒¬B) ¬ minconf  then  
NAR1 = NAR1∪{¬A⇒¬B }; 
end; 
(3) return PAR， NAR1，NAR2 ，NAR3; 
The following give us the technology of pruning positive and negative redundant 

rules. 
Input: PAR: positive association rules ; NAR1: negative association rules like 

¬A⇒¬B; NAR2: negative association rules likeA⇒¬B; NAR3: negative association 
rules like ¬A⇒B; 

Output: PAR: non-redundant association rules sets ; NAR1: non-redundant 
negative association rules sets like ¬A⇒¬B ; NAR2: non-redundant negative 
association rules sets like A⇒¬B ; NAR3: non-redundant negative association rules 
sets like ¬A⇒B ; 
(1)par = Φ; nar1 = Φ; nar2 = Φ; nar3 = Φ; 
(2)//Mining four forms of non-redundant association 

rules 
(3)//Mining non-redundant negative association rules 
for each rule ( X⇒Y) ∈ PAR do 

par = par ∪{ X⇒Y}; 
 for each rule ( X⇒Y) ∈ par do 

for each rule ( A⇒B) ∈ PAR do 
 if ( ( A ∪B) ⊆ ( X ∪Y) and X⊆A) then 

PAR = PAR-{A⇒B}; 
 (4)//Mining non-redundant negative association rules 

like ¬A⇒¬B 
for each rule (¬X⇒¬Y) ∈ NAR1 do 

nar1 = nar1∪{¬X⇒¬Y}; 
 for each rule (¬X⇒¬Y) ∈ nar1 do 
 for each rule (¬A⇒¬B) ∈ NAR1 do 
 if (X⊆A and  X∪ Y⊆A∪ B) then 
NAR1 = NAR1-{¬A⇒¬B}; 
(5)//Mining non-redundant negative association rules 

like A⇒¬B 
for each rule ( A⇒¬Y) ∈ NAR2 do 
nar2 = nar2 ∪{A⇒¬Y}; 
 for each rule ( A⇒¬Y) ∈ nar2do 
 for each rule ( A⇒¬B) ∈ NAR2 do 
if (B⊆Y) then 
NAR2 = NAR2-{A⇒¬B}; 
(6)//Minning non-redundant negative association rules like ¬A⇒B  
for each rule (¬A⇒Y)∈ NAR3 do 
par = par ∪{¬ A⇒Y}; 
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for each rule (¬A⇒Y)∈ nar3 do 
 for each rule (¬ A⇒B)∈ NAR3do 
if (Y⊆B ) then 
 NAR3 = NAR3-{¬A⇒B} ; 
return PAR, NAR1,NAR2 ,NAR3; 

4   The Experimental Results 

The library’s GDLIS record the details of the readers’ lending information. Here we 
did an experiment on a simple list of readers which showed in Table 1. (All sequences 
are composed by one order itemsets.) We use {1,2,3,4,5,6} to represent {Computer 
field, English field, Medical field, Exercises field, Economics field, Legal field}. 

Table 1. Database Service 

The experiment 
did in AMD 
athlon64 3000 
MHz, 512 RAM, 
WIN xp, 

   Database Service 

Stu
dy
No. 

Library list 
Stud

y No. 
Library list 

00

1
1,2,4 006 2,4,6

002 1,2,3,4 007 1,5,6

00

3
2,4  008 3,6

00

4
2,3,4,5 009 2,3,6

00

5
1,3,5  010 1,2,3,4,6

 

VisualBasic environment. Set mins_FS = 0.1, minconf = 0.40. In Table 2, we can 
see that our algorithm can mine 4 forms positive and negative association rules from 
frequent itemsets, we can also see that the rule ¬2⇒¬4 which min from the algorithm 
of mining non-redundant association rules can make the same decision with the rules 
{¬1,2⇒¬4;¬2⇒¬3,4;¬2,3⇒¬4;¬2⇒¬4}.This has fully demonstrated the 
effectiveness of our algorithm, that is, the reduction of rules did not missing the 
number of information. 
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Table 2. The experimental results 
 

 
 
 
 
 
 

 
5. 

 
 
 
 
 

 
 
 
 
 
 

5   Conclusion 

For the number of association rules are too difficult to be effective use by policy-
makers, we proposed the redundancy theorem in negative association rules. 
Combined with correlation, the paper gave us an algorithm which can min non-
redundant association rules from sequences and their subsequences. The experiment 
proved that association rules derived from our algorithm can help us to make decision 
more effective. 
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Abstract. In this paper, a global structure constraint model, GSC, is

described. This model represents the target pattern as a set of landmark

points reserving both geometric relationships (shape model) and color

information (color model). Each patch with small color variations in the

target pattern is denoted by one or several points, differing with Active

Shape Model, ASM, and Active Appearance Model, AAM, which model

the local boundary information of target patterns. With the information

of global distributions, GSC model can be exploited to estimate the ini-

tial status of objects in target images in a more generalized way, for its

consequent models, such as ASM and AAM. Low dimension representa-

tion and the flexible selection of transformation parameters lead to the

rapid match to the complex models. The experiment results show the

models are effective.

Keywords: Global Structure Constraint, Active Shape Model, Active

Appearance Model, Object Localization.

1 Introduction

The interpretation of images of variable objects is an essential task for computer
vision. To ’understand’ the images is to recover image structure and know what
it means. Model-based methods offering prior knowledge of problems can offer
potential solutions to object alignment, recognition and synthesis [1]. Active
shape models, ASM[2] and active appearance models, AAM [3], introduced by
Cootes et al, both belong to the category of model-based methods.

ASM models the boundary shape of objects and the local grey-level appear-
ance along profiles normal to the boundary and searches along profiles about
the current model point positions to update the current estimate of the shape
of the object. AAM, based on the shape model of ASM, warps the image patch
enclosed by each training shape into a ”shape free patch” enclosed by the mean
shape to model the statistical texture of objects. Then, it samples the image data
under the current instance and uses the difference between model and sample to
update the appearance model parameters [4].

ASM only use data around the model points, and do not take advantage
of all the grey-level information available across an object as the AAM does.
AAM must generate a synthesized hypothesis with the current model param-
eters. Compared with AAM, ASM tends to have a larger capture range, runs

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 433–441.
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significantly faster, and achieves more accurate feature point location. The other
way, AAM can build a convincing model with a relatively small number of land-
marks, explicitly minimize texture errors to give a better match to the image
texture and be more robust than ASM. However, both ASM and AAM need a
reasonable initial starting approximation, cannot correct for large displacements
from the correct position, and may either diverge to infinity, or converge to an
incorrect solution [4] [5].

Many alternatives and extensions to ASM and AAM have been presented.
Cootes et al. [6] describe variations of the basic AAM aimed at improving the
speed and robustness of search. These include subsampling and using image
residuals to drive the shape rather than full appearance model. Cristinacce et
al. [7] present a Boosted Regression Active Shape Models, which use non-linear
boosted features trained using GentleBoost [8] and investigate local feature de-
tection using boosted features and also boosted regression. Hou et al. [1] pro-
pose direct appearance model (DAM) which uses texture information directly
in the prediction of the shape and in the estimation of position and appearance,
without combining from shape and texture as in AAM and prove that DAM
subspaces includes admissible appearances previously unseen in AAM, the con-
vergence and accuracy are improved and the memory requirement is cut down
to a large extent. Many methods to optimize the parameters of these two models
are presented [9]. In 3D, ASM are also suitable [10] [11] [12].

In this paper, we present a global structure constrained model (GSC), which
examines the statistics of the positions and color information of the labeled land-
mark points under a ”Point Distribution Model”. Landmark points are labeled
at main patches with small texture variations. Then, the pattern of the tar-
get objects can be represented with the shape and typical colors of the patches
around landmarks, such as the grey-levels. GSC can use fewer landmarks to
model target pattern than ASM and AAM. GSC retains the globally inherent
constrained relation (both spatial and optical) of the target pattern. It can be
used to search the candidate initial status in new images and supervise the im-
proper convergence, such as in ASM and AAM, with low computational cost.

2 Global Structure Constraint Model

2.1 Patches and Landmarks

The patches with small texture variations can be segmented by statistical means.
However, in practice we can line out the functional areas of the target object and
then mark several key points on each area to depict its main color structure. As
shown in Fig. 1, a human face is composed of seven areas, which are forehead,
eyes, left cheek, right cheek, nose, mouth and jaw, and 28 landmark points are
chosen totally.

2.2 Shape Model and Transformation Parameters

Given a training set consisting of m labeled 2-d images, in which n key landmark
points

{
p1, p2, . . . , pn

}
are marked on each samples. s =

{
x1, . . . , xn, y1, . . . , yn

}
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Fig. 1. Illustration of areas and landmarks

denotes the displacement of landmark points and describes the global distribu-
tion of that object. To build a statistical model of GSC, we normalize all the
shape vectors of the training set to a ’model’ coordinates independent to image
coordinates. Then, the shape model of GSC, SGSC , can be designated as the
mean shape vector s̄.

Given an arbitrary transformation matrix M, the shape model SGSC can be
transformed to the aimed coordinates to get a hypothesis sample Ssample as

Ssample = MSGSC (1)

The matrix M can be composed of several kinds, which are translation, Tx and
Ty, rotation, θ, scale, Sx and Sy. Most of the pixel-wise transformations can be
used, such as shearing, projective and polynomial if necessary.

2.3 Color Information Model

The simplest way of building the color model is using the absolute color value,
such as the grey-level or RGB. Given the set of landmark points on the ith
sample image, the color information vector ci = (ci1, . . . , cin)T is extracted by
computing the representative color value around each landmark statistically.
Then, we can normalize ci to reduce the effects of the changes while imaging by
subscribing, ci = ci −

∑n
j=1 cij

n I, or dividing, ci = ci∑n
j=1 cij

n

, the average.

In the real world, there are still many circumstances which cannot be repre-
sented using only the color value. For example, cats are cats whatever colors they
are and an image and its negative both illustrate the same contents. These issues
can be recognized by human very easy. So, the relationships of the color values
in the image are as important as the values. While building the color model,
the number of the color categories NGSC and the class tag for all the landmark
points, CGSC =

{
clj
}
, clj ∈ [1, . . . , NGSC ], should be designated. At the same

time, when an absolute color value must be satisfied at a specific landmark, it
should be reserved as a part of the color model. Then, the color model of GSC
can be described as CGSC =

{
clj, acj

}
, clj ∈ [1, . . . , NGSC ] in which acj is the

absolute color value for the jth landmark.
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2.4 Search and Measure

Given a group of transformation parameters, we can locate an instance shape,
Sinst, coming from the GSC model in the new image. The color information,
Cinst, at Sinst in this image can be sampled with the same rule while the GSC
model is built. Then, the problem to locate the best match between the model
and the new image is converted into an optimization problem to minimize or
maximize the measure function in the search space of the transformation pa-
rameters. The dimension of the parameter space is low enough intrinsically, and
the direct optimization using many standard methods is possible.

We can cluster the color information Cinst and reserve the absolute color
information which is required in the color model Cinst =

{
clu, acu

}
, clu ∈

[1, . . . , Ninst] . The measure function can be defined using the mutual infor-
mation in information theory [13].

f(CGSC , Cinst) =
1
n

NGSC∑
k=1

Ninst∑
u=1

niu log
nkun

nknu
(2)

where nk and nu is the number of points in the kth class of CGSC and the uth
class of Cinst respectively. nku is the number of the common points in these two
class.

If there are some specific landmarks with absolute color requirement as de-
scribed above, another item should be added to the measure function.

f(CGSC , Cinst) =
k1

n

NGSC∑
k=1

Ninst∑
u=1

nku log
nkun

nknu
+ k2

∑
i

|aci,GSC − aci,inst|
acSpan

(3)

where k1 + k2 = 1 and acSpan is the color span of the model.

3 Working Together with ASM and AAM

ASM and AAM are two kinds of object representation models, which have been
applied in many fields of computer vision, such as image registration [14] and
synthesis [15], segmentation [16] [11] [12], localization [17] [18] and recognition
[19]. However, their essential precondition is a reasonable starting approxima-
tion. ASM is a kind of local model, which searches several pixels either side
of each model point along the profile normal to the boundary. Compared with
ASM, AAM can be categorized as a global model in spite of being based on the
shape model of ASM. However, in each search step a synthetic example must
be generated to be matched with the new image and this leads to a low search
speed, such as an average of 4.1 seconds on a Sun Ultra to search one time [3].
This means that using AAM to search globally in a new image is unsuitable.
The generalized model GSC, which converts the global searching in images into
an optimization problem in the searching space with small dimension, can be
used before ASM and AAM to search an initial status.
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Fig. 2. Landmarks of the GSC and ASM models. 28 points marked with ’*’ and 108
with ’+’ are for GSC and ASM/AAM respectively.
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Fig. 3. Landmarks of GSC with different class tags. ’+’ and ’*’ are for the class with

dark and light color respectively.

Table 1. The statistical errors of searching results with GSC model

Unit: Pixels minimum maximum average

MPPE on X axis 2.372 19.632 10.5447

MPPE on Y axis 5.232 21.677 13.527

MPPE on X + Y axis 8.202 40.508 24.072
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Table 2. Some images with the searching results displayed

Iter. 10 Iter. 30 Iter. 50

Parameters:(119.706, 208.275, 2.075, 2.088,−1.819)

Parameters:(128.875, 202.588, 1.588, 1.694,−1.835)

Parameters:(116.955, 185.115, 1.692, 1.709,−1.817)
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The shape model of ASM/AAM focuses on the boundary of the target, where
the texture (or intensity) changes strongly. In contrast, the shape model of GSC
lays the landmarks at the patches with small texture variations. These two sets
of landmarks are not equal, even have no common components. During the phase
of building models, mark the landmarks of ASM/AAM and GSC in the training
images together and transform them into the same model coordinates. Then,
when the first step, searching for the initial status search using GSC, ends, the
result of transformation parameters for GSC is the initial status of ASM/AAM.

4 Experiment Results

To obtain a quantitative evaluation of the performance we carried an experiment
similar to [3], to train a model on 88 hand-labeled face images, and test it on a
different set of 100 labeled images. Each image was about 256*384 pixels coming
from the FERET database [20]. Fig. 2 shows the shape of GSC and ASM/AAM
in an independent model coordinates. Fig. 3 shows the categories of the color
information at all the landmarks marked for GSC. The K-Mean algorithm [21]
was chosen to cluster the color information while searching in the new image.

On each test image, we use the GSC model to locate the initial status and
AAM to run a local multi-resolution search, starting with the mean appear-
ance model. Generic algorithm is adopted for searching with the population
size 50, the probability of crossover 0.7 and mutation 0.3. The dimension of
parameter spaces is five, with translation and scale in X and Y and rotation,
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(Tx, Ty, Sx, Sy, θ). Also, 1000 searches were run in total and the pre-location of
GSC took an average of 0.6 second on a 2.3GHz PC. The convergence results
are compared with the labeled positions to calculate the mean point position
error (MPPE) per point. In Table 1 are the minimum, maximum and average,
along X , Y and X + Y axis of all the 1000 times searches respectively. If the
search results lay right on the exact position of the labeled, the MPPE of X , Y
and X +Y will be zero. Fig. 4 shows the proportion of the searching results less
than each MPPE. Table 2 shows some results images and parameters of GSC.

The local search using AAM is run beginning at the initial status coming from
the search result using the GSC model. Of those 1000 times of searches, 203
(20.3%) failed to converge to a satisfactory result (the average point position
error was greater than 7.5 pixels per point). This is much smaller than the
results 519 from 2700 (19%) reported in [3], in which the starting positions are
systematically displaced from the true position by ±15 pixels in x and y, and
changed its scale by ±10%.

5 Discussion and Conclusion

In this paper, we present a kind of generalized point distribution model, called
GSC. Using this model, we can localize the approximate position of the target in
the new images. Compared with some other methods, GSC has its advantages.

Generalized. A generalized method which can be used in many applications.
Simple. Through this model, the complicated problem, image localization, can

be converted into an optimization problem and the dimension of the search-
ing space is small usually.

Fast. Searching in the space with a small dimension will not consume long time.

Also, this kind of method can work as a precondition process for some methods
aimed for registration mainly, such as ASM and AAM.
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Abstract. In this paper we propose a bio-inspired architecture for visual

recognition of humans at walking and objects that can be humans but

do not describe a gait like humans at walking, based on the behaviour of

simples cells in the human primary visual cortex. This architecture was

tested with real sequences of images acquired in natural environments.

The results show the flexibility of our propose since it helps to distin-

guish between these two types of moving objects, even in unknown scene

conditions (bright, or background motion).

1 Introduction

The visual recognition of human/non-human while moving is a complicated task
that involves several sub-problems, the main one is the detection of the objects in
motion in unknown environments. In this context several methodologies [2,3,13]
have been proposed in the computer vision area to overcome the problem, often
without very good results when the problem is taken to real life conditions. The
reason is that these methodologies often make assumptions about the structure
of the object.

More recently a different approach to this problem has come to light. It con-
sist in modelling the ability of the human brain to recognise and analyze objects
in motion [7], independent of the composition or structure of the pedestrian
parts and the complexity of the environment. Even though the details of how
this processing is achieved is not very clear some clues about it has been found.
For example, it is known that the capability of our brain to visually recognise
moving objects relies on the visual cortex, which is divided in two pathways,
the dorsal pathway (primary visual cortex -V1-, middle temporal -MT-, middle
superior temporal -MST-, etc.) specialises on the detection of motion [15,6] and
the ventral pathway (V1, V2, V3, infero-temporal -IT-, etc.) which processes
characteristics related to the form of the visual information. The available infor-
mation about the functioning of these areas in the brain has been taken to create
the so called bio-inspired algorithms, where the main goal is to take advantage
of the capability of the human brain to recognise objects in real life scenes, and
isolate them from other moving ones to analyze them.

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 443–452.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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In this work we will use the bio-inspiration to detect the difference between
humans from non-humans in motion. So we will first review some related works
on the bio-inspiration, then we will mention some biological foundations for this
problem. Next we will introduce our architecture for the detection of objects in
motion, based on the primary visual cortex of the human brain, to then analyze
the neuronal activation patterns to finally discuss the results and our conclusions.

Also, it is important to mention that in this work we focus on the objective
of distinguishing between humans walking motion, and non human objects or
even humans but that are moving on other type of vehicle like bicycle or on a
skateboard. So from here on we will refer to these two classes of objects just like
humans/non-humans objects in motion.

2 Related Works

An important amount of effort has been put on the creation of bio-inspired
models that not only achieve good results for the recognition tasks, but also
represents more accurately the way our brain realises the mentioned task. From
this investigation on bio-inspiration different points of view have been devel-
oped, basically differentiated by the way they conceive the processing in both
pathways: dorsal and ventral.

Some researchers have focused on finding the optimal set of characteristics
and the type of motion pattern necessary for recognising a person. For example,
Laxmin et al [9] present a neural network model based on the capabilities of the
human beings to recognise motion of other human beings based on only partial
information (cluttered information or sketched with light points). Lange et al
[7] presented experiments that showed the importance of considering both the
spatial and temporal structure of the shape for the recognition process, it means,
it is important to keep on with a specific motion pattern.

Finally, others focused their effort on modelling the real functioning of the
processing of the information in both pathways, for example, Giese and Poggio
[5] consider general biological models where the brain activity is represented by
a continuous scalar variable which is a valid assumption at this level. This last
set of researchers approach more to what we could expect from a bio-inspired
model since we are focused more on the internal representation (specifically in
the intermediate/higher stages of processing) of the objects. However, this works
have not considered the primary stages (V1) of processing more than a black box,
where the information extracted from them is used to feed the more specialised
areas (MT, MST, IT, etc).

In this context Castellanos [1] used the known information in V1 and all dorsal
pathway to create a model (called CONEPVIM) to estimate the movement of
objects from sequences of images. This model is composed by two stages, the first
one models the simple cells in V1 to extract the spatial-temporal characteristics
of the images. The responses of the first stage feeds the second one, that considers
the neurons in MT and MST to estimate velocity, direction and whether the
motion in the scene was caused by the motion of the observer or by motion of
objects.
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For our architecture we work with the methodology of Castellanos, by using
the first stage of his model to extract the objects in motion in a scene. However we
will try to discover what is the best representation for modelling the pedestrian
detection? and what really happens in the intermediate stages in the brain?, in
other words, how does the brain complete the information in each stage? For this
we will start describing some biological foundation for our proposed bio-inspired
architecture in the behaviour of the simple cells in V1.

3 Biological Foundations

Recent research on computational neuroscience has provided an improved under-
standing of human brain functionality and bio-inspired models have been pro-
posed to mimic the computational abilities of the brain for motion perception
and understanding. For example, there are some research inspired on the func-
tioning of (V1) with a strong neural cooperative-competitive interactions that
converge to a local, distributed and oriented auto-organization [4,8,11]. Some
others are inspired by the middle temporal area (MT) with the cooperative-
competitive interactions between V1 and MT and an influence range [16,10].
And the others are inspired by the middle superior area (MST) for the coherent
motion and egomotion [14,17].

In this work, our analysis will be focused on the responses of the neurons in V1,
modelled by means of a causal spatial-temporal Gabor-like filters. The filter has
the capability to extract the motion information in a local and distributed form,
by measuring the changes through the images sequence. This capability of the
filter can be used to characterize the motion of different objects (articulated/non-
articulated ones), by measuring the global activations of neurons. The basis for
this last asseveration is that different objects have different motion composition
patterns, so an articulated object produces different global neurons activations
compared to the responses to a non articulated ones.

To explain the last idea we take into account the work realised by Murray [12],
where the composition of the human walking was described: there are several
pieces that form the stepping of the humans. For instance, one whole step is
composed by three major movements, one forward left step, forward right step
and finally another forward left step, but the interesting thing comes in the mid-
dle of this movements, while one foot is moving the other one remains static.
This type of motion in humans, in terms of the responses of the neurons, pro-
duces a different patterns of activations which are unique for the articulated
objects. Mainly because the non articulated ones never change their structure
while moving. To try to solve the articulated/non-articulated objects differenti-
ation problem we propose an architecture (described in the following section),
that takes into account the foundations mentioned in the last paragraph.

4 Architecture

The proposed architecture for visual detection of moving objects is divided ba-
sically into three stages (see figure 1). The first stage is the spatial treatment,



446 P.L. Sánchez Orellana et al.

Fig. 1. Proposed architecture : (A) Spatial treatment, (B) temporal treatment using

a WTA architecture, and (C) analysis of the responses

a convolution with our Gabor-like oriented filters. Next, a temporal treatment
by computing the difference between the spatial responses and combining the
temporal responses into set of maximum responses by means of a Winner Takes
All strategy (WTA). This is because our objective is to keep on with the higher
responses to a specific condition in the images. Besides this reduces our problem
dimensionality from a eight-dimensional set of responses for each image in the
sequence to a one-dimensional set of responses. Finally, this resultant reduced
set is taken to measure, in ranked way, the responses of the neurons in V1, by
considering that the responses are related not only to the portion of the objects
in motion during the sequence, but also to the periodicity of this responses.

It is important to mention that the used images were taken in outdoor environ-
ments, with uncontrolled conditions (neither illumination, background motion
nor the automatic contrast adjustment of the camera), and they were converted
from RGB format to grey scale.

4.1 First Stage (A)

Our architecture begins by applying our Gabor-like oriented filters that modelled
the responses of the simple cells in V1, this filtering ensures the capability to
detect the local motion in a simple and local way, defined as follows.
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Let I(x, y, t) be an image sequence representing the shape of intensity in the
time-varying image, assuming that every point has an invariant brightness. By
applying an oriented Gabor filter, Gθ(x, y), we obtain:

Dθ(t) =
∫ ∫

t=0

dI(x, y, t)
dt

∗Gθ(x̂, ŷ) dx dy

=
d
∫ ∫

t=0 I(x, y, t) ∗Gθ(x̂, ŷ) dx dy
dt

(1)

where D is the result of the convolution between the Gabor functions and the
image, ∗ is the convolution function, x̂, ŷ the rotational values and Gθ(x̂, ŷ) is
computed in a standard way:

Gθ(x̂, ŷ) =
1

2πσxσy
e

(
− x̂2

2σ2
x
− γ2ŷ2

2σ2
y

)
e(2πi

x̂
λ +φ) (2)

This is our Gabor-like filter model the simple cells in V1 where γ is the eccen-
tricity of the receptive field, σxσy its dimensions, λ the wavelength and φ the
phase. For simplicity 0 ≤ θ = nπ/4 < 2 · π and the other parameters in the
filter were set by experimentation and considering the parameters described by
Castellanos [1]. The result of this stage is a set of oriented responses Dθ(t) which
contain the preferred responses of the simple cells in V1. These responses are
used to estimate motion in the sequences by using a temporal treatment and a
WTA strategy as it is shown in the following subsection.

4.2 Second Stage (B)

In order to integrate the responses from Dθ(t) that are considered as a good
responses we established a threshold . This limit serves for two objectives, the
first one is to establish a WTA tournament, where the responses inDθ(t) compete
to determine which of them is the maximum response for a specific position
dθ(x, y, t) in the D. The second objective is to leave aside the errors obtained
in the capture stage such as automatic contrast or auto focus characteristics.
For this first the θ responses compete to establish which of the (x, y, t) has the
highest response as follows

E(x, y, t) = maxθ(dθ(x, y, t)) (3)

These results in E(x, y, t) have been estimated for the same time in the sequences
but with all the θ responses obtained in the spatial treatment, so the next step
is to compare the responses for all t images, to measure the changes. For this
comparison we use a threshold (ε) to determine which of the responses are strong
enough to produce a movement rather than by an error in the capturing stage.
This is estimated as follows if F = |E(x, y, t) − E(x, y, t− 1)|:

H(x, y, t) =
{
F if F >= ε
0 otherwise

(4)
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with ε as the threshold. The final stage is to analyze the responses obtained by
the temporal treatment to determine the behaviour of the responses.

4.3 Third Stage (C)

Since we are searching for different patterns of activations of the neurons, de-
pending on the type of movement that is presented, our theory is considering
a way an articulated object moves (might be human being or an animal) it is
possible to discriminate it from other type of moving objects that are not artic-
ulated (vehicles). For this we counted the responses and estimated the number
of activation of the cells in H(t) by splitting them into 40 parts of responses, this
value was determined empirically, and the number of responses was multiplied
by the information that it represented. This was to rate the information, since
not all the responses can be treated in the same way, in fact, it depends on the
amount of activations rather than the magnitude of them. Besides it was divided
into the proportion of the maximum object that for us is possible to recognise,
lets say that a human can occupy a maximum area in the image of 33.3% of
the total space, for a bigger value we would not be able to recognise the body
because of cluttering. The function of this maximum size of the object is to show
a proportion of activations in the neurons based on the maximum expected value
as follow:

winner(t) =
Σn

i=0Hi(x, y, t)Pi

Q
(5)

where H(t) is the set of the active neurons in the i-esim percentile, Pi is the
percentile, and Q is the maximum supposed size of an object in the image I.
This last stage allow us to measure the behaviour of neuron responses when
exposed to different motion patterns.

5 Results

For the experiments we used several sequences of real images taken with a
webcam in an outside environment, to test the methodology even with the
lowest conditions for the detection, mainly due to uncontrolled illumination
conditions and the function of self-adjustment of contrast in the webcam. The
images were taken at a very low rate, 15 fps, which decreases the accuracy of the
measurements.

To test the architecture we decided to record a single object per sequence in
order to prove that global activation patterns in V1 neurons in fact describe the
type of motion of an object. The first step is to compare the responses that are
obtained with our architecture with sequences from articulated objects (humans)
and non-articulated objects (cars or human skating). So we separated the ex-
perimentations into two main categories: articulated objects and non-articulated
ones, the sub categories are described in the table 1.
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Table 1. Categories for objects recorded in the sequences

Category Sub category Motion angle in the sequences

Healthy person

Articulated Unhealthy person 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦

Horses

Person skating

Non-Articulated Person on a bicycle 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦

Vehicles

Table 2. Table Neuronal activation patterns with sequences of articulated objects. In

the graphs the X − axis represent the magnitude of the global responses and Y − axis
represent the time for the sequence. Sequences taken at 45◦ of orientation with respect

to the camera.
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Since there are many objects that have articulated locomotion we separated
the objects in two main categories to know whether our methodology is capable
to distinguish between the objects that are not articulated. So by analysing
the results we could confirm our theory about different activation patterns
in neurons. The results of the experiments with sequences of articulated/non-
articulated objects can be seen in the figures shown in the table 2, where we
show different patterns of neurons activation that are different in the case of the
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Table 3. Table Neuronal activation patterns with sequences of articulated objects. In

the graphs the X − axis represent the magnitude of the global responses and Y − axis
represent the time for the sequence. Sequences taken at 45◦ of orientation with respect

to the camera.

10 20 30 40 50 60 70 80 5 10 15 20 25 30 35 40 45 50

articulated objects set, also it can be seen that the activation patterns in the
case of sequences of humans are different compared to the ones produced with
sequence of a horse.

Besides, in the case of rigid objects like a truck, the bicycle or the skateboard
the responses produced are more uniform. In the case of the human, it can be seen
that the activations of the neurons along the time (Xaxis) are not in a uniform
growing-up-style, which is caused by multiple moving articulations at different
order. Also it can be explained by comparing the proportion of extremities in
the human to the ones in the horse; the legs and arms in the case of the human
are bigger compared to the horse in proportion with the body.

If we compare the global activation values (Y axis) between human beings
and non-human beings (see figures in table 3), we can see that the responses
of non-human objects grow more than uniformly that the responses of human
beings. This is due to the fact that some extremities of the articulated bodies
move while the others remain static.

6 Conclusions and Future Work

Summarising, we consider important to mention that our proposed architecture
is tolerant to the changes in contrast and also to the motion in the background. It
is completely based in the responses of simples cells in V1. Besides the method-
ology was designed in such a way that neither the estimation of the winner nor
the slants depends on a specific size of image. However, despite of this flexibility
not all the movements can be analysed, it also depends on the resolution and
size of the object. However, the responses shown in graphs in table 3 allowed
us to conclude that neuronal activations patterns describe different behaviours,
which correspond to our theory mentioned in the section of Biological founda-
tions. What resulted more interesting is that we can differentiate even between
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objects that have an articulated locomotion. In spite of these results we also con-
sider that it is important to keep on working with the methodology to avoid the
dependence on the global responses, so it will be possible not only to recognise
a single person in the scene, but also to independently track objects in motion.
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Abstract. This article describes a novel computational model for elec-

tric fault diagnostic in induction motors. The essential concept is that

a minimum electric fault, like inter-turn short circuit, produces a slight

variation that can be identified in current and rotor speed signals. This

model uses motor data catalogue to calculate constant parameters that

are handled in an original mathematical algorithm that employs vary-

ing parameters as function of motor slip. The model performs electric

fault simulation and with them, are obtained operation characteristics

that build relative and absolute patterns for normal and fault operation.

These patterns train a neural network that accomplish the diagnostic in

its phase implementation.

Index terms: Computational model, fault diagnosis, induction motors.

1 Introduction

Three-phase squirrel cage induction motors are essential components in most
of today’s manufacturing and production industries. Safety, reliability, efficiency
and performance are some of the major concerns and needs for motor system
applications [1] [2], the goal of this research is describe an original computational
model for electric fault diagnostic in induction motors.

2 Computational Model

The Fig.1 shows the computational model for its training and execution phases
used in this paper to diagnose electric faults in induction motors.

2.1 Training Phase

Mathematical models of induction motors like [3] use construction motor param-
eters, that only are accessible to manufacturers or extracted from theory litera-
ture. Simulate squirrel cage induction motors with these parameters implies to
use the rotor resistance and motor inductances like a constants, assuming that

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 453–462.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Computational model block diagram for electric faults diagnostic in training

and executions phases

squirrel cage motor maintains these values without change during all start-up
process, ignoring that rotor resistance vary with time as function of motor slip
[4] [5]. This is the reason that is used a novel mathematical model that varies its
parameters as function of rotor slip. From the Fig.1, the block named “Model
with varying parameters” takes as input the information from “Data catalogue”
block, this block use a original method to calculate motor parameters from its
nominal values [6].

This mathematical model simulate in “Model of faults” block, among with nor-
mal operation, electric faults like stator short circuit, rotor broken bar and unbal-
anced input voltage, with four intensities for each one. Although exist methods
that can diagnose electric faults [7] [8], all of them use a physical motor to extract
its parameters, and therefore, their methodology is difficult to generalize. By using
nominal information, from “Data catalogue” block, was possible to build a data
base of motors between 1kW to 50kW with normal and faults conditions.

Information from real motors with know faults or exclusively from simulation
are used to calculate operational characteristics that establish relative patterns
to normal operation and also absolute patterns that are extracted from motor
specification, the block responsible is “Pattern extraction”. These patterns are
used to train an Artificial Neural Network to diagnose the normal or fault motor
operation in “Training” block.

2.2 Execution Phase

The motor nominal information under diagnostic is used for obtain its internal
parameters by “Data catalogue” block and trough the varying parameter model
simulate its normal behaviour and compare it with its real behaviour in the
“Pattern extraction” block. The relative patterns to normal operation among
with absolute patterns are the input to “Pattern recognition” block (trained
in above phase), and the output delivery the diagnostic, that could be normal
condition or some of the three faults cited above with four intensities each one,
that is, one of the thirteen possible options.

In the subsequent section the specific functions of each block are explained in
detail.
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3 Mathematical Model of Induction Motor

This section describes the foundations of motor mathematical model, the method
used to calculate the varying parameters with respect to motor slip and, the
faults injection used in motor simulation. These mathematical developments
are utilized in “Model with varying parameters” and “Data catalogue” blocks
at training and execution phase, and “Model of faults” block at training
phase.

The following equations have been transformed from tri-phase system to bi-
phase system, abc − αβ, in order to simplify mathematical operations [9]. The
stator equations as function of flux linkages are:

usα =
Rs

LσR
ϕsα − Rs

LσM
ϕrα +

dϕsα

dt
(1)

usβ =
Rs

LσR
ϕsβ − Rs

LσM
ϕrβ +

dϕsβ

dt
(2)

since motor is squirrel cage, then rotor voltage is zero:

0 = − Rr

LσM
ϕsα +

Rr

LσS
ϕrα +

dϕrα

dt
+

2
P
ωrϕrβ (3)

0 = − Rr

LσM
ϕsβ +

Rr

LσS
ϕrβ +

dϕrβ

dt
+

2
P
ωrϕrα (4)

the mechanical equation is:

3
2
P

2
(ϕsαisβ − ϕsβisα) = J

2
P

dωr

dt
+mmec(ωr) (5)

In these equations usα and usβ are transformed input voltages, Rs and Rr are
stator and rotor resistances respectively, ωr is rotor speed, P is poles number,
J is motor inertia, mmec is the mechanical moment, ϕsx and ϕrx are stator and
rotor flux linkages and, Lσs, Lσr and LσM are coupling inductances obtained
from total dispersion inductance.

3.1 Novel Mathematical Model

Equations (1) to (5) suppose constant the resistive and inductive parameters
from model, its not really so, rotor resistance and dispersion reactance depend
strongly from motor slip, thus, is necessary a new model that includes the varia-
tion of parameters as function of motor slip. The following equations represents
a mathematical model, expressed in state space, of squirrel cage induction mo-
tor that involves rotor resistance variation and inductances [10]. Not confuse
the subindex in the stator parameter (Rs) with variable s, associated to rotor
resistance, that denotes motor slip.
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ϕ̇sα = usα − Rs

LσR
ϕsα +

Rs

LσM
ϕrα (6)

ϕ̇sβ = usβ − Rs

LσR
ϕsβ +

Rs

LσM
ϕrβ (7)

ϕ̇rα =
Rr(s)
LσM

ϕsα − Rr(s)
LσS

ϕrα − 2
P
ωrϕrβ (8)

ϕ̇rβ =
Rr(s)
LσM

ϕrβ − 2
P
ωrϕrα − Rr(s)

LσS
ϕrβ (9)

ω̇r = −mmec +
3P 2

8J

[
ϕsα

(
1

LσR
ϕsβ − 1

LσM
ϕrβ

)

−ϕsβ

(
1

LσR
ϕsα − 1

LσM
ϕrα

)]
(10)

3.2 Calculation of Varying Parameters for Mathematical Model
Proposed

Information necessary to calculate parameters present in motor brochure are:
rated power Pn, rated speed nn, rated torque Mn, rated voltage Un, pole number
p, full load current In, rated frequency fn, power factor fpn, locked rotor current
Ia, locked rotor torque Ma, breakdown torque Mmax and moment of inertia Jn.
From this data are obtained constant resistance K1 and K2 that are used to
calculate varying rotor resistance, constant inductance K3 and K4 are used to
calculate dispersion and magnetizing reactances [6].

The ratio between motor synchronous speed and rotor speed is commonly
named motor slip denoted as s, and is expressed as a fraction of synchronous
speed: s = ns−nn

ns
, where ns = 120fn

p is the synchronous speed. Hence, the motor
slip can take values from one at machine start-up (in that moment rotor speed
is zero) to decimals at rated speed. During this process, rotor resistance and
inductances vary with respect motor slip.

In the rotor occurs a physical phenomenon called “skin effect” that only hap-
pens in rotor bars but not in rings, therefore, rotor resistance expression has
two components: a constant that corresponds to rings and another, function of
slip, that corresponds to bars. According to [5], this component is proportional
to square root of frequency motor, and therefore, proportional to square root of
slip:

Rr(s) = K1 +K2
√
s (11)

the skin effect influences total dispersion reactance too, Xcc (that is, total
dispersion inductance multiplied by 2πfn) but in counter way:

Xcc = K3 +
K4√
s

(12)

to calculate constant resistance is necessary determine rotor resistance at nomi-
nal condition Rrn and at start-up Rrk, then, constant K1 and K2 are obtained
from:
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K1 =
Rrn − √

snRrk

1 − √
sn

; K2 =
Rrk −Rrn

1 − √
sn

(13)

where the rotor resistance at different operation conditions are obtained from:

Rrn =
snPn

3(1 − sn)(Infpn)2
; Rrk = Rrn

Ma

I2
asn

(14)

The total dispersion reactance is composed by stator and rotor linkage, Xcc =
Xfs +Xfr and, in general proposed motors usually considered 40% for the rotor
and 60% for the stator [4]. These constants are obtained from:

K3 =
Xcck − √

smXccsm

1 − √
sm

; K4 =
√
sm(Xccsm −Xcck)

1 − √
sm

(15)

Xccsm, Xcck, sm are dispersion reactance at maximum slip, dispersion reactance
at start-up and maximum slip respectively, given by:

Xccsm =
Rrsm

sm
(16)

Xcck =
√

1
Ia

− (Rs +Rrk)2puZb (17)

sm = sn
Mmax +

√
M2

max − (1 + 2sn − 2Mmaxsn)
1 + 2ss − 2Mmaxsn

(18)

where Rsm = K1+K2
√
sm is the rotor resistance at maximum slip and Zb = Unf

In

is base impedance obtained from the relation between phase voltage and rated
current.

3.3 Fault Injection

Unbalanced voltage is produced altering input voltage, is chosen phase-A because
it coincide with phase-α of transformed system, that is, the bi-phase system
would be transformed to:

usα =
2
3

[
(uas + udes) − 1

2
ubs − 1

2
ucs

]
; usβ =

√
3

2
(ubs − ucs) (19)

where udes is unbalanced voltage.
Stator short circuit suppose a diminution of stator resistance proportional to

the turns in short circuit, is chosen phase-A because it coincide with phase-α,
therefore, stator resistance is modified to:

Rsα = (1 − ecc)Rs (20)

where ecc is the ratio of turns in short circuit.
Broken bar or bars in the rotor cause the resistance in one phase is greater

than the other, such phase-α match with the symmetry axis of the rotor causing
that rotor resistance in this axis be greater that phase-β:

Rrα > Rrβ (21)

because of this, rotor resistance is modified to:
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Rrα = K1 +KrbK2
√
s ; Rrβ = K1 +K2

√
s (22)

where Krb is the increasing resistance due to the broken bar, this value is called
broken bar constant.

With this mathematical model and employing Matlab Simulink c©, motors
with different power and pole number were simulated under conditions cited
above.

4 Methodology to Transform Temporal Response in
Patterns

Temporal response consists on different conditions: normal operation; unbal-
anced input voltage with 5V, 10V, 20V and 30V; stator short-circuit with 5%,
10%, 20% and 30% of inter-turn short circuit at phase-A and; rotor broken bar
constants of 1.05, 1.1, 1.2 and 1.3. Figure 2 shows operational curves in normal
operation and with 30% of inter-turn short circuit, 1.3 of broken bar constant
and 30V of unbalanced voltage. As we can see from the figure a slight variation
of the speed curve with fault and without it. The current signal is a combination
of the two transformed current, isα and isβ , and can be observed a current ripple
and a noticeable displacement with respect normal condition.

Some authors [11] [12] perform a spectral analysis especially from signal cur-
rent, but in this research we proposed an alternative way to resolve this kind of
fault in induction motors.

4.1 Pattern Extraction

The first step from pattern extraction is ripple elimination by means digital
processing that consists in decimate and signal smooth. Using heuristic analysis
that suggests differences between normal and fault operation, we proposed cal-
culate time differences between current and speed signals. Then, the difference

Fig. 2. Operational curves in normal operation and under different faults conditions
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between normal condition versus one with fault is presented in Fig.3 that shows
stator short circuit and unbalanced input voltage, where is noticeable a signifi-
cant difference between faults. In this graphic, the abscissa represents the speed
differences and ordinate represents the current differences, that is:

Xaxis = Speedwithoutfault − Speedwithfault (23)
Yaxis = Currentwithoutfault − Currentwithfault (24)

From behaviour in speed and current signals is now presented the particular
characteristics extraction.

Relative Unidimensional Characteristics. These characteristics are com-
posed by differences respect time of normal condition versus abnormal operation,
hence its name. Sampling time differences between current magnitudes with fault
and those without fault are calculated, the new signal conformed by this differ-
ence is analysed to extract: 1) maximum peak generated by difference between
current without fault and with fault, b) occurrence time of maximum peak rela-
tive to establishment time and c) pulse width at 70% of maximum amplitude. It
was necessary the application of scalar function to eliminate the transient pulse
generated by abrupt raising stator current at start engine moment and limiting
the window analysis to twice the establishment time. The Fig.4 shows a graphic
representation of relative unidimensional characteristics.

Relative Bidimensional Characteristics. Since exists a direct relationship
between currents and motor speed, the transient time during motor start up
provide important information to diagnostic. Therefore are chosen ten current

Fig. 3. Speed difference versus current difference for same motor and different abnormal

conditions
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Fig. 4. Graphic representation of unidimensional and bidimensional characteristics

points during transient time taken to equidistant speed values, but these values
are normalized respect value without fault, that is:

V aluepoint =
V aluewithfault

V aluewithoutfault
(25)

thus, for normal operation these ten points will have values of one, for abnormal
conditions, these points will have values greater than or less than one depending
on which type of fault. The Fig.4 shows the transient start up of speed versus
current and illustrates curves with fault and without it.

Absolute Characteristics. These characteristics are taken from motor nomi-
nal data, in this case are elected the rated output in kW and motor pole number.

5 Training and Execution of Artificial Neural Network

5.1 Training of Neural Network

The first step was the build of motor database that consists in pattern generation
by means of methodology above described. In this paper were selected motors
between range of 1kW to 50kW with distinct rated input and pole number. The
total number of patterns used from training were 468, extracted from simulated
motors through data catalogue.

Each training pattern consist of fifteen characteristic: three from relative uni-
dimensional, ten from relative bidimensional and last two from absolute charac-
teristics, hence, the input neural network layer has fifteen neurons. The output
layer has thirteen neurons, recognizing normal operation and each intensity of
three faults described, that is, thirteen neuron activating with ”1” for each corre-
sponding output neuron. The better performance was reached with three hidden
layers composed by 29 neurons on first layer, 19 on second and 17 on third.
Test was implemented with different transfer function and the best results were
achieved with sigmoid function in hidden layer and linear function in output
layer.
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5.2 Evaluation of Neural Network

The neural network was tested with 455 patterns and was calculated for each
pattern its error depending the fault and intensity. In the evaluation were ex-
tracted signals from real motors with history of failure and signals generated by
simulation, although the principal source was simulated motors. Table 1 shows
the distribution of real and simulated motors, since flexibility of computational
algorithm was possible calculate for each simulated motors its thirteen patterns.

Table 1. Collection of patters for neural network evaluation

Motor type
Rotor broken

bar

Stator short

circuit

Unbalanced

input

Real 9 15 15

Simulated 32 32 32

Table 2 shows evaluation results of neural network divided in three categories
of fault diagnostic: fault detection, fault isolation and fault identification. The
table shows that error detection was 0%, that is, for any fault pattern no matter
which type or intensity, the neural network responses activating a neuron differ-
ent from normal operation indicating a possible fault. Isolation errors indicate
activation of any neuron that does not match its fault type presented at input,
from table the biggest isolation error occurs in stator inter-turn short circuit
with 3.4%. Finally, identification errors indicate activation of any neuron that
does not match its intensity presented at input but does match its type, from
table the biggest identification error occurs in stator inter-turn short circuit with
11.5%. This error is not critical because the primordial information is correct:
indicate and detect which failure occurs.

Table 2. Evaluation of artificial neural network used in diagnostic

Detection

errors

Isolation errors Identification errors

Short

circuit

Broken

bar

Unba

lanced

Short

circuit

Broken

bar

Unba

lanced

0% 3.4% 0% 1.8% 11.5% 9.5% 5.9%

6 Conclusions

The present paper demonstrates that computational model is feasible to recog-
nize motor electric fault patterns, such as stator inter-turn short circuit, rotor
broken bar and unbalanced input voltage, verifies that motor patterns chosen
effectively characterizing induction motor behaviour under distinct operation
conditions in a range between 1kW to 50kW rated output, moreover, these pat-
terns allow generalization of neural network used in diagnostic when is presented
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unknown patterns at its input. Mathematical model that use varying parameters
as function of motor slip and methodology to calculate constants and parameters
from data catalogue are verified too, from these information, modeling of motor
failures to simulate motor behaviour under abnormal conditions test successfully
the methodology presented to identify early potential faults at induction motors.
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Á.A.: Inter-turn short circuit and unbalanced voltage pattern recognition for three-

phase induction motors. In: Ruiz-Shulcloper, J., Kropatsch, W.G. (eds.) CIARP

2008. LNCS, vol. 5197, pp. 470–478. Springer, Heidelberg (2008)

11. Arthur, N., Penman, P.: Induction machine condition monitoring with higher oder

spectra. IEEE Trans. Ind. Electron. 47, 1031–1041 (2000)

12. Cruz, S.M.A., Cardoso, J.M.: Stator winding fault diagnosis in three-phase syn-

cronous and asynchronous motors, by the extended park’s vector approach. IEEE

Trans. Ind. Appl. 37, 1227–1233 (2001)



W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 463–471. 
springerlink.com                                                   © Springer-Verlag Berlin Heidelberg 2009 

Closed-Loop Identification of a Nonlinear 
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Abstract. This paper presents a new methodology for parameter identification 
of a class of nonlinear servomechanisms. The key element is a closed-loop 
identification technique where a Proportional Derivative controller stabilizes 
the servomechanism. Experiments using a laboratory prototype, allows 
comparing the proposed approach against a standard Least Squares algorithm. It 
is shown that the disturbances acting on the servomechanism do not 
significantly affect the parameter estimates obtained using the proposed 
approach.  

Keywords: Nonlinear identification, closed-loop identification, servomechanism, 
persistent excitation. 

1   Introduction 

Nonlinear servomechanisms typically appear in applications where a brushed or 
brushless servomotor drives nonlinear loads such as robot arms. However, the 
problem of estimating the system parameters may get complicated when the plant to 
be identified must work in closed-loop or if the system is open loop unstable. 
Identification of systems operating in closed-loop has been a topic of research in the 
last years because there exist cases where it is not possible to apply directly open-loop 
identification methods. For example, in unstable industrial processes operating under 
feedback control, experimental data can only be collected under closed-loop 
conditions. This last situation remains valid for most mechanical servo systems such 
as robotic manipulators and high-precision position control systems where the loop 
may not be removed for security reasons. Several methods for closed-loop 
identification of linear plants has been proposed in the literature, [1], [2], [3]. 
However, the presence of nonlinearities in many real-life plants motivates the 
development of methods suited for this case. References [4] and [5] deal the problem 
of closed-loop identification of nonlinear time-varying plants operating under linear 
or nonlinear feedback. In these references the closed-loop system is transformed into 
one represented using the Youla-Kucera parameters; subsequently, it is identified 
using open-loop techniques. The controller used for closing the loop defines a subset 
of linear plants for which a Youla-Kucera parameter may be obtained. However, the 
method does not identify the parameters of the nonlinear system, but the parameters 
of a linearized model. In [6], the closed loop output error method, previously 
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employed for discrete-time linear plants [3] is applied to nonlinear plants in closed 
loop with a nonlinear controller. A feature of this approach is the fact that the closed-
loop system should be strongly strictly passive. This condition is too restrictive and 
can not be verified a priori in all cases since knowledge of the plant parameters would 
be necessary. It is worth mentioning that the aforementioned references do not present 
numerical simulations or experimental results. Further, these results would not be 
suitable for identifying certain class of nonlinear plants, for instance, nonlinear 
servomechanisms or robot manipulators. A depart from these previous methods is 
proposed in [7] where an inner-outer relay structure is proposed for identifying 
Coulomb friction in a positioning system, where the inner relay models the Coulomb 
friction. The outer relay is introduced to close the loop and generates periodic motion. 
Stability of the periodic solution of the closed-loop system is studied by means of the 
Poincaré map. Parameter estimation is performed through a recursive Least Squares 
algorithm. The method is tested experimentally showing good results; unfortunately, 
it does not provide parameter estimates of the linear part of the positioning system. 
The method proposed in [8] identifies a second order nonlinear system using a 
gradient algorithm. A high-gain controller stabilizes the open-loop unstable plant. 
That approach imposes differentiability conditions on the regressor vector and the 
paper only shows simulation. 

This work outlines an approach for closed-loop identification of nonlinear 
servomechanism. This method extends previous results [9] to deal with a class of 
nonlinear servomechanisms. Moreover, compared with previous works [8], no 
differentiability conditions are imposed on the regressor vector. Experiments permit 
comparing the proposed approach against a standard Least Squares (LS) algorithm. 
These experimental results show that disturbances greatly affect the estimates 
obtained using the LS algorithm. In the case of the proposed approach, disturbances 
do not significantly influence the parameter estimates. The paper is organized as 
follows. Section 2 is devoted to the identification algorithm, stability properties and 
parameter convergence. Experimental results are shown in Section 3 and some 
concluding remarks are given in Section 4. 

2   Closed-Loop Parameter Identification 

2.1   Preliminaires  

Fig. 1 depicts the idea of the closed loop identification algorithm. Two Proportional 
Derivative (PD) controllers simultaneously close the loop around the nonlinear 
servomechanism and its estimated model and an update law computes its parameter 
estimates. It is worth mentioning that both controllers have the same gains; moreover, 
under some mild conditions, the PD controller is able to stabilize the nonlinear 
servomechanism without knowledge of its parameters. Consider the nonlinear 
servomechanism model described by  

buxxx T +⎟
⎠
⎞

⎜
⎝
⎛−=

•••
,fγ  (1) 
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where 
•
x  denotes the time derivative of x, x = [x, 

•
x ]T are the states of the nonlinear 

servo, which are available through sensors, mR∈γ  and +∈ Rb  are unknown 

constant parameters, u is the input control, and f(x) = f(x, 
•
x ) mR∈  is a nonlinear 

known function.  

 

Fig. 1. Schematic for the proposed parameter identification algorithm 

Model (1) fulfills the following assumption: (A1) The nonlinear function f fulfills 
( ) ( ) ( ) 21121 ff,f xxLxxkx f −≤−≤ . 

2.2   Stability Analysis of the Closed-Loop System 

Consider the PD control law u(t)=kpe-kddx/dt, where, kp>0, kd>0 and the error e is 
defined as e:= xd-x. The reference xd fulfills the following assumption: (A2) The 
reference xd is bounded, i.e. β≤dx . Then, substituting u into (1) yields 

••••
−+⎟

⎠
⎞

⎜
⎝
⎛−= xbkebkxxx dp

T ,fγ  (2) 

Firstly, it is necessary to find conditions under which controller u(t) stabilizes system 
(1). To this end, consider the following Lyapunov function candidate 

( ) ( )
x

1
x5.0x1 ⎥

⎦

⎤
⎢
⎣

⎡ +
=

μ
μμ dpT kkb

V
, where μ>0. Function V1 is positive definite if 

dbk<μ . Now, by taking the time derivative of V1 along the trajectories of (2) and 

using γ1=||γ||, bounds on f(x), equation of e(t) and bound on xd leads to 

( ) ( ) ( ) •••
++++−−−≤ xbkkxbkkxbkxbkV pfpfpd βγβγμμμ 11

2
2

1 . Let 

the PD controller gains to be written as kp=αLp and kd=αLd. Then, assuming that the 
inequality μ<0.5bkd holds, and considering zT=[|x|,|dx/dt|] and the following 
definitions: { } ( )[ ]βγβγμμ pfpf

T
dp bkkbkkbLbLdiag ++== 11B,5.0,M  allows 

writing the bound dV1/dt as  

( ) ( )( )[ ]1
minmin1 MBzzMzBMzz −

•
−−≤+−≤ αλαλα TTV  (3) 

Consider the set Ω defined as Ω:={z:||z||<α||B||(λmin(M)) -1}. Then, dV1/dt is negative 

definite if z ∉ Ω. Therefore, the feedback system (2) is Uniformly Ultimate Bounded 
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(UUB) [10] and the region Ω can be made arbitrarily small if α increases, i.e., with a 
high gain controller.  

2.3   Stability Analysis of the Error Dynamics 

Consider the following model of the nonlinear servomechanism (1): 

eee
T

e ubxxx ˆ,fˆ +⎟
⎠
⎞

⎜
⎝
⎛−=

•••
γ , where xe=[xe, ex

•
]T is the estimated state and parameters 

γ̂ , b̂  are the estimates of γ, b, respectively. Let the PD control law: 

edepe xkeku
•

−= , with ee:=xd-xe. It is worth noting that the proportional and 

derivative gains for u and ue are the same. Substituting ue into the model of the 

nonlinear servomechanism leads to edepee
T

e xkbekbxxx
••••

−+⎟
⎠
⎞

⎜
⎝
⎛−= ˆˆ,fγ̂ . Define 

the error between the output of the nonlinear system (2) and its model as ε:=x-xe. 
Therefore, the associated error dynamics corresponds to the following differential 
equation 

( ) ( )( ) φθγεεε T
e

T
pd bkbk ~xfxf +−−−−=

•••
 (4) 

where [ ] ( )[ ]ee
T ubb −=−−= ,xf:,ˆ,ˆ:~ φγγθ . The stability analysis employs passivity 

arguments [12]. Define E:= x-xe = [ε,dε/dt]T and consider the storage function 

E
1

E5.0,1 ⎥
⎦

⎤
⎢
⎣

⎡
=⎟

⎠
⎞

⎜
⎝
⎛ •

μ
μ

εε pT bk
H . This function is positive definite if 

pbk<μ . 

Taking the time derivative of H1 along the trajectories of (4) leads to 

( ) ( )( ) ⎟
⎠
⎞

⎜
⎝
⎛ +−−−⎟

⎠
⎞

⎜
⎝
⎛ +−⎟

⎠
⎞

⎜
⎝
⎛ +≤

••••
εμεγεμεεμεφθ e

TT
d

T bkH xfxfNEE
2

1

2

1~
2

1
, where 

N=diag{2μbkp-μ2bkd,bkd-2μ}. Matrix N is positive definite if μ< min{2kp/kd, bkd/2}. 

Define Ξ:=[|ε|,|dε/dt|]T and consider the following upper bounds 

( ) ( )( ) Ξ+≤+≤−
•

1,Exfxf 2
11 μεμεγγ Le

T . Since ||E|| = ||Ξ||, it follows that 

( ) ( )( ) 22
11 E1xfxf +≤⎟

⎠
⎞

⎜
⎝
⎛ +−

•
μγεμεγ Le

T . Therefore, dH1/dt is upperbounded as 

( ) 22
11min

2

1 E1N
2

1

2

1~
⎥⎦
⎤

⎢⎣
⎡ +−−⎟

⎠
⎞

⎜
⎝
⎛ +−⎟

⎠
⎞

⎜
⎝
⎛ +≤

•••
μγλεμεεμεφθ LbkH d

T  and if 

( ) 012N 2
11min >+> μγλ L  holds, then 

2

1
2

1~
⎟
⎠
⎞

⎜
⎝
⎛ +−⎟

⎠
⎞

⎜
⎝
⎛ +≤

•••
εμεεμεφθ d

T bkH . The 

above means that (4) defines an output strictly passive (OSP) mapping described as 

⎟
⎠
⎞

⎜
⎝
⎛ +→

•
εμεφθ T~ . As a consequence, the output defined as (

•
+ εμε ) belongs to the 

space L2. Then, ε is the output of a linear exponentially stable system whose input 
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belongs to the space L2, thus [13]: ε→0 as t→∞. The last analysis makes intuitive to 
consider the next parameter updating law 

⎟
⎠
⎞

⎜
⎝
⎛ +Γ−=

••

εμεφθ~   (5) 

where Γ>0, Γ = ΓT∈ℝ2×2. Let the storage function ( ) θθθ ~~5.0~ 1
2

−Γ= TH , whose 

time derivative along the trajectories of (5) leads to ( ) ( )φθεμεθ TH ~~
2 −⎟

⎠
⎞

⎜
⎝
⎛ +=

••
. 

Consequently, (5) defines a passive operator ( )φθεμε T~−→⎟
⎠
⎞

⎜
⎝
⎛ +

•
. Therefore, the 

interconnected system (4)-(5) defines an OSP operator with output (
•

+ εμε ) [12]. Let 

H=H1+H2; it is not difficult to conclude that dH/dt≤-(1/2)bkd(
•

+ εμε )² and as result 

{ε,dε/dt,θ~ }∈ L∞. Moreover, it was previously shown that (2) is UUB; therefore, 
{x,dx/dt}∈L∞ and so do {xe,dxe/dt}. Based on the last analysis, it is possible to state 
the following result. 

Proposition 1. Consider the feedback interconnected system (4)-(5), assume that 
parameter μ satisfies: μ<min{2kp/kd,bkd/2,sqtr(bkp)} and that 

( ) 012N 2
11min >+> μγλ L  holds; then, {ε,dε/dt, θ~ , xe,dxe/dt } ∈ L∞ and ε→0 as 

t→∞. 

2.4   Parameter Convergence 

The following persistence of excitation (PE) condition ensures parameter convergence 
[11]. 

Definition 1. A vector nRR 2: →+φ  is persistently exciting if there exist α1>0, α2>0 

and δ>0 such that ( ) ( )∫
+

≤≤
δ

αττφτφα
0

0

21

t

t

T IdI . 

3   Experimental Results 

The following nonlinear rotating servomechanism model allows testing the proposed 
methodology 

( ) τ=++
•••

xgmlxfxJ sin   (6) 

Angular position, velocity and acceleration correspond to x, dx/dt, d2x/dt2, 
respectively; J and f are the servomechanism inertia and viscous damping 
respectively; gmlsin(x) is a gravitational torque due to a pendulum of length l and 
mass m; g is the gravity constant, and τ the torque provided by a DC motor. If the 
amplifier driving the motor works in current mode, it is reasonable to assume that 
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τ=ku, i.e., the torque provided by the motor is proportional to the voltage control 
signal. Fig. 2 depicts the convention for measuring the angular position x. Rewriting 

model (6) yields ( ) buxx T +−=
••

fγ , where f(x) = [sin(x),dx/dt]T, γ = [gml/J, f/J], 

b=k/J. The servomechanism employed for the experiments (Fig. 2) is a DC brushed 
motor controlled by a Copley Controls power amplifier, model 413, configured in 
current mode. The angular position is measured using a BEI optical encoder with a 
resolution of 2500 pulses per revolution and it is directly coupled to the motor shaft. 
Data acquisition is performed by a MultiQ 3 card from Quanser Consulting endowed 
with inputs for optical encoders. The electronics associated to these inputs multiply by 
4 the encoder resolution. Angular position is scaled down by a factor of 10,000 
corresponding to one motor shaft turn. The card has 12 bits digital-analog converters 
with an output voltage of ±5V. Programming was performed using the Matlab-
Simulink software operating with the WINCON software from Quanser Consulting. 
Sampling period was 1 ms. The experiments are divided into three parts. In the first 
part, parameters of the nonlinear servomechanism are identified using a standard 
Least Squares (LS) algorithm and the proposed methodology without adding external 
disturbances. In the second part, the parameter estimates obtained in the first part 
allows designing a tracking controller that is applied to the nonlinear 
servomechanism. Finally, the experiments previously performed in the first part are 
repeated under a constant disturbance applied to the nonlinear servomechanism.  

 

Fig. 2. Convention for measuring x (left hand side); laboratory prototype (right hand side) 

3.1   Parameter Identification without Adding a Disturbance 

The PD controller gains are set to kp=20 and kd=1.3. Velocity estimates dxf /dt of 
dx/dt were obtained through filtering of the position measurements with dxf /dt=dω /dt 
and d2ω /dt2+1100 dω /dt+30000 ω =300000x. The above filter is also employed in 
the model even if velocity dxe/dt is available. The following relationships allow 
implementing the LS algorithm (see also Fig. 3)  

( )

424241433232313

2222221211212111

;;;

;;;sin
••••••••

••••••••

==++==++

==++==++

yzxyyyyuyyy

yxyyyyxyyy

λλλφλλλ

φλλλφλλλ   (7) 

with λ1=40, λ2=400, 
LS

Tz φθ=  and [ ]321 φφφφ =LS . Note that equation for z 

holds for all time t; then it is valid for the instants h,2h,3h,...,(k-1)h,kh, where h is the 
sampling period. Then, z can be rewritten as z(kh)=θTφ (kh); omitting the sampling 
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period yields z(k)=θT φ  (k). The above expression allows using the Least Squares 

algorithm with forgetting factor [14]. The LS algorithm is implemented using 
P(0)=diag{500,500,500} and a forgetting factor constant value of λ=0.999. The gains 
for the proposed algorithm were set to Γ=diag{500,15000,10000} and μ=0.5. The 
nonlinear servomechanism is excited using a signal provided by the Band-Limited 
White Noise block from MatLab Simulink (see Fig. 3) set to: noise power of 5, 
sample time of 0.1 and seed [12121]. Fig. 4 (a) and (b) show the time evolution of the 
parameter estimates obtained using the LS algorithm and the proposed approach 
respectively.  

 

Fig. 3. Block diagram for implementing the Least Squares algorithm (left hand side); reference 
signal for the identification experiments (right hand side) 

For the LS algorithm the parameters estimates approximately settle at { γ̂ T, 

b̂ }={28,8,2} whereas for the proposed algorithm the corresponding values are { γ̂ T, 

b̂ }={26,10,3}. From the above it is clear that both algorithms give similar parameter 
estimates.  

3.2   Trajectory Tracking Experiments 

Let {γ T, b }={γ 1, γ 2, b } be the estimated parameters obtained with any of the 

parameter identification algorithms during the first ten seconds. Then, consider the 

control law ( ) ⎥⎦

⎤
⎢⎣

⎡ +++⎟
⎠
⎞

⎜
⎝
⎛=

••••
− ekekxxxbu d

T
21

1 ,fγ , with k1,k2 being positive 

constants and e is the tracking error.  The above control law applied to (1) leads to the 

following closed-loop error dynamics ( ) ( ) ( )ubbxxekekte T −+⎟
⎠
⎞

⎜
⎝
⎛−=++

••••
,f21 γγ . 

Note that if the parameter estimate errors γγ −  and bb −  are zero, then, the tracking 

error converges to zero. In practice, good parameter estimate would lead to smaller 
tracking error e. The reference is a sinusoid with amplitude of 0.25 motor shaft turns 
and frequency of 4 rad/s. Fig. 5 (a) and (b) show the tracking error when the control 
law u  is computed using the LS and the proposed algorithm, respectively. The 
trajectory errors are similar. 
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3.3   Parameter Identification under Constant Disturbances 

The parameter estimation algorithms are tested under the same conditions used 
previously, however, a constant disturbance d=0.5 v is considered in the model of the 

nonlinear servomechanism: ( ) dbuxx T ++−=
••

fγ . Fig. 6 (a) and (b) depict the 

results for the LS and the proposed identification algorithm, respectively. 
Note that the parameter estimates obtained using the LS algorithm are far different 

from the estimates obtained under no disturbance conditions. In particular, note that 
parameter γ̂ 2 takes negative values. On the other hand, the parameter estimates 

obtained with the proposed method stay near to the values obtained under no 
disturbance conditions.  

 

Fig. 4. Parameter estimates (non perturbed case): (a) LS algorithm; (b) proposed method 

 

Fig. 5. Tracking error: (a) LS algorithm; (b) proposed algorithm 

 

Fig. 6. Parameter estimates (perturbed case): (a) LS algorithm; (b) proposed method 
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4   Conclusion 

This paper presents a new methodology for parameter identification of a class of 
nonlinear servomechanisms. The key element is a closed-loop identification technique 
where a Proportional Derivative controller stabilizes the servomechanism without 
knowledge of its parameters. The proposed identification algorithm and a standard 
Least Squares method are experimentally compared using a laboratory prototype. The 
experiments show that both algorithms give similar results when disturbances are not 
considered and produce low tracking errors when the parameter estimates are used for 
designing a trajectory-tracking algorithm; however, the proposed algorithm gives 
reasonable results in face of constant disturbances whereas the Least Squares method 
produces estimates far from the values obtained in the non-disturbance case.  
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Abstract. Nowadays, the ensembles are a popular classification method. In or-
der to obtain the final decision the selection and the fusion methods are used.
In this paper, the Dynamic Classifier Selection with Confidence Intervals (DCS-
CONFI) method is proposed. This method use confidence intervals for identify
the true knowledge or the influence of each individual classifier in the final de-
cision, thus, the member with higher confidence interval is chosen for classify
the test pattern. The experimental results demonstrated the convenience of to
determinate the confidence level when the classifier selection scheme is used.

1 Introduction

Ensemble is a learning paradigm where several classifiers are combined in order to
generate a single classification result. It has been found that combining multiple de-
cision can produce more robust, reliable and efficient recognition performance than
using a single expert classifiers. Let D = {D1, . . . , DL} be a set of L classifiers, and
Ω = {ω1, . . . , ωc} be a set of c classes. Each classifier Di (i = 1, . . . , L) gets as input
a feature vector x ∈ �d, and assigns it to one of the c problem classes.

Two strategies are accepted for combining classifier decisions: fusion and selection.
In classifier fusion, each member of the ensemble is supposed to have knowledge of
the whole feature space and thus, they are either complementary or competitive. On
the other hand, in the selection approach only one of the members is who decides the
class label for the test sample. Studies pointed out that, the selection between different
classifier could be better if the classifiers are ”specialized” on the recognition of differ-
ent data set partitions. Each ”specialized” classifier will be thus required to has a high
accuracy for the test patterns that belong to one ”region” of the feature space [7].

Focusing on the selection strategy, it can be with two methods: static selection and
dynamic selection. In the static selection, the classifier expert is assigned during the
learning phase and, in the dynamic selection the expert is determined in the classification
phase.

In order to identify the confidence of the individual classifier or to analyze the cost-
sensitive classification, several strategies are proposed [12], [15], [14], [16]. The goal
of determining confidence is to produce a method which takes information about the be-
havior of each classifier on a specific subject and to obtain the confidence level using the
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certain of decision. On other hand, the cost-sensitive classification methods is to build
a classifier to minimize the expected misclassification costs rather than minimizing the
expected number of misclassification errors.

In the current work, we include two new methods for determining the confidence
intervals on the Dynamic Classifier Selection (DCS) [10]. For that, we use two different
models of ensembles: based on Genetic Algorithms and based on resampling methods.
The effectiveness of these approach is empirically tested over real-problem data sets.

From now on, the rest of the paper is organized as following. Section 2 describe
the confidence measures, Section 3 provides related works about classifier selection
methods. Section 4 expose the Dynamic Classifier Selection with confidence intervals
(DCS-CONFI), method here proposed. In the Section 5 and Section 6 details of the
resampling and Genetic algorithms methods are showed. Next, the experimental results
are discussed in Section 7. Finally, Section 8 gives the main conclusions and points out
possible directions for future research.

2 Confidence Measures

The ensembles can be categorized into three groups to according to the level of classi-
fiers outputs [19]

– Abstract level (class label).
– Rank level (rank order).
– Measurement level (class scores).

The ensembles at measurement level has the advantage to provide richer information
of class measures. This information represent the degree of confidence of decision, like
the class posterior probability or likelihood. A confidence measure can be defined as a
value that describe the trust a classifier has in its own classification results. The higher
the confidence in a class label, the higher probability that this class label is indeed the
correct label for an unknown test pattern.

The confidence value for a single classifier can be defined as follow. Let Di that is a
single classifier of set D classifiers and a discriminant function Di(x) : x → Ω . For
each sample x the classification based on Di is either correct or incorrect, therefore a
correctness function C(x, ω) can be defined:

C(x, ω) =
{

1, ifDi(x) = ω
0, ifDi(x) �= ω

(1)

where ω is the true class label of sample x. Thus for a test pattern classified, the confi-
dence is given by

q(x) = P (C(x, ω) = 1|x). (2)

that is defined as the probability that the classification is correct. The classification
confidence is thereby the posteriori probability for the estimated class.

Many works assumed that the classifiers outputs of neural networks and parametric
statistical classifiers already represent the estimate of class probabilities. For many other
non-parametric classifiers, however, the outputs have diverse meanings and ranges, and
so, they need to be transformed to uniform confidence measurements.
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The confidence transformation method consist in the combination of a scaling func-
tion and an activation function. The scaling function shifts and re–scales the classifier
outputs to a moderate range around to zero such that the outputs of different classifiers
are comparable. A simple method to re–escale the output values is the function called
Global Normalization,

fi(d) =
di − μo

σo
(3)

where μo and σo are the mean and variance of the pooled classifier outputs respectively,
and d denote the set of outputs of classifiers.

The re–scaled outputs is transformed to confidence measure using an activation func-
tion corresponding to one of four confidence types: log–likelihood (linear), likelihood
(exponencial), sigmoid, and evidence.

3 Classifier Selection

The classifier selection methods identify the suitable classifier to assign the class label
corresponding to a test pattern (TP). Thus, for each TP only one classifier makes the
final decision. For that, the classifier selection methods divide the training set in r inter-
esting regions, where r must be r > 1. Each region is denoted by R = {R1, . . . , Rr}
and, the number of classifiers L is not necessarily equal to the number of regions r [6].
In addition, each classifier can be expert in one or several R regions.

3.1 Static Classifier Selection (SCS)

In this method, the regions are established during the training phase, previous to the
classification of patterns. In the operation (classification) phase, the region of the pattern
y is firstly found (Rj), then, using the Dj classifier (responsible of the region j) the
corresponding label is assigned to y. The allocation Region - classifier can become of
two forms:

– Begin specifying the region and later assigning a responsible classifier [9], [8].
– Find the region (or regions group) for each classifier, where the classifier has better

performance [12], [11].

3.2 Dynamic Classifier Selection (DCS)

Unlike the static selection, in the dynamic selection, the competence regions are ob-
tained during the operation phase. The division commonly is based on the accuracy of
each decision, having greater preference the classifier more accurate. This algorithms
estimate the local accuracy and are called Dynamic Classifier Selection with Local Ac-
curacy (DCS-LA).

Woods et al [10] propose two methods which consider local accuracies. The first
one, called overall local accuracy (DCS-OLA), considers the right percentage of TP
classified by each classifier L. The second method, local class accuracy (DCS-LCA),
considers the class assigned by a classifier to the TP, and then, it calculates the per-
centage of the training patterns correctly classified towards the same class by using the
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k-Nearest Neighbor Rule (k-NN). The main difference between both methods is related
to the information used to compute the ”local accuracy”, thus, the former has been
called a priori selection, an the latter as a posteriori selection GiaTesis.

The general algorithm of DCS-LA is the next [10]:

1. Design the individual classifier D1, . . . , DL. Pick the value of the parameter k.
2. Upon obtaining an input x, label it by D1, . . . , DL. If all classifiers agree on the

label, then assign this label to x and return.
3. If there is a disagreement, then estimate the local accuracy for each Di, i=1, . . . , L.

To do this, take the class label offered for x by Di, say sεΩ, and find the k pints
closest to x for which Di has issued the same label. Calculate the proportion of the
pints whose true labels were s to be an estimate of the local accuracy of Di with
respect to class s.

4. If there is a unique winner of the local accuracy contest, let it label x and return.
Otherwise, check if the tied winners have the same labels for x. In this case, accept
the label and return. If a unique class label might be selected by plurality among
the tied classifier, then assign this label to x and return.

5. Otherwise, there is a class label tied between the most locally competent classifier.
The classifier with the next highest local competence is identified to break the tie.
If all classifier are tied and the class label is still tied, then pick a random class label
among the ties labels and return. If there is a unique winner of the (second) local
competence contest and it can resolve the tie, then use the winning label for x and
return.

6. If none of the clauses in the previous point apply. Then break the class label tie
randomly and return a label for x.

Modifications for this method were proposed by Kuncheva [8], that includes the random
selection form of the winning classifier when ties appear. Other modification was pro-
posed by [18], that use a k−nearest neighbor weighted by obtain the local accuracies
and by Giacinto [6], where the local estimation is made using the class probabilities,
unlike Woods, Giacinto only considers the label of class assigned to the TP.

4 Dynamic Classifier Selection with Confidences (DCS-CONFI)

The DCS-CONFI is based on DCS-LA algorithm, the main difference is the use of
two confidence measure in the k-NN rule. For apply the intervals we consider two
approaches: using the distances and using the space volume filled by the k nearest
neighbor.

The first confidence, take into account the distances of the nearest neighbor as well
as their class. The confidence level for the classifier Dcf

i is given for the next formula:

Dcf
i = argmax

∑c
j dj

dk
(4)

where d is a Euclidean distance, dj are the distances of the training samples of the class
j including in the k nearest neightor and, dk is the sum of the all distances of the k
nearest neighbor.
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The second confidence measure here used, originally was proposed in [3] as a re-
jected method of noisy patterns in Handwritten Character Recognition. This function is
estimated by looking at the space volume filled by the k nearest neighbor of that class.
For estimate the confidence of each class the formula is the next:

Dcf
i = argmax

k

nivi
(5)

where ni is the number of training samples in the class i and vi is a volume measure
filled by the k nearest one.

In the ensembles context, using these confidence value, each classifier take him de-
cision according the hight value obtained. When the individual decisions are, all of
them are compared and chose that who have higgler confidence value. This procedure
is shown following:

1. Design the individual classifier D1, . . . , DL. Pick the value of the parameter k.
2. Upon obtaining an input x, label it by D1, . . . , DL. If all classifiers agree on the

label, then assign this label to x and return.
3. If there is a disagreement, then estimate the local confidence level for each Di, i =

1, . . . , L respect to class s. To do this, use any equation exposed above.
4. The classifier which provide the higgler confidence level let the label x and return.

5 Resampling Methods

Selection with replacement of patterns is the main characteristic of the resampling meth-
ods used for classifier ensembles. In this section, we briefly describe two of the methods
more widely used. These are here implemented by means of the class-dependent strat-
egy [5], which consists of picking instances in a way that the initial class distributions
are preserved in each of the h subsamples generated.

The rationale behind this strategy is to reduce the possibly high computational com-
plexity (computing time and storage loads) of the base classifiers induced by each of
the subsamples. In general, the smaller the subsample size, the lower the classifier
complexity.

5.1 Bagging

Bagging (Bootstrap Aggregating) [2] is the simplest and earliest resampling method.
This algorithm employs bootstrap sampling to generate several subsamples by random
sampling with replacement, m examples from the original training set (also of size m).
The individual predictions are often by majority voting combined. Note that many of
the original instances may be repeated in the resulting subsample while others may be
left out.

Briefly, the bagging method generates L bootstrap subsamples {S1, S2, . . . , SL} of
size m from the original training set T and creates the correspondingL base classifiers.
The output produced by the ensemble is the class label with a majority of votes.
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5.2 Boosting and Arc-x4

Boosting and its main variant AdaBoost (Adaptive Boosting) [4] sequentially gener-
ates a series of individual classifiers, where the training instances wrongly predicted by
previous base classifiers are picked more often than examples correctly classified. In
general, every variant of boosting attempts to produce new classifiers capable to better
predict examples for which the current ensemble fails. This is done for minimizing the
expected error. Arc-x4 [1] is a variant of Boosting but, Arc-x4 use a easier method fo
adjust de weights.

AdaBoost and Arc-x4 generates L subsamples S1, S2, . . . , SL using a weight for
each one of the m instances and thus L individual classifiers D1, D2, . . . , DL are built.
At each stage l(l = 1, . . . , L), the weight Wl(i) defines the probability of adding the
instance xi into subsample Sl and represents the ”difficulty” in predicting such instance
by the previously created base classifier Dl −1. Initially, the probability of picking each
instance is set to W1(i) = 1, and then the weights are modified at each step 1 < l = L.

There are two ways in determining the subsamples employed in AdaBoost. The first
one is picking a set of examples based on the probabilities of the instances (this proba-
bility depends on how often that example was by the previous classifiers misclassified).
With this strategy, ”difficult” instances are likely to appear more than once in the next
subsample.

In the second one, the implementation simply consists of using all the instances and
the weights corresponding to its probability. At each step l, the corresponding base
classifier Dl is built and then we compute its error El using the weights Wl as

El =
N∑

i=1

Wl(i)(l − yi,l) (6)

Were yi,l = 1 if Di produces the correct label, yi,l = 0 otherwise.
The criterion to stop in this algorithm is El ≥ 0.5. Otherwise it computes a coeffi-

cient βl = El/(1 − El) to be in the weighted voting of the ensemble used and also to
update the Boosting weights of the individual instances as follows:

Wl+l(i) = Wl(i)β
l−yi,l

l (7)

A final classification produced for a new sample x is given by weighted voting among
the L base classifiers, where the weight of each base classifier depends on its perfor-
mance on the subsample used for building classifiers. The final decision of the ensemble
D for the sample x corresponds to the class label c with the maximal support according
to:

D(x) = argmaxcεΩ

∑
l:Dl(x)=c

log
1
β1

(8)

On other hand, to update the Arc-x4 weights of the individual instances as follows:

Wl+l(i) = 1 +misclassified(i)4 (9)

A final classification produce a new sample x is given by simple majority voting.
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6 Genetic Algorithm

The most basic structure of the GA proposed by Holland [13], begins with a set of
possible solutions (population) codified as a chain of bits (called chromosome), later
with the use of a method to evaluate the behavior (fitness) of each chromosome, the
parents of the next population are determined.

In this work we use the GA proposed by [17] were an m-dimensional chromosome
represents all the training set of the m samples. This was accomplished by the binary
codification , where a specific training sample was either (1) or (0) considered. This
codification is randomly accomplished. Thus, a (chromosome) solution for all training
samples marked with 1′s is formed. Then the training samples marked with 0′s are not
part of the subsample.

To reduce the processing time of the GA, in addition to the 0′s, some chromosomes
are reduced in 20%, that is to say, during the evolutive process, several genes marked
with a different value of 0 or 1 were ignored. The initial and the subsequent populations
(until 30 epochs) were of 15 chromosomes constituted.

Regarding to the fitness method, the leaving-one-out method was employed and, an
elitist method select the best solutions in each step and uses these chromosomes to
apply de genetic operators: crossover and mutation. The former, consists of the uniform
crossover and, the latter, randomly change 10% of the genes in each chromosome. An
important aspect is that the best solutions are not included in the next epoch.

When the evolutionary process was finished, the best five solutions of the all epochs
are used for build the ensemble.

7 Experimental Results

The results here reported correspond to the experiments over eight real-problem
data sets taken from the UCI Machine Learning Database Repository (http://
www.ics.uci.edu/˜mlearn). For each data set, the 5-fold cross-validation
method was employed to estimate the classification error: 80% of the available pat-
terns were used for training purposes and 20% for test set. On the other hand, it has
to be noted that in the present work, all the base classifiers correspond to the 1-NN
(Nearest Neighbor) rule. Table 1 shown the databases used in the experimentation.

Table 1. Databases used

Database Classes Features Training samples Test samples
German 2 24 800 200
Heart 2 13 216 54
Wine 3 13 144 34
Waveform 3 21 4000 1000
Liver 2 6 276 69
Pima 2 8 615 153
Cancer 2 9 546 137

http://
www.ics. uci.edu/~mlearn
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The ensembles have been integrated by using four well-known resampling meth-
ods: random selection with no replacement [5], bagging [2], boosting [4], and Arc-
x4 [1] and, two Genetic Algorithm methods; with reduction and without reduction
scheme [17]. Only the result of the best technique on each database has been presented.
Analogously, for each database, related to the number of subsamples to induce the indi-
vidual classifiers, that is, the number of classifiers in the system, we have experimented
with 5 and 7 elements, and the best results have been finally included in Figure 1.
Moreover, the 1-NN classification accuracy for each original training set (i.e., with no
combination) is also reported as the baseline classifier.
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Fig. 1. Overall Accuracy DCS-CONFI

From the results given in the Figures 1, some comments can be drawn. First, it is clear
that in all databases the employment of a ensemble leads to better performance than the
individual 1-NN classifier. Second, the application of the selection strategy outperforms
the combination of classifiers. In fact, we can find the DCS-CONFI with resampling
methods offer higher accuracy than the DCS-CONFI with GA on all databases using
ensembles with seven classifiers. With the Cancer database, differences between the
DCS-CONFI with resampling methods and the rest of the schemes are very significantly.

8 Concluding Remarks

When an ensemble is employed one has to implement some procedure for combin-
ing the individual decisions of the base classifiers. Due to some difficulties described
above, the majority voting efficiency can become too poor when the performance of the
ensemble members is not uniform. Under this practical situation, the selection methods
promise to increase the ensemble behavior eliminating the majority voting problems.

In this paper, new methods for dynamic weighting in the framework of DCS methods
have been introduced. More specifically, two new methods for determining the confi-
dence intervals has been adapted to be used in a dynamic classifier selection. Experi-
mental results with several real-problem data sets have shown the true benefits of using
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the resampling methods over the DCS-CONFI with GA schemes. Results also corrob-
orate that in general, an ensemble clearly outperforms the individual 1-NN classifier.

Future work is primarily addressed to investigate other confidence intervals functions
applied to dynamic selection in an ensemble. Within this context, the use of several
well-known data complexity measures [5] could be of interest to conveniently adjust
the classifier weights. Also, we are interested on develop static selection methods and
compare this method with other classic pattern recognition classifiers such as neural
networks or Bayesian classifier. On the other hand, the results reported in this paper
should be viewed as a first step towards a more complete understanding of the behavior
of the confidence intervals procedures on DCS algorithms and consequently, it is still
necessary to perform a more exhaustive analysis over a larger number of synthetic and
real databases.
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Abstract. In the present paper, we discussed the implementation of a novel on-
line optimal neuron-controller which based on improved Action-Depended 
Dual Heuristic Dynamic Programming (ADDHP) algorithm, including its 
schematic diagram, and the training algorithms. This algorithm requires neither 
an explicit model of controlled system nor the indispensable system 
performance index ‘J’. Compared with standard ADDHP, the proposed method 
only use the states of present and previous time step to calculate the derivative 
of the performance function, avoiding predicting the states of next time step, so 
the model network can be omitted completely. It makes the configuration of the 
method become simple, more suitable for complex nonlinear systems. The 
simulation control example is conducted in this paper, and the results show that 
the proposed ADDHP-based optimal neuron-controller has advantages in fast 
response, anti-jamming capability and robustness. 

Keywords: Improved ADDHP, Optimal neuron-controller, Model-free control, 
Fluid Triple-tank System. 

1   Introduction 

Adaptive Dynamic Programming (ADP) was proposed by Werbos [1] and modified 
by Prokhorov [2]. It is a neural network-based approximation Dynamic Programming 
(DP) [3]. Because DP is an effective method which can precisely solve such 
problems: the stochastic, fluctuant and general nonlinear system long-term 
optimization, but it usually meets “curse of dimensionality” in the practical 
application. ADP can improve the calculation efficiency and avoid the “curse of 
dimensionality” by using action-critic structure. 

As far as adaptive learning is concerned, ADP links supervised learning with 
reinforcement learning via critic network. In ADPs, the target data assumed in 
supervised learning are unknown. Instead, the target data are learned indirectly by 
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optimizing the reinforcement (or critic) in the learning process. We use supervised 
learning in ADP mainly for training the critic network. 

Backpropagation algorithm is a good candidate for supervised learning. Besides, 
backpropagation is just for passing the derivative of critic between neural networks. 
Since most of the applications of ADP are control problems, in the following context, 
we will relate ADP to control of Fluid Triple-tank System. 

Suppose that a discrete-time nonlinear time-varying system is described by: 

( 1) [ ( ), ( ), ]  , 0,1, 2,...,x t F x t u t t t l+ = =  . (1) 

where the state vector of the system nx R∈  and the control vector mu R∈ . Define 
the performance index or cost-to-go function associated the system in the form: 

( ) ( ) ( ),k t

k t

V x t U x k u kγ
∞

−

=

=⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∑  . (2) 

where U(.) is called the utility function, provided a measure of the system 
performances as a function of the system states or actions. And γ is the discount factor 
with 0 < γ ≤ 1. The objective is to choose a sequence of the control vector u(k) ( k = t, 
t+1, ...), to make the performance index function V to be minimized. Then according 
to Bellman’s optimal principle [4], the optimal control u*(t) at time t is the u(t) that 
achieves to the optimal cost, i.e. 

* *

( )
( ) arg min{ [ ( ), ( ), ] [ ( 1), 1]}

u t

u t U x t u t t V x t tγ= + + +  . (3) 

where U[x(t),u(t)]+γV*[x(t+1),t+1] is the cost at time t. 
The above equation indicates that we should search all the possible states x(t+1), 

and then find an optimal control sequence u*(t+1), u*(t+2), ..., to apply to the system. 
Unfortunately, the time backward process required for running dynamic programming 
makes the computation and storage burden become seriously heavy, especially for 
high order nonlinear systems, i.e., the problem commonly known as “curse of 
dimensionality”. In the last few years, progress had been made to overcome this 
problem by building a system called critic to approximate the cost-to-go function V of 
the dynamic programming in the form of ADPs [5]. The approximate value defined as 
J, as the output of critic. 

The basic structures of ADP [4]-[7] proposed in literature were Heuristic Dynamic 
Programming (HDP), Dual Heuristic Programming (DHP) and Globalized Dual 
Heuristic Programming (GDHP). A typical ADP consists of three neural network 
modules called “action”, “model” and “critic”. 

If we omit the model and connect the “action” to the “critic”, this model is called 
Action-Dependent ADP. The AD version [8] is just use the outputs of the action 
network as the partial inputs of the critic network, and correspondingly become 
ADHDP, ADDHP and so on. 

In ADPs, the model is not easy to obtain, especially in the complex nonlinear 
system. Some methods have been introduced to control nonlinear system without the 
model network, most of which are grounded on ADHDP [6][9]. While different from 
ADHDP, standard ADDHP still needs a model network in the propagating [5]. The 
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analysis will be presented in the context. And an improved method based on ADDHP 
will be presented in this paper. The most advantage of this method is that it only use 
current and previous states of the system to calculate J(t)/x(t), avoiding predicting the 
states of next time t+1 at time t [10]. In order to illustrate its advanced aspects, a 
controller example based on this method will be given and applied to Fluid Triple-
tank System. 

2   Standard ADDHP 

Standard ADDHP [11] performs similar operations as DHP, except for the critic 
network’s output where standard ADDHP approximates the derivative of J(t) with 
respect to the control actions u(t) and states x(t), denoted by: 

( ) / ( )

( ) / ( )
u

x

J t u t

J t x t

λ
λ

=⎧
⎨ =⎩

 . (4) 

Both λu(t+1) and λx(t+1) are propagated back from next time step t+1 and the training 
of critic in it is to minimize the following error measure: 

2 21 1 ( ) ( 1) ( )
( ) ( ) ( )

2 2 ( ) ( ) ( )i
t i t i i i i

J t J t U t
E t E t

u t u t u t
γ∂ ∂ + ∂= = − −

∂ ∂ ∂∑∑ ∑∑  . (5) 

where U(t) is an utility function, and i=1, 2,…,m, m is the dimension of u(t). 

1

( 1)( 1)
( 1)

( ) ( )j

n
j

x
ji i

X tJ t
t

u t u t
λ

=

∂ +∂ + = +
∂ ∂∑  . (6) 

The value λxj(t+1) can be obtained by propagating λu(t+1) back through the action 
network, which can be stated as follow: 

1

( 1)( 1)
( 1) ( 1)

( 1) ( 1)j k

m
k

x u
kj j

u tJ t
t t

x t x t
λ λ

=

∂ +∂ ++ = = +
∂ + ∂ +∑  . (7) 

The value ∂J(t)/∂ui(t) in Equation (5) is obtained by propagating λx(t+1) back through 
the model network, so we need a model for updating critic’s weight. 

The rule for weight update in action network can propagate critic network’s output 
λu back trough action network, as shown in Fig. 1(b). 

From the introduction of standard ADDHP arithmetic, we can find that the method 
is convenient as the model network is omitted during the training of action network. 
However, in the training of critic network, the model is still needed to get the 
derivative information in the feedback calculation. 

In the next section, we will introduce an improved ADDHP arithmetic, which only 
use the states of present and previous time steps to calculate the derivative of the 
performance function, avoiding predicting the states of next time step, so the model 
network can be omitted completely. 
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(a) critic network (b) action network 

Fig. 1. Training scheme for standard ADDHP 

3   The Improved ADDHP Algorithm 

An improved ADDHP arithmetic [10] is introduced in this section. Our destination is 
to build the neural networks which defined the performance index function J to 
approximate the optimal function V, in Equation (2). If the error between J and V is 
zero, then we announce that the approximation is accurate. Function J can be 
formulated as: 

1

1

[ ( ), ( )] [ ( ), ( )]k t

k t

J x t u t U x t u tγ
∞

− −

= +
= ∑  . (8) 

and so, we can obtain the following iterative HJB function: 

1
( ) ( ( 1) [ ( ), ( )])J t J t U x t u t

γ
= − −  . (9) 

The structure of ADDHP expressed in Fig. 2. x(t)=[x1(t), x2(t),…, xn(t)] represents the 
states vector. u(t)=[u1(t), u2(t),…, um(t)] is the action vector quantities, the output of 
action network. The output of critic network is Qi(t)=[Q1(t), Q2(t),…, Qn(t)], and 

( ) ( ) ( ) / ( )i i iQ t t J t x tλ= = ∂ ∂  . (10) 

ωa and ωc represent the weight of action network and critic network, respectively. The 
transfer function of hidden nodes is selected by bi-polar sigmoid function. 
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Fig. 2. Schematic diagram of improved ADDHP neuron-controller 

3.1   Training for Critic Network 

For training critic network, λ*(t) is the value calculated as the “desired output”, and 

*
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∑

 . (11) 

The partial derivative team ∂uj(t)/∂xi(t) is computed by back-propagation through the 
action network and λk(t−1) can be obtained at time t−1. And the error team is 
calculated in the form: 

*
ce ( )= ( )- ( )t t tλ λ  , (12) 

and 

2
c

1
E( )= e ( )

2
t t  . (13) 

The rule for weight update in critic network can be expressed as: 
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c c c c c
1 c

( )
( 1)= ( )+ ( )= ( )-

( )

n
i

i

E t
t t t t l

t
ω ω ω ω

ω=

∂+ Δ
∂∑  . (14) 

where ωc denotes the weight of the critic network, 0 < lc≤ 1 is also a given learning 
rate. The flow chart of critic network for this scheme is shown in Fig. 3(a). From (11), 
we can see that for obtaining λ*

i(t) at time t, we just need to conserve all the λk(t−1), k 
=1, 2,..., n, instead of computing or searching all the λk(t+1) at next time step, and the 
model network which predicts the state for the next time step is omitted. 
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(a) critic network (b) action network 

Fig. 3. Training scheme for the improved ADDHP 

3.2   Training for Action Network 

The main objective of action network is to generate a sequence control signal u(t), 
u(t+1), u(t+2),…to make the performance index to be optimal. 

For the action network, the weights are updated by the following training rules: 

1

( )( )
( 1) ( ) ( ) ( )

( ) ( )

m
k

a a a a a
k k a

u tJ t
t t t t l

u t t
ω ω ω ω

ω=

∂∂+ = + Δ = − ⋅
∂ ∂∑  . (15) 

where ωa denotes the weight of the action network, 0 < la ≤ 1 is the learning rate, and 
m is the dimension of the control signal u(t). Expanding ∂J(t)/∂uk(t) in the form: 

( ) 1
{ ( ( 1) [ ( ), ( )])}/ ( )

( ) k
k

J t
J t U x t u t u t

u t γ
∂ = ∂ − − ∂
∂

 , (16) 

and 
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1 1
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λ
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∂ ∂ − ∂ ∂∑ ∑  . (17) 

where n is the dimension of the state vector, the λi(t−1) is the output of critic network 
in time t-1, and ∂xi(t-1)/∂uk(t) can be obtained from the action network(Fig. 3(b)). 

From the introduce and analysis above, the improved ADDHP neuron-controller 
needn’t model during its training progress, not only for the action network but also the 
critic network, so the controller is a true model-free controller, and the proposed 
method in this paper will emerge superior performance in next section. 

4   Simulation and Results 

4.1   The Plant 

In order to illustrate the effectiveness of the proposed method for the on-line optimal 
control of complex nonlinear system, a fluid triple-tank system [12] was selected as 
plant, which is a strong coupling, nonlinear MIMO system. 

The model of fluid triple-tank system [13] for simulation is 

1 1 13

2 2 32 20

3 13 32

/ ( ) /

/ ( ) /

/ ( ) /

dh dt Q Q A

dh dt Q Q Q A

dh dt Q Q A

= −⎧
⎪ = + −⎨
⎪ = −⎩

 . (18) 

where hi is the level of ith tank (Unit: ml); Qi represents inflow flux generated by ith 
pump (Unit: m3/s); A is the cross-sectional area (Unit: m2); and Qij represent the 
interactive flux between ith and jth tank (Unit: m3/s) and obtained by Torricelli Rule. 

1/ 2
13 1 1 3 1 3

1/ 2
32 3 3 2 3 2

1/ 2
20 2 2

sgn( )(2 | |)

sgn( )(2 | |)

(2 )

n

n

n

Q az S h h g h h

Q az S h h g h h

Q az S gh

⎧ = − −
⎪

= − −⎨
⎪ =⎩

 . (19) 

where g is the gravity acceleration (unit: m/s2), sgn(x) is the function to get the sign of 
variable x, azk is the efflux coefficient (correction factor, unit: 1) related to kth pot. 

Table 1. Fluid triple-tank system’s physical parameters 

A=0.0154m2 Sn=5×10-5m2 Q1max =100ml/s 
hmax=62cm g=9.81m/s2 Q2max=100ml/s 

az1=0.490471 az2=0.611429 az3=0.450223 

4.2   The Design for the Neuron-Controller 

Both the critic network and the action network are simple feedforward networks, each 
having one hidden layer of bipolar sigmoid nodes. Their architectures are 2-8-1 and 
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1-8-1, respectively. Outputs of both nets also have linear neurons. The error of the 
level (practical value subtracted from set point) was selected as the state variable x(t). 
Both x(t) and control output u(t) are all scaled to [-1,1]. The learning rate of the critic 
network and action network are given as lc = 0.4, la = 0.3, and the maximum of cycle-
index Nc, Na are assigned as Nc =100 and Na =50, respectively. The utility function 
U(t) of the neuron-controller is defined as: 

( )= ( ) ( ) + ( ) ( )T TU t x t x t u t u t  . (20) 

4.3   Results of Simulation 

In this section several experiments is conducted. And the results are shown in Fig. 4. 
In these figures, all the Y coordinate values are standardized (normalized) value. The 
fluid position initialization value, to tank T1, tank T2, tank T3, is h=[0.01 0.01 0.01]. 

In Fig. 4(a), the control object is the level of tank T1. At the beginning, the control 
reference value is 0.2. After 10 time steps the practical level has reach the setpoint 
with very small overshoot. At time step 300, we change the control reference value to 
0.5, the system rapidly reach the new setpoint, similarly. At time step 200 and 500, 
the disturbance was introduced in to the system. 

The disturbance or noise is generated by a random function, scaled to [-1,1], and 
the seed of it is depended on PC clock. 

We can find the action made by action network in response to a stimulus is 
immediate, and the fluid position come back to the desired level promptly and still 
keep in balance. 

In Fig. 4(b), the control reference value was changed to a function: 

0.004                                 , 100
( )

0.4 0.2 sin[( -100) / 200]  , 100

k k
Obj k

k kπ
× ≤⎧

= ⎨ + × >⎩
 . (21) 

The result shows that this controller has good performance in tracking control, as 
well, despise of the diminutive burr appeared at the corner of the object function. 

In Fig. 4(c) and Fig. 4(d), the triple-tank level control is conducted, i.e., the 
controlled object was changed to the level of tank T2. And the disturbance was 
introduced into the system at time step 250 and 750 by random function, as well, 
when the system can still get ideal performance. 

The level of triple-tank level control reach to the object stably with 30-80 steps, 
which is more than the single tank level control. The overshoot, oscillation and 
stable error appear in the controlled progresses, which are declining to the small 
range in few steps. With the artificial introduction disturbance, through several 
time steps the system could achieve stable again. The results show that the 
controller can deal with strong coupling and hysteresis problem and have a good 
performance. 
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(a) The set point control for single tank with 
disturbance introduced at step 200 and 500 

(b) The tracking control for single tank with 
disturbance introduced at step 200 and 500 
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   (c) The set point control for triple-tank without
   disturbance 

(d) The set point control for triple-tank with 
disturbance introduced at step 250 and 750 

Fig. 4. The simulation of the improved ADDHP controller 

5   Conclusion 

In the paper, an improved ADDHP algorithm has been introduced in detail, from 
architecture to the algorithm, implementing, and finally given experiments of 
simulation. Compared with the traditional DHP or ADDHP, the improved ADDHP 
algorithm has following advantages. The configuration is simpler, and it is a true 
model-free controller, because it only needs the states of present and previous time 
step to calculate the derivative of the performance function, avoiding predicting the 
states of next time step, so the model network can be omitted. And, the method is 
directly built on the derivative of the performance index which can behave more 
sensitivity. The experiment results indicate that the proposed optimal neuron-
controller based on improved ADDHP has the following characteristics: high control 
precision, fast response, strong robustness and anti-jamming capability. 

Therefore, improved ADDHP neuron-controller, as an intelligent model-free 
approach, has advantages in on-line optimal control for complex, nonlinear, especially 
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modeling uncertainty systems, which has great prospect for further development and 
industrial application in the future． 
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Abstract. The present article shows the implementation of reinforcement 
learning, using the equation of the emotional intensity in a virtual pet for an 
artificial living environment interacting with the computer user. The pet looks 
like a very natural because of the learning algorithm proposed, which is based 
on a neural network. Learning depends on motivation given to the pet by its 
owner. The equation of emotional intensity gives values which allow to feed the 
neural network and thus generating learning.  

1   Introduction 

The purpose of this branch of artificial intelligence is to develop techniques that allow 
computers to learn [1]. From a more concrete way, to create programs capable of 
generalizing a behavior from non-structured information provided in the form of 
examples, an induction process of knowledge [1]. 

The human being performs an automatic learning in a natural way because it is a 
procedure so simple that no account is given of how the individual is and what it 
implies, but the machines must indicate how to learn, because if it is not gotten that 
the machine develops its skills then it won't be possible to get to stick out a learning 
process, but a repetitive sequence. In machine learning can be three types of 
knowledge:  

1 Growth: the one which is acquired from what surrounds us, which saves the 
information in the memory as if it were footprints. 
2 Restructuring: the knowledge to interpret the individual thinks and generates new 
knowledge which is called restructuring. 
3 Adjustment is obtained by generalizing multiple concepts or generating their own. 

Different machine learning algorithms which are grouped into taxonomy based on the 
output of the same. Some types of algorithms are: 

• Supervised learning; in which the algorithm produces a function that establishes a 
correspondence between inputs and desired outputs of the system. 
• Unsupervised learning [2], where the whole modeling process is carried out on a set 
of examples consisting only of inputs to the system. 
• Reinforcement Learning [3] [4] [5] in this case, the algorithm learns watching the 
world around him. Your information is input or feedback regulation feedback you get 
from the outside world in response to their actions. 
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• Transduction that is similar to supervised learning, but does not construct an explicit 
function. Try to predict the level of future examples based on the input, their 
categories and examples to new system. 
• Learning multitasking: it consists of learning methods that use previously learned 
knowledge by the system to cope with problems similar to those already seen. 

One of the most appropriate methods for learning are neural networks [6] [7], which 
consist of a set of entities that are related through weights and transfer functions, for 
learning to change their weight. Many of the algorithms above are performed with 
neural networks. 

1.1   Cathexis  

Cathexis is a model for distributed generation of emotions and their influence on the 
behavior of autonomous agents [8] [9]. Although its main purpose is to model 
different aspects of the generation of emotions, it also provides motivation for other 
simple models and an algorithm for selection of activities [10]. In this model, mood 
and the emotions are modeled as a network composed of proto-called emotional 
systems specialists. Each proto-specialist represents a family of specific emotions, 
and constant monitoring of the external and internal stimuli that can generate such 
emotion [10]. An emotion in the system activates when the input stimuli that cause 
the proto-specialist exceeds certain threshold. The proto-specialists communicate with 
one another so that it can generate an emotion or inhibit other [11]. 

In cathexis, of emotions, each family is represented by a primary emotion, where that 
is a basic emotion that differ in important respects [10]. However, each of the basic 
emotions can occur with different levels of intensity and emotion can have several active 
at one time, which can increase the set of affective states that can be modeled. 

To know when to generate an emotion and that emotion should be, it is necessary 
to evaluate and interpret a set of events known as generators of emotions [10]. 
Cathexis are seen in both the cognitive emotions as generators of non-cognitive [11]. 
These generators are divided into four categories: 

• Neuronal: they include all the neuro actives agents who can generate excitement, 
and are caused by hormones, sleep, such environmental conditions, etc. [12]. 
•  Sensory and motor: cover all sensory and motor processes [12] 
• Motivational: It was composed by instincts (like hunger or thirst) and other emotions 
[12]. 
•  Cognitive: Includes all the skills that can generate emotions, such as interpretation 
of events, comparisons, or memories [12]. 

As mentioned earlier, each basic emotion can be in different levels of intensity. This 
level can be affected by many factors, including the level of pre-excitation, the 
contribution of different generations of emotion, and interaction with other emotions 
(excited or inhibitors) [11]. In the following equation represents the intensity level for 
an emotion. 

 

(1) 
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Where Iet is the intensity of emotion and at time t; Iet-1 is the previous value, Ψ () is 
the function that represents the decrease of the emotion e [13] [14] [15]. Lke the value 
of the generator K, where K runs through all of the generators and excitement; Gie is 
the gain that he applies to the excitement and emotion, Iit is the intensity of emotion l l 
in the time t; Hme is loss that emotion m applied to the emotion e; Imt is the intensity of 
emotion m in the time t, and X () is the function that requires the emotion e take a 
value between 0 and its saturation. 

1.2   System Behavior  

The system behavior is a distributed system composed of a network of behaviors 
competes for control of the agent [10]. The decision of what should be active based 
on the value of each, to be re calculated in each cycle. Each behavior is composed of 
two main components: An expressive and component experience [11]. 

• Component expressive: it includes facial expression, body posture and vocal 
expression, which are responsible for showing the emotional state of the agent [11]. 
• Component of experience. Can be identified as a motivation level that manifests as 
readiness to act, selection of resources, learning and emotional state [11]. Consider 
the following aspects: 

 Motivation: It is the leading cause of behavioral activation, but when a behavior 
is active can also affect different systems affect them and the motivational levels 
of instincts and emotions [16]. 

 Change Action: the changes in this trend are the main aspect of the response to an 
event with emotional meaning. Cathexis in the trend of action is modeled by the 
behavior, which usually result from emotions [16] 

 As mentioned before, behaviors compete for control of the agent. The 
competition is based on the value of each behavior that updates in each cycle and 
depends on several factors (called liberators) including motivation and external 
stimuli [10]. The value of a behavior is modeled as the sum of the values of all 
relevant releases for that specific behavior and the values depend on the liberators 
of their own nature. In each cycle, the selection of an activity is conducted in 
accordance with the following algorithm [10]: 

1. Internal and environmental variables are listed. 
2. The values of all motivations (instincts and emotions) are updated according 

to the equation of intensity. 
3. The values of the behaviors are updated based on external stimuli, and 

internal motivations 

Behavior with the maximum value becomes the active behavior. 

2   Learning Module 

The objective of this module is that the pet is able to learn sequences of known 
activities and classified according to the reinforcement generated. Its data 
requirements are: 
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 Get the enhancement caused by sequence of activities 
 Modify the weights of the network according to the reinforcement obtained. 
 Store the modified weights. 

2.1   Description of the Classes That Make Up the Learning Modules 

The learning unit works by means of a neuronal network, that allows to the modification 
of its weights using an algorithm of learning by reinforcement. The algorithm used has 
been designed specifically for this project, because the reinforcement learning applied to 
neural networks has not been substantial progress to date [17] [18], and no one is applied 
correctly to your system . The classes used in this module, with its own description, are 
shown in Figure 1: 

 
    

Fig. 1. Learning Classes for its programming 

• Neural Network. The neural network of each pet is an instance of this class. 
Through her, the dog can calculate the enhancement obtained in the sequence of 
activities carried out, and change the matrix of weights for learning. The algorithm 
that allows updating the array weights are some references I Reinforcement learning 
in tables [19] [20] [21] [22].  

• Matrix. The objects of this kind are normal matrices. But for its size is 
dynamic and able to perform operations such as creating a class with 
appropriate methods. 

• Object. Represents all objects that can appear in the system and form part of 
the user interface. It provides operations to the absolute position and relative 
size of the pet has influence in their learning. 

Name: String 
Activity: vector 
Alfa: double 
Estate: vector 
Gamma: double 
Meta: matrix 
nElemreinforce:int 
weigths: Matrix 
reinforcement: 

NeuralNetwork() 
Update() 
addColumn() 
addReinforce() 
Classify() 
Printweigths() 

Neuronal Network Matrix 

Name: String 
Activity: 

vector 
Alfa: double 
State: vector 
Gamma: 

double 
Target: matrix 
nElemereinfor

Object Owner 

Fixed: Byte 
Mobile: byte 
Dog: byte 
AnimatedMesh 

iAnimatedMeshSceneNode 
Close: float 
MaximunDistance: matrix: 

float 
Duration: long 
InterestingInicial: float 
Name: String 
Weigthing: short 
Position: Vector3df 
TypeObject: byte 
SpeedMax:Float 

name: String 
nomEmotions: 

int 
intencidad: float 
position: 

vector3df 

Object() 
CloseUpdate() 
getAnimatedMesh() 
getClose() 
getInterestingCurrent() 
getPosition() 
getName() 
getTypeObjetc() 

Owner() 
getIntecidadAt() 
getName() 
getPosition() 
setIntecidadAt() 
setName() 
setPosition() 
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• Owner. Any pet in the system can have an owner that is associated directly 
with learning. The emotions on this subject are part of the entry of the neural 
network, so any change in them represents a reinforcement for the pet. 

2.2   Sequence Diagram Learning 

Learning is done through a neural network to be trained during the implementation of 
the system. This training is given by the analysis of the incentives provided to pet and 
changing the weights of the network from many different stimuli. The learning stage 
begins when an active one of your pet behavior, and as a result of the user of the 
system delivers a stimulus to the pet. The stimulus is interpreted by the dog to see if it 
is positive or negative, and is sent to a neural network as an example to make it a 
learning iteration. Since this procedure can simulate the learning of the pets, which 
requires dedicated training by the user. 

 

Fig. 2. 

3   Learning  

Learning to pet via a reinforcement learning algorithm for neural networks adapted to 
modify the probability that a behavior is selected from a specific state, given by the 
values of emotions, instincts, user's emotions and closeness to the objects in the 
environment. 
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The importance of the neural network is that, since it is obtained the values for 
each behavior by means of a competitive transfer function, using as weights matrix of 
a set of values taken from the chromosome of pet items. This weight matrix is 
modified in each iteration of the system, so that the behavior tends to change towards 
the direction favorable to the reinforcements obtained. 

However, for learning is part of the system, it is necessary to make adjustments 
Cathexis entering its final stage a neural network enabling it to changing the weights. 
That is why, in the algorithm described in the generation of emotions and behavior of 
individual selection, it creates a vector with the intensities of the objects involved in 
learning and transfer to the neural network, then take the output of the and updating 
the same values of behavior. What really makes this part is to replace the behavior of 
Cathexis selected by the network, which maintains the same principle but allows the 
modification of weights. 

The output of the network is obtained from a relatively simple way, it is only 
necessary to evaluate the input of the network through its transfer function. But now 
the weight, which makes the learning, is a little more complicated. The following 
describes the algorithm. 

1. Stores the initial state, consisting of entries in the vector of the network.  
2. Is obtained out of the network from the matrix of weights and the state are 

stored, through the competitive transfer function.  
3. The result is sent from the network to the Cathexis system, but is also stored.  
4. Were obtained following the rule, as amended by the motivations of 

Cathexis.  
5. Strengthening the vector is obtained from the initial state, the state matrix 

and the resultant goal, which is the set of values that the pet looking for their 
emotions and instincts and emotions of the user.   

6. It is obtained and stored the strengthening the values of vector averaging 
reinforcement. 

7. Repeat the algorithm until the number of stored states for appropriate 
learning activities in sequence.  

The formulas used in the algorithm are: 

a) To get out of the network: 

a = C(wp) (2) 

Where p is the vector of inputs or state of the pet, a is a vector of outputs or action to 
be performed, w is the matrix of weights, C () is a competitive function, which a is 
equal t on for the neuron with an n the larger, and zero for other neurons. 

b) To obtain the vector reinforcement: 

Vr = |m-pi| - |m-pj| (3) 

Where Vr is the vector of reinforcements, pi is the initial state, pj is the final state, m 
is the matrix final. 

c) To calculate the individual reinforcement: 

 
(4) 
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Where n is the number of elements in the vector for reinforcements 
d) To calculate the total reinforcement 

 
(5) 

Where j is the number of activities in sequence.  
e) To update the weights of the network 

 
(6) 

Where w is the matrix of weights, 0.01 is the adjustment factor, used to prevent the 
normalization of the weights of the network, α is the speed of learning, rt is the total 
reinforcement, γ is the attenuation coefficient for reinforcements no immediate, ai is 
an activity that produces state change; pi is a state stock, k is the number of changes 
of states involved in the update. 

4   Results  

The graphs of Figures 3 and 4 show the difference between a pet newborn, which has 
not been trained by the user and the pet after being trained.  

The situation presented is that the pet wishes to defecate near the entrance of the 
house and move away slowly, the user or master does not want the dog pooped there. 

In the graph of Figure 1, the pet is not  trained, it is noted that the values of instinct 
"evacuation 2” and defecation behavior are the same all the time and does not take 
into account the proximity to that found in the door of the house. Therefore, no matter 
his dog defecate position. When the user begins to show his wrath (with buttons 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
Evacuate 
Defecating 
Gate house 

Fig. 3. Graphics before learning  
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designed for this in the programming), the matrix of weights of the neural network is 
updated, ie, the pet will learn that what he did was wrong, so that the passage of time 
likely do so again will decrease until it is 0, that is, has learned not to defecate there. 

Graph of the Figure 4, which shows that the values of instinct "evacuation" and 
defecating behavior will also constitute close to that found on the door. When the pet 
is away from the door, the values of the instincts and behavior are equal, so she can 
defecate after that time depending on the level of need you have and if it is greater 
than the other behaviors. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Evacuate 
Defecating 
Gate house 

Fig. 4. Graph after learning 

The work presented provides a system that allows live with a virtual pet, the pet 
taking advantage of changes based on learning from reinforcements, other systems 
consider the emotional part of the mascot, but not learning in the work of Stephen a 
[22]. Implement other creatures with artificial life, but not an affected system [23]. 
Due to these considerations, the work presented contributes both the emotional and 
learning. 

5   Conclusions  

The selection of cathexis to implement this part of the system was a wise choice in 
various directions, which provides important advantages over the handling of 
temperamental mood and style (which differentiates the pets). Another advantage 
presented by the fact composed objects by weights, which can treat the system as a 
neural network to which you can learn by modifying their weights. 

The learning of the pet is not fully supervised or unsupervised, and that although 
the master may act as a teacher there are activities that the pet learns only from the 
stimuli it receives. However, stimulating the learning response is not appropriate 
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because the problem is not based on classification of patterns. That is why 
reinforcement learning is selected. The algorithms are based on existing tables, which 
means you can only use a finite set of states and are not applicable to neural networks, 
which, because they handle continuous values in each of its entries are an infinite 
number of possible states. When using tables based learning reduces the chances of 
behavior and spent more resources. Reinforcement learning based on neural networks 
is more suitable, which is an algorithm that is designed especially for the learning of 
the pet, taking only some of the ideas related to learning activities in sequence to 
maximize the strengthening future. 

As advantage, the model fits the animal nature, which must learn some things, 
known as instinctive activities; the network is only responsible for modifying the 
weights without affecting the performance of these activities. In addition, through the 
network to modify the weights to learn, realism does the pet in the sense that it has 
not learned, seems confused, not know what to do to meet certain needs. This gives 
the appearance of development in terms of behavior is concerned, what is normal part 
of growing up. Finally, allow the user to the iteration of learning, as it may influence 
the reinforcements obtained by the pet. 
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Abstract. In this paper it is proposed an sliding mode control for an

elbow arm. It is proven that the closed loop system of the sliding model

control applied to the model of the elbow arm is asymptotic stable. It is

given a simulation.

1 Introduction

Various modified PD control schemes for robots and their successful experimen-
tal tests have been published [9] and [10]. But there exist one main weakness in
the PD control: Due to the existence of gravity forces, the PD control cannot
guarantee that the steady state error becomes zero [2]. Since the friction and
gravity of robot influence the steady and dynamics properties of the PD control.
Global asymptotic stability PD control was realized by pulsing gravity compen-
sation in [11]. If the gravity is unknown, neural networks can be applied. In [7]
the author used neural networks to approximate the whole nonlinearity of robot
dynamic. with a neuro feedforward compensator and a PD control, he can guar-
antee good track performance. The approximation errors of neural identification
for the gravitational force and friction can be eliminated by a discontinuous
switching control law [14]. When the parameters in gravitational torque vector
are unknown, adaptive PD control with gravity compensation was introduced by
[12]. SP-ID controller can be used in set-point control without any knowledge of
the gravitational force [1]. In addition, the gravitational force is well structured
(though uncertain) and hence adaptive SP-D controller can also be used to deal
with the uncertainties [13]. PID control does not require any component of robot
dynamics in its control law, but it lacks of global asymptotic stability [3]. By
adding integral actions or computed feedforward, global asymptotic stability PD
control are proposed in [2] and [4]. There is an interesting result given by [15]
where a PD controller is proposed and a neural network is used to compensate
gravity and a high gain observer is applied to estimate joint velocities, but the
neural network is slow to compensate the gravity and sometimes it is necessary
to get a fast behavior of the controller. That is way in this paper only is consid-
ered a constant value as an estimation of the gravity letting to get asymptotic
stability of the controller.

In this paper it is proposed an sliding mode control for an elbow arm. It is
proven that the closed loop system of the control and the model of the elbow
arm is asymptotic stable. It ais given a simulation result.

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 503–508.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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2 Preliminaries

The main concern of this section is to understand some concepts of robot dynamics.
The equation of motion for the constrained robotic manipulator with n degrees

of freedom, considering the contact force and the constraints, is given in the joint
space as follows:

M(q)
··
q + C(q,

·
q)

·
q +G(q) = τ (1)

Where q ∈ Rnx1 denotes the joint angles or link displacements of the manipu-
lator, M(q) ∈ Rnxn is the robot inertia matrix which is symmetric and positive
definite, C(q,

·
q) ∈ Rnxn contains the centripetal and Coriolis terms and G(q)

are the gravity terms, τ denotes the control inputs. We define the following two
states as follows:

x1 = q ∈ Rnx1

x2 =
·
q ∈ Rnx1 (2)

Then (2) can be rewritten as:

·
x1 = x2

·
x2 = H(x, τ)

(3)

Where H(x, τ) = M−1(x1) [τ −G(x1) − C(x1, x2)x2], x = [x1, x2]
T .

Property 1. The inertia matrix is symmetric and positive definite, i.e. [5], [9]

m1 |x|2 ≤ xTM(x1)x ≤ m2 |x|2

Where m1,m2 are known positive scalar constant.
Property 2. The centripetal and Coriolis matrix is skew-symetric, i.e., satisfies

the following relationship [5], [9]:

xT

[ ·
M(x1) − 2C(x1, x2)

]
x = 0 (4)

And the centripetal and Coriolis matrix also satisfy [5], [9]:

‖C(x1, x2)x2‖ ≤ kc |x2|T (5)

Where kc ∈ Rn.
The normal PD controller is:

τ = −Kpx̃1 −Kdx̃2 (6)

Where x̃1 = x1−xd
1 and x̃2 = x2−xd

2, Kp and Kd are positive definite, symmetric
and constant matrices.
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3 Sliding Mode Control with Gravity Compensator

In order to simplify the proof procedure, we only consider regulation case, i.e. the
desired velocity is xd

2 = 0, so the sliding mode control with gravity approximation
is:

τ = −Kpx̃1 −Kdx2 + Ĝ−Ksign(x2) (7)

Where x̃1 = x1−xd
1 ∈ Rnx1, x̃1 ∈ Rnx1 is the tracking error and xd

1 ∈ Rnx1 is the
desired position, Kp,Kd ∈ Rnxn are positive definite, symmetric and constant
matrices, Ĝ is an approximated value of G. We consider that the approximation
error G̃ = Ĝ−G is bounded as: ∥∥∥G̃∥∥∥ ≤ G (8)

Now we discuss the convergence of the closed-loop system.

Theorem 1. The close-loop system with sliding mode control (7) for the general
robot model (1) is asymptotic stable and the velocity parameter x2 will converge to:

lim sup
T→∞

‖x2‖2 = 0 (9)

Where T is the final time and G < K.

Proof. The proposed Lyapunov function is:

V1 =
1
2
xT

2 Mx2 +
1
2
x̃T

1 Kpx̃1 (10)

Substituting (7) into (3) we have the closed-loop system as:

M
·
x2 = −Kpx̃1 − Kdx2 + G̃−Ksign(x2) − Cx2 (11)

The derivative of (10) is:

·
V 1 = xT

2 M
·
x2 +

1
2
xT

2

·
Mx2 + xT

2 Kpx̃1 (12)

Where
·
x̃1 =

·
x1 − ·

x
d

1 = x2 − xd
2 = x2. Substituting (11) into (12) gives:

·
V 1 = −xT

2 Kdx2 + xT
2

[
G̃−Ksign(x2)

]
+

1
2
xT

2

[ ·
M − 2C

]
x2

Using (4), (8) and that |x2|T = xT
2 sign(x2) we have:

·
V 1 ≤ −xT

2 Kdx2 + |x2|T G− |x2|T K

·
V 1 ≤ −xT

2 Kdx2 (13)
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Where G < K. Integrating (13) from 0 to T yields:

T∫
0

xT
2 Kdx2dt ≤ V1,0 − V1,T ≤ V1,0

lim sup
T→∞

1
T

T∫
0

xT
2 Kdx2dt ≤ V1,0lim sup

T→∞
1
T = 0

If T → ∞ then x2 → 0, it is (9).

4 Simulation Results

Consider that the Two-Link Planar Elbow Arm of [5] and [9] is written as (1)
and is detailed as:

M(q) =
[
m11 m12
m21 m22

]
C(q,

·
q) =

[
c11 c12
c21 c22

]
, G(q) =

[
g1
g2

] (14)

Where m11 = (m1 +m2) a2
1 + m2a

2
2 + 2m2a1a2 cos (θ2), m22 = m2a

2
2, m12 =

m21 = m2a
2
2+m2a1a2 cos (θ2), c12 =−m2a1a2 sin (θ2)

·
θ2, c21 =m2a1a2 sin (θ2)

·
θ1,

Fig. 1. Simulation behavior of the sliding mode control
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c11 =−2m2a1a2 sin (θ2)
·
θ2, c22 =0, g1=(m1+m2) ga1 cos (θ1)+m2ga2 cos (θ1+θ2),

g2 =m2ga2 cos (θ1+θ2). m1 and m2 are the masses of link one, two, respectively,
in kilograms, a1 and a2 are the length of link one and two, respectively, in meters,
θ1 and θ2 are the angles in the joint one and two, respectively, in radians, g is the
constant acceleration due to gravity in meter per second. We have the simulation
in MATLAB considering m1 = m2 = 1Kg, a2 = a3 = 1m and g = 9.8m/ sec2.

We select the parameters of the controller as Kp = diag(kp1, kp2), Kd =
diag(kd1, kd2) where kp1 = kp2 = 625 and kd1 = kd2 = 50, K = [k1, k2]

T where
k1 = 5 and k2 = 5, Ĝ = [g1, g2]

T where g1 = 30 and g2 = 10. The behavior of
the controller proposed is shown in Fig.1.

5 Conclusion

In this paper it was proposed an sliding mode control for an elbow arm. It was
proven that the closed loop system of the sliding model control and the model
of the elbow arm is asymptotic stable. As a future research, will be proposed
an high gain observer for the stimation of the velocity, the tracking control will
be considered and another faster compensator than the neural networks will be
considered.
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and Ruben Garrido-Moctezuma2

1 Centro de Investigación en Computación del IPN,

México, D.F., México
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{garrido,martinez}@ctrl.cinvestav.mx

Abstract. An asymptotic PD controller with gravity compensation to

attenuate the oscillation of a poorly damping physical pendulum system

is presented. The active vibration-damping element is a mass that moves

along the pendulum arm. The stability analysis was carried out using the

traditionally Lyapunov method in conjunction with LaSalle’s theorem.

The closed-loop asymptotic stability performance was tested with some

numerical simulations.

Keywords: Vibration control, PD controller, Lyapunov approach,

under-actuated system.

1 Introduction

Vibrating mechanical systems are an important class of dynamical systems in-
cluding buildings, bridges, car suspensions, pacemakers, wind generators, and hi-fi
speakers [6]. Inphysical terms, all vibrating systems consist of interplay between an
energy-storing component and an energy-carrying component. Due to theoretical
and technological reasons, the control of vibrating mechanical systems is an im-
portant domain of research, which has provided technological solutions to several
problems concerning oscillatory behaviors of some important classes of dynamical
systems. For instance [1,3,4,5,8,10,14,17] and the references therein.

As far as mathematical tools are concerned, the control of vibrations has
mainly been tackled via frequency-domain techniques, which are essentially re-
stricted to linear systems (see for instance [9,21]). If the vibrating systems
are nonlinear and if they oscillate too far away from their equilibrium points,
frequency-domain techniques are not suitable. Hence, modern approaches em-
ploy time-domain nonlinear control strategies.

This paper focuses on active control of under-damped lumped nonlinear under-
actuated vibrating mechanical systems following an energy-based approach, i.e.
the control of vibrations is tackled via the shaping of the energy flow that char-
acterizes the system. Exist many works related with this problem but a detailed

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 509–518.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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review of the state of the art of the problem is beyond the scope of this work. How-
ever, we refer the interested reader to the following references: [1,2,3,4,5,15] and
[11,22].

This paper presents the stabilization of a frictionless under-actuated physi-
cal pendulum with a radially moving mass. This nonlinear dynamical system
was originally proposed in [18], where several control strategies solved the afore-
mentioned stabilization problem. The proposed stabilizing strategies include a
modified nonlinear Proportional Derivative (PD) controller and a neural net-
work approach. Further works also studied this physical system [19,20]. It is
interesting to point out that these approaches are mainly heuristic and they do
not provided rigorous stability proofs. The proposed controller is composed of
two parts, a linear PD controller corresponds to the first part and the second
part is a constant term that is equal to the gravity force term associated to the
moving mass.

This contribution is organized as follows: Section 2 presents the model of the
physical pendulum with moving mass as well as its main physical properties.
Section 3 describes the proposed control law and the stability analysis of the
closed loop system. Section 4 depicts some computer simulations. The paper
ends with some final comments.

2 Physical Pendulum with Moving Mass

2.1 Lagrangian Modeling

Consider a mechanical system consisting of a physical frictionless pendulum of
mass M with its pivot at O and an auxiliary mass m able to slide to and from
the pivot as depicted in Figure 1.
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mg

r

r
o

F

y

x
r
c

N

mg

N

F

Fig. 1. Physical pendulum with moving mass
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The moment of inertia of the pendulum about the pivot is given by I0, and
its center of mass C is located at distance rc from the pivot. The forces acting
on the mass m are the gravitational force mg and a force F parallel to the guide
OC and supplied by an actuator, i.e. an electric motor, attached to the auxiliary
mass. The pivot O is the origin of the reference frame x − y. The x-axis is set
in the horizontal direction and the y-axis is set in the vertical direction. The set
of generalized coordinates are the angle θ between OC and the y-axis, and the
radial displacement r of the mass m from the pivot O. It is easy to show that for
this system total kinetic energy Kc and the total potential energy Kp are given
by

Kc =
1
2
I0θ̇

2 +
1
2
mṙ2 +

1
2
mr2θ̇2 (1)

and
Kp = Mgrc(1 − cos θ) −mgr cos θ, (2)

respectively. Note that the total kinetic energy comprises the rotational energy
of the pendulum as well as the translational and rotational energy of the sliding
mass. The above equations allows writing the Lagrangian function L(q, q̇)

L(q, q̇) = Kc −Kp,

where q = [r, θ]T . From the above, the corresponding Euler-Lagrange equations
are given by {

mr̈ −mrθ̇2 −mg cos θ = F,

(mr2 + I0)θ̈ + 2mrṙθ̇ + g(Mrc +mr) sin θ = 0,
(3)

Note that system (3) and the under-actuated system proposed in [1] and referred
as the BBC system have a similar structure. However, in our system the main
rotary pendulum is not perfectly balanced around the rotation axes, as it does in
the BBC. On the other hand, the system proposed by [1] is locally controllable
at the origin, while the system (3) is not, as we can see more latter.

2.2 Model Properties

The mechanical system (3) has several interesting properties, which facilitate
the design of the proposed control law. Consider that the following expression
describes the force F

F = −mg + v. (4)

and apply it to (3). The resulting system is equivalent to the following Euler-
Lagrange system

M(q)q̈ + C(q, q)q̇ + ∇qKi(q) = Gv, (5)

where G = [1, 0]T and Ki(q) = Mgrc(1 − cos θ) +mgr(1 − cos θ) and

M(q) =
[
m 0
0 mr2 + I0

]
and C(q, q̇) =

[
0 −mrθ̇

mrθ̇ mrṙ.

]
,
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respectively, and v is the new input.
System (5) satisfies the following properties:
P1) M(q) is positive definite.
P2) H :=Ṁ(q) − 2C(q, q̇) is skew symmetric with

H =
[

0 −mrθ̇
mrθ̇ 0

]
,

P3) The operator v → ṙ is passive. For this, one verifies, using properties P1
and P2 it follows that the time derivative of the total energy function,

E(q, q̇) =
1
2
q̇TM(q)q̇ +Ki(q), (6)

is given by Ė = vṙ. That is, the system with v as input and ṙ as output is passive
(see [12]).

Finally, we finish this section by stating the following important remark.

Remark 1. When v = 0 and -π/2 < θ < π/2, the system (5) has one of equi-
librium point defined by x = (r = r,θ = 0, ṙ = 0,θ̇ = 0), where r is a positive
constant. These point is stable but not asymptotically stable, that is, the system
(5) can oscillate around θ = 0 Moreover, linearization of system (5) around the
lower stable equilibrium point x, produces

mr̈ = 0,
(mr2 + I0)θ̈ + g(Mrc +mr)θ = 0, (7)

which is evidently not locally controllable.

3 The Control Law

Before to establish the control objective of this work, we define the admissible
set Q ⊂ R2 as

Q = {q = (r, θ) : 0 < r − ε < r < r + ε ∧ |θ| < θ < π}
where ε, θ and r are already given. Inside this set is where we want to restrict the
movement of the position variable q of the pendulum system (5). Physically, this
means that the mass displacement will be restricted to move inside of a perfectly
defined region. Additionally, we also excluded all the pendulum trajectory that
pass through the unstable equilibrium points defined as (r = r,θ = nπ, ṙ = 0,θ̇ =
0); with n = {1, 2, ..}.

Now the main control problem statement is presented:

Problem 1. Consider the physical pendulum with a moving mass described in
(5), under the assumption that the position variable q is initialized inside of
Q − q, where q = (r, 0). Then, the control objective is to asymptotically bring
the rotating pendulum with moving mass to the lower equilibrium point x =
(q, 0), keeping the two position variables q = (r, θ) to be confined inside of the
previously defined set Q.
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To solve the above mentioned control problem, we introduce the following
Lyapunov function candidate

ET (q, q̇) =
1
2
q̇TM(q)q̇ +Km(q), (8)

where Km(q) is the modified potential energy stated as

Km(q) =
kp

2
(r − r)2 +Ki(q), (9)

with kp > 0.
Taking into account the passivity properties of model (5), the first time deriva-

tive of ET along the trajectories of the system is given by

ĖT (q, q̇) = vṙ + kp(r − r)ṙ. (10)

Since this derivative needs to be definite negative, then the following control law
is proposed

v = −kp(r − r) − kdṙ, (11)

which ensures that
ĖT (q, q̇) = −kdṙ

2, (12)

with kd > 0.
From the above we have that function ĖT is negative semi-definite. Thus,

only the stability of the equilibrium point x, in the Lyapunov sense, can be
established. The above means that q and q̇ are bounded signals, in a small
vicinity of the equilibrium point x. To ensure that q and q̇ asymptotically con-
verge to zero, it is necessary to apply the LaSalle’s invariance theorem (see for
instance [12]).

Now, in order to show that x = (q, q̇) converges asymptotically at the origin
x, with the vector position q belongs to Q; for all time. We needed to use the
convex property of the modified potential energy Km(q), which is discussed in
the following remark.

Remark 2. The selected potential energy Km(q)has a minimum at q =(r, θ)
since

Km(q) = 0, ∇qKm(q)|q=q = 0 and ∇2
qKm(q)

∣∣
q=q

> 0.

As a matter of fact, the above condition implies that Km(q) is a convex function
around q. In geometrical terms, the level curves of Km(q) are constituted by a
set of closed-loop curves around q. That is, the set Ec, defined by Ec = {q ∈
R2 : Km(q) ≤ c} is a strictly convex set, for c ∈ (0, c). Where the values of c can
be always numerically estimated and it depends on the values parameters r, ε,
θ and kp (Figure 4 depicts the level curves of the modified potential energy, for
two values of kp).
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Before to probe the asymptotic convergence to the origin, keeping q inside of
Q, we give some conditions related to the stability domain of the closed-loop
system. Since ET > 0 is a non-increasing function (12), we have

Km(q(t)) ≤ 1
2
q̇TM(q(t))q̇(t) +Km(q(t)) = ET (q(t), q̇(t)) ≤ ET (q(0), q̇(0)) < C.

(13)
So, selecting C as

C = max{c > 0 : Ec ⊂ Q},
we have that for any initial condition (q(0), q̇(0)); with q(0) ∈ Q and ET (x(0)) <
C implies that that q(t) ∈ Q; for all t > 0.

Remark 3. Notice that the inequality (13) is an invariant set for the closed-loop
system defined by (5) and (11). Due to the fact that for all the initial conditions
x(0) = (q(0), q̇(0)); with q(0) ∈ Q, provided that ET (x(0)) < C, it follows that
q(t) ∈ Q; for all t > 0 with q̇(t) bounded. According to this fact, we can define
a compact invariant set Ω, as follows

Ω = {x = (q, q̇) : ET (q, q̇) ≤ C}. (14)

That is, any initial condition starting atΩ remains forever inΩ ; with q belonging
to Q. This set allows us to apply the LaSalles’s invariance Theorem[12].

Recaping, from Remark 3, we have the closed-loop solution x of (5) and (11) is
bounded for any initial condition such that x(0) ∈ Ω. To end the stability proof
it is necessary to invoke the invariance LaSalle’s Theorem.

Let us define the invariant set S as follows

S =
{
(q, q̇) ∈ Ω : ĖT (q, q̇) = 0

}
= {(q, q̇) : ṙ = 0} . (15)

Clearly, in the set S, we have that r̈ = ṙ = 0 and r = r, where r is a constant.
Thus, substituting these quantities into (5) it follows that{−mrθ̇2 − mg(cos θ − 1) + kp(r − r) = 0

(mr2 + I0)θ̈ + g(Mrc +mr) sin θ = 0
(16)

The time derivative of the first equation in (16) yields(
2rθ̈ − g sin θ

)
θ̇ = 0 (17)

Two cases must then be analyzed

Case (a). If θ̇ = 0 in the set S, it also follows that θ̈ = 0. From the second
differential equation of (16) it is clear that sin θ = 0 since Mrc + mr is
strictly positive. That is, in the set S, it follows that θ = 0. And from the
first equation of (16) r − r = 0. Hence, r = r in the set S .
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Case (b). If θ̇ �= 0 in the set S, then (17) implies that:

θ̈ = g sin θ/2r. (18)

Since q ∈ Ω, then r > 0. Thus, θ̈ is well defined.

Taking into account (16) and (18) yields to the following algebraic equation
for the variable θ

0 =
(
2Mrcr + 3mr2 + I0

)
sin θ,

which implies that sin θ = 0 on the set S because 2Mrcr + 3mr2 + I0 > 0. This
mean that case (b) is not possible since it is assumed that θ̇ �= 0. Therefore θ̇ = 0
and case (a) is the only possibility.

The above analysis allows concluding that the largest invariant set contained
in S is given by x. According to the La Salle theorem, all the trajectories start-
ing in Ω asymptotically converge towards (r,0,0,0). The following proposition
resumes the stability result previously presented.

Proposition 1. Consider the closed-loop dynamical model given by (3) in closed-
loop with the following control law:

F = −mg − kp(r − r) − kdṙ,

with r, kp and kd positive constants. Then, under the assumption of Remark
2, we have that all the trajectories starting in Ω (14) asymptotically converge
towards the lower equilibrium point x=(r,0,0,0). ��
We omit a proof of the main results because we do not have enough space.

4 Numerical Simulations

To illustrate the performance of the proposed control law, a numerical simulation
was carried out in the MATLABTM program. The system physical parameters
were set as follows

m = 1[Kg] M = 2.5[Kg] rc = 0.7[m] I0 = 1.22[Kg.m]2

The radial displacement of m was given by r = 2.5[m] and ε = 0.75[m] and
the initial conditions were chosen to be θ(0) = 0.5[rad], r(0) = 2.5[m], θ̇(0) =
0[rad/s] and ṙ(0) = 0[m/s], the restriction on the angular position was taken as
θ = π/2. The control gains, empirically proposed to increase the convergence
rate of the closed-loop system, were set as kp = 19.6 and kd = 1.9. For this
particular case the largest C was equal to 5.5. Notice that the initial condition
lies inside the stability domain of attraction, because: ET (0) = 5.09.

Figures 2, 3 and 4 show the closed-loop performance of the nonlinear system
with the specified control law. Particularly, Figure 3 depicts the behavior of
the force F and the energy function ET , while Figure 4 shows the level curves
associated with the modified potential energy Km(q), for the two different values
of the parameter kp = 19.6 and kp = 40.
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Fig. 2. Feedback controlled performance of the original system to the proposed

strategy

Fig. 3. Closed-loop behavior of the proposed input force and the Lyapunov function,

respectively

Fig. 4. Level curves of Km(q) around the origin for kp = 19.6 (left) and kp = 40 (right)
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4.1 Simulation Analysis

As can be seen in Figure 2, the radial displacement is always bounded. In fact,
the radial moving mass motion is bounded by [2.3,2.8]. This motion is, indeed,
more restrictive than the one characterized by the fixed ε. It must be pointed
out that the control strategy is effective in stabilizing the system with reasonable
control input effort for a large deviation from the equilibrium point. However,
the damping injection capabilities of the proposed strategy is somewhat limited.
That is, the system is brought to the desired equilibrium very slowly. As can be
noted in Figure 4, the region of attraction of the specified equilibrium point can
be increased by just augmenting the value of kp. However, it is not convenient
to consider high values for the proportional gain kp, because it would give rise
to high frequencies of the closed-loop oscillations. Thus, it is better to consider
small values for parameter kp in order to guarantee that |r − r| < ε.

5 Conclusions

This paper proposes a PD control law plus gravity compensation for active
vibration damping in a frictionless physical pendulum with moving mass. The
control law is able to damp out the oscillations of the pendulum by using as
active damper the moving mass. The control law design exploits the underly-
ing physical properties of the physical pendulum with moving mass to shape
a convenient Lyapunov function candidate. The asymptotic stability analysis
was carried out using the LaSalle’s Theorem. Moreover, the control law only
needs measurements of the position and velocity of the moving mass. Compared
with previous approaches [18,20], the proposed methodology does not need to
synchronize the motion of the moving mass with the swings of the pendulum
implying simultaneous measurement of the pendulum and moving mass posi-
tions. The proposed strategy is a first step towards the reduction of undesirable
oscillation in civil structures.
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Abstract. The use of videos to extract information from the environ-

ment is one of the most challenging task in the computer vision area.

The video sequences are of particular relevance for the recognition of

humans in environments; in spite of the large databases existing in the

literature, there is a lack of the uniformity among them which causes

difficulties at the moment of making comparisons. The main reason is

the restrictions on the conditions of the sequences (like illumination). To

solve this problem we are proposing a set of 5 characteristics that highly

influence the human’s gait recognition, also we propose the use of the

Restricted Grow Strings to cluster the data bases of characteristics that

represent the conditions in the videos.

1 Introduction

In the artificial vision area one of the most important aspects is the information
extraction from video sequences. This allows to extract and analyze informa-
tion from different actions like human gait [1,2,3]. However, the main trouble
is the way the databases are created and the differences between the existent
databases, since most of them were created with the objective of testing a spe-
cific architecture. The lack of uniformity on the videos turns into a very difficult
task to properly compare the architectures, since it is often necessary to adjust
them to fit into the characteristics of the videos. Although, there has been some
research work that actually focus on the classification of the videos by analysing
its contents [4,5,6] and inspire of the fact that these works can be used to classify
the type of scenes present in the videos we are proposing the use of characteristics
that must be taking into account at the moment of recording the videos.

This work is the first part of a major work to create a database with the more
general characteristics that can be taken to uniform the recording of videos in
the area of computer vision. In this first work we focus on the methodology
necessary to make an optimum classification of the databases of characteristics
present in the videos.

The definition of the characteristics are focused on specific databases for hu-
man gait recognition problem. The proposed characteristics are: the illumination

W. Yu and E.N. Sanchez (Eds.): Advances in Computational Intell., AISC 61, pp. 519–526.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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conditions, the amount of objects in motion, whether there is a static or non-
static environment and outdoor/indoor environment. This features can be clus-
tered in order to analyze the complexity of a video, since certain configurations
on them can increase the difficulty to achieve the recognition.

On this, several algorithms for clustering can be implemented, from the statis-
tical point of view (k-means) to the neural networks approach (SOM); however,
we are proposing the use of the Restricted-Growth Strings (RGS), since this
algorithm offers advantages for our problem. The first one is that it does not
need to know the amount of clusters to separate the main set. Another one is
that it allows to know all the possible cauterizations of the training set, which
by minimising the similarity measurements ratio between the inter-cluster and
intra-cluster of the training set. The other one is that optimum convergence can
be ensured by selecting the closest-to-centre element.

Through this paper we describe first the complexity of the video-type classi-
fication, then we describe some of the theory behind the RGS, our methodology
and finally we will go trough some results, conclusions and future work.

2 Complexity of Video-Type Clustering

The main difficulty relies on the capacity of a given algorithm for classification
to separate a set of features (that represents the description of the conditions
of a given video). Although knowing the optimum disposition of the videos in
a cluster is an exhaustive task that involves the extraction of all the possible
configurations for grouping the videos it ensures the best classification possible.
This task can be overcome by using clustering algorithms, which are a very
important research field on Pattern Recognition area due to its contribution in:

– Data reduction. Many times, the amount of the available data, N , is very
large and, as consequence, its processing becomes very demanding.

– Hypothesis generation. In this case we apply cluster analysis to a data set
in order to infer some hypotheses concerning the nature of the data.

– Hypothesis testing. In this context, cluster analysis is used for the verification
of the validity of a specific hypothesis.

– Prediction based on groups. In this case we apply cluster analysis to the
available data set, and the resulting clusters are characterized based on the
characteristics of the patterns by which they are formed.

For this purpose many algorithms were created like, Self Organizing Maps [7,8],
K-means [9,10], Learning Vector Quantization [11,12], Hierarchical Clustering
[13,14], all of them posses the capability to extract information from very large
datasets. However, the main disadvantage is that they do not offer the capability
to explore all the possible search space. In this way we are proposing the use
of the RG strings, this algorithm offers not only the power to cluster the infor-
mation but also, by using adequate Branch & Bound strategies we can define
an optimization technique that will allows the improvement on the construction
time. At the same time, keeping the advantage of full exploration of the space.
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In the following section we describe our methodology for using the clustering
with RGS of video using a data set of video features.

3 Proposed Methodology

Our methodology consists of the generation of a set of all possible types of clus-
ter configurations of the video sequences set as it can be seen in the figure 1.
First of all, we consider video-features data set which contains a feature vec-
tor of 5 characteristics that influence at evaluating the gait of a person. The
characteristics that we are proposing were established in the outdoor environ-
ments and there are, the illumination conditions (day/night), objects in motion
through the sequence, background motion, frames per second in the sequence
and camera motion. The measurements were done manually.

Fig. 1. Proposed architecture. The characteristics of the sequences are extracted man-

ually and then clustered by RGS and measuring the quality of each one formed.

The characteristics were introduced into a RGS algorithm to cluster them, as
it is shown in the following subsection.

3.1 RGS

The RGS allows to make a change in the space so the feature vector that repre-
sents the conditions in the videos is transformed into a RGS space. This means
that we can find the ways to put x items into k groups of n elements, where
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the ordering within the groups does not matter nor the ordering of the groups
themselves. In other words, a type of set partition. The main advantage com-
pared to other set partition iterators is that they need to iterate over 10 billion
partitions just to get the 2.6 million ones in the case of a subset of 4 elements.

The definition of a RGS is the following: for a set partition of n elements,
the n character string a1, a2, ..., an in which each character gives the set block
(B0, B1, ...) in which the corresponding element belongs is called the restricted
growth string (or sometimes the restricted growth function). For example, for
the set partition 1, 2, 3, 4, the restricted growth string would be 0122. If the set
blocks are ”sorted” so that a1 = 0, then the restricted growth string satisfies the
inequality:

a(i+1) <= 1 +max(a1, a2, ..., ai) (1)

for i=1, 2, ..., n-1.
Let us consider the following sample: The periods separate the individual sets

so that, for example, 1.23.4 is a partition from 1,2,3,4.

Table 1. Possible combinations for 4 elements

Partitions Blocks produced

1 1234

2 123.4, 124.3, 134.2, 1.234, 12.34, 13.24, 14.23

3 1.2.34, 1.24.3, 1.23.4, 14.2.3, 13.2.4, 12.3.4

4 1.2.3.4

In the following subsection we describe the clustering measures we used to
consider the quality of each and every RGS generated.

3.2 Data Clustering

For the clustering formation we used the RGS, this algorithm involves the cre-
ation of a tree structure which contains all the possible configurations of the
clustering, see figure 2 for an example of a RGS tree of 4 elements. As it can be
seen the main disadvantage is the creation and so evaluation of the tree, since
its growth is exponential, for a tree of the possible combination grows up to
120.

So we decided to optimize the RGS growing by adding a function to minimize
both the distance inside the cluster (inter-cluster) and the distance between the
clusters generated (intra-cluster). The function is defined as:

ϑ = minn
i=1(Si) (2)

where S is the similarity function 6, and n are the total of vectors to evaluate.
The first step of our iterative version of the RGS for video-features clustering

consist on determining the centroid of the training data by:
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Fig. 2. RGS tree sample formed with a string of 4 elements

C =
1
n

(
n∑

i=1

Isi

)
(3)

where Isi is the i-esim vector of features of the i-esim video of the training set.
So we re-sort the training data in order to obtain the closest element of the

training set to the C. This causes the reconstruction to become more focused
on the centre of the whole set. For the following elements of the training set we
have to determine the belongness of the according to the convenience in terms
of the closeness to the previous grouped set. So we still have to minimize the ϑ
variable. This rule still full fills the requirements of the RGS construction since
the options for the following element to group are the maximum of the previous
elements already grouped. This process is repeated until we group the total of
the videos.

The objective is to create a construction of the RGS optimized not only
based on the aptitude function but also tanking into account the closeness of the
data with respect to the centroid, and so generating a more compact clusters
structure.

However, to measure the closeness of and Isi element we are proposing to use
the quality measures described in the following.

It is natural to ask what kind of standards we should use to determine the
similarity between clusters and the quality of them, or how to measure the oppo-
site. Usually, a prototype is used to represent a cluster so that it can be further
processed like other objects. Here, we focus on reviewing measure approaches
between individuals due to the previous consideration [15,16].

Mainly we look for the dissimilarity intra-cluster (similarity between objects
of the same cluster) and the inter-cluster (similarity between different clus-
ters). These measurements are the equivalent to measure the dissimilarity of
the grouped objects and sets.

For the intra-cluster measure we use a measure on the dispersion between the
elements of a Ci cluster defined as:
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Si =

(
1
ni

∑
x∈Ci

||x− wi||r
) 1

r

(4)

where ni is the number of the vectors in Ci, w is the weighted mean vector and
r is the ratio.

Also to measure the dissimilarity among the clusters we use:

d =

∣∣∣∣∣w1 −
l∑

k=2

wk

∣∣∣∣∣
q

(5)

where w is the mean vectors of existing cluster respectively, the combination of
this measure to obtain the dissimilarity value between the two cluster is given
by the following formula:

M =
∑l

i=1 Si

d
(6)

where S is the measures of dispersion between the elements of a cluster, d is the
intra-cluster dissimilarity measurement and n is the total amount of clusters.
These measures can be used to help binding the construction of the RGS tree,
by considering the dispersion of each element while it is added to RGS tree. In
the following section we show some results obtained and a comparison between
two other clustering techniques.

4 Results

In order to compare the clustering capacities of our approach we used a 2 data
bases each one of 120 videos with the 5 features extracted from each one. We
compared our algorithm against two of the most common clustering techniques,
the K-means and the Self Organizing Maps (SOM) trained 1000 epochs. For
the test, we ranged the amount of clusters from 3 to 40. Some of these results
are shown in the table 2. All the clusters produced by the three techniques were
measured with the same equations described in our methodology. One important
thing to remark is what happens while increasing the amount of clusters, as it
can be seen in the case of the k-means, the algorithm decrease its capability
to keep the classes as separated as possible. The consequence is that the ratio
between distance inter-cluster and intra-cluster. This phenomena does not occur
for both the SOM and the RGS. In the case of the K-means, it constructs the
clusters considering the a priori designation of the amount of clusters which force
the algorithm to group the data into all of them.

Although the percentage of correct classification of the SOM is superior to
the RGS, it is important to consider that since the cluster configuration for this
algorithm is not always the same. So forth achieving the optimum is not a matter
of incrementing the amount of epochs, but it depends on the initial weights. The
results we show are the average of several training repetitions, which make the
process more expensive than the RGS algorithm.
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Table 2. Results of the classification

Partitions generated Algorithm Mi

K-means 0.483

5 SOM 0.383

RGS 0.402

K-means 0.527

10 SOM 0.336

RGS 0.328

K-means 0.547

25 SOM 0.345

RGS 0.474

K-means 0.872

40 SOM 0.456

RGS 0.540

5 Conclusion and Future Work

In this paper we have proposed an algorithm of complexity N(N−1)
2 to solve

the problem of video-feature classification, where N is the amount of elements.
Also this paper is the first part of a major work for selection the optimum test
set for our problem of gait recognition. Since there is no set of sequences that
allow testing the different algorithms to solve the recognition task our objective
is to determine not only the optimum training set of sequences but the also
the configuration of the conditions in the videos. The convenience of using the
RGS algorithm due to its shorter training time can also be seen by comparing the
computational complexity of the SOM algorithm (which is the one that achieved
the best performance); the normal SOM algorithm complexity is O(N2), and for
each the training epoch O(K) [17].

However, there are things that can be improved, one thing is the aptitude
function for measuring the ratio distance between inter-cluster and intra-cluster.
This can be don by using better distance functions like Mahalanobis. Another
thing that can be improved is the the inference mechanism that allow an intelli-
gent growing of the RGS, this can be done by exploring more than just one level
beneath the i-esim current level.
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López-Cárdenas, Rodrigo 453

Lu, Bao-Liang 133

Lugo, Raul 369

Ma, Jie 433

Ma, Yuming 423

Ma, Z.M. 229

Mart́ınez-Arenas, Tomás 443
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