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Abstract Categorization is essential for perception and provides an important 
foundation for higher cognitive functions. In this review, I focus on perceptual 
aspects of categorization, especially related to object shape. In order to visually 
categorize an object, the visual system has to solve two basic problems. The first 
one is how to recognize objects after spatial transformations like rotations and size-
scalings. The second problem is how to categorize objects with different shapes as 
members of the same category. I review the literature related to these two prob-
lems against the background of the hierarchy of transformation groups specified 
in Felix Klein’s Erlanger Programm. The Erlanger Programm provides a general 
framework for the understanding of object shape, and may allow integrating object 
recognition and categorization literatures.

1  Introduction

Categorization is regarded as one of the most important abilities of our cognitive 
system, and is a basis for thinking and higher cognitive functions. An organism 
without such abilities would be continually confronted with an ever-changing array 
of seemingly meaningless and unrelated impressions. The categorization of envi-
ronmental experiences is a basic process that must be in place before any organism 
can engage in other intellectual endeavors. In the words of the cognitive linguist 
George Lakoff: “There is nothing more basic than categorization to our thought, 
perception, action, and speech. Every time we see something as a kind of thing, for 
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example, a tree, we are categorizing. Whenever we reason about kinds of things – 
chairs, nations, illnesses, emotions, any kind of thing at all – we are employing 
categories. (…) Without the ability to categorize, we could not function at all, either 
in the physical world or in our social and intellectual lives. An understanding of 
how we categorize is central to any understanding of how we think and how we 
function …” (Lakoff 1987, pp. 5–6).

A fundamental aspect of categorization is to visually recognize and categorize 
objects. Probably the most important feature for object categorization is object 
shape (e.g., Biederman and Ju 1988). Usually we are able to visually recognize 
objects although we see them from different points of view, in different sizes (due 
to changes in distance), and in different positions in the environment. Even young 
children recognize objects so immediately and effortlessly that it seems to be a 
rather ordinary and simple task. However, changes in the spatial relation between 
the observer and the object lead to immense changes of the image that is projected 
onto the retina. Hence, to recognize objects regardless of orientation, size, and posi-
tion is not a trivial problem, and no computational system proposed so far can suc-
cessfully recognize objects over a wide range of categories and contexts. The 
question about how we recognize objects despite spatial transformations is usually 
referred to as the first basic problem of object recognition. Moreover, we are not 
only able to recognize identical objects, after spatial transformations, but we can 
also effortlessly categorize an unfamiliar object, for instance a dog, a bird, or a but-
terfly, despite, sometimes, large shape variations within basic categories (e.g., 
Rosch et al. 1976). How do we generalize over different instances of an object 
class? This ability for class-level recognition or categorization is considered as the 
second basic problem of recognition. The main difficulty in classification arises 
from the variability in shape within natural classes of objects (e.g., Ullman 2007).

Objects can be recognized or categorized on different levels. For example, a spe-
cific object can be categorized as an animal, as a dog, as a beagle, or as my dog 
Snoopy. One of these levels has perceptual priority, and is called the basic level of 
categorization (Rosch et al. 1976; for a review see e.g., Murphy 2002). The basic 
level is usually also the entry level of categorization (Jolicoeur et al. 1984). Thus, we 
tend to recognize or name objects at the basic level, i.e., we see or name something 
as dog, cat, car, table, chair, etc. The level above the basic level is called superordi-
nate level (e.g., vehicle, animal), while the level below the basic level is called sub-
ordinate level (limousine, van, hatchback or collie, dachshund, beagle, etc.).

The basic level is the most inclusive level at which members of this category have 
a high degree of visual similarity, and at which observers can still recognize an aver-
age shape, created from the shapes of several category members. (Rosch et al. 
1976).1 Therefore the basic level is the highest level of abstraction at which it is pos-
sible to form a mental image which is isomorphic to an average member of the class 

1 In addition, the basic level is the most inclusive level at which we tend to interact with objects in 
a similar way (Rosch et al. 1976), indicating the importance of knowledge about motor interac-
tions for categorization (see Helbig et al. 2006).
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and, thus, the most abstract level at which it is possible to have a relatively concrete 
image of a category (Rosch et al. 1976, Exp. 3 and 4; see also Diamond and Carey 
1986). The pictorial nature of category representations up to the basic level has been 
confirmed in further experiments. In a signal detection experiment, subjects were 
better in detecting a masked object when the basic level name of the object was given 
prior to each trial. Superordinate level names did not aid in detection, which suggests 
that superordinate level categories are not represented in a pictorial code. Moreover, 
a priming experiment demonstrated that the basic level is the most abstract level at 
which preceding exposure of the category name affected same responses under 
physical identity instructions (Rosch et al. 1976, Exp. 5 and 6). These findings sug-
gest that the basic level is the highest level at which category representations are 
image-based or pictorial.

Evidence for image-based or pictorial representations has been found also in the 
object recognition literature. The majority of findings indicate that recognition 
performance depends systematically on the amount of transformation (rotation, 
size-scaling, and shift in position) to align input and memory representations (for 
review see Graf 2006; for details see Sect. 3). This dependency suggests that rep-
resentations are in a similar format as the visual input, whereas abstract representa-
tions should – by definition – be independent of image transformations.

A number of different accounts of recognition and categorization have been pro-
posed, differing in the abstractness of the postulated representations (for reviews see 
Edelman 1997, 1999; Graf 2006; Murphy 2002; Palmeri and Gauthier 2004; Ullman 
1996). Several models rely on relatively abstract representations. Models from the 
categorization literature are usually based on abstract features or properties (e.g., 
Nosofsky 1986; Cohen and Nosofsky 2000; Maddox and Ashby 1996; Markman 
2001), but abstract features seem to be limited in their capacity to describe complex 
shapes. Structural description models from the recognition literature involve a 
decomposition into elementary parts and categorical spatial relations between these 
parts (like above, below, side-of), and thus are based on abstract propositional rep-
resentations (e.g., Biederman 1987; Hummel and Biederman 1992; Hummel and 
Stankiewicz 1998). However, models that rely on abstract representations are diffi-
cult to reconcile with strong evidence for a systematic dependency on image trans-
formations, like rotations and size-scalings (for review see, e.g., Graf 2006).

Several different image-based approaches have been proposed, which are better 
suited to account for the dependency on transformations (for reviews see Jolicoeur 
and Humphrey 1998; Tarr 2003). Early alignment models relied on transformational 
compensation processes, like mental rotation, in order to align stimulus representa-
tions and memory representations (e.g., Jolicoeur 1985, 1990a; Ullman 1989, 1996). 
As evidence has accumulated against mental rotations in object recognition (Jolicoeur 
et al. 1998; Willems and Wagemans 2001; Farah and Hammond 1988; Gauthier et al. 
2002; for a review see Graf 2006), later image based approaches avoided the notion 
of transformation processes (e.g., Edelman 1997, 1998; Edelman and Intrator 2000, 
2001; Perrett et al. 1998; Riesenhuber and Poggio 1999; Ullman 2007).

Moreover, hybrid models have been proposed in an attempt to combine structural 
and image-based approaches (Foster and Gilson 2002; Hayward 2003). Some hybrid 
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models have been derived from structural description models (Hummel and 
Stankiewicz 1998; Thoma et al. 2004), while others are extensions of image-based 
models (Edelman and Intrator 2000, 2001). The notion of structured representations 
is implicit also in the structural alignment approach brought forward in the litera-
tures on similarity, analogy, and categorization (e.g., Medin et al. 1993; Gentner and 
Markman 1994, 1995; Goldstone and Medin 1994; Goldstone 1994a, 1994b, 1996; 
Markman 2001). This approach combines structured representations with the notion 
of alignment, the latter being used also in image-based approaches of recognition 
(Ullman 1989, 1996; Lowe 1985, 1987). More recently, a transformational frame-
work of recognition involving alignment has been proposed, now relying not on 
mental rotations, but on an alignment based on coordinate transformations (Graf 
2006; Graf et al. 2005; Salinas and Sejnowski 2001; Salinas and Abbott 2001; for 
further transformational approaches see Hahn et al. 2003; Leech et al. 2009).

Although the terms recognition and categorization are often used synonymously, 
they are investigated in two separate research communities. Traditionally the term 
recognition is more associated with perception and high-level vision, while catego-
rization is more associated with cognition (e.g., Palmeri and Gauthier 2004). 
Members of both communities attend to different conferences, with relatively little 
overlap (see Farah 2000, p. 252). Surprisingly, relatively little research in the field 
of categorization is related to object shape (for reviews see Murphy 2002; Ashby 
and Maddox 2005). Consequently, relatively few attempts were made in order to 
come to an integrative approach of recognition and categorization (for exceptions 
see Edelman 1998, 1999; Nosofsky 1986; for an integrative review see Palmeri and 
Gauthier 2004). The aims of this article are related to this shortcoming. First, I will 
propose that Felix Klein’s hierarchy of transformation groups can be regarded as a 
framework to conceptualize object shape and shape variability within categories up 
to the basic level. Second, given the commonalities between object recognition and 
categorization, I will lay out the foundations for an integrative transformational 
framework of recognition and categorization.

2  Form and Space

A prevalent idea in present cognitive neuroscience is that shape information and 
spatial information are processed in different visual streams, and therefore more or 
less dissociated. While shape processing for object recognition is postulated to occur 
exclusively in the ventral stream, the dorsal visual stream is involved in spatial tasks 
(Ungerleider and Mishkin 1982; Ungerleider and Haxby 1994), or perception for 
action (Milner and Goodale 1995; Goodale and Milner 2004). However, from a logi-
cal or geometrical point of view, shape and space cannot be strictly separated, but 
are closely related. As Stephen Kosslyn (1994, p. 277) argued, a shape is equivalent 
to a pattern formed by placing points (or pixels) at specific locations in space; a close 
look at any television screen is sufficient to convince anyone of this observation. 
Thus, shape is nothing more than a set of locations occupied by an object (Farah 
2000, p. 71). Moreover, observers need to recognize shapes independent of the spatial 
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relation between observer and object, and thus compensate or account for spatial 
transformations in object recognition. Given this tight connection between form and 
space, it seems reasonable to investigate whether a geometrical (spatial) theory of 
shape is feasible. There is a growing body of evidence suggesting that areas in the 
parietal cortex – that is, areas usually associated with spatial or visuomotor process-
ing – are involved in the recognition of disoriented objects (Eacott and Gaffan 1991; 
Faillenot et al. 1997, 1999; Kosslyn et al. 1994; Sugio et al. 1999; Vuilleumier et al. 
2002; Warrington and Taylor 1973, 1978). A recent experiment using transcranial 
magnetic stimulation confirmed that the parietal cortex is involved in object recogni-
tion (Harris et al. 2009). Interestingly, the categorization of distorted dot pattern 
prototypes (in which different dot patterns were created by shifting the dots in space) 
involves not only typical shape-related areas like lateral occipital cortex, but also 
parietal areas (Seger et al. 2000; Vogels et al. 2002).

In accordance with the close connection between shape and space, I will argue 
that shape and shape variability can be conceptualized in terms of geometrical trans-
formations. The organization of these different types of transformations can be 
described by Felix Klein’s (1872 /1893) Erlanger Programm, in which Klein pro-
posed a nested hierarchy of geometrical transformation groups to provide an integra-
tive framework for different geometries. This hierarchy of transformation groups 
ranges from simple transformations like rotations, translations (shifts in position), 
reflections, and dilations (size-scalings) – which make up the so-called Euclidean 
similarity group – to higher (and more embracing) transformation groups, namely 
affine, projective and topological transformations. I will explain and illustrate these 
transformations below, but before I will provide a brief historical survey to shed 
some light on the importance of the Erlanger Programm for geometry.

In the nineteenth century, geometry was in danger of falling apart into several 
separate areas, because different non-Euclidean geometries have been developed by 
mathematicians like Gauß, Lobatschewsky, and Bolayi, and later elaborated by 
Riemann. In 1872, Felix Klein was appointed as an ordinary professor of mathe-
matics in Erlangen. In his inaugural address he proposed that different geometries 
can be integrated into one general framework – a project which was later called the 
Erlanger Programm. Klein argued that geometrical properties and objects are not 
absolute, but are relative to transformation groups.2 For instance, a circle and an 
ellipse are different objects in Euclidean geometry, but in projective geometry all 
conic sections are equivalent. Regarding the projective group, a circle can be easily 
transformed into an ellipse or any other conic section.

Based on the idea that a geometry is defined relative to a transformation group, it 
was possible to integrate the different geometries by postulating a nested hierarchy of 
transformation groups. Euclidean geometry, projective geometry and space-curving 
geometries simply refer to different geometrical transformation groups in Klein’s 

2 In mathematics, a group is a set that has rules for combining any pair of elements in the set, and 
that obeys four properties: closure, associativity, existence of an identity element and an inverse 
element. The mathematical concept of group has been used in cognitive psychology (e.g., Bedford 
2001; Chen 2005; Dodwell 1983; Leyton 1992; Palmer 1983, 1989; Shepard 1994).
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hierarchy. Note that these transformation groups are also important for the under-
standing of object shape.

The first important group in the hierarchy of transformations here is the so-
called Euclidean similarity group, which is made up of rotations, translations 
(shifts in position), reflections, and size-scalings. The Euclidean similarity group 
can be regarded as the basis of Euclidean geometry (see Ihmig 1997).3 Mainly these 
transformations need to be compensated after changes in the spatial relation 
between observer and object.

The next higher transformation group is the group of affine transformations, 
which includes transformations like linear stretchings or compressions in one 
dimension, and also linear shear transformations, which change the angle of the 
coordinate system. In short, affine transformations are linear transformations that 
conserve parallelism, i.e., in which parallel lines remain parallel. A simple affine 
stretching transformation occurs when TV programs in the usual 4:3 format are 
viewed on the new 16:9 TV sets. Affine transformations are nicely illustrated by 
Albrecht Dürer (1528)/(1996), who was probably the first who systematically 
investigated the influence of geometrical transformations on object shape, focusing 
on human bodies and faces (see Fig. 1). As every higher transformation group 

Fig. 1 As demonstrated by Albrecht Dürer (1528/1996), affine transformations (i.e., linear trans-
formations that conserve parallelism) provide a way to account for some of the shape differences 
between different heads. (a) On the left side affine compression and stretching transformations are 
depicted. (b) On the right affine shear transformations are shown, which can include a transforma-
tion of the angle of the coordinate system (while parallels still remain parallel). Note: Drawings 
by Albrecht Dürer 1528, State Library Bamberg, Germany, signature L.art.f.8a. Copyright by 
State Library Bamberg, Germany. Adapted with permission

3 The Euclidean similarity group can be further subdivided (e.g., Bedford 2001), but this is not 
important for present purposes. A more detailed description of the hierarchy of transformation 
groups can be found in Michaels and Carello (1981, p. 30–37), Palmer (1983), or Cutting (1986).
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includes the lower group (nested hierarchy), the Euclidean similarity group is 
included in the group of affine transformations.

The next group in the hierarchy is the group of projective transformations. 
Projective transformations are linear transformations which do not necessarily con-
serve the parallelism of lines (and therefore violate Euclid’s parallelity axiom). 
Central perspective in Renaissance paintings is constructed on the basis of projec-
tive geometry, as parallel lines intersect (in the vanishing point). Moreover, projec-
tive transformations allow describing yet further systematic changes of object shape 
beyond affine transformations (see Fig. 2).

Finally, the highest (or most basic) group in the hierarchy of point transforma-
tions is the group of topological transformations.4 Topological transformations 
allow for nonlinear transformations, so that straight lines can be transformed into 
curved lines. Topological transformations can be illustrated by deforming a rubber 
sheet without ripping it apart. For this reason, topological geometry is often called 

Fig. 2 Projective transformations of shapes, which allow for linear transformations that violate 
parallelism, can account for a still larger range of shape variations between different heads. Note: 
Drawings by Albrecht Dürer 1528, State Library Bamberg, Germany, signature L.art.f.8a. 
Copyright by State Library Bamberg, Germany. Adapted with permission

4 There are also transformations which go beyond point transformations (see Ihmig 1997). 
However, these do not seem to be of primary importance for an understanding of object shape.
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rubber sheet geometry. As the hierarchy of transformation groups is a nested hier-
archy, the group of topological transformations includes not only space-curving 
transformations, but all transformations that were described above. Topological 
geometry was first employed within a scientific theory in 1915 in Einstein’s 
General theory of relativity. Only 2 years later, Thompson (1917)/(1942) used topo-
logical transformations to account for differences in the shapes of closely related 
animals (Fig. 3).

These different geometrical transformations provide a systematic way to 
describe the shape variability of biological objects, like facial profiles. A specific 
type of topological transformation is suited to characterize the remodeling of facial 
profiles by growth (Pittenger and Shaw 1975; Shaw and Pittenger 1977; see Fig. 4). 
This transformation has been dubbed “cardioidal” transformation, because it 
changes a circle into a heart shape. Cardioidal transformations can be described 
mathematically by using rather simple trigonometric functions. A matrix of head 
profiles was created by applying the cardioidal and an affine shear transformation 

Fig. 3 Topological transformations, which include also nonlinear (deforming) transformations, 
describe variations of the shapes of closely related animals, like different types of fish. Note: Drawings 
by Thompson 1917. Copyright by Cambridge University Press. Adapted with permission
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to the profile of a 10-year-old boy. The cardioidal (nonlinear) transformation allows 
deforming the head into the profile of a baby, into the profile of a grown-up man, 
or into some Neanderthal-man-like profile (see Fig. 4a, horizontal rows). Within 

Fig. 4 Affine shear and topological transformations provide a principled description of the shape 
space of the category head. (a) A set of facial profiles was created with topological transforma-
tions (within rows) and affine shear transformations (within columns), in order to investigate age 
perception (Shaw and Pittenger 1977). (b) The geometrical transformations can be conceptualized 
as transformations of the underlying coordinate system, i.e., as transformations of space. The 
standard grid is at shear = 0, strain = 0. Note that the deformations underlying the shape changes 
are rather simple. Note: Figures by Shaw and Pittenger 1977. Copyright by Robert Shaw. Adapted 
with permission
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each column, the level of affine shear is modified. The underlying transformations 
that correspond to these shape changes are visualized by the deformation of the 
corresponding coordinate systems (Fig. 4b).5 Thus, the shape changes are created 
by a deformation of the underlying space.

More recently, these ideas have been extended by proposing that the shape vari-
ability of members of a given basic-level category can be described by topological 
transformations (Graf 2002). The different facial profiles in Fig. 4a can be consid-
ered not only as phases in a growth process, but also as different members of the 
category head. By allowing for topological transformations, shape variability within 
categories can be accounted for – up to the basic level of categorization (Graf 2002). 
This proposal is consistent with the finding that the basic level is the highest level at 
which members of a category have similar shapes (Rosch et al. 1976), and it pro-
vides a systematic way to deal with these shape differences. This approach works 
well for biological objects, and also for many artifact categories (for constraints see 
Graf 2002). Topological transformations correspond to morphing in computer 
graphics. With morphing, the shape of one object is transformed into another, based 
on an alignment of corresponding points or parts. The use of topological (morphing) 
transformations has significant advantages: First, morphing offers the possibility to 
create highly realistic exemplars of familiar categories, moving beyond the artificial 
stimuli previously used in visual categorization tasks (for review see Ashby and 
Maddox 2005). Second, morphing is an image transformation which aligns corre-
sponding features or parts. Thus, morphing is both image-based and structural. 
Third, the method allows to vary the shape of familiar objects in a parametric way, 
and thus permits a systematic investigation of shape processing.

The framework of the Erlanger Programm has been employed before in theories 
in perceptual and cognitive psychology. The Erlanger Programm and mathematical 
group theory proved to be useful to account for perceptual constancy (e.g., 
Wagemans et al. 1997; Cassirer 1944), perceptual organization (Chen 2001, 2005; 
Palmer 1983, 1989, 1999), the perception of motion and apparent motion (e.g., 
Chen 1985; Shepard 1994; Palmer 1983; Foster 1973, 1978), the perception of age 
(e.g., Shaw and Pittenger 1977), event perception (Warren and Shaw 1985), object 
identity decisions (Bedford 2001), and object categorization (Graf 2002; Shepard 
1994). The Erlanger Programm may provide a basis for a broad framework of 
visual perception, which covers not only recognition and categorization, but also 
perceptual organization. Thus, the Erlanger Programm seems to be a promising 
theoretical framework, considering that an integral theory of perceptual organiza-
tion and categorization is necessary (Schyns 1997).

In previous approaches the transformation groups of the Erlanger Programm 
have been typically used as a basis to define invariants, i.e., formless mathematical 
properties which remain unchanged despite spatial transformations (e.g., Gibson 
1950; Todd et al. 1998; Van Gool et al. 1994; Wagemans et al. 1996; see already 

5 Nonlinear transformations seem to play a role also within the visual system. The retina is not flat 
but curved, and projections onto the retina are therefore distorted in a nonlinear way. Moreover, 
the projection from the retina to the primary visual cortex is highly nonlinear.
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Cassirer 1944; Pitts and McCulloch 1947; for a review see Ullman 1996). For 
instance, the cross ratio is a frequently used invariant of the projective group (e.g., 
Cutting 1986; a description of the cross ratio can be found in Michaels and Carello 
1981, pp. 35–36).6 Invariant property approaches may be mathematically appealing 
but have at least two severe problems: The higher the relevant transformation group 
is in Klein’s hierarchy, the more difficult it gets to find mathematical invariants 
(e.g., Palmer 1983). And, more important, the invariants that were postulated to 
underlie object constancy in the visual system could often not be empirically con-
firmed (e.g., Niall and Macnamara 1990; Niall 1992; but see Chen 2005). In the 
next section I will review evidence demonstrating that recognition and categoriza-
tion performance is not invariant, but depends on the amount of geometrical 
transformation.

3  Recognition and Categorization Performance Depend  
on Spatial Transformations

As I argued in Sect. 2, Felix Klein‘s hierarchy of transformation groups offers a 
general way to conceptualize shape and shape variability. It provides an excellent 
framework for reviewing the existing studies both on shape recognition and catego-
rization. Most studies in the object recognition literature are related to transforma-
tions of the Euclidean similarity group, especially to rotations, dilations 
(size-scalings) and translations (shifts in position). These transformations are the 
ones most relevant for recognizing a specific object, because the same object may 
be encountered in different orientations, positions, and sizes. Although we are able 
to recognize objects after spatial transformations, reaction times (RTs) typically 
increase with increasing transformational distance. This has been shown exten-
sively for orientation, both in the picture plane (e.g., Jolicoeur 1985, 1988, 1990a; 
Lawson and Jolicoeur 1998, 1999) and in depth (e.g., Lawson and Humphreys 
1998; Palmer et al. 1981; Srinivas 1993; Tarr et al. 1998; Lawson et al. 2000; for 
reviews see e.g., Graf 2006; Tarr 2003). There is also plenty of evidence that rec-
ognition performance depends on size (e.g., Bundesen and Larsen 1975; Bundesen 
et al. 1981; Cave and Kosslyn 1989; Jolicoeur 1987; Larsen and Bundesen 1978; 
Milliken and Jolicoeur 1992; for a review see Ashbridge and Perrett 1998). 
Moreover, an increasing number of studies show position dependency (Dill and 
Edelman 2001; Dill and Fahle 1998; Foster and Kahn 1985; Nazir and O’Regan 
1990; Cave et al. 1994). Neurophysiological studies show a similar dependency on 
orientation, size and position (for a review see Graf 2006).

6 Note that invariants need not necessarily be defined in relation to mathematical groups; invariants 
can be defined also regarding perspective transformations (e.g., Pizlo 1994), which do not fulfill 
the requirements of a mathematical group.
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What about the higher transformation groups in Klein’s hierarchy? Also for 
specific affine transformations, like stretching or compressing in one dimension, a 
monotonic relation between the extent of transformation and performance was 
found. The dependency on the amount of affine transformations has been demon-
strated for simple shapes like ellipses (Dixon and Just 1978). Two ellipses were 
presented simultaneously, varying in shape by an affine stretching or compression. 
Subjects were instructed to judge whether the two ellipses were identical either 
regarding height or width (the relevant dimension was indicated before each trial). 
RTs deteriorated systematically with increasing affine stretching or compression of 
the ellipses – even though just the irrelevant dimension has been transformed. 
Dixon and Just argued that the stimuli were compared via a normalization process 
analogous to mental rotation and size scaling. Using more realistic stimuli, William 
Labov (1973) presented line drawings of cup-like objects that were created by 
changing the ratio of width to height (an affine stretching or compression). This 
manipulation changed the shape of the cup, and made it more mug-like, vase-like 
or bowl-like. The likelihood of assigning the objects into these categories varied 
with context. For instance, the likelihood of categorizing a cup-like object as a vase, 
for example, increased in the context “flower” (as compared to the “coffee” con-
text), indicating that category boundaries are at least to some degree vague and 
context-dependent. More interesting here, Labov’s findings also indicate that the 
likelihood of assigning an object to a category changes with the ratio of width to 
height – which may be regarded as first evidence that categorization is influenced 
by affine transformations. Further evidence that categorization performance 
depends on affine transformations can be found in a study by Cooper and Biederman 
(1993), although it was not designed to investigate this issue.

Up to today, relatively little research has been done regarding projective trans-
formations, i.e., linear transformations which do not necessarily conserve the paral-
lelism of lines. Evidence for a monotonic relation between the extent of projective 
transformation and task performance was found in an experiment which was 
designed to investigate whether the visual system distinguishes between different 
types of projective transformations (Wagemans et al. 1997; see also Niall 2000). 
Wagemans et al. presented three objects simultaneously on a computer screen, one 
on top as a reference stimulus and two below it. Subjects were instructed to deter-
mine which of the two patterns best matched the reference pattern. Recognition 
accuracy deteriorated with increasing amount of projective transformation. Thus, 
there is some provisional evidence that recognition performance depends also on 
the amount of projective transformations. A dependency on affine and projective 
transformations has also been demonstrated in neurophysiological experiments. 
The neural response of shape-tuned neurons in IT depends systematically on the 
amount of affine and projective transformations (Kayaert et al. 2005).

Furthermore, topological (i.e., space-curving) transformations play a role in 
visual perception. For instance, topological shape transformations were investi-
gated in age perception (e.g., Pittenger and Shaw 1975; Shaw and Pittenger 1977; 
Pittenger et al. 1979; Mark and Todd 1985). Subjects had to age-rank facial profiles 
that were subjected to different amounts of affine shear or topological (cardioidal) 
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transformation (see Fig. 4). The results indicated that the age-rankings increased 
monotonically with increasing amount of topological (cardioidal) transformation. 
In addition, profiles transformed by the cardioidal transformation elicited more reli-
able rank-order judgments than those transformed by affine shear transformation. 
These experiments supplied evidence that age perception involves topological 
transformations. These transformations work not only for 2D shapes, but similar 
results have been found for 3D heads (e.g., Bruce et al. 1989).

Also object categorization is systematically related to the amount of topological 
transformation. A series of experiments with dot patterns, that were conducted to 
investigate the formation of abstractions or prototypes (e.g., Posner and Keele 
1968, 1970; Posner et al. 1967; Homa et al. 1973), show a systematic dependency 
on nonlinear deforming transformations. In these experiments random dot patterns 
were defined as prototypes and distorted with statistical methods in order to pro-
duce different exemplars of the same category. The results indicate a monotonic 
relation between the extent of distortion and dependent variables like RT and error 
rate. These statistical distortions can be understood as topological transformations, 
if one assumes that the space between the dots is distorted: Imagine that the dots 
are glued onto a rubber sheet which can be stretched or compressed in a locally 
variable way. Thus, the dot pattern experiments fit nicely within an account sug-
gesting that deforming transformations are involved in object categorization.

Further evidence for a monotonic relation between the RT and the amount of 
topological transformations can be derived from experiments by Edelman (1995) 
and Cutzu and Edelman (1996, 1998), using animal-like novel objects. A number 
of shapes were created by varying shape parameters that lead to nonrigid (mor-
phing) transformations of the objects. The shape parameters were selected so that 
the animal-like objects in the distal shape space corresponded to a specific configu-
ration in proximal shape (parameter) space, e.g., a cross, a square, a star or a tri-
angle (see Fig. 5a). These configurations in proximal shape space could be 
recovered by multidimensional scaling (MDS) of subject data, using RT-data from 
a delayed matching to sample task, or similarity ratings (Fig. 5b).7

Additional evidence comes from studies on facial expression. Facial move-
ments, such as smiles and frowns, can be described as topological transformations 
of the face. The latencies for the recognition of the emotional facial expressions 
increase with increasing topological transformation of facial expression proto-
types (Young et al. 1997). A monotonic relation between the amount of topologi-
cal transformation and RTs was also demonstrated in a task in which two faces 
were morphed, and the morphs had to be classified as either person A or B: The 
latencies for the classification of the faces increased with increasing distance from 

7 However, Edelman (1998) and Cutzu and Edelman (1996, 1998) do not interpret these results in 
terms of nonrigid transformations of pictorial representations, but regard the data as evidence for 
the existence of a low-dimensional monotonic psychological space, in which the similarity rela-
tions of the high-dimensional distal shape-space are represented. For a discussion of Edelman’s 
account of recognition and categorization see Graf (2002).
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the reference exemplar (Schweinberger et al. 1999, Exp. 1a). Moreover, the study 
by Schweinberger et al. indicated that the increase of identification latencies is not 
just due to an unspecific effect of the morphing procedure, like a loss of stimulus 
quality, because a morphing along the emotion dimension (happy vs. angry), 
which was irrelevant for this task, did not affect the latencies for face 
identification.

More recently, topological transformations in categorization have been studied 
in a more direct and systematic way, using various recognition and categorization 
tasks (Graf 2002; Graf et al. 2008; Graf and Bülthoff 2003). Graf and collabora-
tors systematically varied the shapes of familiar biological and artifact categories 
by morphing between two exemplars from the same basic category (Fig. 6). Their 
results indicate that categorization performance depends on the magnitude of the 
topological transformation between two test stimuli (Graf 2002; Graf et al. 2008). 
That is, when two objects were presented sequentially, performance deteriorated 
systematically with increasing topological (morph) distance between the two 
category members. These results could not be reduced to alternative accounts, 
such as to affine transformations, or to changes in the configuration of parts (Graf 
2002; Graf et al. 2008). First, the systematic dependency was also found for cat-
egories whose exemplars differed by only small affine changes, i.e., by only small 
changes of the aspect ratio of the objects. Second, the dependency appeared for 
categories whose members have very similar part configurations. Moreover, 

Fig. 5 A systematic dependency between recognition performance and morph transformation has 
been demonstrated with animal-like novel objects (Cutzu and Edelman 1996). (a) Subjects were 
confronted with several classes of computer-rendered 3D animal-like shapes, arranged in a com-
plex pattern (here: cross) in a common parameter space. (b) Response time and error rate data 
were combined into a measure of perceived pairwise shape similarities, and the object to object 
proximity matrix was submitted to nonmetric MDS. In the resulting solution, the relative geo-
metrical arrangement of the points corresponding to the different objects reflected the complex 
low-dimensional structure in parameter space that defined the relationships between the stimulus 
classes. Note: Figures by Cutzu and Edelman 1996. Copyright by Cambridge University Press. 
Adapted with permission
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transformation times in the categorization task were sequentially additive, sug-
gesting that categorization relied on analog deforming transformations, i.e., on 
transformations passing through intermediate points on the transformational path 
(Graf 2002). The effect of topological distance holds for objects that were rotated 
in the picture-plane, and for objects that were shifted in position (Graf and 

Fig. 6 Shape variability within basic-level categories can be described well with nonlinear (topo-
logical) transformations. Intermediate category members are created by morphing between two 
exemplars from the same basic level category. Morphing describes within-category shape vari-
ability well for biological objects and for many (but not all) artifacts (see Graf 2002, for con-
straints)
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Bülthoff 2003). A systematic dependency on the degree of topological 
transformation has been demonstrated also in (nonspeeded) similarity- and typi-
cality-rating tasks (Graf 2002; Graf et al. 2008; Hahn et al. 2009). Moreover, 
similarity judgments were biased by the direction of a morph animation which 
directly preceded the similarity decision (Hahn et al. 2009). Participants were 
shown short animations morphing one object into another from the same basic 
category. They were then asked to make directional similarity judgments – “how 
similar is object A to object B?” for two stationary images drawn from the morph 
continuum. Similarity ratings for identical comparisons were higher when refer-
ence object B had appeared before object A in the preceding morph sequence. 
Together, these results indicate that categorization performance depends system-
atically both on morph distance and on the direction of transformation. These 
findings are consistent with deformable template matching models of categoriza-
tion (Basri et al. 1998; Belongie et al. 2002).

There is also neuropsychological evidence for deforming shape transformations 
in the visual system. A patient with intermetamorphosis reported that animals and 
objects she owned took the form of another animal or object. She also experienced 
changes in her husband’s appearance, which could become exactly like that of a 
neighbor or could rapidly transform to look larger or smaller or younger (Courbon 
and Tusques 1932; see also Ellis and Young 1990).

To summarize, recognition and categorization performance depends on rota-
tions, size-scalings, translations, affine transformations, projective transforma-
tions, and topological transformations. Thus, performance in recognition and 
categorization tasks depends systematically on the amount of geometrical trans-
formation, for almost all transformation groups of the Erlanger Programm. The 
only exception are mirror reflections, for which the amount of transformation is 
not defined, and therefore a systematic dependency cannot be expected. Given 
these similar patterns of performance in recognition and categorization tasks it 
seems reasonable and parsimonious to assume that both basic problems of recog-
nition – the problem of shape constancy and the problem of class level recogni-
tion – rely on similar processing principles, and just involve different transformation 
groups. The recognition of individual objects after spatial transformations is 
mostly related to Euclidean transformations, like rotations, size-scalings and 
translations. In some cases, like a projection of a shape onto a slanted surface, 
also affine and projective transformations may be necessary. For object categori-
zation the higher (deforming) transformation groups, especially nonlinear trans-
formations, seem most important. Shape variability within basic and subordinate 
level categories usually involves space-curving (topological) transformations. 
However, simpler transformations may describe some of the shape variability 
within object categories, like affine stretching transformations for cups and con-
tainers (see Labov 1973), or size-scaling transformations if some category mem-
bers simply differ in size. Thus, recognition and categorization can be coarsely 
assigned to involve different transformation groups in Klein’s hierarchy, although 
there is no clear-cut mapping.
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4  Integrative Transformational Framework of Recognition 
and Categorization

The general dependency on the amount of transformation for almost all transforma-
tion groups is difficult to reconcile with the notion of invariance, or with invariant 
properties. In principle, invariant property approaches predict that recognition per-
formance does not depend on the amount of transformation, as invariants are by 
definition unaffected by transformations (e.g., Van Gool et al. 1994; Chen 1982, 
1985; Palmer 1983, 1989, 1999). Hence, a systematic relation between recognition 
or categorization performance and the amount of geometrical transformation would 
not be predicted.8 Thus, there are reasons to doubt that invariant property models 
equally account for object recognition and categorization. This extends also to other 
models which rely on abstract representations and predict that recognition and cat-
egorization performance is basically independent of geometrical transformations, 
like structural description models from the recognition literature (e.g., Biederman 
1987; Hummel and Biederman 1992; Hummel and Stankiewicz 1998).

Most of the existing image-based models account for the systematic dependency 
of recognition and categorization performance on the amount of spatial transforma-
tions – even though many models do not involve explicit transformation processes 
to compensate for image transformations (e.g., Edelman 1998, 1999; Perrett et al. 
1998; Riesenhuber and Poggio 1999, 2002; Wallis and Bülthoff 1999). However, 
there are two further important classes of findings which need to be accounted for 
by any model of object recognition (Graf 2006). One class relates to the notion that 
the visual system carries out analog transformation processes in object recognition, 
i.e., continuous or incremental transformation processes. Evidence for analog trans-
formations comes from a study showing that rotation times in a sequential picture–
picture matching task are sequentially additive (Bundesen et al. 1981; for review 
see Graf 2006). In other words, the transformations in the visual system seem to 
traverse intermediate points on the transformational path. Sequential additivity was 
demonstrated not only for rotations, but also for morph transformations in a catego-
rization task (Graf 2002). Several further studies suggest analog transformation 
processes (Kourtzi and Shiffrar 2001; Georgopoulos 2000; Georgopoulos et al. 
1989; Lurito et al. 1991; Wang et al. 1998), but the evidence is not yet conclusive 
(for discussion see Graf 2006).

Another important class of findings is related to congruency effects in object rec-
ognition, suggesting that object recognition involves the adjustment of a perceptual 
frame of reference, or coordinate system. For instance, misoriented objects are recog-
nized better when a different object has been presented immediately before in the 

8 In a variation of this approach, Shepard (1994) claimed that the linearity of transformation time 
(in mental rotation tasks and apparent motion tasks) is an invariant.
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same orientation (Gauthier and Tarr 1997; Graf et al. 2005; Jolicoeur 1990b, 1992; 
Tarr and Gauthier 1998). This orientation congruency effect appeared when the two 
objects were similar or dissimilar, when they belonged to the same or to different 
superordinate categories, and when the objects had the same or a different (horizontal 
vs. vertical) main axis of elongation (Graf et al. 2005). Congruency effects have been 
found also for size (e.g., Larsen and Bundesen 1978; Cave and Kosslyn 1989). These 
congruency effects suggest that recognition involves the adjustment of a perceptual 
reference frame or coordinate system, because performance is improved when the 
coordinate system is adjusted to the right orientation or size.

The existing image-based models cannot account for congruency effects in 
object recognition, because they are based on units that are simultaneously tuned to 
shape and orientation. Therefore, they do not predict a facilitation effect for the 
recognition of dissimilar shapes in the same orientation or size. Also current hybrid 
models which integrate image-based and structural representations (e.g., Edelman 
and Intrator 2000, 2001; Foster and Gilson 2002; Thoma et al. 2004) do not account 
for congruency effects. These models may account for congruency effects with 
similar parts, or similar structures, but not for dissimilar objects (see Graf 2006).

In order to integrate this large body of findings, Graf (2002, 2006) proposed a 
transformational framework of recognition and categorization. According to this 
transformational framework, the transformation groups of the Erlanger Programm 
describe time-consuming (and error-prone) transformation processes in the visual 
system. During recognition, differences in the spatial relation between memory 
representation and stimulus representation are compensated by a transformation of 
a perceptual coordinate system which brings memory and stimulus representations 
into correspondence. When both are aligned, a matching can be performed in a 
simpler way. Note that these transformations are not transformations of mental 
images as in mental rotation, but coordinate transformations (transformations of a 
perceptual coordinate system), and thus similar to transformations involved in 
visuomotor control tasks (Graf 2006; Salinas and Sejnowski 2001; Salinas and 
Abbott 2001). Transformations of the Euclidean similarity group (especially rota-
tions, size-scalings and shifts in position) are usually sufficient to compensate for 
spatial transformations in object recognition (due to changes in the spatial relation 
between observer and object).

The transformational framework can be extended to account for categorization 
up to the basic level and compensate for shape differences – simply by allowing for 
nonlinear (deforming) transformations. Categorization is achieved by a deforming 
transformation which aligns memory and stimulus representations. For instance, 
Snoopy can be categorized as a dog by a topological (morphing) transformation 
which aligns the pictorial representation of the category dog and Snoopy’s shape, 
until both can be matched. This approach provides an integrative framework of 
recognition and categorization up to the basic level, based on Klein’s hierarchy of 
transformation groups. Recognition and categorization rely on similar processing 
principles, and differ mainly by involving different transformations (see Sect. 3). 
The transformational framework explains why recognition and categorization 
latencies depend in a systematic way on the amount of transformation which is 
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necessary for an alignment of memory representation and stimulus representation.9 
Moreover, the transformational framework is in accordance with findings showing 
that dynamic transformation processes are involved in categorization (Zaki and 
Homa 1999; see also Barsalou 1999), and with evidence for a transformational 
model of similarity (Hahn et al. 2003), including effects of the direction of a pre-
ceding morph transformation on subsequent similarity judgments (Hahn et al. 
2009). Given the evidence that perceptual space is deformable and non-Euclidean 
(e.g., Hatfield 2003; Luneburg 1947; Suppes 1977; Watson 1978), the present 
framework suggests that physical space, perceptual space, and representational 
(categorical) space are endowed with a topological structure, leading to a unitary 
concept of space for these domains.

As morphing relies on an alignment of corresponding object parts or features, mor-
phing can be regarded as an image-based structural alignment process. Thus, mor-
phing may be an image-based instantiation of the structural alignment approach, which 
is prominent in the categorization literature (e.g., Gentner and Markman 1994, 1995; 
Goldstone and Medin 1994; Goldstone 1994a, 1994b, 1996; Markman 2001; Markman 
and Gentner 1993a, 1993b, 1997; Markman and Wisniewski 1997; Medin et al. 1993). 
The concept of image-based deforming transformations, or elastic matching, fits nicely 
with the idea of structured representations (Basri et al. 1998). Knowledge about the 
hierarchical organization of an object may also be important within an alignment 
approach, because this knowledge can guide the alignment process (Basri 1996), e.g., 
by facilitating the assignment of correspondent points or regions. This framework is 
compatible with evidence suggesting that object representations are structural or part-
based (Biederman and Cooper 1991; Tversky and Hemenway 1984; Goldstone 1996; 
Newell et al. 2005; but see Cave and Kosslyn 1993; Murphy 1991), without having to 
assume abstract propositional representations.

According to the transformational framework, transformation processes are of 
primary importance – and not the search for invariant properties or features. This 
process-based view does not coincide with the invariants-based and static mathemat-
ical interpretation of the Erlanger Programm (as e.g., suggested by Niall 2000 or 
Cutting 1986, pp. 67–68). It seems more appropriate to assume a transformational 
framework of recognition and categorization, i.e., to focus on transformations and 
not on invariants. Nevertheless, invariants or features may be useful in a preselection 
process, or may play a role in solving the correspondence problem (e.g., Chen 2001; 
Carlsson 1999). Invariants may be involved in a fast feedforward sweep in visual 
processing which does not lead to a conscious percept, while conscious object per-
ception seems to require recurrent processes (Lamme 2003; Lamme and Roelfsema 
2000), potentially including transformational processes (Graf 2006).

9 Not only the extent but also the type of topological distortion might be relevant (in analogy to the 
affine transformation group, cp. Wagemans et al. 1996). However, possible influences of the type 
of topological transformations are not in the focus of this work (for a discussion of the types of 
transformation see Bedford 2001).
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To conclude, the transformational framework seems to be a highly parsimonious 
approach, because it is integrative in several different ways.

First, the transformational framework provides an integrative framework of rec-
ognition and categorization, based on Klein’s hierarchy of transformation groups. 
Second, the transformational framework has the capacity to integrate image-based 
and structured (part-based) representations (see also Hahn et al. 2003), and can be 
regarded as an image-based extension of the structural alignment approach (e.g., 
Medin et al. 1993; Markman 2001). Third, according to the transformational frame-
work, object recognition involves the adjustment of a perceptual coordinate system, 
i.e., involves coordinate transformations (Graf 2006). As coordinate transforma-
tions are fundamental also for visuomotor control, similar processing principles 
seem to be involved in object perception and perception for action (e.g., Graf 2006; 
Salinas and Abbott 2001; Salinas and Sejnowski 2001). This is compatible with the 
proposal that perception and action planning are coded in a common representa-
tional medium (e.g., Prinz 1990, 1997; Hommel et al. 2001). In accordance with 
this integrative approach, the recognition of manipulable objects can benefit from 
knowledge about typical motor interactions with the objects (Helbig et al. 2006). 
Finally, a framework of categorization based on pictorial representations and trans-
formation processes is closely related to embodied approaches of cognition, like 
Larry Barsalou’s (1999) framework of perceptual symbol systems, and embodied 
approaches to conceptual systems (Lakoff and Johnson 1999). The transforma-
tional framework does not invoke abstract propositional representations, but pro-
poses that conceptual representations have a similar format as the perceptual input 
(see Graf 2002, 2006).

5  Open Questions and Outlook

The dependency of performance on the amount of transformation provides sugges-
tive evidence that both object recognition and object categorization up to the basic 
level can be described by geometrical transformation processes. A process-based 
interpretation of the transformations of the Erlanger Programm offers the founda-
tion for an integrative framework of object recognition and categorization. In any 
case, the Erlanger Programm provides a useful scheme to understand object shape, 
and to review the literature on object recognition and categorization.

Clearly, there are still open questions in the transformational framework. First, 
topological transformations are very powerful and can cross category boundaries. 
The question arises why, for instance, the dog template is aligned with a dog, but 
not with a cat, a cow, or a fish. Thus, constraints are necessary in order to avoid 
categorization errors. One important constraint is the transformational distance, 
which tends to be shorter within the same category than between categories. 
However, transformational distance alone might not be sufficient in all cases. 
Additional constraints may be provided by information about tolerable transforma-
tions (Bruce et al. 1991; see also Bruce 1994; Zaki and Homa 1999; see already 
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Murphy and Medin 1985; Landau 1994). The stored category exemplars may span 
some kind of space of tolerable topological transformations for each object cate-
gory (Vernon 1952; Cootes et al. 1992; Baumberg and Hogg 1994; for a more 
detailed discussion see Graf 2002). In accordance, children at a certain age tend to 
overgeneralize and, for example, categorize many quadrupeds as dogs (e.g., Clark 
and Clark 1977; Waxman 1990).

A second problem is the so-called alignment paradox (e.g., Corballis 1988). It 
can be argued that an alignment through the shortest transformational path can only 
be achieved if the object is already identified or categorized. However, Ullman 
(1989, pp. 224–227) demonstrated that an alignment can be based on information 
which is available before identification or categorization (e.g., dominant orientation 
or anchor points), so that the paradox does not arise. This method can be used even 
for nonrigid transformations, if flexible objects are treated as locally rigid and pla-
nar. Further solutions to this correspondence problem have been proposed in the 
computer vision literature (e.g., Belongie et al. 2002; Carlsson 1999; Sclaroff 1997; 
Sclaroff and Liu 2001; Witkin et al. 1987; see also Ullman 1996). It should be noted 
that the problem is not fully solved yet. A potential resolution is that information 
necessary to perform an alignment is processed in a fast and unconscious feedfor-
ward sweep, while conscious recognition and categorization require recurrent pro-
cesses (Lamme 2003; Lamme and Roelfsema 2000), like transformation 
processes.

Third, the neuronal implementation of a transformational framework of recogni-
tion and categorization is an open issue. It has been proposed that coordinate trans-
formation processes in recognition and categorization are based on neuronal gain 
modulation (Graf 2006). Current approaches suggest that recognition and categori-
zation are limited to the ventral visual stream (for reviews see e.g., Grill-Spector 
2003; Grill-Spector and Sayres 2008; Malach et al. 2002). However, it seems pos-
sible that spatial transformation (and morphing) processes in recognition and cat-
egorization also involve the dorsal pathway, which is traditionally associated with 
spatial processing and coordinate transformations. There is suggestive evidence 
that the dorsal stream is involved in the recognition of objects that are rotated or 
size scaled (Eacott and Gaffan 1991; Faillenot et al. 1997, 1999; Gauthier et al. 
2002; Harris et al. 2009; Kosslyn et al. 1994; Sugio et al. 1999; Vuilleumier et al. 
2002; Warrington and Taylor 1973, 1978), and in the categorization of distorted dot 
patterns (Seger et al. 2000; Vogels et al. 2002).

Despite these open questions, the transformational framework seems promising 
due to its integrative potential. Moreover, if topological transformations are 
included into a framework of categorization, a number of further interesting issues 
can be tackled. First, deformations of objects due to nonrigid motion can be 
described by topological transformations. Many biological objects, including 
humans, deform when they move. In order to perceive an organism that is moving 
or adopting a new posture, the representation has to be updated, and deformations 
have to be compensated. Similarly, emotional facial expressions can be described 
by topological transformations (e.g., Knappmeyer et al. 2003). Second, the recogni-
tion of articulated objects can be covered by models that allow for deforming 



94 M. Graf

transformations (e.g., Basri et al. 1998). Third, shape changes related to biological 
growth can be accounted for (Pittenger and Shaw 1975; Shaw and Pittenger 1977). 
Fourth, high-level adaptation phenomena, as reported in the face recognition litera-
ture (e.g., Leopold et al. 2001), can be described with deforming transformations. 
These high-level adaptation phenomena appear to involve deformations of the rep-
resentational space. And fifth, the recognition of deformable objects, like for 
instance a rucksack, or cloths, etc., seems to require deformable transformations.
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Biological Cybernetics, Tübingen, and from the Max Planck Institute for Human and Cognitive 
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