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Abstract. Although knowledge reduction for a decision table based on
discernibility function can be used widely in data classification, there
are also many disadvantages needed discussing detailedly on knowledge
acquisition. To make some improvement for them, firstly, the concept of
a decision table simplified was put forward for removing redundant data.
Then based on knowledge granulation and conditional information en-
tropy, the definition of a new conditional entropy, which could reflect the
change of decision ability objectively and equivalently and present the
concepts and operations in an inconsistent decision table simplified, was
given by separating the consistent objects from the inconsistent objects.
Furthermore, many propositions and properties for reduction with an
inequality were proposed, and a complete knowledge reduction method
was implemented. Finally, the experimental results with UCI data sets
show that the proposed method of knowledge reduction is an effective
technique to deal with complex data sets, and can simplify the structure
and improve the efficiency of data classification.

Keywords: Rough set, decision table, knowledge reduction, knowledge
granulation, conditional entropy.

1 Introduction

Rough set theory [1] has been applied to many areas successfully including data
mining, pattern recognition, machine learning and so on. Knowledge reduction for
data classification is always one of its most important topics. In recent years, there
are many proposed algorithms of attribute reduction whose mechanisms can be
classified as information entropy, position region, discernibility matrix and func-
tion, and genetic algorithms. As follows, we briefly review some relevant litera-
tures. To evaluate uncertainty of a system, the concept of entropy was introduced
by Shannon [2]. Shannon’s information entropy was introduced to search reducts
in classical rough set model, and the relationships of the definitions of rough re-
duction in algebra view and information view were presented in [3].Then in [4], two
novel heuristic reduction algorithms have been proposed, whose worst time com-
plexity is O(|C||U|?) + O(|U|?) and O(|C|*|U|) + O(|C||U|?) respectively, where
C' is a conditional attributes set, and U is a universe of objects. In [4], the al-
gorithm with the time complexity O(|C|?|U|?) could be run in parallel mode to
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compute all keys concurrently. In [6], based on mutual information, a heuristic re-
duction algorithm with the time complexity O(|C||U|?) + O(|U|?) was proposed.
Based on the indiscernibility relation and positive region, a complete algorithm for
the reduction of attributes with time complexity O(|C|?|U [log|U|) and space com-
plexity O(|C||U]) was introduced in [7]. Recently, a new and relatively reasonable
formula was designed for an efficient attribute reduction algorithm, whose worst
time complexity was cut down to Max(O(|C||U|), O(|C|?|U/C|))in [8]. However,
many reduction algorithms have still their own limitations in [9].

A primary use of rough set theory is to reduce the number of attributes
in databases thereby improving the performance of applications in a number
of aspects including speed, storage, and accuracy. Thus based on discernibil-
ity function, to obtain some disadvantages of these current classical reduction
algorithms, we continue deep investigations from the algebra view and the in-
formation view, and then we draw the proposition that the classical information
entropy of knowledge can’t reflect the complete change of decision ability objec-
tively, and the lower approximation of a set is not equivalent to its conditional
information entropy in an inconsistent decision table. In a presented decision ta-
ble simplified, to overcome the shortcomings of existing measures, we construct
a new conditional entropy with separating the consistent objects from the incon-
sistent objects, which is suitable for evaluating the roughness and accuracy of
knowledge granulation, and the judgment theorems and properties for reduction
with an inequality are proposed. Then based on this entropy, the new signifi-
cance of an attribute is defined and compared with that based on positive region
and conditional information entropy respectively, and a complete heuristic algo-
rithm for knowledge reduction is designed and an efficient method for computing
the new conditional entropy is proposed. Finally, the experimental results with
seven data sets from UCI Machine Learning Repository show that the proposed
method is an effective technique to deal with complex data sets, simplify the
structure of decision tables, and improve the efficiency of data classification.

2 Rough Set Theory Preliminaries

A decision table is defined as S = (U, C, D,V, f). Each non-empty subset P C
C' U D determines a binary discernibility relation, i.e./JND(P)={(z,y) € U x
Ulf(z,a) = f(y,a),Ya € P}. IND(P) determines a partition on U, that is
U/IND(P) (in short U/ P), and any element [z]p={y|f(z,a) = f(y,a),Va € P}
in U/P is called an equivalent class. If P,Q are two equivalence relations on U,
VP; € U/P, and 3Q; € U/Q, so that P; C @, then we call the partition U/Q
coarser than the partition U/P.

Let P C C, POSp(D) = U{PY|Y € U/D} is called the P-positive region
of D, where PY = U{[z]p|[z]p C Y} characterizes the P-lower approximation
of Y. Thus in a decision table S = (U,C,D,V, f), we have the proposition
that if POSc(D) = U, then this decision table is called a consistent one, else
an inconsistent one. Meanwhile, the set POS¢(D) is called a (positive region)
consistent objects set on S, and U — POS¢ (D) is called an inconsistent one.
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Thus if Dy = U — POSC(D), then we have CDy = Dy, and if this decision table
is a consistent one, then C'Dg = ) obviously.
Let R be an equivalent relation on U, U/R={R;, Ra, ..., Rs}, then the

formula of knowledge granulation of R is denoted by G(R) = Z (|R:|/|U|)2.

Let P, @ be two equivalent relations on U, U/ P={ X1, Xo, ..., Xn}, U/Q={Y1,
Ya, ..., Y}, then the conditional information entropy of @ to P is defined as

n

H(QIP) == _(Xil/IU]) Z | Xs NY;1/1Xi]) log(1Xi NY;1/1Xa]). (1)

i=1

3 Construction of New Conditional Entropy and
Knowledge Reduction Method

3.1 The Proposed New Conditional Entropy

In a decision table S = (U,C, D,V, f),if r € P C C, H(D|P) = H(D|P — {r}),
then r is unnecessary for D in P, else necessary, and if every element in P
is necessary for D, then P is independent relative to D. Hence, if H(D|P) =
H(D|C), and P is independent relative to D, then P is called a reduct of C
relative to D in [3,4].

However, we analyze these algorithms presented from the information view de-
tailedly, then we have found that firstly as the algorithms based on conditional
information entropy are concerned, whether any condition attribute is redun-
dant depends on whether the conditional information entropy of a decision table
is changed or not, after the condition attribute is deleted. It is easily shown
that the conditional information entropy generated by the consistent objects
set POSc(D) is 0, then the inconsistent objects set U — POSc (D) can lead
to the change of conditional information entropy in a decision table. For the
new added and primary inconsistent objects in every corresponding to decision
attribute classes, only through the change of their conditional probability distri-
butions can the conditional information entropy for a decision table get change.
Thus the main criterions of these algorithms on estimating decision ability only
include two aspects, one is the invariability of the number of definite decision
rules, the other is the invariability of the reliability of indefinite decision rules.
So for these current reduction algorithms, we find that these researchers only
think about the change of reliability for all decision rules after reduction.

Secondly, in actual decision application, besides the reliability of decision
rules, the objects coverage of decision rules is also one of the most important
standards on estimating decision ability effectively.

For solving the problems above, we introduce the property that if P,@Q are
two equivalent relations on U, then U/(PUQ) = U/PNU/Q holds. Thus we can
get the proposition that if P C C' is an equivalent relation on U, Vr € C — P,
then U/(PU{r}) =U/PNU/{r}=U{X/{r}|X € U/P} always holds.Thus we
can get the knowledge granulation of {P U D}.
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Definition 1. Let P C C, U/P = {X1,Xa,..., Xu}, U/D = {¥1,Ya,..., Y},
then the definition of knowledge granulation of {P U D} is denoted by

n m

G(PUD) =YY (IXinY|/|U])?. (2)

i=1 j=1

Hence, from (1) and (2), it is shown that |X;NY;|/|X;| determines the reliability
of any decision rule generated in a decision table, and |X; NY;|/|U| depicts the
objects coverage corresponding to the decision rules. Thus if the two definitions
about data classification above are combined to form a new measure, then it
will help to compensate for the limitation that the researchers for the current
information entropy only think the change of reliability of all decision rules.

Thirdly, from the algebra view in [1] [7] [8], we analyze that the significance of
an attribute is regarded as the quantitative computation of the radix of positive
region which merely depicts the subsets of certain classes on U. However, from
the viewpoint of information view in [3] [4], we find that its significance of an
attribute is only obtained by detaching objects in different decision classes from
equivalent classes of the condition attributes subset. Hence, due to the inconsis-
tent objects, we have the proposition that the current proposed measures which
are based on positive region and conditional information entropy, used as heuris-
tic information, are still lack in dividing U into the consistent objects sets and
the inconsistent objects sets in an inconsistent decision table. Therefore, these
heuristic algorithms of attribute reduction from the algebra view and the infor-
mation view will not be equivalent each other in the representation of concepts
and operations in an inconsistent decision table.

Because Dy is a set of inconsistent objects, we construct that the new parti-
tion {CDy,CD;y,CDs,...,CDy,} is divided into the consistent and the incon-
sistent objects sets respectively, and then all inconsistent objects are detached
to form a whole set. If any subset of the partition {C'Dy, CD;1,CDs,...,CDy,}
isn’t empty, we think that this new partition must be also a decision partition
on U, and if this new partition has any empty decision class C'D;, then the
CD; is called a redundant subset. After all redundant subsets are deleted from
the new partition, it makes no difference to the new decision partition. Hence,
we have a new equivalent relation generated by the new decision partition, de-
noted by RD, i.e. U/RD = {CDy,CD;1,CDs,...,CD,,}. Thus it shows that
the new decision partition U/RD has not only detached the consistent objects
from different decision classes on U, but also separated the consistent objects
from the inconsistent objects, while the classical partition U/D is gained only
through detaching objects from different decision classes corresponding to the
equivalent classes. Meanwhile, because a great deal of redundant data in the
large decision tables have badly disturbed the data classification, for improving
the efficiency of data classification, in a decision table S = (U,C,D,V, f), we
propose the partition U/C = {[Ui]c, [Us]cs . - -, [Un]c} to construct a compact
and non-redundant set of objects, that is U* = {U; UUy U ...U,}, thus we call
S* = (U*,C,D,V, f) a decision table simplified.
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Definition 2. In a decision table simplified S* = (U*,C,D,V, f), P C C,
U*/RD = {CDy,CD,,CDs,...,CD,,}, then the new conditional entropy of
equivalent relation RD with respect to P is defined as

HG(RD; P) = H(RD|P) + G(P U RD). (3)

Proposition 1. In a decision table simplified S* = (U*,C,D,V, f), P C C,
the partition of P on U* is U*/P = {X1,Xs,...,Xy}. Assume X, and X,
are two random equivalent classes in U*/P, so that Vr € P is deleted from P,
then U*/(P - {7’}) = {Xl,X27. .. 7.)(—1,,1,)(;,,+1, ce 7Xq717Xq+17' .. 7.Xn,)(p U
X4} is a new partition formed by unifying X, and X, to X, UX, from U*/P.If
U*/RD={CDy, CDy, CDs, ..., CDy,}, then HG(RD; P) < HG(RD; P—{r}).

Proof. From (1), (2), (3), order HGAo=HG(RD; P — {r}) — HG(RD; P), then
- c cy; uc c cy;
HGA — Z |X178 |YJ| lo IX?;{MYJ' + z:: |qu*|)/1| lo |X¢1;{QIYJ|

JU(XqNCYj)| log [(XpNCY;)U(XqNCY;)]
|U=| [XpUXg|

j=0
_ ZO('XP,E?YJ )2 — Z(quﬁCYJ )2 + Z( XpﬁCYJI&J*(quﬁCE)I) .
]: :

_ Z [(XpNCY;

Order |X,| =z, | Xq| =y, | X, N CYj| = az, | X, N CYj| = by, it is easily known
that £ >0,y >0,0<a<1,0<b<1, then

1 a(z +y) b(x +y) Zaxby
HGp = 1 byl
A g jzz:o[ax og az + by + by log az + by + |U* \U*| Zf]7

where f; is a function. It is obviously true that if ab = 0, get f;=0, that is
HG(RD;P) = HG(RD; P — {r}). Thus 0 < a <1 and 0 < b < 1 shall be only
considered in the following. Order ax = ¢, by = ¥, a/b = 6, obviously get ¢ > 0,
¥ >0, 0 >0, and then

00 200 d(fy) _ (0 -1y

w+ 0y
I = .
ot TV gy T o T ae) T a(e+ 0w)

Thus we find out the proposition as follows: 0 < 6 < 1 = d((f(j)) <0,0=1=

cfi((fej) =0,1<6= cfi((fej) > 0. Therefore, when § = 1, namely a = b, then the
function f; gets the minimal f; = 2¢1/|U*| > 0. Hence, the above shows that
when Vr € P is deleted from P in a decision table, there must be HGA > 0,
and then HG(RD; P) < HG(RD; P — {r}) always holds.

It is known that the coalition of some partitions can be considered as auto-
matically comprising more two partitions continually, due to the selection of X,
and X, at random. Meanwhile, after Vr € P is deleted from P in a decision ta-
ble, suppose that there are many partitions for coalition, then the new partition
U*/(P—{r}), formed by the equivalent relation {P—{r}} on U*, is coarser than
U*/P. So we have the proposition that the new conditional entropy of knowledge
monotonously reduces with the diminishing of the information granularity.

fi= ‘PIOg
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Lemma 1. Let P C C be equivalent relations on U*, then Vr € P is dispensable
in P with respect to D if and only if HG(RD; P) = HG(RD; P — {r}).

3.2 Implementation of Knowledge Reduction Method

Definition 3. In a decision table simplified S* = (U*,C, D,V, f), P C C, then
the significance of an attribute r € C — P with respect to D is defined as

SGF(r, P,D) = HG(RD; P) — HG(RD; P U {r}). (4)

Note that when P = ¢, SGF(r,¢,D) = —HG(RD;{r}). It is seen that if the
proposed SGF(r, P, D) = 0, then the significance of an attribute based on pos-
itive region is also 0. If the radix of positive region fills out after adding an
attribute, then the significance of an attribute based on positive region isn’t 0,
and SGF(r, P, D) # 0. Because SGF(r, P, D) = 0 can depict the data classifica-
tion with separating the consistent objects from the inconsistent objects, while
the significance of an attribute based on conditional information entropy is not.
So we have the proposition that SGF (r, P, D) can include more information.

Definition 4. In a decision table simplified S* = (U*,C,D,V, f), P C C, if
HG(RD;P) < HG(RD;C),Vr € P = HG(RD;P — {r}) < HG(RD;C), and
VP* C P= HG(RD; P*) < HG(RD; P), then P is a reduct of C relative to D.

It is easily seen that calculating any r to the maximum of SGF(r, P, D) is in fact
to calculate that corresponding to the minimum of HG(RD; P U {r}) what is
actually to calculate corresponding partitions, core (CORFER(C)), and positive
region principally. Hence, to improve the efficiency of data classification, mak-
ing full use of these effective measures in [8] [10], we firstly design an efficient
algorithm for computing the new conditional entropy HG(RD; P U {r}).

Input: S* = (U*,C, D,V, f) is a decision table simplified, P C C, and r € C—P.
Output: U*/C, U*/D, U*/P, U*/(PU{r}), U*/RD, U*/(RDUPU{r}), and
HG(RD; PU{r}).

(1) Calculate U*/C, U* /D, U*/ P, U*/(PU{r}), to get POSc (D), U*—POSc (D),
and U*/RD, U*/(RD U P U {r}), thus H(RD|P U {r}) = H(PU{r} URD) —
H(PU{r}), and G(PU{r}URD,).

(2) Calculate HG(RD; PU{r}) = H(RD|P U{r}) + G(PU{r} URD).

In succession, we can obtain the minimum relative reduction set through adding
attribute step by step bottom-up.

Input: S* = (U*,C, D,V, f) is a decision table simplified, P C C, and r € C—P.
Output: A minimum relative reduction set P.

(1) Calculate HG(RD;C), and let P = COREp(C).

(2) If |P| = 0, then turn to (3). It HG(RD; P) < HG(RD;C), then turn to (5).
(3) Select an attribute r with the minimum of HG(RD; PU {r}), and if r is not
only, then select one with the maximum of |[U*/(PU{r})|, and P = P U {r}.
(4)IfVr € P= HG(RD; P—{r}) > HG(RD;C), then turn to (3), else {@Q = P,
P* = P — COREp(C), t = |P*|, for Vi(1 < i < t) = { if r; € P*, P* =
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P* — {r;}, HG(RD; P* U COREp(C)) < HG(RD;Q), then P* = P* U {r;},}
P =P*UCOREp(C).}
(5) The output P is a minimum relative attribute reduction.

It is clear that this algorithm of attribute reduction is complete, in other words,
none of the attributes in P can be eliminated again without decreasing its dis-
criminating capability, while a great many reduction algorithms are still incom-
plete, which can’t ensure that the final reducts will be obtained. Then through
analyzing, it is easily known that these reduction algorithms in [7] [10] are also
complete, while those algorithms in [4-6] are not. By making full use of those fea-
sible measures, we can easily get the time complexity of the proposed algorithm
which is cut down to O(|C|?|U*/C|), which is less than that of [4-7] [9-11].

4 Experimental Results

The experiments on PC (AMD Dual Core 2.71GHz, 2GB RAM, WINXP) under
JDK1.4.2, are performed on several different real-life data sets obtained from
UCI Machine Learning Repository, then we choose five algorithms such as the
Algorithm A in [5], MIBARK in [6], CEBARKNC in [4], Algorithm 4 in [7], the
reduction method in [11], compared with the proposed algorithm, denoted by A,
B, C, D, E, F respectively. Thus we obtain the results of reduct comparison in
Table 1, where s, m, n are the numbers of objects, primal condition attributes,
and after reduction respectively, and t is the time of operation.

Table 1. Comparison of Reduct Results

Data Sets s m A B C D E F

n t n t n t n t n t n t
Iris 150 4 3 0.09 3 0.08 3 0.07 3 0.05 3 0.17 3 0.04
Liver-disorders 345 6 3 0.12 3 0.19 3 0.12 3 0.11 3 0.23 3 0.09
Tic-Tac-Toe 958 9 8 091 8 049 8 0.46 8 0.41 8 5.68 & 0.39

Voting-records 435 1610 0.92 9 052 9 050 9 020 9 6.15 9 0.15
Zoo 101 1711 0.35 11 0.30 11 0.29 10 0.11 10 3.54 10 0.06
Mushroom 8142 22 5 470.5 5 16.81 4 16.02 5 5.25 5 168.63 4 4.83
Chess End Game 3196 36 29 261.6 29 23.28 29 23.35 29 3.48 29 98.37 29 3.15

From the experimental simulation results, in a decision table simplified, based
on U*/RD, the new conditional entropy is feasible to discuss roughness of rough
set, and the proposed heuristic information will make up for the limitations
of estimating decision ability. Hence, the method of knowledge reduction is a
promising and effective technique to deal with complex data sets, and can sim-
plify the structure and improve the efficiency of data classification.
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5 Conclusion

Attribute reduction is a basic issue in knowledge acquisition and data classifi-
cation, and the uncertainty of rough set has been widely studied in rough set
technology. In this paper, to reflect the change of decision ability objectively in
a decision table simplified, an uncertainty measure of knowledge reduction and
its propositions are established by constructing a new conditional entropy. To
compensate for some shortcomings of the classical reduction algorithms, we use
the new conditional entropy as heuristic information to design and implement
an efficient complete knowledge reduction method, whose worst time complexity
has been cut down well, and the experimental results of this method are also
effective. Furthermore, the next further researches, which are characterized by
insufficient and incomplete information in intelligent systems, will be to consum-
mate the more efficient methods for knowledge reduction.
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