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Preface

This volume serves as the conference proceedings for the Third International
Conference on GeoSensor Networks (GSN 2009) that was held in Oxford, UK, in
July 2009. The conference addressed issues related to the deployment of geosen-
sor networks and the collection and management of real-time geospatial data.
This volume includes papers covering a variety of topics, ranging from sensing,
routing and in-network processing, to data modelling, analysis, and applica-
tions. It reflects the cross-disciplinary nature of geosensor networks by bringing
together ideas from different fields, such as geographic information systems, dis-
tributed systems, wireless networks, distributed databases, and data mining.

The papers included in this volume push the frontiers of GSN research in sev-
eral new directions. First, they shift the traditional paradigm of fixed resource-
constrained sensor networks to more versatile scenarios involving mobile sensors
with varying levels of computation, sensing, and communication capabilities.
Second, emerging applications, such as urban sensing, are raising interesting
new GSN challenges, such as participatory sensing, as well as the need to stan-
dardize protocols and interfaces, and integrate multiple sensor networks. Finally,
technological advances in geosensor networks have enabled the collection of vast
amounts of real-time high-resolution spatio-temporal data; the sheer volume of
these data raises the need for efficient data modelling, analysis, and pattern
extraction techniques.

In order to address these topics, the GSN 2009 conference brought together
leading experts in these fields, and provided a 2-day forum to present papers and
exchange ideas. The papers included in this volume are select publications pre-
sented during the GSN 2009 conference that went through a rigorous refereeing
process; the volume also includes a small number of invited papers. More infor-
mation about the scientific background of geosensor networks and an outline of
the papers included in this volume may be found in the Introduction.

We greatly appreciate the many people who made this happen. Specifically,
we would like to acknowledge the financial support of EOARD, the European
Office of Aerospace Research and Development. We would also like to thank the
University of Oxford for their administrative support, and for hosting various
events of the conference. We would especially like to thank Elizabeth Walsh,
Mike Field and Katie Dicks, as well as all the members of the Sensor Networks
Group at the Oxford University Computing Laboratory, who helped in the or-
ganization of the GSN 2009 conference. Last, but not least, we would like to
thank everybody who helped in the production of this volume, and, in particu-
lar, the authors and participants of the conference, the Programme Committee
members, and Springer.

May 2009 Niki Trigoni
Andrew Markham

Sarfraz Nawaz
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Over the last decade, significant advances in sensor and communication technol-
ogy have pushed the frontiers of geosensor networks from the research lab to real
deployments in a variety of novel applications. The main shift from traditional
GIS research started with the ability to deploy untethered sensors in remote
areas, and to collect data in real-time and at varying spatial and temporal scales
and granularities. In order to realize these capabilities in an energy-efficient man-
ner, ongoing research efforts have focused on various aspects of network func-
tionality, ranging from sampling and topology control, to routing and in-network
processing. Significant work is also directed to the modelling of geospatial events,
and the offline analysis of data after they are collected.

As the field of geosensor networks becomes more mature, novel applica-
tions are continuously emerging, with different requirements and research chal-
lenges. For example, remote environmental sensing applications typically involve
battery-powered nodes that cover large geographical areas, and pose interesting
energy-efficiency and scalability problems. Urban-sensing applications typically
involve a mixture of fixed and mobile sensor nodes with rechargeable batteries,
and significant computational and storage capabilities. Such applications raise
challenges of frequent network disconnections because of mobility, limited band-
width resources, and interoperability between sensor devices and networks.

The papers collected in this volume cover a wide spectrum of key areas in
geosensor network research, including sensing, routing, clustering, in-network
compression, in-network filtering, query processing, data analysis, pattern ex-
traction, modelling of geospatial events, and application requirements. These
topics are clustered into four main sections. The first section on Sensing and
In-Network Processing includes papers that investigate the areas of intelligent
sampling, in-network compression, and in-network filtering and estimation. The
second section on Routing introduces papers that explore routing and node place-
ment techniques in geosensor networks. The third section on Data Analysis and
Modelling focuses on data management issues: how to model high-level geospatial
events from low-level sensor readings, and how to analyze and extract patterns
from large volumes of geospatial data. Finally, the section on Applications and
Integration introduces papers focusing on specific and general requirements of
geosensor applications.
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1 Sensing and In-Network Processing

The first section of this book is dedicated to papers that deal with compressive
sampling and in-network processing in geosensor networks. Since sensor net-
works are often deployed in remote areas with limited energy resources to sam-
ple physical phenomena, efficient sampling algorithms and en-route compression
strategies are required to prolong their lifetime.

Energy-efficient transfer of the large amount of data generated by sensor
nodes to a single collection point is an important challenge in sensor networks. To
this end, a number of in-network data compression schemes have been introduced
that try to exploit the high correlation and redundancy in data collected at
nearby nodes. Most of these techniques employ a wavelet or some other form of
signal processing transform in a distributed manner. However, the performance
of such a transform depends on the underlying routing structure over which data
are forwarded toward the sink node. The paper by Tarrio, Valenzise, Shen, and
Ortega addresses this issue when the routing tree over which the compression
is performed is built in a distributed manner. The main result presented in the
paper is that the tree structures used for routing are generally good enough to
perform a compression transform and the trees that are specifically designed to
perform compression do not deliver a significant performance gain.

Compressed sensing (also known as compressive sensing) has recently emerged
as an alternative to in-network compression techniques for sensor networks. In-
stead of collecting a large amount of correlated data and compressing it on its
way to the sink node, compressed sensing proposes the collection of a small
number of measurements that can later be used to reconstruct the original sig-
nals at the sink node by applying numerical optimization techniques. Thus this
technique not only generates smaller amounts of data but it also offloads the
computationally intensive processing to the sink node. The paper by Lee, Pat-
tem, Sathiamoorthy, Krishnamachari, and Ortega proposes lowering the cost of
performing these measurements in sensor networks by dividing the network into
clusters of adjacent nodes. They study the effect of different clustering schemes
on the signal reconstruction performance and show that such clustering mecha-
nisms result in significant power savings in compressed sensing.

The paper by Zoumboulakis and Roussos takes in-network processing to the
next step and performs what can be termed as in-network estimation. They
propose a distributed and localized algorithm for determining the position of
a pollutant-emitting point source. They use a Kalman filter-based predict and
correct pattern to home in on the pollutant source. The main advantage of
this approach is that instead of routing a large amount of data to a centralized
collection point through a resource constrained network, the decision making is
performed in the network at points where the data are being generated.

Due to the data-centric nature of geosensor networks, the quality of the col-
lected data is also an important aspect of sensor network applications. If the data
collected from the sensor network contain a significant amount of outliers, this
not only affects the fidelity of the data delivered to the application, but it also
wastes network resources. Thus, these outliers should be detected and removed
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in the network before being delivered to the central data collection point. The
paper by Zhang, Meratnia, and Havinga addresses this specific challenge. They
propose using Hyperellipsoidal SVM, where each sensor node solves a linear pro-
gram with locally sensed or training data as inputs to determine a threshold.
This locally computed threshold is then exchanged with one-hop neighbours.
Each node can then detect an outlier by comparing each measurement with
both its own threshold and those of its neighbours. The authors analyze the
performance of this outlier detection algorithm using both synthetic and actual
data collected from a real sensor network deployment.

2 Routing

Fundamental to the operation of geosensor networks are aspects related to the
efficient gathering of information from the field. Although some of these issues
have been covered in the previous section on sensing and in-network processing,
papers concentrating on the actual relaying process are presented in this section.

The placement of gateway nodes within a network of sensor nodes is an im-
portant factor for deployment. Efficient spacing of these high-powered nodes re-
duces the number of hops that data need to be sent over, which impacts network
lifetime and congestion. Sachdev and Nygard discuss the optimal placement of
gateway nodes by using a Genetic Algorithm as a search technique to efficiently
place these high-powered relay nodes such that the distance (evaluated either in
terms of the number hops or physical distance) between the relay and the nodes
within its cluster is minimized. The number of clusters is specified as a design
parameter and the GA is used to determine good locations for the fixed number
of relay nodes. To demarcate the clusters, a Voronoi diagram is used. The GA
is used to minimize both the overall distance between the relays and their child
nodes and also to ensure fair load-balancing among the clusters. The authors
present results for different numbers of clusters, nodes, and distance metrics and
demonstrate that their method is able to efficiently place relay nodes.

The previous paper considered predeployment issues. However, during net-
work operation, it is necessary to fairly balance network load among nodes to
prevent premature node exhaustion. Schillings and Yang present an interesting
and novel approach to maximizing the wireless sensor network lifetime using
Game Theory. Game Theory treats nodes as players in a game, where a player’s
goal is to maximize its own utilization of valuable resources, in this case, en-
ergy and information. However, nodes cannot act in isolation, as selfish, locally
optimal decisions could result in poor global performance. To this end, nodes
are tasked not only with their own survival, but also with the maintenance of a
path to the sink. Thus, critical nodes close to the sink are treated as a valuable
resource that must be preserved in order to ensure the survival of the network
as a whole, by preventing segmentation. The authors compare their approach
with a number of existing routing protocols and demonstrate how their Game
Theoretic approach can prolong network lifetime by rotating the selection of the
next hop candidate for a message.
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Sensor network researchers often advocate the need for cross-layer optimiza-
tion between the routing and query processing layers. The idea is that better
routing decisions can be made if the routing layer is aware of the expected traf-
fic incurred by the query processing layer. The paper by Deligiannakis, Kotidis,
Stoumpos, and Delis proposes energy-efficient algorithms for building aggrega-
tion trees that take into account the expected participation of nodes in event
monitoring queries. Recent values of node participation frequencies are used to
estimate attachment costs to candidate parents. By choosing the parent with the
lowest attachment cost, nodes are able to design significantly better aggregation
trees than existing techniques. The presented algorithms are based on the aggre-
gation and transmission of a small set of statistics in a localized manner. They
can be used to minimize important metrics, such as the number of messages
exchanged or the energy consumption in the network.

Turning to higher level IP-based networks, the paper by Gaied and Youssef
shows how geographical information can be exploited in order to optimize the
performance of a peer-to-peer overlay network for information dissemination.
The advantage of a peer-to-peer network is in its distributed nature – there is
no central controller responsible for routing. An overlay network abstracts the
underlying physical network. In the original version of Chord (a standard peer-
to-peer protocol) the mapping between a node’s IP address and its hash key,
which identifies it in the overlay, is random. This means that nodes which are
physically close to one another are not necessarily neighbours in the overlay net-
work. This results in inefficient routing, as message latency is very high. The
authors show how, by using the coordinates of the nodes in the networks to aug-
ment the hashing function, a more efficient overlay network can be constructed.
Approximate coordinates of nodes are inferred by using the Global Network Po-
sitioning (GNP) architecture, which determines location from round-trip-times
to servers with known co-ordinates. Thus, this paper shows how geospatial infor-
mation can be used as an effective means to improve the transfer of information
through a network.

3 Data Analysis and Modelling

Geosensor networks have the ability to generate vast amounts of raw data at high
spatial and temporal resolutions. However, once the data have been collected,
there is a need to analyze it, to extract meaningful patterns that can be used to
understand and model the underlying phenomenon. This section presents some
interesting papers which tackle this problem, generally by determining what is
required by the end user of the data. However, some of these techniques have the
secondary, beneficial effect of reducing network load by taming data volumes.

RFIDs are becoming a ubiquitous part of daily life, with applications rang-
ing from automatic toll collection on highways to prepaid subway fares. They are
also used for supply chain monitoring and increasingly for wildlife monitoring.
However, a problem with RFID technology is the sheer volume of data which is
generated, making data mining and analysis difficult. Bleco and Kotidis present
a number of algorithms that exploit spatial and temporal correlations in order to
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reduce the size of the raw RFID data stream. Their algorithms run as ‘Edgeware’
on multiple readers in order to reduce the volume of data which needs to be sent
over the RFID based network. Their algorithms work by packing the data into
tuples which act as aggregates. However, unlike prior work, they account for the
fact that RFID readers have a high drop rate by including a percentage of data re-
ceived in each tuple, in essence constructing a histogram of detection probability
at each reader. This approach thus aggregates temporal patterns of RFID data
received by a single reader. Following this, spatial patterns are also aggregated
by identifying groups which consistently move together past multiple readers –
for example, a pallet load of RFID-tagged products will not move independently
but as a group that can be replaced by a surrogate ID. This further helps to re-
duce the volume of data. Using their algorithms (of which, both lossy and lossless
variants are presented), they demonstrate that typical RFID data streams can be
reduced by a factor of 4 with modest computational overhead.

In a similar thread to the prior paper, Masciari presents a method for tra-
jectory clustering of location-based data (such as GPS logs or RFID traces).
Trajectory clustering is necessary to efficiently analyze these vast volumes of
data, by extracting common patterns between trajectories. To do so, the data
is first discretized and translated into symbols. Principal Component Analysis
(PCA) is used to identify frequently visited regions, and regions which are in-
frequently traversed are discarded from further analysis. Thus, PCA is used to
reduce the size of the symbol alphabet, while still preserving the salient fea-
tures of the trajectories. Once the trajectories have been translated from raw
coordinates into an ordered list of symbols, similarities between trajectories are
computed using a string editing metric. A number of examples from real-world
datasets are presented which demonstrate how the PCA-based clustering method
can identify similarities in data trajectories, thus simplifying further analysis.

When monitoring an environmental phenomenon (such as a pollution plume
or wildfire), often what is needed for analysis is a thresholded or Boolean view
of the sensor field – for example, a region is either on fire or it is not. This can
be simplified by modelling the outlines or topologies of these regions. Jiang and
Worboys have taken this a step further and present in their paper a theoretical
overview of how to track changes in these topological regions over time. Following
the theoretical elucidation, they then consider how to configure a sensor network
in order to accurately capture these changes. Essentially, the goal is for the
output of the sensor network to match the topological map of the measured
phenomenon. However, real-world factors such as sensor density and inadequate
communication ranges will result in inaccuracies in the overall representation.
This is because the spatially continuous field is sampled at discrete intervals
by sensor nodes which are unaware of their precise location. Thus, the authors
stipulate constraints (both in terms of density and communication range) that
need to be imposed on the node layout and configuration such that they correctly
capture the topological changes.
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4 Applications and Integration

Recent technological advances in sensors and communications are allowing the
deployment of geosensor networks in a large class of applications, ranging from
remote environmental monitoring (precision agriculture, ocean monitoring, early
warning systems, and wildlife tracking) to urban-scale sensing (air quality moni-
toring, mapping of urban texture, and traffic monitoring). In these applications,
geosensor networks are enabling real-time monitoring of interesting events with
unparalleled spatial and temporal resolution.

Of particular interest are deployments of geosensor networks in large and
often remote areas to warn of major environmental disasters, such as forest fires,
river floods, volcanic activity, and seismic activity. These applications typically
require real-time anomaly detection and instant warning reports, in order to
allow rescue teams to take appropriate countermeasures and contain the extent of
environmental damage and human losses. The paper by Santos (J.), Santos (R.),
and Orozco provides a feasibility study for this type of application, and concludes
that the sheer number of sensors necessary to cover large areas is prohibitively
expensive in terms of deployment and maintenance costs. They propose the
deployment of sparser networks, which do not provide full coverage of the area of
interest, but are still capable of providing an early notice that the environmental
event is in its beginning phase. They show that this second-best alternative is
feasible from both a technical and an economic point of view.

Geosensor networks are allowing us to monitor remote and harsh regions at a
scale that had not been possible before. This is not only opening up new frontiers of
knowledge but also setting new challenges for us to solve. The paper by Martinez,
Hart, and Ong describes details of a sensor network that was deployed at a glacier
in Iceland to study its dynamics. Their network has generated environmental data
that had not existed before, and has thus advanced our understanding of not only
of the environment but also of deployment issues in harsh environments. The au-
thors describe the design of their very low power sensor probes and base-station,
and also outline their experiences from the actual deployment.

In terms of urban-scale sensing, a novel paradigm for data acquisition, has
recently emerged often referred to as participatory sensing. The idea is to move
away from the traditional paradigm of fixed special-purpose network infrastruc-
tures, and to exploit the spontaneous movement of people holding wireless de-
vices with sensor capabilities. For example, the paper by Shirami-Mehr, Banaei-
Kashani, and Shahabi considers the scenario of collaborative collection of urban
texture information by a group of participants with camera-equipped mobile
phones. Because of the limited user participation time, it is critical to select a
minimum number of points in the urban environment for texture collection. The
authors prove that this problem is NP-hard and propose a scalable and efficient
heuristic for viewpoint selection. They also highlight the challenge of assigning
viewpoints to users (taking into account their preferences and constraints) as an
interesting direction for future work.
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Given the large variety of existing and future geosensor applications, it is es-
sential to understand the main driving factors for the deployment of real sensor
systems. The paper by Kooistra, Thressler, and Bregt presents an expert sur-
vey on the user requirements and future expectations for sensor networks. The
survey investigates the role of several factors in sensor network development: (1)
the need for real-time data at varying spatio-temporal scales; (2) standardized
protocols, interfaces, and services; (3) advances in sensor and communication
technology; (4) broad user community and range of applications; (5) community
participation as data providers; and (6) increasing openness in data policies.
The authors conclude that technology and applications are the main driving
factors for sensor network deployment. However, standardization, privacy, and
data quality can significantly facilitate further development, and encourage com-
munity participation both as data sources and data providers. The survey re-
spondents also highlight the need to create profitable business models from future
geosensor network applications.

A practical mechanism to increase the value of existing geosensor network sys-
tems is to allow their integrated use by emerging pervasive applications, such as
crisis management. The incorporation and correlation of data coming from various
networks is an interesting research problem which is explored in the paper by Ca-
sola, Gaglione, and Mazzeo. The authors propose an integration framework based
on a wrapper-mediator architecture: The mediator is responsible for forwarding
user requests to different networks, while the wrappers are responsible for trans-
lating the incoming queries and forwarding them to the underlying sensors. The
integration of multiple geosensor networks is a multi-faceted problem with many
promising future directions in the areas of data quality assurance, resource sharing
by multiple applications, and secure and privacy-preserving data sharing.

Another approach to facilitate application development is to develop high-
level abstractions that view a sensor network as a system which can be tasked
to execute high-level tasks without the specification of low-level details by the
network user. This is in contrast to most recent work which has focused on dis-
tributed algorithms that are implemented at the node level and are targetted
at a specific application. The paper by Stasch, Janowicz, Broring, Reis, and
Kuhn proposes an ontological view of the sensors and sensor network, and dis-
cusses a stimulus-centric algebraic framework. The authors propose developing
a programming API that could be used to abstract away the complex task of
programming and development faced by current geosensor users.

5 Outlook and Open Issues

The collection of papers in this volume demonstrates the breadth and scope of
research in the growing field of geosensor networks. In part due to technolog-
ical advances, the adoption of geosensor networks is becoming more and more
widespread. Devices are being deployed in extreme and remote areas, from the
bottom of the sea to deep within glaciers. Coupled with improvements in tech-
nology is an increase in public awareness of issues such as climate change and
carbon capture. From a forecasting perspective, there is a need for monitoring
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systems that are able to predict environmental disasters such as hurricanes and
tsunamis. Thus, the demand for widespread data collection is likely to push
the development and deployment of geosensor networks further. Although this
volume has presented novel research in this arena, there are still many directions
that this broad field can take in the future.

One such area of research is the incorporation of mobility into the sensing
process. The majority of work to date concentrates on static sensor networks.
Greater spatial resolution of sensed data can be obtained by moving sensor nodes
over a region of interest. Thus, a fusion between the (currently) disparate fields
of robotics and geosensor networks is likely to occur to a greater degree than
at present. Unmanned vehicles can be directed to points of interest and collab-
oratively work together to achieve a certain sensing goal, such as locating and
investigating the precise location of a chemical contaminant. These unmanned
vehicles can be terrestrial, aquatic, or aerial, and as such, are likely to have dif-
ferent environmental constraints, such as ocean currents or reduced radio com-
munication range due to buildings. Thus, a large amount of research is needed to
formulate exploration strategies for these different scenarios that are both com-
munication efficient and distributed. Another aspect is that of passive mobility,
where sensors carried by people or animals act as random sampling agents over
a sensor field. This is where the sheer volume of observations that are made (for
example, by using mobile phone cameras) compensates for the lack of control
over mobility. Lastly, most existing geosensor networks assume that users are
passive observers of events. In certain classes of applications, such as disaster
management, sensor observations influence user decisions, and consequent user
actions will impact the evolution of monitored events. These complex feedback
systems raise challenging issues worthy of future investigation.

As geosensor network applications continue to become a part of our daily
lives, the issues of privacy and security become critical. In an owner-managed
sensor network, security is relatively easy to ensure. However, when multiple
sensor-enabled devices (which are not centrally owned or controlled) are used to
gather data, security is a massive issue, especially if devices can be retasked to
alter the sensors used and the sensing behavior. Such modification of behavior
can have a variety of effects ranging from impacts on battery lifetime to breaches
of privacy by relaying private conversations or images. Without trust that the
data are not going to be misused and privacy compromised, the adoption by the
public of participatory networks will be slow and limited.

Lastly, there is the problem of interoperability and standardization and related
to this, issues of data ownership and sharing. There is a need for the simple ex-
change of geospatial information between multiple entities. In addition, there is
also a strong case for sharing or selling collected sensor data. This further high-
lights the need for common formats that allow data from multiple sources to be
combined. This will allow more detailed models of complex phenomena to be de-
termined, by reusing data possibly collected for an entirely different purpose.
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The collection of papers in this volume has provided a cross-section of the
state of the art in the field of geosensor networks. In this section, we have outlined
a few additional research topics in geosensor networks. It is our hope that it will
serve as a useful reference to researchers in this growing, cross-disciplinary field,
and we welcome participation in future GSN conferences.
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Abstract. En-route data compression is fundamental to reduce the
power consumed for data gathering in sensor networks. Typical in-
network compression schemes involve the distributed computation of
some decorrelating transform on the data; the structure along which the
transform is computed influences both coding performance and trans-
mission cost of the computed coefficients, and has been widely explored
in the literature. However, few works have studied this interaction in
the practical case when the routing configuration of the network is
also built in a distributed manner. In this paper we aim at expanding
this understanding by specifically considering the impact of distributed
routing tree initialization algorithms on coding and transmission costs,
when a tree-based wavelet lifting transform is adopted. We propose a
simple modification to the collection tree protocol (CTP) which can be
tuned to account for a vast range of spatial correlations. In terms of
costs and coding efficiency, our methods do not improve the performance
of more sophisticated routing trees such as the shortest path tree, but
they entail an easier manageability in case of node reconfigurations and
update.

Keywords: In-network compression, wavelet lifting, distributed routing
algorithms, collection tree protocol, shortest path tree.

1 Introduction

Data gathering in Wireless Sensor Networks (WSN) is generally deemed to be
energy-consuming, especially when the density of sensor deployment increases,
since the amount of data to be transmitted across nodes grows as well. The
observation that, for many naturally occurring phenomena, data acquired at
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(spatially) neighboring nodes are correlated has suggested the use of en-route
compression techniques, which directly send the acquired data to the sink in
a compressed form. Such in-network compression methods and their interaction
with routing have been extensively studied in the literature, both from a theoret-
ical point of view [1,2] and in practical scenarios, using Slepian-Wolf coding [3],
opportunistic compression along the shortest path tree [4] or wavelet transforms
[5,6,7]. Nevertheless, only limited work [8] has been done on understanding the
problems associated with distributed node configurations, i.e., how to build in
a distributed fashion a routing structure along which to compress and gather
data. This appears to be particularly appealing when the number of inter-node
(or node-to-sink) messages is to be minimized in order to reduce initialization
or reconfiguration times (e.g., in dynamic networks with mobile nodes). In the
SenZip architecture [8], this aspect has been considered for the case of a tree-
based spatial decorrelating transform, where the tree is built in a distributed
way allowing only local message exchanges between nodes. However, a clear un-
derstanding of how different distributed routing initialization schemes impact
the performance of a distributed transform is still missing.

This work builds on the distributed approach proposed in SenZip in order to
analyze the effects of distributed tree-building algorithms on coding and trans-
mission costs. As in SenZip, we focus on the in-network data compression scheme
described in [7]. The key point of this algorithm is the computation of a 2D wavelet
transform using a lifting scheme, where the lifting is operated along an arbitrary
routing tree connecting nodes irregularly spaced in a sensor network. In SenZip,
the collection tree protocol (CTP) [9], a tree-based collection service included in
TinyOS, is employed to build this tree incrementally. We extend this CTP algo-
rithm in order to fit naturally to a lifting scheme; moreover, we simplify tree man-
agement in the case of possible node reconfigurations. The proposed approach is
compared with two distributed versions of the shortest path tree routing, which
achieve better performance but with a higher reconfiguration complexity. We also
compare the costs of transmission when the wavelet transform compression is em-
ployed with those incurred in the simple raw data gathering case. We observe that,
even in the distributed setting, the gain of using a transform to decorrelate data
is significant with respect to just forwarding data from nodes to the sink. Further-
more, we show that the gain of the transform increases when the average depth of
peripheral nodes (leaves) of the routing tree with respect to the sink gets larger,
i.e., when the average hop length in the tree is smaller (for a fixed density of the
nodes in the network), as this leads to more highly correlated data (assuming that
data in two nodes tends to be more correlated if the two nodes are closer to each
other). Our study suggests that trees that are in general good for data gathering,
will also be good when a transform is used, while trees specifically designed to im-
prove transform performance will reduce only minimally the total costs, or will
worsen them due to routing sub-optimality.

The rest of this paper is organized as follows. In Section 2, we provide a brief
survey of previous work on en-route data compression, including the 2D wavelet
transform of [7] used in our experiments. In Section 3 we present a tree-based
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collection algorithm to construct the routing tree for compression. In Section 4 we
use simulations to study the impact of different distributed tree-building strate-
gies on transmission costs. Our conclusions are in Section 5.

2 Related work

In-network data compression techniques include, among others, the distributed
KLT proposed in [10], wavelet based methods [11,6,5,12,7], networked Slepian-
Wolf coding [3], and, recently, distributed compressive sensing [13]. In particular
we focus on wavelet transforms based on lifting, which can easily be used even
in the case of arbitrary node positions. While early approaches required back-
ward data transmission [12] (i.e., away from the sink), these bidirectional data
flows (i.e. from and towards the sink) lead to higher transmission costs. Instead
unidirectional transforms, where data only flows towards the sink, are preferable
[11,14,7]. We focus on the approach in [7], where a unidirectional way along any
routing tree, e.g., shortest path tree (SPT), can be computed. The SPT guaran-
tees the best path from a given node to the sink from the routing perspective,
but obviously does not ensure that consecutive nodes in a path contain highly
correlated data. Conversely a tree that seeks to minimize inter-node distance
(e.g., a minimum spanning tree, MST), in order to lower the bitrate, may have a
higher transport cost. In [15], this problem is addressed by proposing a joint op-
timization of routing and compression. A broader perspective is adopted in [16],
where each node can collect data broadcasted by its neighbors (i.e. nodes that
are spatially close), even in the case they are not directly connected in the tree
structure. This enables the use of a routing-optimal tree (SPT) while leveraging
the context information at the same time. Very recently, Pattem et al. [8] have
demonstrated for the first time an architecture for en-route compression, based
on the tree wavelet transform of [7], in which the routing (compression) tree is
initialized in a distributed way, using CTP. In this paper, our goal is to evaluate
different network routing initialization techniques in terms of their impact on
overall costs for a given data representation quality.

In order to compress the data gathered by the sensor nodes in a distributed
manner we use the 2D unidirectional lifting transforms proposed in [7,16]. These
transforms are critically sampled and computable in a unidirectional manner,
so that the transmission costs are reduced. Consider a sensor network with N
sensor nodes and one sink, where xn is the data gathered by node n. Let T
be the routing tree, with the root of the tree corresponding to the sink (node
N + 1). Let depth(n) be the number of hops from n to the sink in T , with
depth(N + 1) = 0. To perform a lifting transform on T , we first split nodes into
even and odd sets. This is done by assigning nodes of odd (resp. even) depth
as odd (resp. even) in the transform. Data at odd nodes is then predicted using
data from even neighbors on T , yielding detail coefficients. Then, even node data
is updated using detail coefficients from odd neighbors on T . This can be done
over multiple levels of decomposition, either directly on T or on other trees using
the notion of “delayed processing” introduced in [16].
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3 Distributed Tree Construction Algorithms

We outline in this section three distributed algorithms to initialize the routing
tree on which the tree-based wavelet transform will be computed.

3.1 Modified Collection Tree Protocol (M-CTP)

The collection tree protocol (CTP) [9] is a tree-based data gathering approach
that provides best-effort anycast datagram communication to the sinks in a
multihop network. The protocol has an initialization phase in which one or more
nodes advertise themselves as sinks (or tree roots) and the rest of the nodes
form routing trees to these roots using the expected transmissions (ETX) as the
routing gradient. This metric gives an estimate of the number of transmissions it
takes for a node to send a unicast packet whose acknowledgement is successfully
received. The ETX of a node is the ETX of its parent plus the ETX of the link
to its parent and given a choice of valid routes, CTP chooses the one with the
lowest ETX value. CTP assumes that the data link layer provides synchronous
acknowledgements for unicast packets, so when the acknowledgement of a packet
is not received, the packet is retransmitted.

In this work we have used a similar collection protocol, but instead of using
the ETX metric, the protocol chooses the links with lowest inter-node distance.
In the following, we refer to this modified version of the collection tree protocol as
M-CTP. In the initialization phase, the sink broadcasts a ‘Hello’ packet using a
given transmission power. All the nodes within its communication range receive
this packet, and label themselves as 1-hop nodes. Then, using the same trans-
mission power as the sink, each 1-hop node broadcasts another ‘Hello’ packet,
which will be received by their neighboring nodes. Among these nodes, those
which have not received previously any ‘Hello’ packet will become 2-hop nodes
and they will continue with the initialization procedure in the same way. At
the end, every node in the network will know their number of hops to the sink,
from which it will be possible to determine the node parity (even or odd), and
therefore the role of the node in the tree-based transform[7]. Furthermore, when
a node receives a packet from another node, it measures the Received Signal
Strength (RSS) of the message and uses this information to estimate the dis-
tance to its neighbor. Therefore, at the end of the initialization phase, each node
in the network will also have estimates of the distances to its neighboring nodes.
Later, when a sensor node collects data from the environment, it just chooses
to send this data to the neighbor that is 1-hop closer to the sink than itself. If
more than one neighbor is in this situation, the sensor node will send the data
to the neighbor which is closer to itself, i.e., the neighbor from which it has the
lowest distance estimation. We assume that during the data transmission phase
the nodes can adjust their transmission power according to the estimated dis-
tance to their parent node in the routing tree, so that they transmit with “just
enough” power to reach the parent node reliably. Depending on the transmission
power that is used in the initialization phase, the resulting routing tree will be
different. If a low transmission power is used, the nodes will be connected to the
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sink through several short hops; conversely, if the transmission power is higher,
nodes will be connected through fewer, but longer, links.

This CTP-based tree construction protocol can be constructed and tuned in
a very simple way, without the need of backwards transmissions from children
to parents, and therefore maintains a very low initialization cost. The reason to
propose this tree construction algorithm instead of using CTP trees directly is
twofold. On the one hand, we are interested in using distance (not the ETX)
for building the trees, as distance is likely to be more directly related to the
data correlation. On the other hand, the parity of each node can be calculated
very easily with the proposed algorithm, whereas with the CTP scheme it is
more complex to determine, as a given path from a node to the sink can change
several times during the initialization process, and this affects the parity of the
node and its descendants. Note that node parity is important, since it is used to
determine the role of each node in computing the wavelet transform.

3.2 Shortest Path Tree (SPT) and Minimum Distance Tree (MDT)

In order to broaden our evaluation of distributed data compression techniques
over different routing trees, we also consider two other trees that can be con-
structed as well in a distributed way. The first one is a shortest path tree (SPT)
that minimizes the sum of the squared distances between any node of the network
and the sink. In an ideal propagation environment, the transmission cost for a
given link is proportional to the square of the distance between the two nodes,
so, under these circumstances, this shortest path tree is optimum in the sense
that it minimizes the total transmission cost per bit. The second tree that we
consider here is a variation of shortest path tree but, in contrast to the previous
one, the objective function to be minimized in this case is the total distance to
the sink. We name this tree minimum distance tree (MDT). Assuming that the
correlation between sensor data is inversely proportional to the distance between
the sensors, this tree is expected to perform well in terms of data compression.
Both SPT and MDT can be computed in a distributed manner following the
same approach used by CTP (substituting the cumulated ETX to the sink at
each node, with the cumulated costs).

When the network configuration has to be built from scratch, both SPT/MDT
and M-CTP can be seen as greedy procedures, as each node selects its parent lo-
cally, i.e. making a decision only on the basis of its neighbors’ distances or accu-
mulated costs. Specifically, in the initialization phase with SPT/MDT, each node
n chooses a parent pn which minimizes the sum of the costs from the parent to the
sink, C(pn), plus the cost from node n to pn, C(n). When the costs arenon-negative
(as is the case of distances), minimizing greedily C(pn)+C(n) for each node n guar-
antees a globally optimal solution, as in fact this is nothing but the well-known
Dijkstra algorithm. On the other hand, M-CTP simply minimizes the number of
hops, by choosing closest matches when multiple equivalent choices are available,
without any claim of optimality in the sense of total costs. The fundamental dis-
tinction between STP/MDT and M-CTP occurs when some tree reconfiguration
is needed. Consider, without loss of generality, a simple example where a node n
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with parity l in the tree runs out of battery and is no longer operational. Thus
its “orphan” children need to be re-connected to other nodes. Note that in order
to perform the wavelet transform this also implies that the parity of the children
nodes needs to be updated to keep the transform consistent (the new configuration
will be forwarded to the sink for the transform to be invertible, but we neglect this
cost since it cannot be avoided with any of our routing schemes). Let ρ(n) denote
the set of children of node n, which have parity l + 1 in the tree. When n dies, a
reconfiguration procedure is launched. In the case of M-CTP, children nodes will
have to look for a new parent node having depth in the tree greater than or equal to
l using search procedure described in Section 3.1. If the new parent has level l, the
configuration update is done; otherwise, if the level of the new parent is l′ > l, each
child m ∈ ρ(n) set its parity to l′ +1 and the set of descendants ρ(m), ρ(ρ(m)) . . .,
m ∈ ρ(n) will modify their parity accordingly as well. Thus, in the worst case, a
reconfiguration with M-CTP involves a propagation through descendants of par-
ity level information, but no other topological changes in the set of descendants are
carried out. In the case of SPT/MDT, on the contrary, each child node m ∈ ρ(n)
needs to look for a new candidate parent node pm that minimizes C(m) + C(pm).
But once the parentnode is found, the descendants ofm, t ∈ {ρ(m)∪ρ(ρ(m))∪. . .},
will not simply update their parity as in the M-CTP case, since each node t is sup-
posed to be connected to the sink through the minimum cost path which minimizes
C(t) + C(pt), where as before C(pt) denotes the cost of the path from the parent
of t up to the sink. Therefore, a reconfiguration in the SPT/MDT case will in gen-
eral entail a global re-computation of costs for the descendants of the modified
node and in general this will lead to an overall modification of the tree. On the
other hand, the proposed M-CTP algorithm can substantially reduce reconfigura-
tion complexity, and thus it is a valid practical alternative to optimal SPT/MDT
trees when network configuration changes frequently over time.

4 Results and Discussion

4.1 Description of Experimental Setup

In order to analyze precisely how the total energy consumption in the network de-
pends on the different parameters we have run a set of simulations. In each sim-
ulation a network composed of 100 nodes (99 sensor nodes and one sink node) is
deployed randomly in a 100 m2 room. Three different data fields with different cor-
relations (high,mediumand low,denoted, H,M,L, respectively) are generated over
the same region using a separable second order autoregressive filter. The commu-
nication channel is modeled using the lognormal shadowing path loss model [17],
which establishes for each link a relation between the transmitted power (PTX),
the received power (PRX) and the distance between transmitter and receiver (d):

PRX(dBm) = PTX(dBm) + A − 10η log
d

d0
+ N. (1)

A is a constant term that depends on the power loss for a reference distance
d0, η is the path loss exponent and N ∼ N (0, σ2) is a zero-mean gaussian noise
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Fig. 1. Total energy consumption (left) and relative energy consumption with respect
to the raw data case (right) for different routing trees. The labels M-CTP(x) correspond
to the different M-CTP trees constructed with transmission power x. H, M and L
represent the high, medium and low correlation datasets respectively.

with standard deviation σ. In the simulations we have set these parameters to
A = −80 dB, d0 = 1 m, η = 2 and σ = 2.

Different routing trees are constructed for each simulation: the SPT and MDT
described in Section 3.2 and various M-CTP trees using the initialization pro-
cedure explained in Section 3.1 with different transmission powers. During this
phase the nodes measure the RSS of all the packets they receive from their
neighbors and they estimate the distances to them using the lognormal model.
Then all the nodes send their data towards the sink and the tree-based wavelet
transform is applied to reduce the amount of information that is sent over the
network. During this data gathering phase the packets are sent with a transmis-
sion power that depends on the estimated inter-node distances: PTX(dBm) =
S(dBm) − A + 10η log( d

d0
) + M , where S is the receiver sensitivity and M

is a margin to reduce the packet loss probability (for the lognormal channel
M(dB) = −Q−1(PRP) · σ

√
2, where Q−1 is the inverse Q function and PRP

is the desired packet reception probability, in our simulations PRP=0.99). For
the retransmissions it is reasonable to use a higher transmission power so, in
the simulations, we have added 0.5 dB for each retransmission. After the data
gathering phase, when the sink has received all the information, it computes the
inverse transform so the original data is reconstructed (with some distortion).

4.2 Experimental Results

Using the described setup we have evaluated the total energy consumption in
the network during the data gathering phase. Note that the cost of the ini-
tialization phase, i.e. the cost of constructing the routing tree, is not considered
here. Fig. 1 shows the total energy consumption during the data collection phase
for the tree routing algorithms described in Section 3. The cost of transmitting
raw data across the network is compared against the cases of 1 and 2 levels of
wavelet decomposition. For the tunable M-CTP trees, it can be seen that the
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Fig. 2. SNR–Energy consumption for two datasets with different correlation. Each
point in the curves represents the average over 50 simulations.

energy consumption generally increases with the transmission power; at the same
time, the relative cost reduction with respect to simple data gathering (raw bits
transmission) tends to get smaller. For the MDT and the SPT the results are
better than those obtained with the M-CTP trees, as the former trees have a
higher number of (shorter) hops. This supports the thesis that longer paths with
shorter hops are better from both a transform coding gain point of view and
for routing efficiency. Note that the consumption reduction yielded by wavelet
transform with respect to raw data gathering does not change across the differ-
ent M-CTP trees as significatively as does the total cost. This is partially due
to an intrinsic overhead of the adopted transform, which necessarily requires the
transmission of non compressed information for 1 or 2 hops. However, we believe
that this reduced gain could improve in the case of a denser network1.

An overall evaluation of in-network compression also needs to consider the
quality of the data reconstructed at the sink. We consider in Fig. 2 SNR–Energy
consumption curves for the three different routing trees (only the M-CTP tree
with a transmission power of -10 dBm is shown in the graph). The SNR here
is the reconstruction signal-to-quantization noise. Clearly, to obtain a lower dis-
tortion in the reconstructed data, the energy to be consumed is larger (as the
number of bits increase). However, we observe that, e.g. for a target distortion
of 40 dB, the M-CTP tree yields a cost reduction of about 10% (14%) with a 1
level wavelet transform in the case of data with low (high) correlation; using 2
levels of decomposition we can further gain 5% (6%) for the case of low (high)
correlation. These gains are basically the same for the MDT tree, while the SPT
produces a further transform gain of about 1-2%. Note that in terms of absolute
consumption-distortion performance, the SPT gives the best performance, as it
is designed to provide the cost-optimal tree.

1 We are not considering channel capacity and interference effects, for which having a
denser network implies an asymptotically increasing cost due to retransmission and
reduced throughput [18].
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Fig. 3. SNR–Rate curves for two datasets with different correlation. Each point in the
curves represents the average over 50 simulations.

In order to separate the specific contribution of the transform to the total
cost, we plot in Fig. 3 SNR–Bit rate curves for the same routing trees of Fig. 2
(we only show the performance of one of the M-CTP routing trees for the sake
of clarity). Again, the best performance is obtained with the 2-level transform.
The marginal gain of using a transform in the MDT with respect to M-CTP is
on average about 0.5 dB for both the high and low correlation datasets. The
SPT can benefit more from higher correlation, and the gain when the transform
is applied increases to 3 dB for the high correlation data (while it stops at 1.5 dB
for low correlation). This suggests that a tree which is optimal for routing is in
general optimal also for transform coding, even if a sub-optimal tree like the M-
CTP can be still preferable in practice when other non-functional requirements
(such as the reconfiguration time) come into play.

5 Conclusions

This paper aims at corroborating the practical feasibility of transform-based in-
network compression using a totally distributed initialization approach. Our main
contribution is to propose a simple, yet effective distributed tree-construction al-
gorithm based on CTP, which fits particularly well to the 2D wavelet transform
adopted in this work by embedding, explicitly, the distance between nodes and
thus data correlation. We discuss how to tune, in a practical situation, the ini-
tialization power of the M-CTP scheme in order to produce trees with different
depth, and we show that deeper trees will lead in general to better performance
in terms of transmission costs. The proposed scheme entails lower initialization
costs in comparison to distributed versions of optimal routing trees such as the
SPT when some nodes need to be reconfigured (which is particularly beneficial
in case of highly dynamic networks).
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Abstract. We propose energy-efficient compressed sensing for wireless
sensor networks using spatially-localized sparse projections. To keep the
transmission cost for each measurement low, we obtain measurements
from clusters of adjacent sensors. With localized projection, we show that
joint reconstruction provides significantly better reconstruction than in-
dependent reconstruction. We also propose a metric of energy overlap
between clusters and basis functions that allows us to characterize the
gains of joint reconstruction for different basis functions. Compared with
state of the art compressed sensing techniques for sensor network, our
simulation results demonstrate significant gains in reconstruction accu-
racy and transmission cost.

1 Introduction

Joint routing and compression has been studied for efficient data gathering of
locally correlated sensor network data. Most of the early works were theoretical
in nature and, while providing important insights, ignored the practical details
of how compression is to be achieved [1,2,3]. More recently, it has been shown
how practical compression schemes such as distributed wavelets can be adapted
to work efficiently with various routing strategies [4,5,6].

Existing transform-based techniques, includingwaveletbasedapproaches [4,5,7]
and the distributed KLT [8], can reduce the number of bits to be transmitted to the
sink thus achieving overall power savings. These transform techniques are essen-
tially critically sampled approaches, so that their cost of gathering scales up with
the number of sensors,which could be undesirable when largedeployments are con-
sidered. Compressed sensing (CS) has been considered as a potential alternative in
this context, as the number of samples required (i.e., number of sensors thatneed to
transmit data), depends on the characteristics (sparseness) of the signal [9,10,11].
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In addition CS is also potentially attractive for wireless sensor networks because
most computations take place at the decoder (sink), rather than encoder (sensors),
and thus sensors with minimal computational power can efficiently encode data.

However, while the potential benefits of CS have been recognized [12,13], sig-
nificant obstacles remain for it to become competitive with more established
(e.g., transform-based) data gathering and compression techniques. A primary
reason is that CS theoretical developments have focused on minimizing the num-
ber of measurements (i.e., the number of samples captured), rather than on min-
imizing the cost of each measurement. In many CS applications (e.g., [14] [15]),
each measurement is a linear combination of many (or all) samples of the signal.
It is easy to see why this is not desirable in the context of a sensor network:
the signal to be sampled is spatially distributed so that measuring a linear com-
bination of all the samples would entail a significant transport cost to generate
each aggregate measurement. To address this problem, sparse measurement ap-
proaches (where each measurement requires information from a few sensors) have
been proposed for both single hop [16] and multi-hop [12,13] sensor networks.

In this paper our goal is to make explicit the trade-off between measurement
cost and reconstruction quality. We note that lowering transport costs requires
spatially localized gathering. Signals to be measured can be expressed in terms of
elementary basis functions. We show that the performance of CS greatly depends
on the nature of these bases (in particular, whether or not they are spatially local-
ized). Thus, the specific data gathering strategy will depend in general on the sig-
nals to be measured. We propose a novel spatially-localized projection technique
based on clustering groups of neighboring sensors. The idea of the local projection
is similar to the localized mode in [17] which exploits correlations among multi-
ple nodes in clusters rather than the sparseness of data used in our approach. We
show that joint reconstruction of data across clusters leads to significant gains
over independent reconstruction. Moreover, we show that reconstruction perfor-
mance depends on the level of “overlap” between these data-gathering clusters
and the elementary basis on which the signals are represented. We propose meth-
ods to quantify this spatial overlap, which allow us to design efficient clusters once
the bases for the signal are known. Our simulation results demonstrate significant
gains over state of the art CS techniques for sensor networks [16,13].

The remainder of this paper is organized as follows. Section 2 presents CS
basics and motivation. Section 3 introduces spatially-localized CS. Section 4
presents efficient clustering for spatially-localized CS and Section 5 provides
simulation results, comparing proposed method and previously proposed CS
techniques [16,13]. Section 6 concludes the paper.

2 Background and Motivation

Compressed Sensing (CS) builds on the observation that an n-sample signal
(x) having a sparse representation in one basis can be recovered from a small
number of projections (smaller than n) onto a second basis that is incoher-
ent with the first [9,10]. If a signal, x ∈ �n, is sparse in a given basis Ψ
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(the sparsity inducing basis), x = Ψa, |a|0 = k, where k � n, then we can
reconstruct the original signal with O(klogn) measurements by finding sparse
solutions to under-determined, or ill-conditioned, linear systems of equations,
y = Φx = ΦΨx = Hx, where H is known as the holographic basis. Recon-
struction is possible by solving the convex unconstrained optimization problem,
minx

1
2‖y−Hx‖2

2 + γ‖x‖1, if Φ and Ψ are mutually incoherent [11]. The mu-
tual coherence, μ(ΦΨ ) = maxk,j |〈φk,ψj〉|, serves as a rough characterization
of the degree of similarity between the sparsity and measurement systems. For
μ to be close to its minimum value, each of the measurement vectors must be
spread out in the Ψ domain.

Measurements, yi, are projections of the data onto the measurement vectors,
yi = 〈φi,x〉, where φi is the ith row of Φ. Interestingly, independent and identi-
cally distributed (i.i.d.) Gaussian, Rademacher (random ±1) or partial Fourier
vectors provide useful universal measurement bases that are incoherent with any
given Ψ with high probability. The measurement systems covered in traditional
compressed sensing are typically based on these kinds of “dense” matrices, i.e.,
there are very few zero entries in Φ.

The dense projections of traditional compressed sensing are not suitable for
sensor networks due to their high energy consumption. With a dense projection,
every sensor is required to transmit its data once for each measurement, so the
total cost can potentially be higher than that of a raw data gathering scheme.
If the number of samples contributing to each measurement decreases, the cost
is reduced by a factor that depends on the sparsity of the measurement ma-
trix (see [12,13] for an asymptotic analysis for different measurement matrices.)
Note, however, that in addition to sparsity, the gathering cost also depends on
the position of the sensors whose samples are aggregated in the measurements.
If sensors contributing to a given measurement are far apart, the cost will still
be significant even with a sparse measurement approach. This is our main mo-
tivation to develop spatially-localized sparse projections.

3 Spatially-Localized Compressed Sensing

3.1 Low-Cost Sparse Projection Based on Clustering

In order to design distributed measurements strategies that are both sparse and
spatially localized, we propose dividing the network into clusters of adjacent
nodes and forcing projections to be obtained only from nodes within a cluster.
As an example, in this paper we consider two simple clustering approaches. For
simplicity, we assume that all clusters contain the same number of nodes. When
Nc clusters are used, each cluster will contain N

Nc
nodes. In “square clustering”,

the network is partitioned into a certain number of equal-size square regions.
Alternatively, in “SPT-based clustering”, we first construct shortest path tree
(SPT) then, based on that, we iteratively construct clusters from leaf nodes to
the sink. If incomplete clusters encounter nodes where multiple paths merge, we
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group them into a complete cluster under the assumption that nodes sharing a
common parent node are likely to be close to each other.

Any chosen clustering scheme can be represented in CS terms by gener-
ating the corresponding measurement matrix, Φ, and using it to reconstruct
the original signal. Each row of Φ represents the aggregation corresponding to
one measurement: we place non-zero (or random) coefficients in the positions
corresponding to sensors that provide their data for a specific measurement and
the other positions are set to zero. Thus, the sparsity of a particular measurement
in Φ depends on the number of nodes participating in this aggregation.

For simplicity, we consider non-overlapped clusters with the same size. This
leads to a block-diagonal structure for Φ. Note that recent work [18] [19], seeking
to achieve fast CS computation, has also proposed measurement matrices with
a block-diagonal structure, with results comparable to those of dense random
projections. Our work, however, is motivated by achieving spatially localized
projections so that our choice of block-diagonal structure will be constrained by
the relative positions of the sensors (each block corresponds to a cluster).

3.2 Sparsity-Inducing Basis and Cluster Selection

While it is clear that localized gathering leads to lower costs, it is not ob-
vious how it may impact reconstruction quality. Thus, an important goal of
this paper is to study the interaction between localized gathering and recon-
struction. A key observation is that in order to achieve both efficient routing
and adequate reconstruction accuracy, the structure of the sparsity-inducing
basis should be considered. To see this, consider the case where signals cap-
tured by the sensor network can be represented by a “global” basis, e.g., DCT,
where each basis spans all the sensors in the network. Then the optimally inco-
herent measurement matrix will be the identity matrix, I, thus a good mea-
surement strategy is simply to sample k log n randomly chosen sensors and
then forward each measurement directly to the sink (no aggregation). Alter-
natively, for a completely localized basis, e.g., Ψ = I, a dense projection may
be best. However, once the transport costs have been taken into account, it
is better to just have sensors transmit data to the sink via the SPT when-
ever they sense something “new” (e.g., when measurements exceed a thresh-
old). In other words, even if CS theory suggests a given type of measurements
(e.g., dense projection for the Ψ = I case), applying these directly may not
lead to an efficient routing and therefore efficient distributed CS may not be
achievable.

In this paper we consider intermediate cases, in particular those where lo-
calized bases with different spatial resolutions are considered (e.g., wavelets).
Candes et al. [11] have shown that a partial Fourier measurement matrix is in-
coherent with wavelet bases at fine scales. However, such a dense projection is
not suitable for low-cost data gathering for the reasons discussed above. Next we
explore appropriate spatially-localized gathering for data that can be represented
in localized bases such as wavelets.
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4 Efficient Clustering for Spatially-Localized CS

4.1 Independent vs. Joint Reconstruction

To study what clustering scheme is appropriate for CS, we first compare two
types of reconstruction: independent reconstruction and joint reconstruction.
Suppose that we construct a set of clusters of nodes and collect a certain num-
ber of local measurements from each cluster. With a given clustering/localized
projection, joint reconstruction is performed with the basis where sparseness of
signal is originally defined while independent reconstruction is performed with
truncated basis functions corresponding to each cluster.

Equation (1) describes an example for two clusters with the same size. ψ1 and
ψ1 correspond to localized projections in each cluster. For joint reconstruction,
the original sparsity inducing basis, Ψ , is employed. But, for independent recon-
struction, data in the first cluster are reconstructed with partial basis functions,
ψ1 and ψ2, and those in the second cluster are with ψ3 and ψ4 thus, when Nc

clusters are involved, independent reconstruction should be performed Nc times,
once for each cluster.

H = ΦΨ =
[
φ1 0
0 φ2

] [
ψ1 ψ2
ψ3 ψ4

]
⇒

⎧⎨
⎩
H1 =

[
φ1ψ1, φ1ψ2

]

H2 =
[
φ2ψ3, φ2ψ4

]
⎫⎬
⎭ (1)

Joint reconstruction is expected to outperform independent reconstruction be-
cause the sparseness of data is determined by the original basis, Ψ . Also, with
joint reconstruction, measurements taken from a cluster can also convey infor-
mation about data in other clusters because basis functions overlapped with
more than one clusters can be identified with measurements from those clusters.

As basis functions are overlapped with more clusters, joint reconstruction has
potentially higher chance to reconstruct signal correctly. To augment gains from
localized CS with clustering scheme, how to choose the clustering should be
based on the basis, so that overlap is encouraged. The degree of overlapping
between basis functions and clusters can be measured in many different ways.
One possible approach is to measure energy of basis functions captured by each
cluster.

4.2 Energy Overlap Analysis

To characterize the distribution of energy of basis functions with respect to the
clusters, we present a metric, Eoa, and an analysis of the worst-case scenario. We
assume that signal is sparse in Ψ ∈ �n×n. And, ψ(i, j) corresponds to the jth

entry in the ith column of Ψ and each column is normalized to one. Suppose that
Nc is the number of clusters and Ci is a set of nodes contained in the ith cluster.
The energy overlap between the ith cluster and the jth basis vector, Eo(i, j), is

Eo(i, j) =
∑
k∈Ci

ψ(j, k)2 (2)
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Energy overlap per overlapped basis, Eoa. Average energy overlap per
overlapped basis is a good indicator of distribution of energy of basis functions.
For each cluster, Eoa(i) is computed as

Eoa(i) =
1

No(i)

N∑
j=1

Eo(i, j), ∀i ∈ {1, 2, · · · , Nc} , (3)

where No(i) is the number of basis functions overlapped with the ith cluster.
Then, we compute Eoa by taking average of Eoa(i) over all clusters, Eoa =
1

Nc

∑Nc

i=1 Eoa(i). Intuitively, this metric shows how much energy of basis func-
tions are captured by each cluster. Thus, as energy of basis functions are more
evenly distributed over overlapped clusters, Eoa decreases, which leads to better
reconstruction performance with joint reconstruction. If the specific basis con-
tributing a lot to the cluster is not in the data support, the measurements from
this cluster does not notably increase the reconstruction performance.

Worst case analysis. It would be useful to have a metric to determine the
number of projections required from each local cluster in order to achieve a
certain level of reconstruction performance. We first define what the worst-case
is, then try to characterize the ‘worst-case scenario’ performance.

With the global sparsity of K, the worst case scenario is when all K basis
vectors supporting data are completely contained in a single cluster. Since the
identity of this cluster is not known a priori and projections from other clusters
not overlapped with those basis vectors do not contribute to reconstruction per-
formance as much as projections from that cluster, O(K) projections would be
required from each cluster. But, note that, in general, the coarsest basis vector
representing DC component is likely to be overlapped with more than one cluster
and chosen as data support for real signal. Thus, in practice, performance could
be better than our estimation.

To analyze the worst-case scenario, we assume that we know the basis func-
tions, clustering scheme and the value of K a priori. For each cluster, we first
choose K basis functions with highest energy overlap with the cluster. Then, we
compute the sum of the energy overlap of the chosen basis functions. To simplify
analysis, we take the average over all clusters. Minimum number of measurements
for each cluster indirectly depends on overlap energy in the worst-case scenario.
For example, with DCT basis and four clusters with the same size, overlap en-
ergy for each cluster is equal to K

4 in the worst-case thus the total number of
measurements will be O(K).

5 Simulation Results

For our simulation, we used 500 data generated with 55 random coefficients in
different basis. In the network, 1024 nodes are deployed on the square grid and
error free communication is assumed. Two types of clustering are considered:
square-clustering and SPT-based clustering. We do not assume any priority is
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given to specific clusters for measurements, i.e., we collect the same number of lo-
calized measurements for each cluster. With localized projection in each cluster,
data is reconstructed jointly or independently with Gradient Pursuit for Sparse
Reconstruction (GPSR) [20] provided in [21]. To evaluate performance, SNR is
used to evaluate reconstruction accuracy. For cost evaluation, transmission cost
is computed by

∑
(bit) × (distance)2, as was done in [5], but the work could be

extended to use more realistic cost metrics. The cost ratio in our simulation is
the ratio to the cost for raw data gathering without compression.

To compare independent reconstruction with joint reconstruction, we used
square-clustering scheme with two differentnumber of clusters and Haar basiswith
decomposition level of 5. In Fig. 1(a), DRP corresponds to the case that takes 256
global measurements from all the nodes in the network then reconstructs data with
joint reconstruction. Other curves are generated from localized measurements in
each cluster and the two types of reconstruction are applied respectively.

Fig. 1 (a) shows that joint reconstruction outperforms independent recon-
struction. As discussed in Section 4.1, joint reconstruction can alleviate the
worst situation by taking measurements from other clusters overlapped with
basis functions in the data support. In following simulation, all the data was
jointly reconstructed.

With joint reconstruction and Haar basis, Fig. 1 (b) shows that SPT-based
clustering outperforms square clustering for different number of clusters (Nc).
As Nc increases, reconstruction accuracy decreases because measurement matrix
becomes sparser as network is separated into more equal-size clusters. However,
once the transport costs have been taken into account, more clusters show bet-
ter performance because cost per each measurement decreases. Since we also
observed this trend for different bases, we will focus on 64 SPT-based clusters
in following simulation.
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Fig. 1. Comparison of different types of reconstruction and clustering scheme with
Haar basis with decomposition level of 5. (a) Comparison of independent reconstruction
and joint reconstruction. (b) Cost ratio to raw data gathering vs. SNR with different
number of clusters and clustering schemes.
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Fig. 2. Performance comparison in terms of cost ratio to raw data gathering vs. SNR
(a) for different basis functions and 64 SPT-based clusters. (b) for 256 SPT-based
clusters with other CS approaches with Haar basis with level of decomposition of 5.

To investigate effects of different bases, we consider the joint reconstruction
performance with different basis functions with 64 SPT-based clusters: 1) DCT
basis, where each basis vectors have high overlaps in energy which distributed
throughout the network 2) Haar basis, where the basis vectors have less overlap
and the energy distribution varies from being very localized to global for different
basis vectors and 3) Daubechies (DB6) basis, where the overlaps and distribution
are intermediate to DCT and Haar. The result in Fig. 2 (a) confirms our intuition.
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values of metrics indicate more even distribution of overlap energy thus better recon-
struction. (a) Eoa; values are average over clusters and variances are ignored because
they are relatively small. (b) Worst-case analysis; average of cumulated overlap energy
with increasing number of basis.
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Thus, for the same clustering scheme, the gains from joint reconstruction depend
on how“well-spread” the energy in the basis vectors is.

As an indicator of distribution of energy of basis functions, Eoa is computed
with different clustering schemes for different basis functions. Fig 3 (a) shows
that Eoa accurately distinguishes performance between two different clusters;
SPT-based clusters capture more energy of basis functions than square clusters
then lead to better reconstruction. For different basis functions, Eov shows lower
overlap energy as basis functions are more spread over in spatial domain.

The result for worst-case analysis is shown in Fig. 3 (b). The results show
that, for the same basis function, SPT-based clustering reduces more energy
than square clustering thus requires fewer measurements for each cluster. For
DCT basis, the energy increases slower than other basis because energy of DCT
basis is evenly spread over all clusters. For Haar basis, overlap energy increases
very sharply with a few basis functions then it is saturated because energy of
some basis functions is concentrated in small regions. With Daubechies basis,
the energy is somewhat between two previous bases as we expected.

Fig. 2(b) shows that our approach outperforms other CS approaches [16,13].
APR corresponds to a scheme that aggregation occurs along the shortest path
to the sink and all the sensors on the paths provide their data for measurements.
SRP with different parameter, s′ = s × n, represents a scheme that randomly
chooses s′ nodes without considering routing then transmit data to the sink via
SPT with opportunistic aggregation.

In the comparison, SRP performs worse than the others because, as we ex-
pected, taking samples from random nodes for each measurement significantly
increases total transmission cost. Our approach and APR are comparable in
terms of transmission cost but our approach shows better reconstruction. The
performance gap is well explained by Noa for APR and our approach: 0.247 and
0.171 respectively. Lower Noa indicates that energy of basis functions are more
evenly distributed over overlapped clusters thus those functions are more likely
to be identified with joint reconstruction.

6 Conclusion

We have proposed a framework for efficient data gathering in wireless sensor net-
work by using spatially-localized compressed sensing. With localized projection
in each cluster, joint reconstruction has shown better performance than inde-
pendent reconstruction because joint reconstruction can exploit measurements
in multiple clusters, corresponding to energy in a given basis function that over-
laps those clusters. Our proposed approach outperforms over state of the art CS
techniques for sensor networks [16,13] because our method achieves power sav-
ings with localized aggregation and captures more evenly distributed energy of
basis functions. Moreover, we proposed methods to quantify the level of ”energy
overlap” between the data gathering clusters and the elementary basis on which
the signals are represented, which allows us to to design efficient clusters once
the bases for the signal are known. Based on the metric, we hope to design an
optimal clustering scheme in near future.
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Abstract. We present an algorithm that makes an appropriate use of
a Kalman filter combined with a geometric computation with respect to
the localisation of a pollutant-emitting point source. Assuming resource-
constrained inexpensive nodes and no specific placement distance to the
source, our approach has been shown to perform well in estimating the
coordinates and intensity of a source. Using local gossip to directionally
propagate estimates, our algorithm initiates a real-time exchange of in-
formation that has as an ultimate goal to lead a packet from a node that
initially sensed the event to a destination that is as close to the source as
possible. The coordinates and intensity measurement of the destination
comprise the final estimate. In this paper, we assert that this low-overhead
coarse localisation method can rival more sophisticated and
computationally-hungry solutions to the source estimation problem.

Keywords: Source Localisation, Spatial Event Detection, Estimation,
Kalman Filters.

1 Introduction

We live in days of elevated risk that terrorists could acquire Chemical, Biological
and Radiological (CBR) weapons to attack major cities. In a world of easy avail-
ability of CBR raw materials in hospitals of failed states, the greatest concern
for citizens of urban centres is not over an attack by a nuclear warhead but with
a “dirty-bomb” that would contaminate a wide area, trigger widespread panic
and cause severe disruption [12]. Government agencies, such as the Home Office
in the UK, are involved in “resilience” programmes, set to cost GBP 3.5bn per
year by 2011, with the aim to “ensure that, in the event of a terrorist incident
the response from all concerned will be quick and effective, so that lives can be
saved and the impact on property and the environment minimised” [15].

The principal concern of such programmes is the detailed response strategy
in the case of a CBR attack. For this, accurate assessment and modelling of haz-
ards [5] are essential. Modelling can be split in the following two sub-problems:
forward and inverse. While the forward problem involves the dispersion predic-
tion and hazard assessment given a known location of a point source emitting
pollutants in space, the inverse problem involves locating this source given some
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measurements of the pollutants in the atmosphere. The quick localisation of an
attack source can assist the specialist personnel in neutralising the threat as well
as predicting the dispersion cloud and evacuating citizens away from it.

In this paper, we consider a scenario where a number of low-cost, resource-
constrained sensor nodes, such as the TMote Sky [3], are deployed in an urban
area with the task of detecting the presence of certain pollutants in the atmo-
sphere. There exist real-world deployments, such as the U.S. Federal Sensor-
Net’s [16] testbeds at Washington DC and New York City, that aim to serve the
aforementioned objective. Following the detection of the pollutant — a problem
addressed by our earlier work on event detection [23] — the goal is to compute
an estimate of the source’s location and intensity.

We use an iterative in-network approach that does not rely on powerful nodes
or network-wide collection and offline processing. Our method involves a pre-
determined number of initiating nodes that independently sense the spatial
event. Each of these nodes, begins a procedure that aims to route a packet
intelligently towards the source of the spatial event. The ultimate aim is that
after a small number of hops the packet should be at a node very close to the
source of the spatial event — we will call this the destination node. By taking
the location coordinates and measurement at the destination node, we have a
coarse estimate of the source’s location and intensity.

The method is designed to operate as close to real-time as possible and to be
lightweight in terms of network communication. To address the latter point, we
use directional local gossip to propagate event state information. This is somewhat
akin to the Trickle [10] algorithm that uses polite gossip to bring network consis-
tency with respect to a set of global shared parameters. Our algorithm starts with
the initiating node making a guess of the spatial event state at single-hop neigh-
bouring nodes and sending it to the local broadcast address. Nodes hearing the
broadcast reply with their own measurements. The estimation error is calculated
and the node that minimises the error is selected as the next hop and its measure-
ment is used to correct the initial prediction made. This “predict-correct” cycle
is in fact a straightforward Kalman filter. The node selected as next hop receives
the filter parameters and repeats the steps. The procedure is continued iteratively,
recording the network path along the way and it exits when a node runs out of un-
visited neighbours that are likely to lead any closer to the source. The exact details
of the algorithm will be described in section 2.2.

In the remainder of this paper, we will formalise the problem and we will
discuss the requirements for a solution. We will then present our algorithm for
decentralised in-network point-source estimation together with discussion of a
test case and experimental simulation results. We will conclude by reviewing
selected related work together with future plans.

1.1 Problem Statement and Requirements

We consider a single static point source that emits a pollutant of chemical or
radiological nature. This source is located at the unknown coordinates (xs, ys)
in the two dimensional coordinate system. The presence and intensity of the
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pollutant in the atmosphere is sensed by N sensor nodes located at (xi, yi)
coordinates with i = 1, 2, . . . , N . The goal is to devise a computational method
that estimates the coordinates (x̂s, ŷs) and intensity of the source, within some
error ε.

Formally, given zi sensor measurements collected at coordinates (xi, yi) the
goal is to estimate the vector v̂ :

[
x̂s ŷs Î

]T

where Î is the intensity estimate as it would be measured 1 meter from the
source [5].

The complexity of a proposed solution for this problem varies significantly
depending on the assumptions made. In our case we assume a single static point
source in R

2 and a steady-state dispersion model. The latter point refers to a
simplified gas concentration model, adapted from [7], where measurements are
time-averaged and constant with respect to time. Furthermore, we assume that
the nodes are aware of their own location coordinates.

The solution to the source localisation problem needs to be lightweight both in
terms of computation and communication. It needs to operate in a decentralised
manner without relying upon powerful nodes or offline processing and it needs to
be capable of converging to an estimate rapidly — typically under two minutes.

Our approach tolerates both non-uniform distributions and, due to the fact
that our estimation algorithm employs a Kalman Filter, a degree of measurement
and process noise.

2 Iterative Source Location Estimation

2.1 The Kalman Filter

The Kalman Filter is an optimal, in the least squares sense, estimator of the
true state of a dynamic linear system that its measurements are corrupted by
white uncorrelated noise. In our context the Kalman filter is used to estimate
the vector v̂. In its simplest form, a Kalman filter, is based on the following five
equations:

x̂k
− = Ax̂k−1 + wk−1 (1)

P k
− = AP

k−1A
T + Q (2)

Kk = P k
−HT (HP k

−HT + R)−1 (3)

x̂k = x̂k
− + Kk(zk − Hx̂k

−) (4)

Pk = (I − KkH)P k
− (5)



24 M. Zoumboulakis and G. Roussos

Where x̂k
− is the a priori state estimate, x̂k is the a posteriori state estimate,

A is the state transition matrix, w is the white, zero-mean, uncorrelated noise,
P k

− is the a priori error covariance, P k is the a posteriori error covariance,
Q is the process error covariance, R is the measurement noise covariance, H
is the measurement matrix, zk is the measurement taken at time k and K is
the Kalman Gain. Equations 1 and 2 are the Time Update (Predict) equations.
Equations 3 to 5 are the Measurement Update (Update or Correct) equations.

The goal of the Kalman filter is to formulate an a posteriori estimate x̂k

as a linear combination of an a priori estimate x̂k
− and a weighted difference

between an actual measurement zk and a measurement prediction Hx̂k
− as

shown in equation 4 [20].
Due to space limitations we will not discuss the particulars of the Kalman

Filter in more detail; the interested reader can refer to [17], [20], [22] for an
extensive review.

2.2 In-Network Estimation

Our localisation algorithm makes appropriate use of a Kalman filter on the basis
of the assumptions of section 1.1. The process starts at an individual node —
this can be a choice from a pre-determined set of nodes that sense the event
independently. The desired outcome is to start a “walk” of the sensor field by
visiting (i.e. sending a packet to) other nodes.

Once the event is sensed, the initiating node makes an initial guess of the
measurement at adjacent single-hop nodes. Since no other information is avail-
able, this guess is equal to a linear transformation of the local measurement. The
node then tasks the one-hop unvisited neighbours to send their measurements.
This is achieved by a local broadcast. We will see later how the local broadcast
is avoided once nodes reach a consensus regarding the quadrant direction of the
source. Once the replies with the measurements have been collected, the inno-
vations Zn = (zk

(i) −Hx̂k
−) are calculated. Note that x̂− is the initial estimate

made by the initiating node and measurement zk
(i) has now a superscript i to

indicate which neighbouring node has reported it. Then the minimum innovation
argmin

z
(zk

(i) − Hx̂k
−) is calculated and node i is selected as the next hop.

When node selection takes place, the selector sends to the selectee a collection
of filter parameters so that the latter can continue the process. This allows each
node in the network to run a lightweight application and only when necessary to
be tasked to perform the estimation. We will refer to this collection of parameters
as particle, since it resembles a travelling particle that facilitates a task.

The typical stopping condition is linked to the estimation relative error (line
13); for instance, when the estimation relative error exceeds a multiple of the
mean relative error, the process halts. A sharp rise in the relative error usu-
ally reveals that the particle has moved outside the plume or to an area where
measurements differ significantly given the initial estimates.

Moreover, a variation of the algorithm has been developed that when the
relative estimation error becomes high then a selector node considers candidate
next-hop nodes that are more than one hop away. The same local broadcast
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Algorithm 1. Particle Localisation Algorithm
1: variables Estimate Error Covariance P , Measurement Noise Variance R, Process

Variance Q, State Transition Matrix A, Measurement Matrix H , Initial Estimate
x̂k

−, maxhopcount=1, netpath[], counter c = 0;
2: Project state estimate x̂k

− ahead (Eq. 1).
3: Project error covariance P k

− ahead (Eq. 2).
4: Task unvisited neighbours within maxhopcount to report measurement.
5: for (each of replies received) do
6: calculate innovations (zk

(i) − Hx̂k
−)

7: end for
8: Select as next hop the node that minimises the innovation.
9: Compute the Kalman gain (Eq. 3).

10: Correct (Update) estimate with measurement zk
(i) (Eq. 4).

11: Correct (Update) the error covariance Pk (Eq. 5).
12: Compute relative error.
13: if abs(relative error) >=multiple·(E[Rel Error]) then
14: exit
15: else
16: Add local address to netpath[c] and increment c.
17: Send particle to selected node (line 8) and task it to start at Line 1.
18: end if

is issued but the maximum hopcount is increased to a pre-determined value
i.e. to less than 3. This effectively means that the selector will receive more
measurement replies — to be precise it will receive (2h + 1)2 − 1 where h is the
number of hops. Since there are more measurements available it is more likely
to find a candidate for next hop that will keep the error low.

The typical use of this localisation algorithm is to employ many particles for
robustness. With n particles we add a geometric computation — not shown in
the above listing for the sake of simplicity — to establish a consensus regarding
the quadrant in which the source is located. This operates as follows: after a
small number of hops (i.e. less than 10), a convex hull is evaluated for the par-
ticles’ coordinates. Recall that the convex hull is the boundary of the minimal
convex set containing a finite set of points (i.e. the N particle coordinates). Pro-
vided that particles commence at nearby locations (i.e. less than 4 hops away
from each other) the convex hull can be evaluated without a significant com-
munication overhead. The mean direction of movement is given by calculating
the centroid of the convex hull Fig. 3(a). Only a coarse quadrant direction is
necessary at this point. This is the quadrant in which N particles estimate the
source location and it constitutes the consensus. Once the consensus becomes
known, there is no need for local broadcasts. Instead, the estimates are sent
directly to the neighbours in the consensus direction. This achieves an improve-
ment both in terms of communication — 3

4 less messages at each hop — and
estimate accuracy.
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3 Evaluation

Given that empirical evaluation using realistic conditions is problematic due to the
hazardous application scenarios,wehave evaluated the correctnessof the algorithm
via simulations in MATLAB. We have considered a specific test case of a time-
averagedgas plume over a 100-by-100 square grid according to the model described
in [7] and the assumptions of section 1.1. The performance criteria used were: (a).
the Euclidean distance to the true source and (b). the length of the path taken from
the start to the end point that comprised the final estimate. The former criterion
is associated with estimation accuracy while the latter is a measure of speed, com-
munication cost and efficiency. Moreover we have employed a naive algorithm that
selects the maximum reading as the next hop as a baseline benchmark.

Fig. 1 exhibits the simplest case involving a single particle starting at an
arbitrary location and iteratively moving towards the source region of the spatial
event until it reaches at (93, 93), a distance of 2.83 away from the true source — a
useful estimate of the true coordinates and an intensity estimate within ε = .0121
of the true intensity. Taking into account that network-wide broadcasts were not
required and only local communication between a very small percentage of the
nodes was involved, we assert that the method is lightweight and respects the
constraints of the devices. In addition, although the starting coordinates can
be any point in two-dimensional space, for the sake of demonstrating one of
the strengths of the algorithm, in this discussion we will assume starting points
located fairly far from the source.

Fig. 2 shows the benchmark comparison to the naive algorithm; this small set of
random starting points suggests correct and efficient behaviour. The fact that all
paths taken by the 8 particles achieved a distance less than 4 to the true source in

(a) Particle path
0 50 100
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(b) Relative Estimate Error

Fig. 1. An example of the particle path (a) shown by the darker line. Starting at
(1, 1) it moves towards the source at (95, 95). It reaches a distance of 2.83 away after
93 hops. On (b) the estimation error is shown. While, initially it is reducing as the
particle approaches the source it increases gradually and then sharply — the sharp
rise indicates that the measurements are not in line with expectations and it is the
stopping condition.
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Fig. 2. Comparison of our particle localisation algorithm with a maximum selection
naive algorithm. The x-axis is labelled with starting coordinates. All paths ended at a
distance less than 4 (Euclidean) to the real source, but our approach resulted in shorter
(in the case of (50, 88), up to a factor of 9) paths.

(a) Mean Direction of Movement (b) Corruption of measurements by
Noise

Fig. 3. (a) Two convex hulls evaluated for 8 particles after 10 and 20 hops respectively.
Marked with an asterisk are the centroids of the polygons (consensus). (b) Particle
starting at (10, 30) and heading towards the source — measurements are corrupted by
random noise.

less than 100 hops seems to suggest quick convergence to appropriate estimates.
Furthermore, in various test runs our algorithm did not seem to be affected by
the local maxima that caused the naive maximum selection algorithm to move in
circular fashion and result in long paths.
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Fig. 3(a) shows the typical operation of the algorithm with n particles and the
geometric addition that computes the consensus quadrant direction of movement
shown by the arrow. Using the consensus, individual particles only send estimates
towards that quadrant direction reducing communication and achieving more
robust estimates. By adding this geometric aspect to the stochastic estimation
nature of the algorithm, we factor a level of error tolerance in the approach. As
long as the majority of the particles move in the right direction, we guarantee
that energy will not be wasted in erroneous propagation decisions that can not
possibly lead to an accurate estimate.

Lastly, our approach shows tolerance to small measurement noise. This was
tested by corrupting the gas concentration measurements by random noise of
small magnitude (i.e. N(0, .0001)) (Fig. 3(b)) — this had no impact to the esti-
mation performance of the filter. However, increasing the noise magnitude results
in inconsistent behaviour and requires adaptation of the filter parameters which
we will not discuss here any further due to space limitations.

4 Related Work

Coarse grained localisation techniques can be as simple as the Centroid Calcula-
tion or Point-in-Triangle (PIT) methods [9]. A refinement of the PIT technique
is the Approximate Point in Triangle (APIT) described in [6]. A geometric ap-
proach based on the circles of Apollonius is described in [4]. A robust to noise
and measurement errors data fusion algorithm that extends the latter approach
is presented in [2].

A different family of methods is based on the well-understood Time Difference
of Arrival (TDoA) localisation. There is a geometric and a numerical solution
to this problem — more information on the details of TDoA solutions can be
found in [11], [13], and [21].

Another solution is based on Maximum Likelihood Estimation (MLE): the
least squares minimisation of the estimate of vector v̂ can be solved by gradient
descent or numerically according to the methodologies of [5] and [14].

Lastly, the Kalman filter has been employed in radioactive source localisation
in [5]. The difference with our approach is that we perform the estimation in-the-
network while [5] assumes offline processing. A combination of a Kalman filter
with Time of Arrival (ToA) is presented in [8] while a distributed Kalman filter
for wireless sensor networks is presented in [18].

5 Future Work and Discussion

To validate the correctness of the simulation results, at the time of this writing, we
are in the process of implementing the algorithm in a network-specific simulator
[1]. This simulator accepts TinyOS code and allows evaluating the impact of many
real-world network-specific parameters such as density, distribution and so on.

To conclude, we have presented an iterative point-source coarse localisation
algorithm that operates in-the-network and does not require powerful nodes or
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network-wide collection and offline processing. A straightforward Kalman filter
is at the heart of the algorithm that iteratively computes the source estimate.
Using this approach has the following advantages:

– Efficient paths in terms of length and distance to the source, when compared
to a naive maximum selection algorithm.

– Robustness which is introduced by using multiple particles and a geometric
approach to establish mean direction of movement. This direction consen-
sus facilitates both reduction in communication and improved accuracy of
estimates.

– Lightweight, real-time properties that neither involve the entire network nor
make any assumptions about individual placement of nodes.

– Noise resilience due to intrinsic characteristics of the Kalman filter make
our approach robust to errors introduced by the inexpensive circuitry and
sensory equipment.

Finally, the recursive nature of the Kalman filter makes it a good match for op-
eration in resource-constrained devices — approaches such as [19] use optimised
implementations — and a valid generic solution to the CBR source localisation
problem.
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Abstract. Recently, wireless sensor networks providing fine-grained spa-
tiotemporal observations have become one of the major monitoring plat-
forms for geo-applications. Along side data acquisition, outlier detection is
essential in geosensor networks to ensure data quality, secure monitoring
and reliable detection of interesting and critical events. A key challenge
for outlier detection in these geosensor networks is accurate identification
of outliers in a distributed and online manner while maintaining low re-
source consumption. In this paper, we propose an online outlier detection
technique based on one-class hyperellipsoidal SVM and take advantage of
spatial and temporal correlations that exist between sensor data to co-
operatively identify outliers. Experiments with both synthetic and real
data show that our online outlier detection technique achieves better de-
tection accuracy compared to the existing SVM-based outlier detection
techniques designed for sensor networks. We also show that understand-
ing data distribution and correlations among sensor data is essential to
select the most suitable outlier detection technique.

Keywords: Geosensor networks, outlier detection, data mining, one-
class support vector machine, spatio-temporal correlation.

1 Introduction

Advances in sensor technology and wireless communication have enabled deploy-
ment of low-cost and low-power sensor nodes that are integrated with sensing,
processing, and wireless communication capabilities. A geosensor network con-
sists of a large number of these sensor nodes distributed in a large area to
collaboratively monitor phenomena of interest. The monitored geographic space
may vary in size and can range from small-scale room-sized spaces to highly
complex dynamics of ecosystem regions [1]. Emerging applications of large-scale
geosensor networks include environmental monitoring, precision agriculture, dis-
aster management, early warning systems and wildlife tracking [1]. In a typical
application, a geosensor network collects and analyzes continuous streams of
fine-grained geosensor data, detects events, makes decisions, and takes actions.

Wireless geosensornetworks have strong resource constraints in terms of energy,
memory, computational capacity, and communication bandwidth. Moreover, the
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autonomous and self-organizing vision of these networks makes them a good can-
didate for operating in harsh and unattended environments. Resource constraints
and environmental effects cause wireless geosensor networks to be more vulnera-
ble to noise, faults, and malicious activities (e.g., denial of service attacks or black
hole attacks), and more often generate unreliable and inaccurate sensor readings.
Thus, to ensure a reasonable data quality, secure monitoring and reliable detection
of interesting and critical events, identifying anomalous measurements locally at
the point of action (at the sensor node itself) is a must. These anomalous measure-
ments, usually known as outliers or anomalies, are defined as measurements that
do not conform with the normal behavioral pattern of the sensed data [2].

Unlike traditional outlier detection techniques performed off-line in a central-
ized manner, limited resources available in sensor networks and specific nature
of geosensor data necessitate outlier detection to be performed in a distributed
and online manner to reduce communication overhead and enable fast responce.
This implies that outliers in distributed streaming data should accurately be de-
tected in real-time while maintaining resource consumption low. In this paper,
we propose an online outlier detection technique based on one-class hyperellip-
soidal Support Vector Machine (SVM) and take advantage of spatial and tempo-
ral correlation that exist between sensor data to cooperatively identify outliers.
Experiments with both synthetic and real data obtained from the EPFL Sen-
sorScope System [3] show that our online outlier detection technique achieves
better detection accuracy and lower false alarm compared to the existing SVM-
based outlier detection techniques [4], [5] designed for sensor networks.

The remainder of this paper is organized as follows. Related work on one-class
SVM-based outlier detection techniques is presented in Section 2. Fundamentals
of the one-class hyperellipsoidal SVM are described in Section 3. Our proposed
distributed and online outlier detection technique is explained in Section 4. Ex-
perimental results and performance evaluation are reported in Section 5. The
paper is concluded in Section 6 with plans for future research.

2 Related Work

Generally speaking, outlier detection techniques can be classified into statistical-
based, nearest neighbor-based, clustering-based, classification-based, and spec-
tral decomposition-based approaches [2], [6]. SVM-based techniques are one of
the popular classification-based approaches due to the fact that they (i) do not
require an explicit statistical model, (ii) provide an optimum solution for classi-
fication by maximizing the margin of the decision boundary, and (iii) avoid the
curse of dimensionality problem.

One of the challenges faced by SVM-based outlier detection techniques for
sensor networks is obtaining error-free or labelled data for training. One-class
(unsupervised) SVM-based techniques can address this challenge by modelling
the normal behavior of the unlabelled data while automatically ignoring the
anomalies in the training set. The main idea of one-class SVM-based outlier
detection techniques is to use a non-linear function to map the data vectors
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(measurements) collected from the original space (input space) to a higher di-
mensional space (feature space). Then a decision boundary of normal data will
be found that encompasses the majority of the data vectors in the feature space.
Those new unseen data vectors falling outside the boundary are classified as
outliers. Scholkopf et al. [7] have proposed a hyperplane-based one-class SVM,
which identifies outliers by fitting a hyperplane from the origin. Tax et al. [8]
have proposed a hypersphere-based one-class SVM, which identifies outliers by
fitting a hypersphere with a minimal radius. Wang et al. [9] have proposed a
hyperellipsoid-based one-class SVM, which identifies outliers by fitting multiple
hyperellipsoids with minimum effective radii.

In addition to obtaining the labelled data, another challenge faced by SVM-
based outlier detection techniques is their quadratic optimization during the
learning process for the normal boundary. This process is extremely costly and
not suitable for limited resources available in sensor networks. Laskov et al. [10]
have extended work in [8] by proposing a one-class quarter-sphere SVM, which
is formulated as a linear optimization problem by fitting a hypersphere centered
at the origin and thus reducing the effort and computational complexity. Ra-
jasegarar et al. [11] and Zhang et al. [5] have further exploited potential of the
one-class quarter-sphere SVM of [10] for distributed outlier detection in sensor
networks. The main difference of these two techniques is that unlike a batch
technique of [11], the work of [5] aims at identifying every new measurement
collected at a node as normal or anomalous in an online manner.

Rajasegarar et al. [4] have also extended work in [9] [10] by proposing a
one-class centered hyperellipsodal SVM with linear optimization. However, this
technique is neither distributed nor online. In this paper, we extend work in [4]
and propose a distributed and online outlier detection technique suitable for
geosensor networks, with low computational complexity and memory usage.

3 Fundamentals of the One-Class Hyperellipsoidal SVM

In our proposed technique, we exploit the one-class hyperellipsoidal SVM [9], [4]
to learn the normal behavioral pattern of sensor measurements. The quadric
optimization problem of the one-class hyperellipsoidal SVM has been converted
to a linear optimization problem in [4] by fixing the center of the hyperellipsoidal
at the origin. A hyperellipsoidal boundary is used to enclose the majority of
the data vectors in the feature space. The geometries of the one-class centered
hyperellipsoidal SVM-based approach is shown in Fig. 1.

The constrain for optimization problem of the one-class centered hyperspher-
ical SVM is formalized as follows:

min
Rε�,ξε�m

R2 + 1
υm

m∑
i=1

ξi (1)

subject to : φ(xi)Σ−1φ(xi)T ≤ R2 + ξi, ξi ≥ 0, i = 1, 2, . . .m
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Fig. 1. Geometry of the hyperellipsoidal formulation of one-class SVM [4]

where m denotes number of data vectors in the training set. The parameter
υ ε (0, 1) controls the fraction of data vectors that can be outliers. Σ−1 is the
inverse of the covariance matrix Σ = 1

m

∑m
i=1(φ(xi) − μ)(φ(xi) − μ)T , μ =

1
m

m∑
i=1

φ(xi). Using Mercer Kernels [12], the dot product computations of data

vectors in the feature space can be computed in the input data space. The
centered kernel matrix Kc can be obtained in terms of the kernel matrix K
using Kc = K − 1mK − K1m + 1mK1m, where 1m is the m × m matrix with
all values equal to 1

m . Finally, the dual formulation of (1) will become a linear
optimization problem formulated as follows:

min
αε�m

−
m∑

i=1

αi‖
√

mΛ−1PT Ki
c‖2 (2)

subject to :
m∑

i=1

αi = 1, 0 ≤ αi ≤ 1
υm

, i = 1, 2, . . .m

where Λ is a diagonal matrix with positive eigenvalues, P is the eigenvector
matrix corresponding to the positive eigenvalues [13], and Ki

c is the ith column
of the kernel matrix Kc. From equation (2), the {αi} value can be easily ob-
tained using some effective linear optimization techniques [14]. The data vectors
in the training set can be classified depending on the results of {αi}, as shown in
Fig. 1. The training data vectors with 0 ≤ α ≤ 1

υm , which fall on the hyperellip-
soid, are called margin support vectors. The effective radius of the hyperellipsoid
R = ‖√mΛ−1PT Ki

c‖ can be computed using any margin support vector.

4 A Distributed and Online Outlier Detection Technique
for GeoSensor Networks

In this section, we will describe our distributed and online outlier detection
technique. This proposed technique aims at identifying every new measurement
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collected at each node as normal or anomalous in real-time. Moreover, using
high degree of spatio-temporal correlations that exist among the sensor read-
ings, each node exchanges the learned normal boundary with its neighboring
nodes and combines their learned normal boundaries to cooperatively identify
outliers. Before describing this technique in detail, we present our assumptions
and explain why we exploit the hyperellipsoidal SVM instead of hyperspherical
SVM to learn the normal behavioral pattern of sensor measurements.

4.1 Assumptions

We assume that wireless sensor nodes are time synchronized and densely de-
ployed in a homogeneous geosensor network, where sensor data tends to be
correlated in both time and space. A sensor sub-network consists of n sensor
nodes S1, S2, . . .Sn, which are within radio transmission range of each other.
This means that each node has n-1 neighboring nodes in the sub-network. At
each time interval Δi, each sensor node in the sub-network measures a data
vector. Let xi

1, x
i
2, . . . , x

i
n denote the data vector measured at S1, S2, . . . Sn,

respectively. Each data vector is composed of multiple attributes xil
j , where

xi
j = {xil

j : j = 1 . . .n, l = 1 . . .d} and xi
j ε �d. Our aim is online identifica-

tion of every new measurement collected at each node as normal or anomalous
by means of local processing at the node itself. In addition to near real-time
identification of outliers, increasing data quality, and reducing communication
overhead, this local processing also has the advantage of coping with (possibly)
large scale of the geosensor network.

4.2 Hyperellipsoidal SVM vs. Hyperspherical SVM

In this paper, we exploit the hyperellipsoidal SVM instead of hyperspherical
SVM to learn the normal behavioral pattern of sensor measurements. The reason
for doing so is the fact that hyperspherical SVM assumes that the target sample
points are distributed around the center of mass in an ideal spherical manner.
However, if the data distribution is non-spherical, using a spherical boundary to
fit the data will increase the false alarm rate and reduce the detection rate. This
is because many superfluous outlier are mistakenly considered in the boundary
and consequently outliers are classified as normal.

On the contrary, the hyperellipsoidal SVM is able to best capture multivari-
ate data structures by considering not only the distance from the center of mass
but also the data distribution trend, where the latter is learned by building the
covariance matrix of the sample points. This feature can be used well for geosen-
sor data, where multivariate attributes may induce certain correlation, e.g., the
readings of humidity sensors are negatively correlated to the readings of temper-
ature sensors. Unlike the Euclidean distance used in the hyperspherical SVM,
the distance metric adopted in the hyperellipsoidal SVM is the Mahalanobis
distance. The Mahalanobis distance takes the shape of the multivariate data
distribution into account and identifies the correlations of data attributes. Thus
using an ellipsoidal boundary to enclose geosensor data aims to increase outlier
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detection accuracy and reduce the false alarm rate. However, as a tradeoff, the
hyperellipsoidal SVM has more computational and memory usage cost than the
hyperspherical SVM. To correctly select the most appropriate outlier detection
technique, we believe that having some understanding of the data distribution
and correlation among sensor data is crucial.

4.3 Hyperellipsoidal SVM-Based Outlier Detection Techniques

The main idea behind our proposed Hyperellipsoidal SVM-based online outlier
detection technique (OODE) is that each node builds a normal boundary rep-
resenting normal behavior of the sensed data and then exchanges the learned
normal boundary with its spatially neighboring nodes. A sensor measurement
collected at a node is identified as an outlier if it does not fit inside the boundary
defined at the node and also does not fit inside the combined boundaries of the
spatially neighboring nodes. We first explain the OODE technique in the input
and feature spaces and then present the corresponding pseudocode in Table 1.

OODE in the Input Space. Initially, each node learns the local effective ra-
dius of the hyperellipsoid using its m sequential data measurements, which may
include some anomalous data. In the input space, equation (1) can be formal-
ized as equation (3). The one-class hyperellipsoidal SVM can efficiently find a
minimum effective radius R to enclose the majority of these sensor measure-
ments in the input space. Each node then locally broadcasts the learned radius
information to its neighboring nodes. When receiving the radii from all of its
neighbors, each node computes a median radius Rm of its neighboring nodes.
We use median because in estimating the ”center” of a sample set, the median
is more accurate than the mean.

min
Rε�,ξε�m

R2 + 1
υm

m∑
i=1

ξi (3)

subject to : (xi − μ)Σ−1(xi − μ)T ≤ R2 + ξi, ξi ≥ 0, i = 1, 2, . . .m

Sensor data collected in a densely deployed geosensor network tends to be
spatially and temporally correlated [1]. When a new sensor measurement x is
collected at node Si, node Si first compares the Mahalanobis distance of x with
its local effective radius Ri. In the input space, the mean can be expressed as

μ = 1
m

m∑
i=1

xi, and thus the Mahalanobis distance of x is formulated as follows:

Md(x) =
√

(x − μ)Σ−1(x − μ)T = ‖Σ−1
2 (x − 1

m

m∑
i=1

xi)‖ (4)

The data x will be classified as normal if Md(x) <= Ri. This means that x falls
on or inside the hyperellipsoid defined at Si. If Md(x) > Ri, Si further compares
Md(x) with the median radius Rim of its spatially neighboring nodes. Then if



Hyperellipsoidal SVM-Based Outlier Detection Technique 37

Md(x) > Rim, x will finally be classified as an outlier. The decision function to
declare a measurement as normal or outlier can be formulated as equation (5),
where a reading with a negative value is classified as an outlier.

f(x) = sgn(max(R − Md(x), Rm − Md(x))) (5)

The computational complexity of OODE in the input space is low as it only
depends on solving a linear optimization problem presented in equation (3) and
simple computations expressed by equations (4) and (5). Once the optimiza-
tion is solved, each node only keeps the effective radius value, the mean, and
the covariance matrix obtained from the training data in memory. Using the
radius information from adjacent nodes is to reduce high false alarm caused by
unsupervised learning techniques.

OODE in the Feature Space. Each node learns the local effective radius of
the hyperellipsoid using equation (1) and (2), and then exchanges the learned
radius information with its spatially neighboring nodes. In the input space, the

mean can be expressed as μ = 1
m

m∑
i=1

φ(xi), and thus the Mahalanobis distance

of each new measurement x in the feature space can be formalized as follows:

Md(x) =
√

(φ(x) − μ)Σ−1(φ(x) − μ)T = ‖√mΛ−1PT Kx
c ‖ (6)

Then the data x will be classified as normal or anomalous using the same deci-
sion function as the equation (5). Due to high computational cost and memory
usage required for classification of each new sensor measurement as normal or
anomalous, we modify the OODE in such a way that it does not run for every
new sensor reading and it waits until a few measurements X = {xn : n = 1 . . . t}
are collected. The centered kernel matrix KX

c can be obtained by using KX
c =

KX − 1tmK −KX1m + 1tmK1m, where 1tm is the t×m matrix with all values
equal to 1

m . This modification reduces the computational complexity and also
facilitates linking outliers to actual events in later stages.

5 Experimental Results and Evaluation

The goals of expreiments are two folds. First we evaluate performance of our dis-
tributed and online technique compared to the batch hyperellipsoidal SVM-based
outlier detection technique (BODE) presented in [4] and the online quarter-
sphere SVM-based outlier detection technique (OODQ) presented in [5]. Sec-
ondly, we investigate the impact of data distribution and spatial/spatio-temporal
correlations in performance of our outlier detection technique. In experiments,
we use synthetic data as well as real data gathered from a geosensor network
deployment by the EPFL [3].
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Table 1. Pseudocode of the OODE

1 procedure LearningSVM()
2 each node collects m sensor measurements for learning its own effective radius R

and locally broadcasts the radius to its spatially neighboring nodes;
3 each node then computes Rm;
4 initiate OutlierDetectionProcess(R, Rm);
5 return;

6 procedure OutlierDetectionProcess(R, Rm)
7 when a new measurement x arrives
8 compute Md(x);
9 if (Md(x) > R AND Md(x) > Rm)
10 x indicates an outlier;
11 else
12 x indicates a normal measurement;
13 endif;
14 return;

5.1 Datasets

For the simulation, we use Matlab and consider a sensor sub-network consisting of
seven sensor nodes. Sensor nodes are within the one-hop range of each other. Two
2-D synthetic data distributions with 10% (of the normaldata) anomalousdata are
shown in Fig. 2(a) and 4(a). It can clearly be seen that Fig. 4(a) has a concentrated
distribution around the origin while the data distribution shown in Fig. 2(a) is not
spherical but has a certain trend. The data values are normalized to fit in the [0,
1]. The BODE performs outlier detection when all measurements are collected at
each node, while the OODQ operates in a distributed and online manner.

The real data is collected from a closed neighborhood by a geosensor network
deployed in Grand-St-Bernard. Fig. 3(a) shows the deployment area. The closed
neighborhood contains the node 31 and its 4 spatially neighboring nodes, namely
nodes 25, 28, 29, 32. The network records ambient temperature, relative humidity,
soil moisture, solar radiation and watermark measurements at 2 minutes intervals.
In our experiments, we use ambient temperature and relative humidity collected
during the period of 9am-5pm on the 5th October 2007. The labels of measure-
ments are obtained based on degree of dissimilarity between data measurements.

5.2 Experimental Results and Evaluation

We have evaluated two important performance metrics, the detection rate (DR),
which represents the percentage of anomalous data that are correctly classified
as outliers, and the false alarm rate, also known as false positive rate (FPR),
which represents the percentage of normal data that are incorrectly considered
as outliers. A receiver operating characteristics (ROC) curve is used to represent
the trade-off between the detection rate and the false alarm rate. The larger the
area under the ROC curve, the better the performance of the technique.
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Fig. 2. (a) Plot for synthetic data; (b) ROC curves in the input space
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Fig. 3. (a) Grand-St-Bernard deployment in [3]; (b) ROC curves in the feature space

We have examined the effect of the regularization parameter υ for OODE ,
BODE , and OODQ. υ represents the fraction of data vectors that can be
outliers. For synthetic dataset, we varied υ from 0.02 to 0.18 in intervals of
0.02 and evaluated the detection accuracy of the three techniques in the input
space. For real dataset, we varied υ from 0.01 to 0.10 in intervals of 0.01 and
used Polynomial kernel function to evaluate the accuracy performance of three
techniques in the feature space. The Polynomial kernel function is formulated
as: kPOLY = (x1.x2 + 1)r, where r is the degree of the polynomial.

Fig. 2(b) and 3(b) show the ROC curves obtained for the three techniques in
the input space for synthetic data and using Polynomial kernel function for real
data. Simulation results show that our OODE always outperforms BODE and
OODQ. Moreover, quarter-sphere SVM-based OODQ is obviously worse than the
hyperellipsoidal SVM-based OODE and BODE in the input space for synthetic
data. For real data in the feature space, the performance of OODQ and BODE

is not very obvious to distinguish.
Although experiments show that hyperellipsoidal SVM-based techniques out-

perform quarter-sphere SVM-based technique, our experiments show that this
greatly depends on data distribution and correlations that exist between sen-
sor data. It can be clearly seen from Fig. 4(b), the quarter-sphere SVM-based
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Fig. 4. (a) Plot for synthetic data; (b) ROC curves in the input space

OODQ has a better performance than two hyperellipsoidal SVM-based outlier
detection techniques in the input space for synthetic data. The obtained results
conform with our idea about the need of having some understanding of the data
distribution and correlation among sensor data to be able to select the most
suitable outlier detection technique.

6 Conclusions

In this paper, we have proposed a distributed and online outlier detection tech-
nique based on one-class hyperellipsoidal SVM for geosensor networks. We com-
pare the performance of our techniques with the existing SVM-based techniques
using both synthetic and real data sets. Experimental results show that our
technique achieves better detection accuracy and lower false alarm. Our future
research includes sequentially updating the normal boundary of the sensor data,
online computation of spatio-temporal correlations and online distinction out-
liers between events and errors.

Acknowledgments. This work is supported by the EU’s Seventh Framework
Programme and the SENSEI project.

References

1. Nittel, S., Labrinidis, A., Stefanidis, A.: GeoSensor Networks. Springer, Heidelberg
(2006)

2. Chandola, V., Banerjee, A., Kumar, V.: Anomaly Detection: A Survey. Technical
report, University of Minnesota (2007)

3. SensorScope, http://sensorscope.epfl.ch/index.php/Main_Page
4. Rajasegarar, S., Leckie, C., Palaniswami, M.: CESVM: Centered Hyperellipsoidal

Support Vector Machine Based Anomaly Detection. In: IEEE International Con-
ference on Communications, pp. 1610–1614. IEEE Press, Beijing (2008)

http://sensorscope.epfl.ch/index.php/Main_Page


Hyperellipsoidal SVM-Based Outlier Detection Technique 41

5. Zhang, Y., Meratnia, N., Havinga, P.J.M.: An Online Outlier Detection Technique
for Wireless Sensor Networks using Unsupervised Quarter-Sphere Support Vector
Machine. In: 4th International Conference on Intelligent Sensors, Sensor Networks
and Information Processing, pp. 151–156. IEEE Press, Sydney (2008)

6. Zhang, Y., Meratnia, N., Havinga, P.J.M.: Outlier Detection Techniques for Wire-
less Sensor Network: A Survey. Technical report, University of Twente (2008)

7. Scholkopf, B., Platt, J.C., Shawe-Taylor, J.C., Smola, A.J., Williamson, R.C.: Es-
timating the Support of a High-Dimensional Distribution. Journal of Neural Com-
putation 13(7), 1443–1471 (2001)

8. Tax, D.M.J., Duin, R.P.W.: Support Vector Data Description. Journal of Machine
Learning 54(1), 45–56 (2004)

9. Wang, D., Yeung, D.S., Tsang, E.C.C.: Structured One-Class Classification. IEEE
Transactions on System, Man and Cybernetics 36(6), 1283–1295 (2006)

10. Laskov, P., Schafer, C., Kotenko, I.: Intrusion Detection in Unlabeled Data with
Quarter Sphere Support Vector Machines. In: Detection of Intrusions and Malware
& Vulnerability Assessment, pp. 71–82. Dortmund (2004)

11. Rajasegarar, S., Leckie, C., Palaniswami, M., Bezdek, J.C.: Quarter Sphere based
Distributed Anomaly Detection in Wireless Sensor Networks. In: IEEE Interna-
tional Conference on Communications, pp. 3864–3869. IEEE Press, Glasgow (2007)

12. Vapnik, V.N.: Statistical Learning Theory. John Wiley & Sons, Chichester (1998)
13. Golub, G.H., Loan, C.F.V.: Matrix Computations. John Hopkins (1996)
14. Nash, S.G., Sofer, A.: Linear and Nonlinear Programming. McGraw-Hill, New York

(1996)



Genetic Algorithm for Clustering in Wireless
Adhoc Sensor Networks

Rajeev Sachdev and Kendall E. Nygard

North Dakota State University, Fargo ND 58102, USA
rajeev.sachdev@gmail.com, kendall.nygard@ndsu.edu

Abstract. Sensor networks pose a number of challenging conceptual
and optimization problems. A fundamental problem in sensor networks
is the clustering of the nodes into groups served by a high powered relay
head, then forming a backbone among the relay heads for data transfer
to the base station. We address this problem with a genetic algorithm
(GA) as a search technique.

1 Introduction

Clustering techniques were originally conceived by Aristotle and Theophrastos
in the fourth century B.C. and in the 18th century by Linnaeus [1]. Even the
simplest clustering problems are known to be NP-Hard [2], for instance the
Euclidean k-center problem in the plane is NP-Hard [3]. Genetic algorithms can
provide good solutions for such optimization problems. This study concerns the
development and empirical testing of a Genetic Algorithm applied to clustering
of sensor nodes in a Wireless Ad hoc Sensor Network. We test the procedure on
problems in which the sensor nodes are randomly distributed over a geographical
area. The genetic search represents the positions of high powered relay heads
(having greater battery life than the rest of the sensor nodes) as an artificial
chromosome representation, and seeks a high-performance set of assignments of
nodes to a pre-specified number of clusters.

Werner and Fogarty [4] devised a genetic algorithm for a clustering problem
using a binary representation for encoding a chromosome. Our approach uses
floating point as an encoding scheme for the chromosomes. Painho and Bacao [5]
address the clustering problem with a genetic algorithm that seeks to minimize
the square error of the cluster dispersion using an approach similar to k-Means.
These approaches encounter scalability issues, that is, as the number of data
points is increased, the algorithm fails to form clusters. Our approach resolves
this scalability issue.

2 Methodology

Following the genetic algorithm paradigm, we create a population of n artificial
chromosomes that represent relay point locations. Every chromosome is evalu-
ated using a fitness function and those with the highest fitness values are selected

N. Trigoni, A. Markham, and S. Nawaz (Eds.): GSN 2009, LNCS 5659, pp. 42–50, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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as parents to take part in crossover. Based upon these point locations, a Voronoi
diagram is calculated which defines the clusters. In building a Voronoi diagram,
the boundaries of each cluster are defined and there is no overlapping of the
sensor nodes between the clusters. Every chromosome represents a different lo-
cation of relay heads which leads to different boundaries every time. Once the
Voronoi diagram is generated and clusters are defined, within each cluster the
distances of the sensors from their relay point is calculated using a distance met-
ric. This metric, along with an error measure, is used to define a fitness function.
A Voronoi diagram decomposes the space into regions around each site.

Let S = {p1, p2, . . . , pi, . . . , pn} be a set of points (sites) in Euclidean 2-space.
Using the definition in [6], the Voronoi region, V(pi), for each pi is given by

V (pi) = {x : |pi − x| ≤ |pj − x|, for all j �= i} (1)

V (pi) consists of all points that are closer to pi than any other site. The set of
all sites forms the Voronoi Diagram V (S) [7].

The pseudocode of our genetic algorithm is given below.

2.1 Psuedocode

START
Generate random initial population
REPEAT

FOR every chromosome in the population
Generate Voronoi boundaries
FOR every cluster in chromosome
Compute closed polygon of that region
Compute the number of sensor nodes of that cluster/region
Compute distance from relay head using Euclidean or MST
Compute cluster error based on the variance factor
Fitness = cluster error * distance
Total chromosome fitness = sum of fitness of all Clusters

ENDFOR
Calculate probability of each chromosome based on fitness
Select parents based on roulette wheel selection
Perform Elitism by placing best chromosome in new population
Perform one-point crossover
Perform Mutation

ENDFOR
Copy the new population to old population

UNTIL load is balanced
END

2.2 Chromosome Representation

Floating point numbers are used to encode the chromosomes which are initially
determined randomly based on the uniform random generator. The chromosome
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length is equal to the pre-specified number of clusters multiplied by two (as each
relay head has both x and y coordinates).

Chj
i =

{
x1

1, y
1
1 , x

1
2, y

1
2, x

1
3, y

1
3 , . . . , x

1
n, y1

n

}
(2)

In equation 1., gene i of chromosome j is an ordered pair that represents the
coordinate position of a relay head in Euclidean 2-Space.

We use ρ to denote the population set, as shown in equation 2..

ρ = {ch1, ch2, ch3 · · · , chn} (3)

After the initial population is generated, for every chromosome based on the relay
head positions, a Voronoi diagram is generated to define the clusters, which is
evaluated using the fitness function described below.

2.3 Fitness

The fitness function has two parts. The first part is the evaluation of the distance
from the relay head of a particular cluster to all the sensor nodes belonging to
that cluster. The distance can be provided by the Euclidean metric or a Minimum
Spanning Tree. The second part is the Cluster Error which is the deviation of
the number of sensor nodes per cluster from an idealised number. The fitness of
a chromosome is the product of the distance and the Cluster Error. Low fitness
valued are preferred as energy conservation is of high importance in Wireless
Sensor Networks, since the sensors tend to be battery operated. By minimizing
the distance, we conserve the energy of each sensor nodes.

The fitness function is given as follows:

δ(cl) = ψ(cl) × ξ(cl) (4)

where,
δ(cl)= Fitness of a Cluster
ψ(cl)= Fitness Method 1 or 2
ξ(cl)= Cluster Error
The lower the value of δ(cl), denser the cluster is.

φ(ch) =
n∑

i=1

δ(cli) (5)

where, φ(ch) is the function to calculate the fitness of chromosome.

Fitness Function 1: Euclidean Distance. We calculate the Euclidean dis-
tance from each relay head to all the sensor nodes belonging to that particular
cluster. Doing so maintains a spatial relationship between the sensor nodes and
the relay heads. The shorter the distance from relay head to its respective sensor
nodes, the better the cluster. Let the relay head be represented by
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R (x, y) (6)

The position of sensor nodes is represented by

Sn
i=n (xi, yi) (7)

where n = number of sensor nodes in that cluster.
Therefore, fitness function method 1 is defined by

ψ (cl) =
n∑

i=1

√
(yi − y) + (xi − x) (8)

Fitness Function 2: Minimum Spanning Tree. The second fitness method
is based upon a minimum spanning tree over all of the senor nodes and the relay
head. In a sensor network with relay heads, minimum spanning tree routing
results in minimum cost [8]. We use the well-known Prim algorithm to compute
a minimum spanning tree as the complexity of the Prim algorithm is O

(
n2

)
.

Moreover, the Prim algorithm is faster for dense graphs than the alternative
Kruskal algorithm, which is faster for sparse graphs.[9]

Therefore,
ψ (Cl)= Sum of MST distance from all sensor nodes to relay head.

2.4 Cluster Error

Recognizing that load balancing is desirable, we define a cluster error measure
that is the difference between the number of nodes in a cluster as determined
by the procedure and an idealized number of nodes per cluster. The idealized
number d is given as follows:

d = �
(

Number Of Sensor Nodes
Number Of Clusters

)
� (9)

Therefore,
ξ(cl) = |d − actual nodes per cluster| (10)

This enforces a load balancing goal, in which ideally each relay head has approx-
imately equal number of nodes in its cluster.

The larger the cluster error, for the clusters in the chromosome, the lesser the
chance of it being selected as a parent for reproduction.

2.5 Selection, Crossover and Mutation

The selection process selects chromosomes from the mating pool according to
the survival of the fittest concept of natural genetic system. In each successive
generation, a proportion of the existing population is selected to breed a new
generation. Our approach uses 80% as crossover probability, which means that
80% of the population will take part in crossover. The probabilities for each
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chromosome is calculated according to their fitness values, and selection is in
proportion to these probabilities where the chromosome with lower probability
has more chance of being selected. The proportions are calculated as given below.

Prob(chi) =
fitness(chi)∑n
i=1 fitness(chi)

(11)

Once the probabilities are calculated, Roulette Wheel selection [10] is used to
select parents for crossover. After the parents are selected, crossover is performed
based on one-point crossover by selecting a crossover point randomly between 1
and the length of the chromosome.

We then carry out a mutation operator on all non-elite chromosomes to pre-
vent the fall of all solutions in the population into a local optimum of the solution
space. The operator chooses two random integers between 1 and the length of
the chromosome, and their values are interchanged.

After each sucessive generation, the best chromosome is evaluated based on the
following function, which defines the stopping criteria of our genetic algorithm.

If d is the desired number of sensor nodes per cluster and x is the actual
number of sensor nodes per cluster; then the stopping criterion is

f(x) =
{

halt,
continue,

x>d−v and x<d+v
otherwise

(12)

Here v , the variance factor, is a configurable number which is kept small so that
the deviation of nodes per cluster from the idealised number d is very small.

3 Experiments

The procedure is evaluated using a simulation to solve clustering problems with
200 sensor nodes formed into 5 or 7 clusters. Both distance metrics are evaluated

Fig. 1. 200 Sensor Nodes with 5 Clusters: Euclidean Distance vs. Sample Number
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Table 1. Results for 200 Sensor Nodes with 5 Clusters. 95% confidence intervals are
shown.

Sample Number Method 1 Method 2
Distance Hops Generations Distance Hops Generations

1 220848.45 1465 8 227611.97 1766 8
2 234038.78 1544 4 228297.34 1516 5
3 237381.76 1448 8 197320.25 1619 29
4 238598.45 1548 5 209451.14 1485 6
5 245547.93 1570 4 207444.62 1491 11
6 224515.44 1836 6 210619.71 1532 26
7 224621.22 1533 3 252480.4 1750 11
8 236970.6 1481 6 239440.62 1507 4
9 233816.42 1602 7 194193.95 1319 13
10 209097.67 1564 25 178823.69 1210 10
11 229703.67 1500 20 202979.21 1490 9
12 221292.63 1522 12 182316.22 1387 21
13 224854.4 1643 3 217546.27 1446 3
14 224826.93 1204 20 183392.49 1639 6
15 217309.77 1530 6 216654.17 1481 6
16 222321.45 1894 7 232238.75 1322 17
17 222308.27 2067 7 183514.51 1482 13
18 180685.44 1631 24 216261.82 1402 11
19 251970.98 1524 4 242504.42 1532 7
20 224347.01 1445 9 188530.34 1350 6

Total 4525057.27 31551 188 4211621.89 29726 222
Mean 226252.86 1577.55 9.4 210581.09 1486.3 11.1

Standard Dev. 14695.85 181.88 7.01 21857.12 138.17 7.15
CI - alpha 0.05 6440.62 79.71 3.07 9579.13 60.55 3.13

Fig. 2. 200 Sensor Nodes with 5 Clusters: Number of Hops vs. Sample Number
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Table 2. Results for 200 Sensor Nodes with 7 Clusters. 95% confidence intervals are
shown.

Sample Number Method 1 Method 2
Distance Hops Generations Distance Hops Generations

1 207538.79 1235 46 198846.19 1234 62
2 205315.24 1167 48 185865.53 1208 33
3 215053.09 1238 59 211324.77 1216 15
4 223757.73 1238 12 214032.97 1149 56
5 196749.42 1201 46 190492.36 1109 78
6 198045.04 1228 250 209060.44 1208 30
7 210988.72 1163 114 202447.03 1186 70
8 184312.50 1190 154 188157.95 1318 50
9 247205.49 1181 50 246287.19 1092 25
10 206198.46 1109 154 213929.99 1309 167
11 225504.23 1125 74 239173.94 1203 94
12 215867.22 1059 153 211505.73 1097 16
13 189255.92 1162 143 192837.43 1200 38
14 212369.66 1299 110 188978.95 1165 71
15 217140.29 1317 44 201937.53 1222 118
16 224696.02 1242 206 200896.1 1334 35
17 227468.38 1240 89 211490.07 1130 52
18 209863.67 1111 129 207901.23 1108 146
19 225355.39 1146 62 225005.72 1118 80
20 211554.06 1371 116 201065.67 1144 200

Total 4254239.32 24022 2059 4141236.79 23750 1436
Mean 212711.97 1201.10 102.95 207061.84 1187.50 71.80

Standard Dev. 14500.10 76.07 61.25 15975.85 72.72 50.90
CI - alpha 0.05 6354.83 33.34 26.84 7001.60 31.87 22.31

Fig. 3. 200 Sensor Nodes with 7 Clusters: Euclidean Distance vs. Sample Number
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Fig. 4. 200 Sensor Nodes with 7 Clusters: Number of Hops vs. Sample Number

Fig. 5. 200 Sensor Nodes with 5 Clusters Simulation Results

using 20 randomly generated samples. Table 1 shows the results of 200 sensor
nodes formed into 5 clusters with a variance factor of 5, 80% crossover probability
and population size of 100. Similarly, Table 2 shows the results of 200 sensor
nodes formed into 7 clusters with a variance factor of 4, 80% crossover probability
and population size of 100. In both the tables Method 1 refers to fitness function
1 and Method 2 refers to fitness function 2. Both methods are evaluated using
total distance and number of hops as performance measures.

The simulation takes a randomly generated population as input and in turn
computes the fitness function for each chromosome. Thebest chromosome (elitism)
is displayed after every generation by the visualization tool as illustrated in
Figure 5.
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4 Conclusion and Future Work

This work

1. Establishes that a genetic algorithm can produce very good clusters of nodes
in Wireless Sensor Networks.

2. The Voronoi diagram is an effective methodology for defining the cluster
boundaries.

3. The methodology accomodates any metric for measuring distances from sen-
sor nodes to relay heads, including Euclidean distances or minimum spanning
tree distances.

4. Our experimental work was conducted for sensor networks with 300 and 500
sensor nodes, and consistent and high-performance results were obtained.

There are many avenues for future work. One important future improvement
is to take into account the node failure and the relay node death and also to
include the transmission ranges of each node.
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Abstract. Game Theory (GT) is a branch of applied mathematics that models 
situations where players (participants in a game) participate in a strategic situa-
tion (the game) in which they perform different actions attempting to maximise 
their profits, while at the same time minimise losses. As nodes in Wireless Sen-
sor Networks (WSN) can be abstracted as the players in such games where 
energy and information are valuable resources it is obvious that Game Theory 
provides a solid framework for both the modelling and the induction of node 
behaviour in such networks. The proposed algorithm induces an energy-aware 
and efficient collaborative behaviour to the nodes using sensor centric informa-
tion, by making them aware of their interdependency, without compromising 
the main purpose of the network - the collection of information.  

1   Introduction 

A Wireless Sensor Network (WSN) is composed of a collection of wireless nodes that 
are designed to monitor, store and report phenomena, usually with minimal human 
interaction [1]. They are usually deployed as part of a set-and-forget strategy where 
an operator is only involved to collect data from a designated node called Sink.  

Data collection is the main purpose for utilising a WSN. Nodes are built with a 
specialised sensing task in mind; they are then deployed and are expected to convey 
their findings to a data collection point, i.e., the Sink. This paper adopts a query-
driven methodology to accomplish the extraction of data from the network [2]. To 
accomplish this, a query is broadcast from the Sink towards the required nodes. Then 
all the nodes that receive the query respond by sending their sensed data back to the 
Sink, resulting in multiple reporting sensors (sources) and one receiving node (Sink). 
This can be naturally expressed by a tree whose root is the Sink, the leaves are the 
multiple sources, and the intermediate nodes are data relaying nodes. We call this tree 
Data Routing Tree (DRT). Each branch in the DRT constitutes a route starting from a 
reporting sensor and ending at the Sink. The problem is how to construct such a DRT 
so as to preserve nodes’ energy to prolong the lifetime of the entire WSN.  

While the majority of the existing work [2-6] adopt a conventional approach to 
solve the data aggregation and routing problems in WSNs, this paper proposes an in-
terdisciplinary approach where game theory is utilized to tackle these challenges. 
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Game theory (GT) is a framework that allows the modelling of multiparty decision 
problems and is increasingly attracting more attention as a mechanism to solve various 
problems in wireless networks [7-10]. R. Kannan et al [7] propose an algorithm that 
induces the formation of a maximally reliable data aggregation tree, in both geographi-
cally aware and agnostic networks. In the proposed approach, the routing decisions 
occur on a hop by hop distributed basis. A. Urpi et al [8] developed a GT model that 
describes the collaboration of selfish wireless nodes which can be applied in multiple 
scenarios. Márk Fèlegyhazi et al [9] propose a theoretical model in which nodes do not 
have an incentive to cooperate but their behaviour results in a Nash Equilibrium (NE).  

We propose a GT based approach to induce the creation of a DRT in which the nodes 
will cooperate to route information. In this tree nodes are the players and survivability is 
the resource over which the nodes compete. Nodes are aware that their actions and 
choices affect other nodes that are located upstream. Upstream nodes of a node are these 
nodes that link the node to the Sink. This creates a drive to preserve these nodes as 
without them a downstream node will be unable to perform its task. We expand the 
notion of network survivability [5], and consider it a result of node survivability. Nodes 
can improve their survivability by looking after upstream nodes in as to avoid segmenta-
tion. We call the resulting protocol Versatile Game Theoretic Routing Protocol (VGTR). 

The rest of this paper is organised as follows: Section 2 introduces the game theo-
retic concepts that are used for this algorithm and formulates the problem while Sec-
tion 3 describes the proposed solution in game theoretic terms and introduces the 
proposed algorithm. Section 4 discusses the evaluation results before the concluding 
remarks in Section 5. 

2   Preliminaries 

2.1   Network Assumptions and Design Choices 

During the design of VGTR, the design goals were considered: energy efficiency, 
scalability, versatility, information awareness and practicality. 

In order to facilitate these goals, the following design choices are made: 

1. The protocol is query based. This eliminates any traffic unless data is requested. 
2. Data is routed along a single, dynamically established, path. When a node needs 

to send data, it selects a neighbour to send the message to.  
3. The routing protocol is built around the concept of minimising network segmen-

tation in order to prolong the network’s effective lifetime. This is achieved by 
abstracting the network in a way that each node is aware of issues between itself 
and the sink with no knowledge of the actual topology. 

Similarly, the following assumptions were made regarding the network capabilities: 

1. The nodes have the same maximum battery capacity, even though their hardware 
design can be heterogeneous. 

2. The network nodes are assumed to have identical transmitters and receivers. This 
is to ensure that if node ni can contact node nj, then the opposite will be true. 
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3. The sink is assumed to have an infinite power supply.  
4. The transmission range is fixed and is small enough so that most nodes will be un-

able to reach the sink without hopping at least once.  
5. Nodes have a general idea of their position in the network and the position of the 

sink. This can be achieved as simply as using a hop count metric or by more so-
phisticated means.  

6. Nodes cannot drop packets they are asked to forward. 

2.2   Problem Re-investigation 

Nodes are the basic building blocks 
that a WSN is composed of and 
each plays the dual role of both 
sensing and conveying information 
to the Sink from other nodes. In 
order to fulfil these tasks, they need 
to stay alive for as long as possible 
by conserving energy. On the other 
hand, in order to convey the infor-
mation, they need to expend energy 
and act as liaisons between other nodes and the Sink, thus jeopardising their survival. 
This conflict of interest between the two main drives of a node (survival and purpose) 
makes GT suitable for WSNs. Nodes normally make decisions only concerning their 
next hop. This causes problems since upstream nodes that will be contacted during the 
data upload are potentially more important to the network due to their position and 
place in the topology, as illustrated by node n4 in Fig. 1. Another type of bridging 
nodes is those around the Sink, e.g., n1-n8 as illustrated in Fig. 2. When making next-
hop selection, nodes try to switch away from areas that are becoming “hot” in favour 
of more stable ones. Due to their importance, these nodes are described as critical.  

Most current routing approaches use a combination of path cost metrics and hop 
count to find the best path for the nodes to use [1]-[5]. These methods can be ineffi-
cient in case of multiple queries or increased data load as they do not confer enough 
information concerning the state of the network. An ideal approach would allow the 
nodes to make decisions based on the results of their past strategies.  

3   Game Theoretic Modelling of Collaborative and Energy 
Efficient Data Routing 

The data routing problem described in Section 1 can be formally formulated as fol-
lows: a WSN of n responding sensor nodes is represented by a normal form game , … , ; , … ,  where the strategy space that node i can select from is 
represented by 1, … ,  and where the corresponding payoff function of node i 
on strategy space Si is represented by 1, … , . We need to formulate the 
payoff functions in a way that will help node i select a strategy Si that represents the 
best response to the strategies selected by the other n-1 nodes. The resulting strategy 

Fig. 1. Bridging Node Fig. 2. Sink Hotspot 

n3

n4

n1 n2

n6n5 n7



54 A. Schillings and K. Yang 

(also called a strategy profile) , … , | , 1, … ,  needs to place the 
nodes responding to the query in a Nash Equilibrium (NE). 

The nature of the payoff functions and the subsequent selection of strategies will 
lead to the formation of s which is carried out during the creation of a DRT T rooted 
at the node originating the query (the Sink ns). The tree T is consisted of nodes that 
respond to the query and as such is a subgraph of a graph that contains all nodes in the 
network and the possible edges for those nodes. Each edge lij connects two nodes ni 
and nj only if node ni and nj are within each other’s transmission range. The formation 
of T should happen in a way which intelligently judges the energy consumption of the 
paths and takes notice of nodes with low remaining energy or high information value.  

3.1   Network Abstraction and Energy Awareness 

In order to facilitate a protocol with the parameters described above, three payoff 
functions are used. The first two are representative of node survivability, while the 
third one represents the importance of the information collected. Node survivability 
represents the capability of a node to remain in contact with the Sink for as long as 
possible. It is directly affected by the health of the upstream network and, to a greater 
extent, the health of a node’s neighbours. The lower the energy dissipation rate of 
these factors the higher the survivability of a given node. By definition, a node wants 
to remain connected for as long as possible. To achieve this, it needs to protect its 
next hop neighbours and all the possible paths behind them that lead to the sink. This 
common interest between the nodes is what makes collaboration an efficient strategy. 
Thus, the payoff is represented by two factors: UPPN Robustness and Neighbour 
Robustness. 

UPPNninj (Upstream Potential Path 
Nodes) is defined as the set of nodes that 
exist between node ni and the sink assuming 
that ni will use upstream node nj as it’s next 
hop. Each node has a UPPN set for each of 
its upstream neighbours and it is possible the 
UPPN sets to intersect.  

For example in Fig. 3, node n6 has two 
UPPN sets: An6n4 = {n1, n2, n3, n4} and An6n5 = 
{n3, n5} where An6n4 ∩ An6n5={ n3}. Node ni is 
rarely aware of the exact nodes in each of its 
UPPN sets but it is not required to be either. The UPPNs are formed during the query 
phase, as the query propagates itself in the network.   

In this paper, energy is expressed differently from traditional depiction. Instead of 
expressing it with an absolute representation (using Joules for example), a time deriv-
ative, representing the amount of time a node has left based on past workload, is used. 
This is the equivalent of asking a car driver how much fuel is left. Most drivers would 
reply using a unit of distance (“about 50 km”) instead of volume (“10 litres”) as it is 
more informative since volume alone does not convey any practical meaning in this 
context, as the “value” of a litre is dependent on additional factors. 

 

Fig. 3. Upstream Potential Path Nodes 
(UPPN) Example 
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In the following text, whenever the phrase “the nodes behind node nj” is met, it 
should be read as “the nodes belonging to UPPNninj”. 

UPPN Robustness. One of the factors that directly affects the lifetime of a network is 
the health of the paths hidden behind its next hop neighbours. By selecting its next 
hop, a node not only affects the hop itself, but sets in motion a chain of transmissions 
to which it is oblivious. Path criticality is affected by the changes in average energy of 
all the nodes in the path and especially the changes in the average energy of the nodes 
reported as having the least energy in them.  

In order to calculate this, the lifetime of the path needs to be approximated. It is as-
sumed that node nj is connected to the sink via x neighbours (thus x UPPNs) and that 
U = UPPN1 ∪ UPPN2 ∪ … UPPNx-1 ∪ UPPNx. 

1. The Average Energy of all nodes in U (AEU). This is gathered by averaging the 
energy level of all nodes the query passes through, or more simply by averaging 
the energy of the nodes belonging to the UPPNs of a node (1): 

 (1) 

The Energy of the node with the absolute minimum energy in all the UPPNs nj is 
connected to (MEU). This is essentially, the single lowest value found in each of the 
received query copies (2): 

 (2) 

The Average Energy of nodes reported as having Minimum energy (AME). As each 
node can receive multiple copies of a query from its neighbours, by averaging MEU 
forwarded by each query copy we can produce AME.  Thus, assuming that node nj is 
connected to the sink via x neighbours and A is the set of valid upstream neighbours, 
then the value reported to ni will be the following (3): 

 (3) 

Collectively AEU, MEU and AME are part of the Abstracted Network Status 
Attributes (ANSAs) which are used to provide nodes with an overview of the network 
status by abstracting the network state as to minimise traffic and overhead. Later in 
this paper, we will introduce additional ANSAs. 

By calculating the rate of change for each of the above values, it is possible to ap-
proximate the expected lifetime of each of these node groups in terms of rounds based 
on the current energy characteristics of the path ((4), (5) and (6)).  
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 (5) 

 (6) 

In order to produce the path’s overview, it is important to note that the path might 
possibly function only for the DMEU duration before network segmentation occurs, as 
the node producing the DMEU value is possibly a critical node. This is represented in 
formula (7). 

 (7) 

As the nodes forming   are a node subgroup of those for , their ratio is of 
the uniformity of the energy dissipation in the path. The healthier a path is, the 
er  will be to , thus signifying a uniform energy discharge.   is used 
as the key value since if the node is located at a critical spot, then all the other metrics 
are meaningless.   

In order to fully integrate the  value to the payoff, it must be normalised to 
the more practical scale [0, 100] (8): 

 (8) 

where DMAX and DMIN are the maximum and minimum possible node lifetime in 
rounds respectively. 

Neighbour robustness. Nodes can only directly affect the energy level of their next 
hop neighbours and it is unable to measure the load that is imposed on its next hop by 
other nodes. Thus it can only estimate the actual energy cost the next hop node pays.  

Until enough data has been collected to start deriving, the node will try to spread 
the packets it needs to forward between its neighbours. After z rounds have passed, it 
will then try to keep the rate of the energy expenditure of each individual neighbour 
(DNE) as low as possible by trying to uniform the expenditure by comparing it with 
projected lifetime of the higher energy neighbour (DMNE). In order to do this, each 
node attempts to maintain the ratio given in (9) as close to 1 as possible: 

 (9) 

where: 
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dt

d
ED AMEAMEAME /=

dt

d
ED MEUMEUMEU /=

AEU
ij

AME
ijMEU

ij
UPPNE

ij
D

D
DW =)(

MINMAX

MINUPPN
ijUPPNE

ij
DD

DW
F

−

−
= *100)(

t
ED NENENE

δ
δ

/=



 VGTR: A Collaborative, Energy and Information Aware Routing Algorithm 57 

 (11) 

Again, the  value will need to be normalized in a [0,100] range (12): 100  (12) 

3.2   Information Value and Data Aggregation 

As mentioned before, the main purpose of a WSN is the collection and reporting of 
information. Since we are using a query-based protocol, the collection of data can be 
asynchronous of the request.  Each node records information of some sort, depending 
on the application of the WSN. Assuming that a node can calculate and assign a value 
corresponding to the importance (or quality) of the information stored on it when it 
receives a query, then it is possible for nodes to convey to downstream nodes the 
Information Value (IV) of the current path in order to provide more input for the for-
mation of the DRT. The mechanics behind the calculation method is application spe-
cific but since IV is application agnostic, it can support different types of data in the 
same network. For VGTR, we assume that the IV assigned to data can have a range of 
[0, 100] with 100 being the most important. 

The calculation of IV of a given path is similar to the calculation of the Node Sur-
vivability and thus additional ANSAs will be used. Unlike Node Survivability, we are 
concerned with the high end of the measurement spectrum (higher values instead of 
low). It is assumed that node nj is connected to the sink via x neighbours (thus x 
UPPNs) and that U = UPPN1 ∪ UPPN2 ∪ … UPPNx-1 ∪ UPPNx. 

1. The Average IV of all nodes in the UPPN (AIU). This is gathered by averaging the 
IV of all nodes the query passes through, or more simply by averaging the IV of 
the nodes belonging to the UPPNs of a node. (13) : 

 (13) 

2  The IV of the node with the absolute maximum IV in all the UPPNs nj is connected 
to (MIU). This is the single lowest value found in the received query copies. (14): 

 (14)

3 The Average IV of nodes reported as having Maximum IV (AMI). As each node 
can receive multiple copies of a query from their neighbours, by averaging MIU 
forwarded by each query copy we can produce AMI.  Thus, assuming that node nj 

is connected to the sink via x neighbours and A is the set of valid upstream neigh-
bours, then the value reported to ni will be the following (3): 

 (15) 
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Contrary to formulas (4), (5) and (6), we consider the most prosperous path the one 
that has its MIU higher than others and the  ratio (16) closest to 1. 

 (16) 

As IV cannot be extrapolated from past results, a time derivative is not used when 
calculating  and as it is already in the [0,100] range, no normalisation is necessary. 

3.3   Overall Node Payoff 

The following formula provides the overall payoff for node ni to choose node j for the 
next hop and can be calculated as (17): 

 (17) 

Where α, β, γ are weights given to each payoff function (α+β+γ=1 and α≥0, β≥0, 
γ≥0). By altering the weightings, we can cause a node to take into account only short 
term considerations (β=1), be completely altruistic (α =1), seek only the highest IV 
with no regards to energy (γ=1) or any possible strategies in between. 

3.4   Algorithm Operation Overview 

Step 1 (Query Broadcast): The 
Sink (ns) initiates the process by 
transmitting a query towards the 
nodes that it is interested in. The 
query packet contains (along with 
the actual query) any weighting the 
Sink will want to provide in order to 
bias the decisions of the nodes, an 
optional TTL value and the values 
needed for the payoff functions 
(Fig. 4.).  

Step 2 (Query Propagation): Each 
node receiving the query waits a predetermined amount of time (in order to receive 
copies of the same query), updates the ANSA fields accordingly and forwards the 
query to its downstream neighbours. 

Step 3 (Query Reply): Once the target area is reached (or TTL=0) the nodes that 
received the query last are able to calculate the possible outcomes of choosing each of 
the possible upstream branches and they can estimate the values of the average and 
worst case upstream node. This will allow each node to calculate its strategy space Si 
assign a probability pik to each strategy and make a selection (Fig. 5.), based on the 
query’s αβγ values. This procedure is repeated on each upstream node that will  
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actually participate (thus forming T). If a path seems to deplete its energy faster than 
others, then the probability pik that leads to its selection is reduced accordingly.  

4   Algorithm Evaluation 

4.1   Experiment Setup 

The following protocols have been chosen as benchmarks: 

1. EAR [13], as it can be considered as a simple, non GT progenitor of VGTR. 
2. SEER [14] as it is a newer, simple, event-driven multihop protocol that is starting 

to appear in literature. 
3. Directed Diffusion (DD) [15], as it a popular data-oriented protocol, which would 

be useful to benchmark the IV capabilities of VGTR. 
4. LEACH [6], as it is used as a benchmark in various publications and, due to its 

highly constrained but efficient nature, it represents a high-end benchmark. 

Table 1. VGTR Settings 

 α β γ 
VGTR1 0.5 0.5 0 
VGTR2 0.5 0.25 0.25 
VGTR6 0 0 1 

For the simulations, the ns-2 network simulator v2.30 [16] is used. Each node ni is 
assigned a random initial energy and a random IV, while all nodes are stationary. For 
the time derivative, a history of 5 samples is taken, while the transmission range for 
all the nodes and the sink is 15. The topology used was a square 100x100 “arena” 
which was divided into 5x5 cells in which 100 sensor nodes were uniformly distri-
buted. The three main VGTR variants used the settings shown on Table 1. 

4.2   Experimental Results 

Both DD and SEER deplete their energy supplies quite early in the simulations. 
This occurs because DD exhibits limited energy awareness when compared with its 
information retrieval capabilities. SEER, even though it is energy aware, its reliance 
on hop count causes it to easily generate critical nodes and hot paths. This is partial-
ly off-set by the lack of query broadcast packets in the network. EAR and  
VGTR fare better, as they attempt to balance the load between multiple paths (if 
available). VGTR nodes, in addition, are able to detect hotpaths and critical nodes, 
as they are formed, and will minimise their use if other routes are available (Fig. 6., 
Table 2.). 

Although VGTR does not allow accurate targeting, it does provide a concept of di-
rection and depth, and as such the retrieval of information from areas (as opposed to 
nodes) is possible. SEER and LEACH being source initiated protocols (LEACH can 
be loosely described as such) do not offer direct targeting. 
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Fig. 6. Protocol Lifetime Comparison 

Table 2. Protocol Performance 

 VGTR1 VGTR2 VGTR6 DD SEER LEACH EAR 
First node death 19 51 58 42 61 619 46 
Last node death 622 481 261 421 492 1074 411 
Rate of node death (total) 0.16 0.21 0.38 0.24 0.20 0.09 0.24 

Rate of node death  (after first death) 0.16 0.23 0.49 0.26 0.23 0.22 0.27 

Information Value ~49% ~72% ~75%z ~68% ~48% ~49% ~49% 

When comparing the extraction capabilities, we split the network into three areas:  

1. The sink neighbourhood, which contains all nodes directly connected with the 
sink. 

2. The target neighbourhood, which contains the target nodes’ neighbours.  
3. The path nodes, which include all nodes that are between the target and the sink. 

 

 

Fig. 7. Information Extraction Comparison 

Directed Diffusion offers the best results as it is a protocol designed for the effi-
cient extraction of information. It is then followed by VGTR and SEER with LEACH 
being last. The main difference between VGTR and SEER can be located to the fact 
that SEER will always report maximum information from the target area but will fair 
average in the path nodes segment as it uses no metrics to evaluate the information 
stored in the intervening nodes. VGTR on the other side will attempt to maximise the 
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IV gained at the target area, and also aim to maximise the information that will be 
extracted from the intervening nodes. Since multiple simultaneous active paths will be 
formed during a query, the resulting IV level is higher (Fig. 7, Table 2.). 

 

Fig. 8. VGTR Variant Comparison 

Fig. 8. and Table 3 contrast the performance of different VGTR variants in both 
their energy-aware and their information retrieval aspects. 

Table 3. Node Death Analysis 

 VGTR1 VGTR2 VGTR3 VGTR4 VGTR5 VGTR6 VGTR7 
First node death 19 51 11 9 5 22 7 
Last node death 622 481 531 443 410 261 351 
Rate of node death (total) 0.16 0.21 0.19 0.22 0.24 0.38 0.28 

Rate of node death (after first death) 0.16 0.23 0.19 0.23 0.24 0.38 0.29 

Information Value ~49% ~72% ~72% ~48% ~49% ~75% ~50% 

Depending on the α, β and γ values diverse performance can be achieved in order 
to accomplish the task at hand, generally by trading off life expectancy for improved 
information value. Naturally, these choices can be made as needed during the query 
phase of the protocol. 

5   Conclusions 

In this paper we introduce an energy aware Game Theoretic algorithm that induces 
and maintains collaboration in WSNs. This is done by making nodes aware of the 
results of their actions and forcing them to rotate the selection of their next hop in a 
calculated way by utilising the payoff functions in order to select one that will extend 
their functional life time, as well as selecting prosperous paths (information-wise) 
while taking care of bridging nodes. One thing that still warrants investigation is the 
automatic, on the fly, calculation of the benefit weightings (α, β, γ) based on the cur-
rent energy of the network and past moves. This will allow the nodes to adapt even 
faster to situations and avoid making moves that are mathematically correct but stra-
tegically unsound. 
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Abstract. In this paper we present algorithms for building and maintaining effi-
cient aggregation trees that provide the conduit to disseminate data required for
processing monitoring queries in a wireless sensor network. While prior tech-
niques base their operation on the assumption that the sensor nodes that collect
data relevant to a specified query need to include their measurements in the query
result at every query epoch, in many event monitoring applications such an as-
sumption is not valid. We introduce and formalize the notion of event monitoring
queries and demonstrate that they can capture a large class of monitoring applica-
tions. We then show techniques which, using a small set of intuitive statistics, can
compute aggregation trees that minimize important resources such as the number
of messages exchanged among the nodes or the overall energy consumption. Our
experiments demonstrate that our techniques can organize the data aggregation
process while utilizing significantly lower resources than prior approaches.

1 Introduction

Many pervasive applications rely on sensory devices that are able to observe their en-
vironment and perform simple computational tasks. Driven by constant advances in
microelectronics and the economy of scale it is becoming increasingly clear that our
future will incorporate a plethora of such sensing devices that will participate and help
us in our daily activities. Even though each sensor node will be rather limited in terms
of storage, processing and communication capabilities, they will be able to accomplish
complex tasks through intelligent collaboration.

Nevertheless, building a viable sensory infrastructure cannot be achieved through
mass production and deployment of such devices without addressing first the techni-
cal challenges of managing such networks. In this paper we focus on developing the
necessary data aggregation infrastructure for supporting aggregate queries. For such ap-
plications, most recent proposals rely on building some type of ad-hoc interconnect for
answering a query such as the aggregation tree [16,26]. This is a paradigm of in-network
processing that can be applied to non-aggregate queries as well [7]. In this paper we con-
centrate on building and maintaining efficient aggregation trees that will provide the
conduit to disseminate all data required for processing aggregate queries, while mini-
mizing important resources such as the number of messages exchanged among the nodes
or the overall energy consumption.
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While prior work [4,23,24] has also tackled similar problems, previous techniques
base their operation on the assumption that the sensor nodes that collect data relevant
to the specified query need to include their measurements (and, thus, perform transmis-
sions) in the query result at every query epoch. However, in many monitoring applica-
tions such an assumption is not valid. Monitoring nodes are often interested in obtaining
aggregate values only from sensor nodes that detect interesting events. In such appli-
cations, each sensor node is not forced to include its measurements in the aggregate
at each epoch, but rather such a query participation is evaluated on a per epoch basis,
depending on its readings and the definition of interesting events. In this paper we term
the monitoring queries where the participation of a node is based on the detection of an
event of interest as event monitoring queries (EMQs).

Our techniques base their operation on collecting simple statistics during the op-
eration of the sensor nodes. The collected statistics involve the number of events (or,
equivalently, their frequency) that each sensor detected in the recent past. Our algo-
rithms utilize these statistics as hints for the behavior of each sensor in the near future
and periodically reorganize the aggregation tree in order to minimize certain metrics of
interest, such as the overall number of transmissions or the overall energy consumption
in the network. The formation of the aggregation tree is based on the aggregation and
local transmission of only a small set of values at each node termed as cost factors in
our framework. Using these cost factors each sensor selects its parent node, through
which it will forward its results towards the base station, based on the estimated corre-
sponding attachment cost. In a nutshell, the attachment cost of a parent selection is the
increase in the objective function (i.e., the number of transmitted messages) resulting
from this selection. Given the estimates of attachment costs that our algorithms com-
pute, our work demonstrates that they are able to design significantly better aggregation
trees than existing techniques.

Our contributions are summarized as follows:

1. We formally introduce the notion of EMQs in sensor networks. EMQs are a su-
perset of existing monitoring queries, but are handled uniformly in our framework,
irrespectively of the minimization metric of interest.

2. We present detailed algorithms for minimizing important metrics such as the num-
ber of messages exchanged or the energy consumption during the execution of an
aggregate EMQ. The presented algorithms are based on the aggregation and trans-
mission of a small, and of constant size, set of statistics. We introduce our algo-
rithms along with a succinct mathematical justification.

3. We present a detailed experimental evaluation of our algorithms. Our results demon-
strate that our techniques can achieve a significant reduction in the number of
transmitted messages, or the overall energy consumption, compared to alternative
algorithms.

2 Related Work

The database community has long been the advocate of using an embedded database
management system for data acquisition in sensor networks [16,26]. The use of a
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declarative SQL-like query interface allows rapid development of applications in such
systems without the need to manage hand-coded programs at each sensor node [17].

In the database community different types of popular queries have been dis-
cussed, such as aggregate [5,6,16,21,19], join [2], model-based [9,14] and select-all
queries [7,22]. Tracking queries that seek to determine the spatial extent of a particular
phenomenon have also been considered [10,25]. In [16] the nodes are first organized
in a tree topology, termed the aggregation tree. During query execution, each epoch
is subdivided into intervals and parent nodes in the aggregation tree listen for mes-
sages containing partial aggregates from their children nodes during pre-defined time-
slots. Another notable method for synchronizing the transmission periods of nodes is
the recently proposed wave scheduling approach of [8]. The work in [28] describes a
framework that profiles recent data acquisition activity by the nodes and computes their
waking window though an in-network execution of the critical path method. This tech-
nique is complementary to our work, as they help identify a proper scheduling for data
transmission by the nodes, while our methods focus on optimizing the routing topology.

Many of the low-level networking details have already been discussed in the net-
working community and, thus, can be utilized in our framework. As an example, nodes
in unattended wireless networks must be able to self-configure [3] and discover their
surrounding nodes [11]. Prior work on computing energy-efficient data routing paths
(such as the aggregation tree) [13,23,24] have tackled similar problems, but these tech-
niques base their operation on the assumption that the sensor nodes that collect data
relevant to the specified query need to include their measurements in the query result at
every query epoch. However, this assumption does not hold in event monitoring queries
that are the scope of our framework. In the other end of the spectrum, the work in [15]
and [12] discuss join and aggregation queries involving rare events. Thus, they follow
an alternative path, which is to construct the data collection network on-the-fly when
such events occur. However, this practice in unsuitable for our setting involving sensor
nodes with both low and high participation frequencies, since it would incur a high over-
head for frequently maintaining the collection network. Furthermore, the work in [12]
assumes the existence of a high speed connection for all nodes at the boundaries of the
network, through which the data that reaches the boundary nodes can be communicated.

3 Motivational Example

In Table 1, we present examples of the two main classes of monitoring queries in sensor
networks. We borrow the syntax of TinyOS [16] to denote the epoch duration (e) and the
lifetime of the query (t). The predicate inclusionConditions has been added in order to

Table 1. An Aggregate Query over the Values Collected by Sensor Nodes

Aggregate Query

SELECT AggrFun(s.value)
FROM Sensors s
WHERE inclusionConditions(s) = true
SAMPLE PERIOD e FOR t
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specify which sensor nodes will participate in the query evaluation per epoch. At each
query epoch, all the sensor nodes that include their collected data in the query result are
termed in our framework as epoch participating nodes. For queries that wish to collect
data from all the sensor nodes at each epoch, the above predicate always evaluates to
true.

When a monitoring query specifies inclusion predicates, these may contain either
static or dynamic predicates (or both) regarding the sensor nodes. Examples of static
predicates may involve, but are not limited to, the collection of measurements from:
(i) Sensors with specific identifiers; (ii) Immobile sensors in a specific area; or (iii)
Sensors monitoring a specific quantity, in cases of sensor networks with diverse types
of sensor nodes that monitor different quantities. Static predicates are very useful in a
variety of applications and have received the focus of the bulk of past research [16,26].
Inclusion conditions that contain only static predicates result in a fixed subset of the
sensor nodes participating in the query output at each epoch. This allows for simple
data dissemination and collection protocols based on fixed aggregation trees that need
to be altered only when either node or communication failures exist.

However, there exists a large class of monitoring queries that cannot be expressed us-
ing static inclusion conditions. Examples include vehicle tracking and equipment moni-
toring applications where inclusion predicates need to be conditioned on readings taken
by the sensor nodes such as noise levels or temperature readings. In its most simple
form a dynamic inclusion predicate may be a condition of the form “current reading >
threshold”. More complex forms may require the evaluation of a user defined function
over a history of accumulated readings. In the case of approximate evaluation of queries
over the sensor data [6,18,21], the inclusion predicate is satisfied when the current sen-
sor reading deviates by more than a given threshold from the last transmitted value. We
call such predicates, whose evaluation depends also on the readings taken by the nodes,
as dynamic predicates as they specify which nodes should include their response in the
query evaluation at each epoch (i.e., nodes whose values exceed a given threshold, or
deviate significantly from previous readings). We term those monitoring queries that
contain dynamic predicates as event monitoring queries (EMQs).

Given a monitoring query, existing techniques seek to develop aggregation trees that
specify the way that the data is forwarded from the sensor nodes to the Root node.
Periodically these aggregation trees may be reorganized in order to adapt to evolving
data characteristics [21].

An important characteristic of EMQs, which is not taken into account by existing
algorithms that design aggregation trees, is that each sensor node may participate in the
query evaluation, by including its reading in the query result, only a limited number
of times, based on how often the inclusion conditions are satisfied. We can thus asso-
ciate an epoch participation frequency Pi with each sensor node Si, which specifies the
fraction of epochs that this node participated in the query result in the recent past.

4 Problem Formulation

Our current framework supports distributive (e.g., COUNT, SUM, MAX, MIN) and
algebraic (e.g., AVG) queries involving aggregate functions over the measurements
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collected by the participating sensor nodes. A good classification of aggregate functions
is presented in [16], depending on the amount and type of state required in non-leaf
nodes in order for them to calculate the aggregate result for the partition of descendant,
in the aggregation tree, participating sensors. In our future work we plan to extend our
framework to support all types of aggregate and non-aggregate queries.

4.1 Problem Definition

In this paper we seek to develop dissemination protocols for distributive and algebraic
EMQs. The goal is, given the type of query at question, to design the aggregation tree
so as to minimize either:

1. The number of transmitted messages in the network.
2. The overall energy consumption in the network.

Our algorithms do not make any assumptions about the placement of the sensor nodes,
their characteristics or their radio models. However, in order to simplify the presenta-
tion, in our discussion we will focus on networks where any communication between
pairs of sensor nodes is either bidirectional or impossible.

4.2 Energy Consumption Cost Model

A sensor node consumes energy at all stages of its operation. However, this energy con-
sumption is minimal when the sensor is in a sleep mode. Furthermore, the energy drain
due to computations may, in some applications, be significant, but it is typically much
smaller than the cost of communication [17]. Due to this fact and because our algorithms
do not require any significant computational effort by the sensor nodes, we ignore in the
cost model the power consumption when the sensor node is idle and the consumption
due to computations. We will thus focus on capturing the energy drain due to data com-
munication in data driven applications. In particular, we need to estimate the energy
consumption of a node Si when either transmitting, receiving or idle listening for data.
The notation that will be used in our discussion here, and later in the description of our
algorithms, is presented in Table 3. Additional definitions and explanations are presented
in appropriate areas of the text.

We first describe the cost model used to estimate the energy consumption of a node
Si during the data transmission of |aggr| > 0 bits of data to node Sj , which lies in
distance disti,j from Si. The energy cost can be estimated using a linear model [20] as:

Etri,j = SCi + (H + |aggr|) × (ETXi + ERFi × dist2i,j),

where: (i) SCi denotes the energy startup cost for the data transmission of Si. This cost
depends on the radio used by the sensor node; (ii) H denotes the size of the packet’s
header; (iii) ETXi denotes the per bit power dissipation of the transmitter electronics;
and (iv) ERFi denotes the per bit and squared distance power delivered by the power
amplifier. This power depends on the maximum desired communication range and, thus,
from the distance of the nodes with which Si desires to communicate. Thus, the addi-
tional energy consumption required to augment an existing packet from Si to Sj with
additional |aggr| bits can be calculated as: DEtri,j = |aggr|×(ETXi +ERFi×dist2i,j).



68 A. Deligiannakis et al.

Table 2. Typical Radio
Parameters

Symbol Typical Value

SC 1μJ

ETX 50nJ/bit

ERF 100pJ/bit/m2

ERX 50nJ/bit

Table 3. Symbols Used in our Algorithm

Symbol Description

Root The node that initiates a query and which collects the relevant data
of the sensor nodes

Si The i-th sensor node
Pi The epoch participation frequency of Si

Di The minimum distance, in number of hops, of Si from the Root
|aggr| The size of the aggregate values transmitted by a node
Etri,j Energy spent by Si to transmit a new packet of |aggr| bits to Sj

DEtri,j Energy spent by Si to transmit additional |aggr| bits to Sj

(on an existing packet).
ACi,j Attachment cost of Si to a candidate parent Sj

CFi Cost factor utilized by neighboring nodes of Si when
estimating their attachment cost to Si

When a sensor node Si receives H +bj bits from node Sj , then the energy consumed
by Si is given by: Ereci = ERXi × (H + bj), where the value of ERXi depends on
the radio model. Some typical values [20] of SC, ETX , ERX and ERF are presented
in Table 2.

The energy consumed by a sensor node when idle listening for data is significant and
often comparable to the energy of receiving data. For example, in the popular MICA2
nodes the ratios for radio power draw during idle-listening, receiving of a message and
transmission are 1:1:1.41 at 433MHz with RF signal power of 1mW in transmission
mode [27]. Thus, due to the similar energy consumption by a sensor while either re-
ceiving or idle listening for data, our algorithms focus on the energy drain during the
transmission of data.

5 Algorithm Overview

We now present our algorithms for creating and maintaining an aggregation tree that
minimizes the desired metric (number of messages or energy consumption) for alge-
braic or distributive aggregate EMQs. Our algorithms are based on a top-down forma-
tion of the aggregation tree. The intuition behind such an approach is that the epoch
participation frequency of each node in the aggregation tree influences the transmission
frequency of only nodes that lie in its path to the Root. We thus demonstrate in this
section that estimating the magnitude of this influence can be easily achieved by a top-
down construction of the aggregation tree, while requiring the transmission of only a
small set of statistics.

5.1 Construction/Update of the Aggregation Tree

The algorithm is initiated with the query propagation phase and periodically, when the
aggregation tree is scheduled for reorganization. The query is propagated from the base
station through the network using a flooding algorithm. In densely populated sensor
networks, a node Si may receive the announcement of the query from several of its
neighbors. As in [16,26] the node will select one of these nodes as its parent node.
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The chosen parent will be the one that exhibits the lowest attachment cost, meaning the
lowest expected increase in the objective minimization function. For example, if our
objective is to minimize the total number of transmitted messages, then the selection
will be the node that is expected to result in the lowest increase in the number of trans-
mitted messages in the entire path from that sensor until the Root node (and similarly
for the rest of the minimization metrics). At this point we simply note that in order for
other nodes to compute their attachment cost, node Si transmits a small set of statistics
Statsi and defer their exact definition for Section 5.2.

The result of this process is an aggregation tree towards the base station that initiated
the flooding process. A key point in our framework is that the preliminary selection of a
parent node may be revised in a second step where each node evaluates the cost of using
one of its sibling nodes as an alternative parent. Due to the nature of the query propa-
gation, and given simple synchronization protocols, such as those specified in [16], the
nodes lying k hops from the Root node will receive the query announcement before
the nodes that lie one hop further from the Root node. Let RecSk denote the set of
nodes that receive the query announcement for the first time during the k-th step of the
query propagation phase.

At step k of the query propagation phase, after the preliminary parent selection has
been performed, each node Si in set RecSk, needs to consider whether it is preferable to
alter its current selection and choose as its parent a sibling node within set RecSk−Si.1

Each node calculates a new set of statistics Statsi, based on its preliminary parent
selection, and transmits an invitation, which also includes the node’s newly calculated
Statsi values, that other nodes in RecSk (and only these nodes) may accept. Of course,
we need to be careful at this point and make sure that at least one node within RecSk

will not accept any invitation, as this would create a disconnected network and prevent
nodes from RecSk to forward their results to nodes belonging in RecSk−1. We will
achieve this by imposing a simple set of rules regarding when an invitation may be
accepted by a sensor node.

Let CandPari denote the set of nodes in RecSk that transmitted an invitation that
Si received. Let Sm be the preliminary parent node of Si, as decided during query
propagation. Amongst the nodes in CandPari, node Si considers the node Sp such as
the attachment cost ACi,p is minimized. If ties occur, then these are broken using the
node identifiers (i.e., prefer the node with the highest id).2 Then Sp is selected as the
parent of Si instead of the preliminary choice Sm only if all of the following conditions
apply:

• ACi,p < ACi,m. This conditions ensures that Sp seems as a better candidate parent
than the current selection Sm.

• ACi,p ≤ ACp,i. This conditions ensures that it is better to select Sp as the parent of
Si, than to select Si as the parent of Sp.

1 Please note that at this step any initially selected parent of a sibling node that lies within the
transmission range of Si has already been examined in the preliminary parent selection phase
and does not need to be considered.

2 Alternative choices are equally plausible. For example, prefer the nodes with the highest/lowest
identifiers depending on whether this is an odd/even invocation of the aggregation tree forma-
tion algorithm.
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• If ACi,p = ACp,i, then the identifier of Sp is also larger than the identifier of Si. This
condition is useful in order to allow nodes to forward messages through neighbor
nodes in RecSk and also helps break ties amongst nodes and to prevent the creation
of loops.

The aggregation tree may periodically get updated because of a significant change in the
data distribution. Such updates are triggered by the base station using the same protocol
used in the initial creation. In this case, the nodes compute and transmit their computed
statistics in the same manner, but do not need to propagate the query itself.

5.2 Calculating the Attachment Cost

Determining the candidate parent with the lowest attachment cost is not an easy deci-
sion, as it depends on several parameters. For example, it is hard to quantify the result-
ing transmission probability of Sj , if a node Si decides to select Sj as its parent node.
In general, the transmission frequency of Sj (please note that this is different than the
epoch participation frequency of the node) may end up being as high as min{Pi+Pj , 1}
(when nodes transmit on different epochs) and as low as Pj (when transmissions happen
on the same epochs and Pi ≤ Pj). A commonly used technique that we have adopted
in our work is to consider that the epoch participation by each node is determined by
independent events. Using this independence assumption, node Sj will end up transmit-
ting with a probability Pi + Pj −PiPj , an increase of Pi(1−Pj) over Pj . Similarly, if
Sj−1 is the parent of Sj , this increase will also result in an increase in the transmission
frequency of Sj−1 by Pi(1−Pj)(1−Pj−1), etc. In our following discussion, for ease of
presentation, when considering the attachment cost of Si to a node Sj , we will assume
that the nodes in the path from Sj to the Root node are the nodes Sj−1, Sj−2, . . . , S1.

Minimizing the Number of Transmissions. The attachment cost of Si when selecting
Sj as its parent node can be calculated by the increase in the transmission frequency of
each link from Si to the Root node as:

ACi,j = Pi + Pi(1 − Pj) + Pi(1 − Pj)(1 − Pj−1) + . . .

A significant problem concerning the above estimation of ACi,j is that its value depends
on the epoch participation frequencies of all the nodes in the path of Sj to the Root
node. Since the number of these values depends on the actual distance, in number of
hops, of Sj to the Root node, such a solution does not scale in large sensor networks.

Fortunately, there exists an alternative formula to calculate the above attachment
cost. Our technique is based on a recursive calculation based on a single cost factor
CFi at each node Si. In our example discussed above, the values of CFi and ACi,j can
be easily calculated as:

CFi = (1 − Pi) × (1 + CFj)
ACi,j = Pi × (1 + CFj)

One can verify that expanding the above recursive formula and setting as the boundary
condition that the CF value of the Root node is zero gives the desired result. Thus,
only the cost factor, which is a single statistic, is needed at each node Sj in order for all
the other nodes to be able to estimate their attachment cost to Sj .
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Minimizing Total Energy Consumption, Distributive and Algebraic Aggregates
This case is very similar to the case described above. When considering the attach-
ment cost of Si to a candidate parent Sj , we note that additional energy is consumed by
nodes in the path of Sj to the Root node only if a new transmission takes place. This
is because each node aggregates the partial results transmitted by its children nodes
and transmits a new single partial aggregate for its sub-tree [16]. Thus, the size of the
transmitted data is independent of the number of nodes in the subtree, and only the
frequency of transmission may get affected. Let Etri,j denote the energy consumption
when Si transmits a message to Sj consisting of a header and the desired aggregate
value(s) - based on whether this is a distributive or an algebraic aggregate function. The
energy consumption follows the cost model presented in Section 4.2, where the ERFi

value may depend on the distance between Si and Sj (thus, the two indices used above).
Using the above notation, and similarly to the previous discussion, the attachment cost
ACi,j is calculated as:

ACi,j = Pi × Etri,j + Pi × (1 − Pj) × Etrj,j−1 +
Pi × (1 − Pj) × (1 − Pj−1) × Etrj−1,j−2 + . . .

= Pi × (Etri,j + CFj), where

CFi = (1 − Pi) × (Etri,j + CFj)

If one wishes to take the receiving cost of messages into account, all that is required is
to replace in the above formulas the symbols of the form Etrk,p

with (Etrk,p
+ Erecp),

since each message transmitted by Sk to Sp will consume energy during its reception
by Sp.

A final and important note that we need to make at this point involves the estimation
of the attachment cost when seeking to minimize the overall energy consumption in all
the types of queries discussed in this paper. When each sensor node Si examines the
invitations of neighboring nodes (and only in this step) and estimates the attachment
cost to any node Sj , in our implementation it utilizes the same ERF value in order to
determine the value of Etri,j , independently on the distance of Si to Sj . This is done so
that the value of Etri,j is the same for all candidate parents of Si, as desired by the proof
of Theorem 1 in order to guarantee the lack of loops in the formed aggregation tree.

Theorem 1. For sensor networks that satisfy the connectivity requirements of
Section 4.1 our algorithm always creates a connected routing path that avoids loops.

Proof: We only sketch the proof here. It is obvious that any node that will receive the
query announcement will select some node as its parent node. We first demonstrate that
no loops can be introduced and prove this by contradiction. Assume that the parent
relationships in the created loop are as follows: S1 → S2 → . . . Sp → S1. Let Di be
the distance (in number of hops) of node Si from the Root. Since each node can select
as its parent node a node with equal or lower D value, the existence of a path from
S1 to S2 means that D2 ≤ D1 and the existence of a path from S2 to S1 means that
D1 ≤ D2. Therefore, D1 = D2.

The attachment cost ACi,j calculated using the aforementioned statistics is of the
form: Pi × (ai + CFj), where ai is a constant for each node Si. Considering that S1
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selected S2 as its parent and not Sp, we get: AC1,2 ≤ AC1,p =⇒ CF2 ≤ CFp. By
creating such inequalities between the current parent and child of each node, summing
these up (please note that because one of the nodes in the loop will exhibit the highest
identifier, for at least one of the above inequalities the equality is not possible), we get
that: CF1 + . . . + CFp < CF1 + . . . + CFp. We therefore reached a contradiction,
which means that our algorithm cannot create any loops. �

An interesting observation that we have not mentioned so far involves the nodes with
zero epoch participation frequencies. For these nodes, the computed attachment costs
to any neighboring node will also be zero. In such cases we select the candidate parent
which produces the lowest value for the attachment cost if we ignore the node’s epoch
participation frequency. This decision is expected to minimize the attachment cost, if
the sensor at some point starts observing events.

Minimizing Other Metrics. Our techniques can be easily adapted to incorporate ad-
ditional minimization metrics. For example, the formulas for minimizing the number
of transmitted bits can be derived using the formulas for the energy minimization for
the corresponding type of query. In these formulas one simply has to substitute the
term Etri,j with the size of a packet (including the packet’s header) and to substitute
the term DEtri,j with the size of each transmitted aggregate value (thus, ignoring the
header size). In the case where the goal is to maximize the minimum energy amongst the
sensor nodes, the attachment cost can be derived from the minimum energy, amongst
the nodes in a sensor’s path to the Root node, raised to −1 (since our algorithms select
the candidate parent with the minimum attachment cost).

6 Experiments

We developed a simulator for testing the algorithms proposed in this paper under vari-
ous conditions. In our discussion we term our algorithm for minimizing the number of
transmissions as MinMesg, and our algorithm for minimizing the overall energy con-
sumption as MinEnergy. Our techniques are compared against two intuitive algorithms.
In the MinHops algorithm, each sensor node that receives the query announcement ran-
domly selects as its parent node a sensor amongst those with the minimum distance,
in number of hops, from the Root node [16]. In the MinCost algorithm, each sensor
seeks to minimize the sum of the squared distances amongst the sensors in its path to the
Root node, when selecting its parent node. Since the energy consumed by the power
amplifier in many radio models depends on the square of the communication range, the
MinCost algorithm aims at selecting paths with low communication cost.

In all sets of experiments we place the sensor nodes at random locations over a rect-
angular area. The radio parameters were set according to the values in Table 2. The
message header was set to 32 bits, similarly to the size of each statistic and half the
size of each aggregate value. In all figures we account for the overhead of transmitting
statistics and invitation messages during the creation of the aggregation tree in our algo-
rithms. All numbers presented are averages from a set of five independent experiments
with different random seeds.
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6.1 Experiments with Synthetic Data Sets

We initially placed 36 sensor nodes in a 300x300 area, and then scaled up to the point
of having 900 sensors. We set the maximum broadcast range of each sensor to 90m.
In all cases the Root node was placed on the lower left part of the sensor field. We
set the epoch participation frequency of the sensor nodes with the maximum distance,
in hop count, from the Root to 1. Unless specified otherwise, with probability 8%
some interior node assumed an epoch participation frequency of 1, while the epoch
participation frequency of the remaining interior nodes was set to 5%.

We first evaluated a SUM aggregate query over the values of epoch participating
sensor nodes using all algorithms. We present the total number of transmissions for
each algorithm and number of sensors in Fig. 1. The corresponding average energy
consumption by the sensor nodes for each case is presented in Table 4.

As we can see, our MinMesg algorithm achieves a significant reduction in the num-
ber of transmitted messages compared to the MinHops and MinCost algorithms. The
increase in messages induced by the MinHops and MinCost algorithms compared to our
approach is up to 86% and 120%, respectively, with an average increase of 66% and
93%, respectively. However, since these gains depend on the number of transmissions
that epoch-participating nodes perform, it is perhaps more interesting to measure the
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Table 4. Average Power Consumption (in mJ)
for Synthetic Dataset with Error Bounds

Aggregate SUM Query
Sensors MinMesg MinEnergy MinHops MinCost

36 94.38 87.20 166.12 125.78
144 72.84 67.56 140.81 117.18
324 66.06 61.83 141.46 103.22
576 62.52 58.73 133.71 101.84
900 61.29 56.68 127.79 99.93

± 7.51% 10.94% 5.66% 6.8%

Table 5. AveragePowerConsumption(in mJ)
for SchoolBuses Dataset with Error Bounds

# Sensors MinMesg MinEnergy MinHops MinCost

150 75.65 67.64 94.33 75.51
600 61.19 51.10 84.67 58.74
1350 58.87 47.86 85.89 55.48

± 9.58% 5.5% 15.01% 17.77%
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routing overhead of each technique. We define the routing overhead of each algorithm
as the relative increase in the number of transmissions when compared to the number
of epoch participations by the sensor nodes. Note that the latter number is a mandatory
cost that represents the transmissions in the network if each sensor could communicate
directly with the Root node. For example, if the total number of epoch participations
by the sensor nodes was 1000, but the overall number of transmissions was 1700, then
the routing overhead would have been equal to (1700 − 1000)/1000 = 70%. As we
observe from Fig. 1, our MinMesg algorithm often results in 3 times smaller routing
overhead compared to the alternative algorithms considered. We also observe that the
MinEnergy algorithm in the aggregate case produced results very close to the ones of
MinMesg. A main difference between these two algorithms is that amongst candidate
parents with similar cost factors, the MinEnergy algorithm is less likely to select a dis-
tant neighbor than the MinMesg algorithm, which only considers epoch participation
frequencies. This is a trend that we observed in all our experiments. The MinEnergy
algorithm performs very well in this experiment. Compared to the MinHops algorithm,
it achieves up to a 2-fold reduction in the power drain. Compared to the MinCost algo-
rithm the energy savings are smaller but still significant (i.e., up to 76%).

We expect that the more the epoch participation frequencies of sensor nodes increase,
the less likely that out techniques will be able to provide substantial savings compared
to the MinHops and MinCost algorithms. In Fig. 2 we repeat the aggregate query of
Fig. 1 at the sensor network with 324 nodes, but vary the epoch participation frequency
Pi of those nodes that do not make a transmission at each epoch (i.e., of those nodes
with Pi < 1). While Fig. 2 validates our intuition, it also demonstrates that significant
savings can be achieved even when sensor nodes have large Pi values (i.e., Pi ≥ 0.5).

6.2 Experiments with Real Data Sets

We also experimented with the following two real data sets. The Trucks data set con-
tains trajectories of 276 moving trucks [1]. Similarly, the SchoolBuses data set contains
trajectories of 145 moving schoolbuses [1]. For each data set we initially overlaid a sen-
sor network of 150 nodes over the monitored area. We set the broadcast range such that
interior sensor nodes could communicate with at least 5 more sensor nodes. Moreover,
each sensor could detect objects within a circle centered at the node and with radius
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equal to 60% of the broadcast range. We then scaled the data set up to a network of
1350 sensors, while keeping the sensing range steady. In Figs. 3 and 4 we depict the
total number of transmissions by all algorithms for the Trucks and SchoolBuses data
sets, correspondingly, when computing the SUM of the number of detected objects. In
our scenario, nodes that do not observe an event make a transmission only if they need
to propagate measurements/aggregates by descendant nodes. We present the average
energy consumption of the sensor nodes in the same experiment for the SchoolBuses
data set in Table 5. As it is evident, our algorithms achieve significant savings in both
metrics. For example, the MinCost algorithm, which exhibits lower power consumption
than the MinHops algorithm, still drains about 15% more energy than our MinEnergy
algorithm. Moreover, both our MinMesg and MinEnergy algorithms significantly re-
duce the amount of transmitted messages by up to 31% and 53% when compared to the
MinHops and MinCost algorithms, respectively.

7 Conclusions

In this paper we presented algorithms for building and maintaining efficient aggregation
trees in support of event monitoring queries in wireless sensor networks. We demon-
strated that is it possible to create efficient aggregation trees that minimize important
network resources using a small set of statistics that are communicated in a localized
manner during the construction of the tree. Furthermore, our techniques utilize a novel
2-step refinement process that significantly increases the quality of the created trees. In
our future work, we plan to extend our framework to also support holistic aggregates
and SELECT * queries, as well as extend our framework for a multi-query setting.
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Abstract. Structured peer-to-peer overlay networks such as Chord,
CAN, Tapestry, and Pastry, operate as distributed hash tables (DHTs).
However, since every node is assigned a unique identifier in the basic
design of DHT (randomly hashed), ”locality-awareness” is not inherent
due to the topology mismatching between the P2P overlay network and
the physical underlying network. In this paper, we propose to incorpo-
rate physical locality into a Chord system. To potentially benefit from
some level of knowledge about the relative proximity between peers, a
network positioning model is necessary for capturing physical location in-
formation of network nodes. Thus, we incorporate GNP (Global Network
Positioning) into Chord (Chord-GNP) since peers can easily maintain
geometric coordinates that characterize their locations in the Internet.
Next, we identify and explore three factors affecting Chord-GNP perfor-
mance: distance between peers, message timeout calculation and lookup
latency. The measured results show that Chord-GNP efficiently locates
the nearest available node providing a locality property. In addition, both
the number of the messages necessary to maintain routing information
and the time taken to retrieve data in Chord-GNP is less than that in
Chord.

1 Introduction

A large number of structured Peer-To-Peer overlay systems constructed on top
of DHT such as Chord [1], CAN [2], Tapestry [4] or Pastry [3] have been pro-
posed recently. Due to their scalability, robustness and self-organizing nature,
these systems provide a very promising platform for a range of large-scale and
distributed applications.

In the structured P2P model, the nodes in the network, called peers, form
an application-level overlay network over the physical network. This means that
the overlay organizes the peers in a network in a logical way so that each peer
connects to the overlay network just through its neighbors. However, the mecha-
nism of peers randomly choosing logical neighbors without any knowledge about
underlying physical topology can cause a serious topology mismatching between
the P2P overlay network and the physical underlying network. The topology mis-
matching problem brings a great stress in the Internet infrastructure and greatly
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limits the performance gain from various lookup or routing techniques. Mean-
while, due to the inefficient overlay topology and the absence of relationship
between the node’s location and the node’s identifier, the DHT-based lookup
mechanisms cause a large volume of unnecessary traffic. Moreover, due to this
discrepancy, DHTs do not offer a guarantee on the number of physical hops taken
during a lookup process, as a single overlay hop is likely to involve multiple phys-
ical routing hops. Aiming at alleviating the mismatching problem and reducing
the unnecessary traffic on Chord, we propose a novel location-aware identifier
assignment function. This function attributes identifiers to nodes by choosing
physically closer nodes as logical neighbors. Thus, the main contribution of this
paper is the design and analysis of a new approach that incorporates locality-
awareness into Chord identifiers, by assigning identifiers to nodes that reflects
their geographic disposition. So, we propose to use a coordinates-based mech-
anism, called Global Network Positioning (GNP), to predict Internet network
distance. Chord-GNP is constructed on the basis of Chord aiming to achieve
better routing efficiency, which attributes peer’s identifiers by choosing physi-
cally closer nodes as logical neighbors. The main optimizations in Chord-GNP
are lower overlay hops and lookup latency.

The remainder of this paper is organized as follows.
We discuss related work in Section 2. In Section 3, we present Chord in detail.

Section 4 talks about the Global Network Positioning (GNP). In sections 5 and
6 we analyze our contribution and give simulation results. Section 7 concludes
this paper and gives a brief outlook on our future work.

2 Related Work

Many efforts have been made to improve locality awareness in decentralized
structured peer-to-peer overlays. The most widely used approaches in locality
awareness are network proximity. Castro et al [5] divide techniques to exploit
network proximity into three categories: expanding-ring search, heuristics, and
landmark clustering. The entries of routing table are chosen as the topologically
nearest among all nodes with node’s identifier in the desired portion of the
key space [6]. The success of this technique depends on the degree of freedom
an overlay protocol has in choosing routing table entries without affecting the
expected number of routing hops. Another limitation of this technique is that
it does not work for overlay protocols like CAN and Chord, which require that
routing table entries refer to specific points in the key space.

3 CHORD

Chord is a peer-to-peer protocol which presents a new approach to the problem
of efficient location. Chord [1] uses consistent hashing [7] to assign keys to its
peers. Consistent hashing is designed to let peers enter and leave the network
with minimal interruption. This decentralized scheme tends to balance the load
on the system, since each peer receives roughly the same number of keys, and
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there is little movement of keys when peers join and leave the system. In a steady
state, for N peers in the system, each peer maintains routing state information
for about only O(logN) other peers (N number of peers in the system). The
consistent hash functions assign peers and data keys an m-bit identifier using
SHA-1 [8] as the base hash function. A peer’s identifier is chosen by hashing the
peer’s IP address, while a key identifier is produced by hashing the data key.
The length of the identifier m must be large enough to make the probability
of keys hashing to the same identifier negligible. Identifiers are ordered on an
identifier circle modulo 2m. Key k is assigned to the first peer whose identifier
is equal to or follows k in the identifier space. This peer is called the successor
peer of key k, denoted by successor(k). If identifiers are represented as a circle
of numbers from 0 to 2m−1, then successor(k) is the first peer clockwise from k.
The identifier circle is termed as the Chord ring.

To maintain consistent hashing mapping when a peer n joins the network,
certain keys previously assigned to n’s successor now need to be reassigned to n.

4 Predicting Internet Network Distances with
Coordinates Based Approaches

Among several categories of approaches that predict internet network distance,
the coordinates based approaches may be the most promising. Several approaches
have been proposed among which GNP [9][10] may have received the most at-
tention.

4.1 Global Network Positioning (GNP)

GNP [9][10] is a two-part architecture that is proposed to enable the scalable
computation of geometric host coordinates in the Internet. In the first part, a
small distributed set of hosts called Landmarks first compute their own coor-
dinates in a chosen geometric space. The Landmarks’ coordinates serve as a
frame of reference and are disseminated to any host who wants to participate. In
the second part, equipped with the Landmarks’ coordinates, any end host can
compute its own coordinates relative to those of the Landmarks.

Landmark Operations. The first part of the architecture is to use a small
distributed set of hosts known as Landmarks to provide a set of reference coor-
dinates necessary to orient other hosts. When a re-computation of Landmarks’
coordinates is needed over time, we can ensure the coordinates are not drasti-
cally changed if we simply input the old coordinates instead of random numbers
as the start state of the minimization problem. Once the Landmarks’ coordi-
nates are computed, they are disseminated to any ordinary host that wants to
participate in GNP.

Ordinary Host Operations. In the second part of our architecture, ordinary
hosts are required to actively participate. Using the coordinates of the Land-
marks in a geometric space, each ordinary host now derives its own coordinates.
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To do so, an ordinary host H measures its round-trip times to the N Landmarks
using ICMP ping messages and takes the minimum of several measurements for
each path as the distance. Using the measured host-to-Landmark distances, host
H can compute its own coordinates that minimize the overall error between the
measured and the computed host-to-Landmark distances.

5 Proposition

One important issue in alleviating the mismatching problem and reducing the
unnecessary traffic on Chord is to attribute peer’s identifiers by choosing phys-
ically closer nodes as logical neighbors. Thus, we can benefit from predicting
internet network distances. Specifically, we propose to use a coordinates-based
approaches for network distance prediction in Chord architecture. The main idea
is to ask peers to maintain coordinates (i.e. a set of numbers) that characterize
their locations in the Internet such that network distances can be predicted by
evaluating a distance function over hosts’ coordinates. Our contribution is to
allow participating peers in Chord to collaboratively construct an overlay based
on physical location. And, to potentially benefit from some level of knowledge
about the relative proximity between the peers, the Global network Positioning
approach (GNP) [9][10] is integrated into Chord for capturing physical location
information of network peers. This paper presents a topology-based node iden-
tifier assignment for Chord that attempts to map the overlay’s logical key space
onto the physical network such that neighboring nodes in the key space are close
in the physical network.

5.1 Descriptions

Using the Chord lookup protocol, the peers are assumed to be distributed uni-
formly at random on the ring. In particular, there is a base hash function which
maps peers, based on their IP adresses, to points on the circle, i.e. that it maps
identifiers to essentially random locations on the ring (Figure 1.a). However,
in Chord [1], when a node joins the network, it is not optimally positioned in
the ring in respect of the underlying network such as IP network. For this pur-
pose, we propose a novel location-aware identifier assignation function for Chord.
This function attributes identifiers to nodes by choosing physically closer nodes
as logical neighbors by using a coordinates-based mechanism (Figure 1.b). Chord
could potentially benefit from some level of knowledge about the relative prox-
imity between its participating nodes by using the coordinates based approaches
GNP to predict internet network distance : Chord-GNP.

5.2 Location-Aware Identifier Assignation Function for Chord

In this section, we describe a design technique whose primary goal is to reduce the
latency of Chord routing. Not unintentionally, this technique offers the additional
advantage of improved Chord robustness in term of routing.
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Fig. 1. (a) mapping nodes to identifiers with consistent hashing. (b) mapping nodes
to identifiers with locality aware.

In our representation, we model the Internet as a particular geometric space
S. Let us denote the coordinates of a host H in S as CS

H . Then, each peer in
the Internet is characterized by its position in the geometric space with a set of
geometric coordinates CS

H .
We want to replace the Chord’s base hash function SHA-1 (Node identifier

= SHA-1(IP address, port number)) by the location-aware identifier assignation
function that generates geometric coordinate’s identifiers: GNP(IP address, port
number)=CS

H

idN = CS
N (1)

5.3 Design

Node joining and leaving in Chord-GNP is handled like the Chord does. The
difference is that in Chord, a node’s identifier is chosen by hashing the node’s IP
address, but Chord-GNP provides location-aware identifier assignation function.
This function assign peer’s identifier designating its position in the virtual ring.
We will describe the three most basic pieces of our design: Chord-GNP rout-
ing, construction of the Chord-GNP coordinate overlay, and maintenance of the
Chord-GNP overlay.

Routing in Chord-GNP. Chord-GNP also uses a one-dimensional circular key
space. Chord-GNP’s main modification to Chord is to include new identifiers into
Chord’s routing tables, i.e. Chord-GNP inherits Chord’s successor list and finger
table to use in Chord-GNP’s routing algorithm and maintenance algorithm. Each
node has a successor list of nodes that immediately follow it in the coordinate’s
space.

Each node keeps a list of successors: If a node’s successor fails, it advances
through this list until a live node is found. Routing efficiency is achieved with
the finger list of nodes spaced exponentially around the coordinate’s space.

Intuitively, routing in Chord-GNP network works by following the finger table
through the ring from source to destination coordinates.

Chord-GNP construction. To allow the Chord-GNP to grow incrementally,
a new node that joins the system must derives its own coordinates that char-
acterize its location in the Internet to be allocated in the ring. This is done by
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the coordinates based approaches: GNP. In GNP, the Internet is modeled as a
D-dimensional geometric space. Peers maintain absolute coordinates in this ge-
ometric space to characterize their locations on the Internet. Network distances
are predicted by evaluating a distance function over peers’ coordinates.

A small distributed set of peers known as Landmarks provide a set of refer-
ence coordinates. peers measure their latencies to a fixed set of Landmark nodes
in order to compute their coordinates. While the absolute coordinates provide a
scalable mechanism to exchange location information in a peer-to-peer environ-
ment, the GNP scheme presented in Section 4 used distance measurements to
a fixed set of Landmarks to build the geometric model. When a node joins the
Chord-GNP network it will be placed in the ring by choosing physically closer
nodes as logical neighbors. The successor pointers of some nodes will have to
change. It is important that the successor pointers are up to date at any time
because the correctness of lookups is not guaranteed otherwise. The Chord-GNP
protocol uses a stabilization protocol running periodically in the background to
update the successor pointers and the entries in the finger table.

Node departure, recovery and Chord-GNP maintenance. To leave an
established Chord-GNP ring, a node can give its keys to its successor and then
inform its predecessor. The successor and predecessor nodes then update their
fingers tables and successors lists. Chord-GNP ensures also that each node’s
successor list is up to date. It does this using a ”stabilization” protocol that
each node runs periodically in the background and which updates Chord’s finger
tables and successor pointers. In Chord-GNP, when the successor node does not
respond or fails, the node simply contacts the next node on its successor list.

6 Simulation Results

In this section, we evaluate the performance of Chord-GNP through simulation.
The goal of this evaluation is to validate the proposition of Section 5. That
proposition assumed idealized models of Chord.

We are implementing optimizations of GNP coordinates in the current open
source implementation of the Chord distributed hash table as described in [1]
Overlay Weaver [11][12]. We modified the Chord simulator [11] to implement
GNP.

6.1 Distance between Peers

In an experiment, we first bring up a network of four nodes placed in 2 classrooms
(figure 2). 1) Chord: Figure 3 shows screenshots of simulation which visualizes
communication between nodes just in time. Nodes are sorted on the ring on the
basis of their ID, taking into account the Hash algorithm as identifier assignation
function. Each node has to maintain a virtual link to its successor, which is the
node directly following it in the ordered node set. With this structure, any node
can route messages to any other node simply by each intermediate node forward-
ing the message to its successor until the destination is reached. This, however,
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Fig. 2. Arrangement of Peers

Fig. 3. Identifier assignation function is Hash algorithm SHA-1

results in choosing of the next peers, rendering routing not scalable. As was men-
tioned in Figure 5, node 41.229.82.222 routes messages to node 41.229.82.213 by
intermediate node 41.229.82.66, not knowing that node 41.229.82.213 is closer
to node 41.229.82.222.
2) Chord-GNP: In this section we report the results of testing Chord using iden-
tifiers provided by GNP.
In this experiment, Nodes are sorted on the ring on the basis of their coordinates
given by GNP (Figure 4).
With this structure, node 41.229.82.222 can route messages directly to its suc-
cessor which is 41.229.82.213.

6.2 Message Timeout Calculation

The performance penalty of routing in the overlay over taking the shortest path
in the underlying network is quantified by the message timeout calculation.
Chord sends messages periodically to maintain overlays. On a real network, we
conducted experiments with four computers. We invoked a DHT shell on each
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Fig. 4. Identifier assignation function is GNP

Fig. 5. Number of messages per second per node being passed between four real
computers

computer and controlled them via a network. We counted the numbers using the
message counter. The control scenario was as follows: after 4 nodes had joined an
overlay, a node put a value on a DHT every 2 seconds 4 times. Figure 5 plot the
average number of messages per second per node for Chord and Chord-GNP. We
claim that the number of messages per second per node being passed between
Chord-GNP’s nodes are less those sent over Chord’s nodes. These experiments
show that Chord-GNP reduces the number of messages for Chord. In fact, the
reducing of the number of messages is improved by the choice of physically closer
nodes as logical neighbors.

6.3 End-to-End Path Latency

This section presents latency measurements obtained from implementations of
Chord and Chord-GNP. We produce several lookup scenarios with the number of
nodes increased from 10 to 300 nodes. Then, we generate a simulation topology
for these scenarios and evaluate the end-to-end path lookup latencies. Figure 6
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Fig. 6. Lookup latency with the number of nodes increased

shows that only where the number of nodes is small, the latency in both systems
is the same. In addition, the lookup latency of Chord increases as the number of
nodes is increased, while the latency of Chord-GNP remains almost at the same
low level. It is an important advantage of Chord-GNP that its performance is
independent of the number of participating nodes, which confirms our prediction.
Consequently, the performance of Chord-GNP becomes much better than that
of Chord.

7 Conclusions

In this paper, we have studied a new class of solutions to the Internet distance
prediction problem that is based on end hosts-maintained coordinates, called
Global Network Positioning (GNP). We have proposed to apply this solution in
the context of a peer-to-peer architecture, precisely in the Chord Algorithm. This
topology-based node identifier assignment attempts to map the overlay’s logical
key space onto the physical network such that neighboring nodes in the key
space are close in the physical network. Chord-GNP’s main routing optimizations
are of less overlay hops and passing proximity links of the underlay network.
Meanwhile, Chord-GNP has insignificant lookup latency in comparison to Chord.
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Abstract. Radio frequency identification (RFID) technology is gain-
ing popularity for many IT related applications. Nevertheless, an im-
mediate adoption of RFID solutions by the existing IT infrastructure
is a formidable task because of the volume of data that can be col-
lected in a large-scale deployment of RFIDs. In this paper we present
algorithms for temporal and spatial aggregation of RFID data streams,
as a means to reduce their volume in an application controllable man-
ner. We propose algorithms of increased complexity that can aggregate
the temporal records indicating the presence of an RFID tag using an
application-defined storage upper bound. We further present complemen-
tary techniques that exploit the spatial correlations among RFID tags.
Our methods detect multiple tags that are moved as a group and replace
them with a surrogate group ID, in order to further reduce the size of
the representation. We provide an experimental study using real RFID
traces and demonstrate the effectiveness of our methods.

1 Introduction

Radio frequency identification (RFID) technology has gained significant atten-
tion in the past few years. In a nutshell, RFIDs allow us to sense and identify
objects. RFIDs are by no means a new technology. Its origins can be traced
back to World War II, where it was deployed in order to distinguish between
friendly and enemy war planes [1]. Since then, RFIDs have seamlessly infiltrated
our daily activities. In many cities around the word, RFIDs are used for toll
collection, in roads, subways and public buses. Airport baggage handling and
patient monitoring are further examples denoting the widespread adoption of
RFIDs.

With their prices already in the range of a few cents, RFID tags are becoming
a viable alternative to bar codes for retail industries. Large department stores like
the Metro Group and Wal-Mart are pioneers in deploying RFID tags in their sup-
ply chain [2]. Individual products, pallets and containers are increasingly tagged
with RFIDs. At the same time, RFID readers, are placed at warehouse entrances,
rooms and distribution hubs. These readers compute and communicate the list
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of RFID tags sensed in their vicinity to a central station for further processing
and archiving. The ability to automatically identify objects, without contact,
through their RFID tags, allows for a much more efficient tracking in the supply
chain, thus eliminating the need for human intervention (which for instance is
typically required in the case of bar codes). This removal of latency between the
appearance of an object at a certain location and its identification allows us to
consider new large- or global- scale monitoring infrastructures, enabling more
efficient planning and management of resources.

Nevertheless, an immediate adoption of RFID technology by existing IT in-
frastructure, consisting of systems such as enterprise resource planning, manu-
facturing execution, or supply chain management, is a formidable task. As an
example, the typical architecture of a centralized data warehouse, used by deci-
sion support applications, assumes a periodic refresh schedule [3] that contradicts
the need for currency by a supply chain management solution: when a product
arrives at a distribution hub, it needs to be processed as quickly as possible.
Moreover, existing systems have not been designed to cope with the voluminous
data feeds that can be easily generated through a wide-use of RFID technology.
A pallet of a few hundred products tagged with RFIDs generates hundreds of
readings every time it is located within the sensing radius of a reader. A con-
tainer with several hundred pallets throws tens of thousands of such readings.
Moreover, these readings are continuous: the RFID reader will continuously re-
port all tags that it senses at every time epoch. Obviously, some form of data
reduction is required in order to manage these excessive volumes of data.

Fortunately, the type of data feeds generated by RFIDs are embedded with
lots of redundancy. As an example, successive observations of the same tag by
a reader can be easily encoded using a time interval indicating the starting
and ending time of the observation. Unfortunately, this straightforward data
representation is prone to data collection errors. Existing RFID deployments,
routinely drop a significant amount of the tag-readings; often as much as 30%
of the observations are lost [4]. This makes the previous solution practically
ineffectual as it can not limit in a application-controllable manner the number
of records required in order to represent an existing RFID data stream. In this
paper, we investigate data reduction methods that can reduce the size of the
RFID data streams into a manageable representation that can then be fed into
existing data processing and archiving infrastructures such as a data warehouse.
Key to our framework is the decision to move much of the processing near the
locations where RFID streams are produced. This reduces network congestion
and allows for large scale deployment of the monitoring infrastructure.

Our methods exploit the inherent temporal redundancy of RFID data streams.
While an RFID tag remains at a certain location, its presence is recorded multiple
times by the readersnearby. Based on this observationwe propose algorithms of in-
creased complexity that can aggregate the records indicating the presence of this
tag using an application-defined storage upper bound. During this process some
information might be lost resulting in false positive or false negative cases of iden-
tification. Our techniques minimize the inaccuracy of the reduced representation
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for a target space constraint. In addition to temporal correlations, RFID data
streams exhibit spatial correlations as well. Packaged products within a pallet
are read all together when near an RFID reader. This observation can be ex-
ploited by introducing a data representation that groups multiple RFID readings
within the same record. While this observation has already been discussed in the
literature [5], to our knowledge we are the first to propose a systematic method
that can automatically identify and use such spatial correlations.

The contributions of our work are:

– We propose a distributed framework for managing voluminous streams of
RFID data in an supply-chain management system. Our methods push the
logic required for reducing the size of the streams at the so-called Edgeware,
near the RFID readers, in an attempt to reduce network congestion.

– We present a lossy aggregation scheme that exploits the temporal correla-
tions in RFID data streams. For a given space constraint, our techniques
compute the optimal temporal representation of the RFID data stream that
reduces the expected error of the approximate representation, compared to
the full, unaggregated data stream. We also consider alternative greedy algo-
rithms that produce a near-optimal representation, at a fraction of the time
required by the optimal algorithm.

– We present complementary techniques that further exploit the spatial corre-
lations among RFID tags. Our methods detect multiple tags that are moved
as a group and replace them with a surrogate group ID, in order to further
reduce the size of the representation.

– We provide an experimental evaluation of our techniques and algorithms
using real RFID data traces. Our experiments demonstrate the utility and
effectiveness of our proposed algorithms, in reducing the volume of the RFID
data, by exploiting correlations both in time and space.

The rest of the paper is organized as follows. In Section 2 we discuss related
work. In Section 3 we introduce the system architecture we consider in this
work, present the details of an RFID data stream and state our optimization
problem. In Section 4 we present our algorithms for temporal aggregation of the
RFID streams, while in Section 5 we describe our spatial aggregation process.
Our experimental evaluation is presented in Section 6. Finally, Section 7 contains
concluding remarks.

2 Related Work

There have been several recent proposals discussing RFID technology. These
works analyze RFID systems from different points of view, including hard-
ware [6], software [2], data processing [7,8,9] and privacy [10]. The work in [11]
presents an RFID system deployed inside a building where the tagged partic-
ipants walking through it produce a large amount of RFID data. The authors
discuss the system, its performance, showcase analysis of higher-level informa-
tion inferred from raw RFID data and comment on additional challenges, such
as privacy.
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The main characteristics of an RFID system, such as their temporal and
dynamic behavior, the inaccuracy of data, the need for integration with existing
IT systems, the streaming nature of the raw data and their large volumes are
discussed in [12]. The paper presents a temporal data model, DRER, which
exploits the specific fundamentals of an RFID application and of the primitive
RFID data. This work shows the basic features that should be included in a RFID
Middleware system, such as including effective query support and automatic data
acquisition and transformation. The work in [9] introduces a deferred RFID data
cleaning framework of using rules executed at query time.

The work in [13] demonstrates the significance of compression in RFID sys-
tems and discusses a graph-based model that captures possible object locations
and their containment relationships. However, in order to provide accurate re-
sults, the graph models require high detection rates at the RFID readers. In [4],
the authors highlight the inherent unreliability of RFID data streams. Software
running at the Edgeware typically corrects for dropped readings using a tem-
poral smoothing filter based on a pre-defined sliding window over the reader’s
data stream that interpolates for lost readings from each tag within the time
window. The work in [4] uses a statistical sampling-based approach that results
in an adaptive smoothing filter, which determines the window-size automatically
based on observed readings. This work nicely complements our techniques, as it
may be used at a pre-processing step in order to clean the incoming RFID data
stream, before applying our aggregation algorithms.

Our temporal aggregation process works by first transforming the individual
readings produced by the readers into temporal segments and then reduces the
number of segments while trying to minimize the error of the approximate tem-
poral representation. At an abstract level, this process resembles the construction
of a one-dimensional histogram on the frequency distribution of a data attribute,
used in traditional database management systems [14,15,16]. Application of ex-
isting data compression algorithms such as wavelets [17,18], their probabilistic
counterparts [19], or even algorithms developed for sensory data [20,21] on RFID
data streams is an interesting research topic.

A model for data warehousing RFID data has been proposed in [5]. This work
studies the movement of products from suppliers to points of sale taking advan-
tage of bulky object movements, of data generalization and the merge or collapse
of path segment that RFID objects follow. The authors introduce a basic RFID
data compression scheme, based on the observation that tags move together in
any stage of the movement path. However, there is no provision for missing or
erroneous data tuples. The work in [22] introduced the Flowcube, a data cube
computed for a large collection of paths. The Flowcube model analyzes item flows
in an RFID system. The Flowcube differs from the traditional data cube [23]
in that it does not compute aggregated measurements but, instead, movement
trends of each specific item. The work in [24] introduced the notion of a ser-
vice provisioning data warehouse, which organizes records produced by a service
delivery process (such as a delivery network). The paper introduces pair-wise ag-
gregate queries as a means to analyze massive datasets. Such a query consists of
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a path expression over the delivery graph and a user defined aggregate function
that consolidates the recorded data. Our RFID data aggregation framework can
be used for the instrumentation of a large-scale ETL process while building such
a data warehouse using data emanating from RFID readers along the delivery
network.

3 Preliminaries

In this section we first present an overview of the architecture we assume for
managing RFID data. We then discuss in more detail the contents of an RFID
data stream and a simple relational mapping that exploits temporal correlations
in the stream.

3.1 System Architecture

In our work we assume, but are not limited to, a layered system architecture,
like the one depicted in Figure 1. The lower level of the architecture contains the
hardware specific to the RFID infrastructure, which includes, at the minimum,
the RFID tags and the readers. Raw RFID data streams generated by the Level-
0 devices are transferred to the Edgeware (Level-1), which can be implemented,
for instance, using an on-site data server. Depending on the hardware used, the
Edgeware is often capable to perform data filtering, cleaning and manipulation.
The Edgeware may also instantiate a local database server for buffering and
managing the reported data. Finally, the processed RFID data stream is sent to
the Middleware (Level-2), whose purpose is to bridge the RFID infrastructure
with the upper-level IT applications (Level-3) that rely on its data. The upper
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level of the architecture in Figure 1 may be further broken down in additional
layers (for instance a Service layer and an Applications layer), however in the
figure we omit such details as they are not related to the problems we address
with our techniques.

We note that unlike the Edgeware, which is typically implemented on-site, the
Middleware may be instantiated at a central data processing center. This means
that network data movement is required in order to transmit the processed RFID
data streams to the Middleware and the applications on top. Furthermore, the
Middleware may be responsible for multiple sites equipped with RFID infras-
tructure. Thus, in order to reduce the network congestion and not to overburden
the servers implementing the Middleware, it is desirable that the processed RFID
data streams are aggregated as much as possible.

3.2 RFID Data Description

In its simplest form a RFID tag stores a unique identifier called the Electronic
Product Code (EPC). When the tag comes in proximity with a reader, the EPC
code is read, using an RFID Air Interface protocol, which regulates communi-
cation between the reader and the tag. A reader is also equipped with a unique
identifier, which in case of immobile readers relates to its location. Finally, an
internal clock lets the reader mark the time of the observation. Thus, each time
a tag is sensed a triplet of the form

(EPCi, loci, ti)

is generated, where EPCi denotes the code of the tag, loci the location (or the id)
of the reader and ti the current time. It is typical in this setup to assume that the
time is discretized: a reader reports tags at times t1, t2,. . . where the difference
ti+1− ti is called the epoch duration. The reader buffers multiple observations in
its local memory and subsequently transmits them to the Edgeware for further
processing. This data stream of triplets representing base observations is called
the RFID data stream.

The data server at the Edgeware receives the RFID data streams by all read-
ers that it manages in a continuous manner. These readings are filtered based
on requirements prescribed by the applications of the upper level. For example
EPC codes of locally tagged equipment that are of no interest to the supply-chain
monitoring software may be dropped from the stream. A simple form of data
reduction is possible at this level my merging occurrences of the same EPC in
successive epochs. Let (EPCi, loci, ti), (EPCi, loci, ti+1),. . ., (EPCi, loci, ti+m)
be part of the stream transmitted by the reader at location loci. A straight-
forward data size reduction is possible if we replace these records with a single
quadruple of the form

(EPCi, loci, tstart, tend)

with tstart=ti and tend=ti+m indicating the interval containing all observations
of tag EPCi. This is a basic temporal aggregation service that helps reduce the
volume of data in the network, when these readings are sent to the Middleware.
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Unfortunately, RFID readers routinely drop a significant amount of tag-readings,
especially when a large number of tags are concurrently present within the sens-
ing radius of the reader. Moreover, as items are moving withing the facility, the
same RFID tag may appear in multiple time intervals in the stream produced by
a reader. Both observations complicate management of the RFID data stream
and limit the effectiveness of the basic temporal aggregation service.

In our work, we extend the format of the basic tuple generated at the Edgeware
to also include a fifth attribute p indicating the percentage of epochs that a
tag was observed withing the time interval [tstart, tend]. A value of p equal to 1
indicates that the tag was spotted during all epochs between tstart and tend. This
case is equivalent to the format used in basic temporal aggregation. However, a
value of p lesser than 1 indicates that only p × (tend − tstart + 1) epochs within
the time interval contain observations of the tag. This extension, thus, allows
us to represent multiple occurrences of the same tag using fewer intervals. Of
course using a single interval to describe all observations of the tag results in
large inaccuracy, especially when there are many “holes”, i.e. time intervals when
the tag was never spotted in the stream. Ideally, given an upper bound on the
number of records that can be produced to describe the tag, one would like to
find an allocation of intervals that best describe the presence of the tag at the
reader.

3.3 Problem Formulation

We can now state our optimization problem formally:

Problem Statement: Given a data stream containing observations of EPCi

at epochs ti1 < ti2 < . . . < tin find the best B-tuple representation
(EPCi, loci, ts1 , te1 , p1), . . ., (EPCi, loci, tsB , teB , pB) where

– [tsk
, tek

] and [tsl
, tel

] are non-overlapping intervals (1 ≤ k �= l ≤ B),
– X={ti1, . . . tin}, Y ={t ∈ [ti1 , tin ]|t �∈ X}, X ⊆ ∪k[tsk

, tek
]

– pk= |X∩[tsk
,tek

]|
tek

−tsk
+1

and the cumulative error of the representation
∑
t∈X

errx(t) +
∑
t∈Y

erry(t)

is minimized. Where

errx(t) =
{

1 − pj , ∃j such that t ∈ [tsj , tej ]
1 , otherwise

and,

erry(t) =
{

pj , ∃j such that t ∈ [tsj , tej ]
0 , otherwise

In this formulation X contains the set of epochs when the tag was spotted by the
reader and Y the set of epochs (between its first and last observation) when the
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tag was not reported. If we use an interval [ts, te] the value of p is determined by
the fraction of epochs in X that belong in [ts, te] over the size of the interval. Then
the error in estimating the presence of the tag at an epoch t within the interval
is (1-p), in case the tag was spotted, and, p in case the tag was not spotted by
the reader, respectively. In the formulation of the error function errx() denotes
the false negative error rate when a tag is spotted but we report a value of p
less than 1. Similarly, erry() denotes the false positive error rate when the tag
was not spotted by the reader but the epoch in question is inside the interval
we report. Thus, our formulation takes into account both false positive and false
negative reports of a tag in the computed representation. Given an initial RFID
data stream we would like to compute the best representation, using only B
tuples, that minimizes the aforementioned error. Obviously, the error is zero
when we use as many intervals as the number of epochs in set X . Depending on
the distribution of epochs within X , we may be able to derive a much smaller
representation with small cumulative error.

In what follows we will discuss algorithms of increased complexity for solving
this problem. We first present two observations that help limit the search space
in finding the optimal set of tuples.

Lemma 1. If tuple (EPCi, loci, tsk
, tek

, pk) belongs in the optimal B-tuple rep-
resentation then tsk

, tek
∈ X.

Lemma 2. If tuple (EPCi, loci, tsk
, tek

, pk) belongs in the optimal B-tuple rep-
resentation then tsk

− 1, tek
+ 1 �∈ X.

Lemma 1 states that we should only consider intervals where the starting and
ending points both belong to set X . It is easy to see that if one or both end-points
do not satisfy this condition, we can always compute a better representation
by increasing tsk

(resp. decreasing tek
) to the nearest epoch when the tag was

spotted, as this always reduces the error. Lemma 2 states that when consecutive
observations of a tag exist, it is always desirable to package them within the
same interval.

4 Temporal RFID Data Aggregation

Recall that given a series of observations of EPCi at a location, we would like
to compute a B-tuple representation of the form (EPCi, loci, ts1 , te1 , p1), . . .,
(EPCi, loci, tsB , teB , pB). Due to Lemmas 1 and 2, the computation can be per-
formed on the data stream produced after we apply the basic temporal aggrega-
tion service. Thus, if we ignore the EPCi and loci values that are constant in this
discussion, we are given a set of non-overlapping intervals [ts1 , te1 ], . . ., [tsn , ten ]
and would like to replace them with B << n intervals [t′sk

, t′ek
], 1 ≤ k ≤ B such

that each input time interval is contained within exactly one of the output inter-
vals. Given the definition of the error we presented in the previous section, we
can derive an analytical formula for computing the error associated with a can-
didate interval T ′=[t′sk

, t′ek
] as follows. Let X(T ′) denote the number of epochs
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that the tag was reported within T ′. Similarly, let Y (T ′) denote the number of
epochs in T ′, during which the tag was not reported by the reader. Then, the
error induced by T ′ is (p= X(T ′)

X(T ′)+Y (T ′) )

error(T ′) =
(1 − p) × X(T ′) + p × Y (T ′)

X(T ′) + Y (T ′)
= 2 × X(T ′) × Y (T ′)

(X(T ′) + Y (T ′))2
(1)

4.1 Sub-optimal Algorithms

A straightforward way to obtain a B-tuple representation from the initial n
intervals if to first order them by their starting times tei and then group them in
B batches containing � n

B � input intervals each, except possibly the last. For each
batch we generate one interval T ′ with starting point the starting time of the
first input interval in the batch and ending point the ending of the last interval
in the batch. The complexity of this simple algorithm is O(n) (linear), assuming
that the input n intervals are already ordered by their timestamps. This is a
valid assumption, since the basic temporal aggregation process that generates
the input intervals operates by first ordering the incoming RFID data stream
based on the timestamps of the observations.

The Linear algorithm merges consecutive input intervals, in an error-oblivious
manner. A better approximation can be obtained as follows. Given n input
intervals, we can consider merging each of the n-1 consecutive pairs in the input.
Each candidate pair results in a new interval T ′ for which we can compute the
error using equation 1. A greedy strategy can then be applied that selects the
best such interval T ′ and replaces the corresponding two input intervals with
T ′. This reduces the number of input intervals by one, to n-1. The same process
is then repeated until we are left with B intervals. We call this algorithm the
Greedy algorithm. The complexity of the Greedy algorithm is O((n − B) × n).

4.2 An Optimal Dynamic Programming Algorithm

We now describe a algorithm based on dynamic programing that computes the
best B intervals (equivalently best B-tuple representation) that minimize the
error of the approximation. Recall that our input consists of n time-intervals
that we would like to organize into B non-overlapping intervals, each containing
one or more of the original ones. In what follows we would refer to the output
intervals that the algorithm considers as buckets in order to distinguish them
from the input ones. Based on Equation 1, we observe that the error produced by
incorporating one or more input intervals within a bucket is independent of the
assignments that we have made for other buckets. This observations allows us to
state the computation problem using a dynamic programming formulation where
the optimal result of a (sub)problem can be obtained by dividing it into two
more subproblems and combining the optimal solutions to those subproblems.
In particular, let E(i, k) denote the cumulative error of the representation that
considers the best way to generate up to k buckets out of the first i input
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intervals. Obviously E(i, k)=0, for i ≤ k. We can now compute E(i, k) using the
following recursion.

E(i, k) = min
j<i

(E(j, k − 1) + err(j + 1, i)) (2)

err(j+1, i) in this formula denotes the error of using a single bucket for merging
all input intervals from j + 1 up to i. This error is computed by equation 1 by
setting T ′=[tsj+1 , tei ]. Informally, the dynamic programming setup calculates the
best way to generate k buckets for the first i intervals by considering the best
way to compute k-1 buckets for up to the j-th interval and using a single bucket
for intervals j + 1,j + 2,. . .,i. The error of the optimal assignment is calculated
by E(n, B) and the optimal bucket configuration arises easily by backtracking
the selections made at each step. The running time complexity of the algorithm
is O(n2 × B).

5 Spatial RFID Data Aggregation

Items tagged with RFIDs are typically moved in groups. For example, packaged
products within a pallet are read all together when near an RFID reader. This
observation can be exploited by introducing a data representation that groups
multiple RFID readings within the same temporal record. Given the RFID data
stream produced after we apply the temporal aggregation described in the previ-
ous Section, we now seek to exploit spatial correlations in its records. In particu-
lar, we order the incoming tuples based on their tsk

,tek
timestamps. Tuples with

the same starting and ending timestamps can be encoded using the single com-
mon interval by creating a EPC group-id. This is a system generated unique code
that we will using in order to refer to all EPCi codes that have been identified
during the same time interval. These group-ids are kept in a separate relational
table at the Edgeware. This way, they may get possibly reused in order to refer
to this subset of codes, when they participate at a larger group in other parts of
the data stream.

As an example, consider the records of Table 1 produced after we apply the
temporal aggregation process. We can observe that EPC codes I1 and I2 are ob-
served simultaneously at location L1 between T1 and T5. Thus, we can generate
a group-id G1 to refer to both products. When these products are later spotted
at location L2 along with product I4, a new group G2 is generated, which con-
tains both G1 and I4. Table 2 depicts the final set of produced tuples. Table 3
describes the assignment of product codes to group. We note that groups may
include other groups (as is the case of G2 and G1). This information needs also
be transmitted along with the spatially aggregated tuples in order to decode the
groups at the Middleware.

An additional point that we need to clarify when we aggregate multiple records
in a group is how to generate a new p-value for the composite record. Recall
that the p-values in the temporally aggregated RFID data stream indicate the
percentage of epochs that the tag was spotted during the interval indicated in
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Table 1. Input RFID Data Stream

EPC loc ts te p

I1 L1 T1 T5 78
I2 L1 T1 T5 69
I3 L1 T2 T5 90
I1 L2 T12 T22 67
I2 L2 T12 T22 62
I4 L2 T12 T22 66

Table 2. Reduced RFID Data Stream

EPC loc ts te p

G1 L1 T1 T5 69
I3 L1 T2 T5 90
G2 L2 T12 T22 62

Table 3. Map Table

Group-id EPC list
G1 I1,I2
G2 G1,I4

the record. When we aggregate several records we have different options in order
to produce a new p-value for the group.

– If we seek to reduce the false negative rate of the representation, the p-value
of the group should be the minimum of the p-values of all tuples composing
the group.

– If we seek to reduce the false positive rate of the representation, we should
keep the maximum value of p among the group.

– If we seek to reduce both the false negative and the false positive rates, then
we can keep the average value.

In our running example, we used the minimum value, indicating that the appli-
cation is more concerned about false negative identifications of a tag.

The basic spatial aggregation scheme can be extended in two ways. First,
when we compose multiple records, we can set an upper bound on the false posi-
tive/negative error rate that we introduce. This may lead to fewer opportunities
for spatial aggregation but with reduced error. Another possible extension is to
allow an item to partially participate in a group. For example item I3 in Table 1
is spotted with items I1 and I2 in all but the first epoch (T1) at location L1. We
could, thus, consider including all three items in a single group for this location.

6 Experiments

In this Section we provide an evaluation of our temporal and spatial aggrega-
tion schemes. All algorithms were implemented using Visual Studio 2005. The
reported times are on a Intel Core Duo CPU running at 1.83GHz with 1GB of
memory. We used as input dataset, the publicly available trace of RFID data
obtained during the 2008 Hope Conference in New York, sampled at 30sec inter-
vals. The trace contains 1.9M records of the form (EPCi, loci, ti). At a first step,
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we applied the basic temporal aggregation service that identifies continuous tag
observations in order to create tuples of the form (EPCi, loci, ts, te). This pro-
cess reduced the number of tuples to 423K. The aggregated dataset contained
22,245 unique pairs of (EPCi, loci) values identified at different time intervals.

In Figure 2 we plot the distribution of the number of intervals generated for
every pair in the dataset. The higher this number, the more opportunities we
have to further reduce the size of the data representation for the particular pair,
using our lossy temporal aggregation scheme. We note that, in this dataset,
about 10% of the observations are reported in a single interval, which can not
be further reduced at the time domain. For the remaining combinations though,
we can trade accuracy for compactness in their temporal representation.
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Fig. 5. Combination of Temporal and Spatial Aggregation

In Figure 3 we plot the execution times of the three proposed algorithms:
Linear, Greedy and OptimalDP using as input the (tag,loc) combination with
the greatest number of intervals (569) from the previous step. We executed the
algorithms varying the number of output intervals B requested. Each output
interval corresponds to one tuple in the processed RFID data stream. As ex-
pected the execution time of Linear is the same independent of the value of B.
Greedy works bottom up in constructing the requested number of intervals and
its execution time decreases with B. The OptimalDP runs faster when a larger
degree of aggregation (smaller value of B is requested). We note that Greedy is
up to three orders of magnitude faster than OptimalDP for the same value of B.

In Figure 4 we compare the cumulative error (see Equation 1) computed
for the output intervals of each algorithm, when we vary B. As expected, the
error of all representations drops when more intervals are used to describe the
presence of the tag. We also note, that Greedy computes in most of the cases a
representation that is practically the same as optimal. However, this is achieved
at a fraction of the time that the dynamic programming algorithm requires, as
is evident by Figure 3. We observed this near-optimal behavior of Greedy in all
other combinations of tags and locations for this dataset.

We also tested the effect of grouping RFID tags that are moved together over
periods of time. We started with the stream resulting from the basic temporal
aggregation, which consisted of 423K tuples. Our analysis identified 77K groups
of items appearing in identical time intervals. The overall space reduction, which
also accounts for the space required for the surrogate group-id descriptions, was
39%. The running time of the spatial aggregation process was 3.3secs. We note
that this process did not introduce any error as the original stream can be
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reverse-engineered by replacing the surrogate group-ids with the corresponding
EPCs. The spatial aggregation process can be combined with any of the three
temporal aggregation algorithms. In Figure 5 we present the results of an exper-
iment were we tried different methods for reducing the size of the RFID data
stream. In the graph we depict (1) the size of the initial raw RFID stream, (2) the
size of the stream after the basic temporal aggregation, (3) the resulting stream
of the basic temporal aggregation followed by the spatial aggregation process, (4)
the resulting stream after applying the Greedy algorithm in the initial dataset in
order to reduce the number of tuples for each (epc,loc) combination by a factor
of 3:1 (for those combinations with at least three intervals) and, (5) the resulting
stream when Greedy is combined with the spatial aggregation process. The first
3 schemes are lossless, while in (4) and (5) some error is introduced because
of the Greedy algorithm. Of course, one may further reduce the stream size by
choosing even fewer output intervals while executing the Greedy algorithm.

7 Conclusions

The increased adaptation of RFID technology promises to deliver massive
datasets. These datasets need to be tamed by reducing their volumes in an
application-controllable manner. In this paper we presented several algorithms
for temporal and spatial aggregation of RFID data. Our algorithm can reduce
the volume of their input data by exploiting correlations at the time and space
(location) dimension that characterize the identification of an RFID tag. We
provided an experimental study using real RFID traces and demonstrated the
effectiveness of our methods.
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Abstract. The increasing availability of huge amounts of “thin” data, i.e.
data pertaining to time and positions generated by different sources with a
wide variety of technologies (e.g., RFID tags, GPS, GSM networks) leads
to large spatio-temporal data collections. Mining such amounts of data
is challenging, since the possibility of extracting useful information from
this particular type of data is crucial in many application scenarios such
as vehicle traffic management, hand-off in cellular networks and supply
chain management. In this paper, we address the issue of clustering spatial
trajectories. In the context of trajectory data, this problem is even more
challenging than in classical transactional relationships, as here we deal
with data (trajectories) in which the order of items is relevant. We propose
a novel approach based on a suitable regioning strategy and an efficient
clustering technique based on edit distance. Experiments performed on
real world datasets have confirmed the efficiency and effectiveness of the
proposed techniques.

1 Introduction

Trajectories are data logs pertaining time and the position of moving objects
(or groups of objects) that could be generated in a wide variety of applications,
such as GPS systems [5], supply chain management [16] , vessel classification by
satellite images [13].

As an example of suchdata considermoving vehicles, where both cars and trucks
leave a digital trace by the personal or vehicular mobile devices that can be col-
lected via a wireless network infrastructures. Furthermore, mobile phones continu-
ously signalling their locations (cell), are at each moment connected to their GSM
network. When the phone sets up a call and moves through the network, there may
occur the so called hand-off problem, i.e. the cell where the user is moving through
does not have enough bandwidth to accomodate the call. In the same way, GPS-
equipped portable devices can record their latitude-longitude position at each mo-
ment that they have a location fix, and transmit their trajectories to a collecting
server. Moreover, many major retailers ask their provider to exploit RFID tech-
nology to tag pallets entering their warehouses and then moving across the supply
chain. RFID readers periodically scan the tags appearing in their working area
and generate data to report the object being read, the timestamp and the actual
location of that object. Finally, a very peculiar type of trajectory is represented by
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Fig. 1. A set of example trajectories

the stock market. In this case, space can be assumed as a linear sequence of points
whose actual values have to be evaluated w.r.t. preceding points in the sequence
in order to estimate future fluctuations.

Such a wide spectrum of pervasive and ubiquitous technologies guarantees an
increasing availability of large amounts of data pertaining to individual trajecto-
ries, having a great localization precision. Therefore, due to the large amount of
data generated daily by moving objects, there is a need for analyzing it efficiently
in order to extract useful information.

In order to better understand the problem of trajectory clustering which is
tackled by the current paper, we provide the following toy example.

Example 1. Consider the trajectories depicted in Fig. 1 and the simple regioning
associated to the search space. We can represent the set of trajectories as T =
{ABCDE, EDCBA, AGMS, UV WST, Y TOJ}. It is easy to see that while in
the transactional case the first two items would be considered the same, in our
case they have to be treated separately.

Based on this representation of trajectory data, we propose a novel approach for
clustering them based on suitable space partitioning. Indeed, since trajectory
data carries information about the actual position and timestamp of a moving
object, we can split the search space into regions with suitable granularity and
represent them as symbols.

The sequence of regions defines the trajectory traveled by a given object. Note
that regioning is a common assumption in trajectory data mining [13,5] and in
our case it is even more suitable since our goal is to extract crucial information
about trajectories’ “shape”, i.e. not only the length, but the direction of move-
ment and the eventual turn made during the trajectory.. In this paper we exploit
Principal Component Analysis(PCA) to effectively identify preferred directions
for trajectories.

Once we obtain a proper regioning we can encode the trajectories as string of
region symbols since we are interested in identifying the “shape” of the trajectory,
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while the temporal information relates only to the region traversal order as in the
above example. Once the corresponding trajectory strings have been computed
we use a suitable string metric based algorithm in order to evaluate the similarity
of the trajectories. The most widely known string metric is Levenshtein Distance
(also known as Edit Distance). This distance metric takes two input strings as ar-
guments, and returns a score equivalent to the number of substitutions and dele-
tions needed in order to transform one input string into another. The rationale for
using edit distance is that it is able to capture the main behavior of different tra-
jectories, such as different orders of regions being crossed. In the above example,
trajectories ABCDE and EDCBA exhibit the highest dissimilarity as expected.

We performed several tests in order to assess the validity of our proposal and
the results so far obtained are convincing, as will be shown in the experimental
section.

Outline. In section 2 we formalize the trajectory clustering problem and our
regioning strategy exploiting PCA. In section 3 we show the trajectory encoding
and the edit distance based clustering strategy. In section 4 we will describe our
experimental evaluation. Finally in section 5 we will draw our conclusion.

2 Problem Statement

In this paper we tackle the problem of clustering, from a large body of trajectory
data. While for transactional data a tuple is a collection of features, a trajectory
is an ordered set (i.e., a sequence) of timestamped items. Trajectory data are
usually recorded in variety of different formats, and they can be drawn from a
continuous domain. We assume a standard format for each trajectory, with the
following definition:

Definition 1 (Trajectory). Let P and T denote the set of all possible (spatial)
positions and all timestamps, respectively. A trajectory is defined as a finite
sequence s1, · · · , sN , where N ≥ 1 and each si is a pair (pi, ti) where pi ∈ P and
ti ∈ T .

Throughout this paper, we assume that P is a set of discrete symbols. For con-
tinuous locations, one can partition the space into regions to map the initial lo-
cations into discrete symbols. Notice that the method chosen for the assignment
of symbols to locations is totally irrelevant to our goal since we are interested
in clustering the trajectory as a whole structure. The granularity of the region-
ing can be decided according to the application requirements. For example, for
tracking trucks, the GPS data can be rounded to within 15 meters of precision
and so on.

A cluster is a set of regions, and regions belonging to the same cluster are
close to each other according to a suitable distance measure. The representative
of the cluster is a (possibly imaginary) trajectory that summarizes the main
features of the trajectories belonging to the cluster.
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2.1 Defining Regions of Interest

The problem of finding a suitable partitioning for both the search space and
the actual trajectory is a core problem when dealing with spatial data. Every
technique proposed so far, somehow deals with regioning and several have been
proposed such as partitioning of the search space in several regions of interest
(RoI)[5] and trajectory partitioning [12,8]. In this section, we describe the ap-
plication of Principal Component Analysis (PCA) in order to obtain a better
partitioning. Indeed, PCA finds preferred directions for data being analyzed.
Thus, we can exploit this information for saving both space and time. Our goal
is to find interesting clusters, so it is likely that less frequently crossed regions
are not significant.

2.2 Principal Component Analysis

Principal Component Analysis (PCA) finds a linear transformation l which re-
duces d-dimensional feature vectors to a set of h-dimensional feature vectors
(where h < d) in such a way that the information is maximally preserved in
terms of minimizing the mean squared error. The PCA also allows rolling back
to d-dimensions from the h-dimensional feature vectors, with of course the in-
troduction of some reconstruction error.

The h-column vectors define the basis vectors. The first basis vector is in the
direction of maximum variance of the given feature vectors. The remaining basis
vectors are mutually orthogonal and maximize the remaining variances subject
to the orthogonal condition. Each basis vector represents a principal axis. These
principal axes are those orthonormal ones onto which the remaining variances
are maximum under projection. The orthonormal axes are given by the leading
eigenvectors (i.e. those with the largest associated eigenvalues) of the measured
covariance matrix. In PCA, the original feature space is characterized by these
basis vectors and the number of basis vectors used for characterization is usually
less than the dimensionality d of the feature space

Many tools have been implemented for computing PCA such as [19,10] – in
our experiments we used a PCA algorithm based on eigenvalue decompositions.

2.3 Exploiting PCA for Regioning

Before defining our simple and effective regioning strategy we must give an intu-
itive interpretation of the results of PCA analysis on trajectory data. Consider
the set of trajectories depicted in Fig. 2.

As shown in Fig. 3 running the PCA algorithm on the above set of trajectories
identifies the preferred directions. This information can be exploited using a
partition strategy that concentrates on regions along the principal directions.
This allows us to focus on the preferred regions when computing clusters.

Indeed, the results of PCA is a set of eigenvalues that states the principal
directions among data. Each eigenvalue defines an angle α w.r.t. the principal
axes. Depending on the density of data we choose a suitable level of granularity
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Fig. 2. A set of trajectories

Fig. 3. Principal eigenvalues identified by PCA

that defines the size d of each region (we assume square regions). The size of each
region is defined according to the domain being analyzed, for example for cellular
nets it could be some meters while for truck movements it could be hundred of
meters, while for hurricane control it will be in the order of kilometers. In order to
define regions of interest we divide the search space into square regions along the
directions set by the eigenvalues so far obtained by PCA and having size d. It will
happen that this regioning will also consider regions not parallel to the principal
axes, but will not cover the whole search space. Indeed, the “white” regions,
i.e. regions not on the principal directions, could be considered as not being
interesting regions and thus requiring no further investigation. This strategy is
quite effective in practice since we note that infrequently visited regions will
not affect clustering results. Thus, pruning the search space will increase the
efficiency and effectiveness of the mining step.
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2.4 Trajectory Regioning

Once the set of regions R = {R1, R2, · · · , Rm} is obtained as explained in the
previous sections, we assign to each region a symbol from a given alphabet Σ.

A trajectory Tri is a sequence of multidimensional points Tri = p1, p2, · · · , pn

where n is the trajectory length. Given a set of trajectories T , we define T ′ =
encode(T ) the set of encoded trajectories. An encoded trajectory T ′

j is a se-
quence of regions T ′

j = Rj,1, Rj,2, · · · , Rj,n. The encoding is performed by simply
substituting each point pi with the region Ri it belongs to as shown in Fig. 4.

Run PCA(R)
For Each trajectory Tri

1: For each point pi ∈ Tri

2: find Rj,i containing pi

3: append Rj,i to T ′
j

Fig. 4. PCA regioning pseudo code

Fig. 5. Regions defined by PCA

Fig. 5 shows a regioning obtained for the set of trajectories from Fig. 3. The
encoding phase allows us to obtain a set of trajectories that can be mined using
the algorithms that will be explained in next sections.

3 Exploiting Edit Distance for Clustering Trajectories

In order to efficiently identify trajectory clusters, we need to define a measure
of similarity between the two sequences. Intuitively, two trajectories are said to
have a similar structure if they correspond in the regions crossed and in the order
the regions are traversed. Indeed we would like to quantify the similarity between
the two trajectories, also emphasizing the differences that are more relevant. For
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instance, we consider as similar two trajectories that exhibit the same features
with different delays since this could be due to a simple traffic problem as will
be clear in the next section.

Given two strings their edit distance is defined as the minimum number of
operations needed to transform one string into the other. The allowed opera-
tions are insertion, deletion, or substitution of a single character, note the the
transposition in our case could be seen as the composition of a deletion and an
insertion. The string metric so far defined is called Levenshtein distance.

Given two encoded trajectories t′a, t′b we define ED(t′a, t′b) their edit distance.
We implemented the algorithm in [14]. In particular we use the following cost
assignment:

– copying a region from t′a over to t′b (cost 0);
– deleting a region in t′a (cost 1);
– insert a region in t′b (cost 1);
– substituting one region for another (cost 1).

Thus ED(t′a, t′b) is the minimum among the following:

1. ED(i − 1, j − 1) + d(t′a(i), t′b(j)) (substitution or copy);
2. ED(i − 1, j) + 1 (insert);
3. ED(i, j − 1) + 1 (delete).

Note that d(i, j) is a function defined as d(i, j) = 0 if t′a(i) = t′b(j), 1 otherwise,
where i and j are symbol positions in a given trajectory.

4 Experimental Results

In this section, we present some experiments we performed to assess the effec-
tiveness of the proposed approach in clustering trajectories. To this purpose, a
collection of tests is performed, and in each test some relevant groups of homo-
geneous trajectories (trajectory classes) are considered. The direct result of each
test is a similarity matrix representing the degree of similarity for each pair of
trajectories in the data set. The evaluation of the results relies on some a priori
knowledge about the trajectory being used. We performed several experiments
on a wide variety of real datasets. We analyzed the following data:

– School Bus : a dataset consisting of 145 trajectories of 2 school buses collect-
ing (and delivering) students around Athens metropolitan area in Greece for
108 distinct days1;

– Trucks : a dataset consisting of 276 trajectories of 50 trucks delivering con-
crete to several construction places around Athens metropolitan area in
Greece for 33 distinct days2;

1 Available at http://www.rtreeportal.org
2 Available at http://www.rtreeportal.org
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– Animals : a dataset containing the major habitat variables derived for radio-
telemetry studies of elk, mule deer, and cattle at the Starkey Experimental
Forest and Range in northeastern Oregon3.

The similarity matrix enables simple quantitative analyses, aimed at evaluating
the resulting intra-class similarities (i.e., the average of the values computed
inside each class), and to compare them with the inter-class similarities (i.e.,
the similarity computed by considering only documents belonging to different
classes). To this purpose, values inside the matrix can be aggregated according
to the classes of membership of the related elements: given a set of trajectories
belonging to n prior classes, a similarity matrix S about these trajectories can be
summarized by a n×n matrix CS , where the generic element CS (i, j) represents
the average similarity between class i and class j:

CS (i, j) =

⎧⎨
⎩

∑
x,y∈Ci,x �=y ED(x,y)
|Ci|×(|Ci|−1) iff i = j∑

x∈Ci,y∈Cj
ED(x,y)

|Ci|×|Cj| otherwise

The higher the values on the diagonal of the corresponding CS matrix are w.r.t.
those outside the diagonal, the greater the ability of the similarity measure to
separate different classes. In the following results we report a similarity matrix for
each dataset being considered, as it easy to see it has proven that the technique
is quite effective for clustering the datasets being considered.

4.1 School Bus

For this dataset our prior knowledge is the set of trajectories related to the two
school buses. We present the results using two classes but we point out that
our technique is able to further refine the cluster assignment by identifying the
microclusters represented by common subtrajectories. The results are shown in
Table 1. It is clear to see from the results that there is a crisp difference between
the two clusters.

Table 1. Average similarities for the School Bus dataset

Bus 1 Bus 2

Bus 1 0.9990 0.7528
Bus 2 0.7528 1

4.2 Trucks

In this case we considered as a class assignment the different trajectories reaching
the area where concrete were delivered. In this case there were six main classes
as it is shown in Table 2.

3 Available at http://www.fs.fed.us/pnw/starkey/data/tables/index.shtml
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Table 2. Average similarities for the Trucks dataset

Site 1 Site 2 Site 3 Site 4 Site 5 Site 6

Site 1 0.9981 0.7608 0.7610 0.8125 0.8145 0.8275
Site 2 0.7608 0.9909 0.7176 0.7494 0.7150 0.7968
Site 3 0.7610 0.7176 0.9898 0.6054 0.7994 0.7021
Site 4 0.8125 0.7494 0.6054 0.9994 0.7500 0.7515
Site 5 0.8145 0.7150 0.7994 0.7500 0.9970 0.7994
Site 6 0.8275 0.7968 0.7021 0.7515 0.7994 0.9894

4.3 Animals

In this case we considered as a class assignment the different trajectories tra-
versed by elk, mule deer, and cattle. Thus, in this case there were three main
classes as shown in Table 3.

Table 3. Average similarities for the Animals dataset

elk mule deer cattle

elk 1.000 0.6639 0.6668
mule deer 0.6639 0.9993 0.7005
cattle 0.6668 0.7005 0.9995

5 Conclusion

In this paper we addressed the problem of detecting clusters in trajectory data.
The technique we have proposed is mainly based on the idea of representing a
trajectory as string. Thereby, the similarity between two trajectories can be com-
puted by exploiting the edit distance between the associated strings. Experimen-
tal results showed the effectiveness of our approach. The current work is subject
to further extensions, that we plan to address in future work such as exploiting
more information about the regions obtained with PCA and defining a regioning
strategy that allows more complex regions. Moreover we would like to investigate
a more refined edit distance algorithm in order to better capture the main features
of the trajectories being analyzed, i.e. to take into account the Euclidean distances
between regions.
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Abstract. Topological changes to regions, such as merging/splitting
and hole formation/elimination, are significant events in their evolution.
Information about such salient changes is useful in many applications.
The research reported in this paper provides theoretical foundations for
such topological change detection in sensor networks. A local tree model
is proposed in the spatial domain, based on which a set of types of topo-
logical changes is specified. We also present a sensor network framework
which captures the necessary information required by the tree model.
Both the local tree model and the sensor network framework form the
foundations for detection approaches that allow sensor networks to re-
port topological changes.

1 Introduction and Background

Wireless sensor network technology provides real-time information about the en-
vironment, and this will play an important role in the monitoring of geographic
phenomena. Most sensing applications up to now have focused on capturing, pro-
cessing and reporting geographical information in the form of spatial-temporal
data. However, topological changes to regions, such as merging/splitting and
hole formation/elimination, are often the significant events, and in many ap-
plications it is useful to have information about such topological changes. For
example, in the case of wildfire, fire fighters might be interested if the fire zone
regions split and become disconnected, so that they can reorganize the team ac-
cordingly. They might also be interested in merging fires, as it sometimes slows
down the burn when the fires are burning over each other. This paper focuses
on addressing the basic issues related to the application of sensor networks to
the detection of topological changes.

Topological features are important aspects of spatial data. Their representa-
tions are the focus of much research work in spatial data modeling. Topological
features allow us to classify spatial changes. Egenhofer and Al-Taha [1] analyze
and classify the spatial changes involving two regions based on their topological
relations before and after the change, and the result is recorded using the con-
ceptual neighborhood graph. In previous work [2], we have proposed a model
that represents the dynamic topology of an areal object (a collection of region
components, possibly with holes and islands), based on which different types of
topological changes are specified.

N. Trigoni, A. Markham, and S. Nawaz (Eds.): GSN 2009, LNCS 5659, pp. 112–121, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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A straightforward application of sensor networks is to the monitoring of geo-
graphical phenomena [3]. Previous research either focuses on proposing energy-
efficient approaches to transmitting entire sensing data back to base stations
[4,5], or focuses on providing important spatial properties of the phenomena.
For example, the snake model proposed by Jin and Nittel [6] is able to derive
the area and centroid of a deformable 2D object over time. Recently, there is
an increasing interest in considering topological information when processing
sensing data. Gandhi, Hershberger and Suri [7] emphasize the topology of the
isolines in a scalar field and propose an approach that approximate a family of
isolines by a collection of topology-preserving polygons. Sarkar et al. [8] present
a distributed algorithm for the construction of a contour tree to represent the
topological structure of contours in a scalar field, based on which isoline queries
can be enabled. Worboys and Duckham [9] provide a computational model for
sensor networks to detect global high-level topological changes based on low-level
‘snapshot’ of spatiotemporal data.

Current research has made initial attempts to topological change detection
using wireless sensor networks. Farah and Cheng et al. [10] provided initial at-
tempts to detect topological changes in responsive sensor networks by an event-
driven approach. Sadeq [11] proposed the idea of detecting topological changes
by maintaining the boundary state of areal objects. In [12], we presented the
topological change detection approach based on local aggregation.

2 Local Tree Model

This work is concerned with evolving areal objects in the plane. An areal object is
a collection of region components, possibly with holes or islands. At a particular
time, an areal object can be considered as a set R of points in the spatial domain,
and the evolution of an areal object can be considered as a temporal sequence
of snapshots of the areal object. Each pair of consecutive snapshots describes a
change, called a basic transition. Topological changes can be observed during a
basic transition.

Let R1 and R2 be a pair of areal objects that define a basic transition, where
R1 and R2 are the start and end snapshots, respectively. Any location p in the
spatial domain must have one of the following four states: (I) p /∈ R1 and p ∈ R2.
(II) p ∈ R1 and p /∈ R2. (III) p ∈ R1 and p ∈ R2, or (IV) p /∈ R1 and p /∈ R2.
Based on the states of each location, the whole spatial domain can be partitioned
into several components. Each component is a maximal topologically connected
set of locations in the same state.

The locations in state I or state II form the components that are either added
to or removed from the areal object during the basic transition. We call such
components transition regions. For simplicity, we assume each basic transition
has only one transition region that is topologically equivalent to a disk; i.e., the
transition region is a single piece without any holes. The locations in state III
or IV form the components that do not change during the basic transition. The
structure of such components is important to determine the type of the basic
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(a) (b)
A

B C DE

Fig. 1. A basic transition

transition. However, not all of the components are crucial in the determination
of the type of topological change. Only the components that are adjacent to
the transition region are necessary. These components are referred to as C-
components.

As an example, Fig. 1(a) shows a basic transition of an areal object, based on
which the spatial domain is partitioned into five components A-E, as shown in
Fig. 1(b). Among these components, component C is the transition component,
and components A, B and D are C-components.

To specify topological changes, we are most interested in the adjacency re-
lations and the surrounded-by relations between the C-components. These are
defined as follows:

Definition 1. Let X1 and X2 be a pair of components in a basic transition.

1. X1 is said to be adjacent to X2 if the boundary of X1 intersects the boundary
of X2.

2. X1 is said to be surrounded by X2 if any path that connects a point in the
closure of X1 to a point at infinity intersects the closure of X2\X1 . X1 is
said to surround X2, if X2 is surrounded by X1.

The structure of the C-components in a basic transition have the properties
stated as follows, and section 4 provides detailed proofs of these properties.

1. There is exactly one C-component X which surrounds all the other C-
components. X is referred to as the background C-component of the basic
transition.

2. The topological structure of the C-components in a basic transition can be
represented by a rooted tree. A vertex of the tree represents a C-component,
and an edge of the tree connects a pair of vertices representing adjacent C-
components. The root of the tree represents the background C-component.

As different rooted trees can be explored in a systematic way, we are able to
generate the possible topological structures between the C-components of a ba-
sic transition. Fig. 2 lists all the rooted trees with less than 4 vertices, and
examples of structures represented by the rooted trees are also provided. In the
figure, the transition region is indicated by shaded area, and the vertices of the
representation tree are placed inside the C-components they represent.

The classification of a basic transition is based on the following three factors:
(1) The topological structure of its C-components, (2) the state of the locations
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Fig. 2. Tree representations for different configurations of C-components

Region appear (A) Region disappear (B)

Regions merge (E) Region split (F)

Region self-merge (G) Region self-split (H)

Hole disappear (I)  Hole appear (J)

Hole split (M) Hole merge (N)

Hole self-split (O)  Hole self-merge (P)

 T = I   B = IV

State of background C-component (B)State of transition region (T)

Topology-preserving changes  (C, D, K, L)

Local
topological
structure  T = II   B = IV  T = I   B = III  T = II   B = III

Fig. 3. Classification of basic transitions

A

B

A: Region appear B: Region disappear

C, D, K, L: Topology-preserving changes

E: Regions merge F: Region split

G: Region self-merge H: Region self-split

I

I: Hole disappear J: Hole appear

M: Hole split N: Hole merge

O: Hole self-split P: Hole self-merge

J

C

D

K

L

E

F
M

N

G

H

O

P

Fig. 4. Examples of specific types of topological changes

in its transition region, and (3) the state of the locations in its background
C-component. The classification yields different types of topological changes in-
curred by a basic transition. Fig. 3 shows the classification results, in which the
13 types of specific topological changes are distinguished, and Fig. 4 provides an
example of a basic transition for each type of topological change. These types
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of topological changes will be used in the sensor report to describe the observed
basic transition.

3 Completeness of Local Tree Model

In this section, we prove that the structure of C-components in any basic tran-
sition can be represented by a rooted tree, and therefore the local tree model
provides a complete coverage over all basic transitions.

The following lemmas and theorems use the notion of ‘partially surrounded-by’.
Let X1 and X2 be a pair of distinctive C-components in a basic transition, and let
T be the transition region. X1 is defined to be partially surrounded by X2 (or X2
partially surrounds X1) if X1 is surrounded by T ∪ X2. Fig. 5 shows an example
in which C-component X1 is partially surrounded by C-component X2.

T

X1X2

Fig. 5. Example of partially-surrounded-by relation

We first present several lemmas to show the properties of the C-components
in a basic transition. As the proofs of these lemmas are long, we do not include
them in this paper. These proofs can be found in [13].

Lemma 1. The adjacency graph of the C-components in a basic transition is
connected.

Lemma 2. Let X1 and X2 be a pair of adjacent C-components in a basic transi-
tion. One of the following statements must be true: either X1 partially surrounds
X2, or X2 partially surrounds X1.

Lemma 3. Let X1, X2, and Y be distinct components in the spatial domain
such that X1 ∪ Y surrounds X2 and X2 ∪ Y surrounds X1. Y must surround
both X1 and X2.

Lemma 4. Let X1 and X2 be a pair of C-components. The following statements
cannot both be true: (1) X1 is partially surrounded by X2. (2) X2 is partially
surrounded by X1.

Lemma 5. Let X1, X2 and Y be distinct C-components. The following state-
ments cannot both be true: (1) X1 is adjacent to Y and partially surrounds Y .
(2) X2 is adjacent to Y and partially surrounds Y .

Theorems 1 and 2 present the major results of this section.
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Theorem 1. The adjacency graph of the C-components in a basic transition is
a tree.

Proof. This can be proved by showing that the adjacency graph of the C-
components in a basic transition is both connected and cycle-free.

By Lemma 1, the adjacency graph is connected. We prove it is cycle-free
by contradiction. Suppose we are able to find a cycle in the adjacency graph,
which must contain more than 2 vertices. By Lemma 2, the partially-surrounded-
by relation must hold between the C-components represented by any pair of
adjacent vertices in the cycle, and there are two possible cases to consider:

Case 1: there are three consecutive vertices in the cycle representing C-
components Xi−1, Xi, and Xi+1, respectively, such that both Xi−1 and Xi+1
are adjacent to Xi and partially surround Xi. This contradicts the conclusion of
Lemma 5.

Case 2: for ∀i, i = 1, 2, ..., k − 1 (where k is the number of vertices in the
cycle), Xi partially surrounds Xi+1, and Xk partially surrounds X1. It follows
that X1 partially surrounds itself. Hence by definition, the transition region
surrounds X1. This contradicts the assumption that the transition region is
simply connected.

Both cases lead to contradictions, so the adjacency graph of the C-components
is both connected and cycle-free, and therefore must be a tree. �

Theorem 2. Among all the C-components of a basic transition, there must be
exactly one C-component that surrounds all the other C-components.

Proof. It is straightforward to prove this theorem, if there is one or two C-
components in the basic transition. Consider the basic transitions which have
more than two C-components.

First, we show that there must be at least one C-component B that par-
tially surrounds all the other C-components. If not, we are able to find two C-
components Xn and Xm such that neither of them is partially surrounded by any
other C-components. By theorem 1, the adjacency graph of these C-components
is a tree. By Lemma 2, in the path of the adjacency tree that connects the
vertices representing Xn and Xm, there must be three consecutive vertices that
represent C-components Xi−1, Xi and Xi+1, such that both Xi−1 and Xi+1 are
adjacent to Xi and partially surround Xi. This contradicts the result of Lemma
5. Therefore, there must be at least one C-component B that partially surrounds
all the other C-components.

In addition, by Lemma 4, there is at most one C-component B that partially
surrounds all the other C-components. In all, there is exactly one C-component
B that partially surrounds all the other C-components.

Finally, we show that B surrounds all the other C-components. Let T be
the transition region, and U be the union of all the C-components except for
B. As B partially surrounds all the other C-components, it follows that B ∪ T
surrounds U . In addition, by the definition of C-components, B∪U surrounds T .
By Lemma 3, we have B surrounds U , and therefore B surrounds all the other
C-components. �
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Theorems 1 and 2 show that the structure of C-components in any basic transi-
tion can be represented by a rooted tree, in which the root represents the unique
background C-component.

4 Sensor Network Configuration

We are using sensor networks to track and report topological changes. This sec-
tion provides the basic assumptions we have made about the sensor networks,
as well as the definitions of basic elements in sensor networks that are approxi-
mate representations of the components and relations required by the local tree
model.

We assume that a node located near the boundary of the sensing area is
selected to be the reference node, which is assumed to be located outside the
scope of the observing phenomena. The sensor nodes in the sensing area induce
a Voronoi diagram, and each sensor node n is associated with a Voronoi cell
consisting of all the locations that are closer to n than to any other sensor node.

The sensor nodes take measurements at a sequence of sampling rounds t0,
t1, ..., tn. We assume that the reading of a sensor node at any of the sampling
rounds is either 0 or 1. Our interpretation is that the reading is 1 if the sensor
node is in an area of high intensity (reading above a threshold), otherwise it is
0. A change is captured by sensor readings at a pair of consecutive sampling
rounds, and the type of a transition is determined by comparing the readings.
The comparison first defines four states of nodes at sampling round ti.

Definition 2. Let r(n, t) ∈ {0, 1} denote the reading of a node n at a time
t. The state of n at a sampling round ti(1 ≤ i ≤ k) is defined to be a pair
h = (r(n, ti−1), r(n, ti)), such that h ∈ {(0, 1), (0, 0), (1, 0), (1, 1)}.
The states of the sensor nodes together with the sensor connectivity yield the
following concepts that approximate the fundamental properties required by the
local tree model.

Definition 3. Let N be a set of sensor nodes, N is said to be a homogeneous
sensor component if the nodes in N are in the same state and induce a connected
component in the communication graph. Moreover, N is defined to be a maximal
homogeneous sensor component, if it is impossible to find a node n in the sensing
area such that (1) n /∈ N , and (2) N ∪{n} is a homogeneous sensor component.

Definition 4. Let N1 and N2 (N1 ∩ N2 = ∅) be a pair of homogeneous sensor
components.

1. N1 is said to be adjacent to N2 if there are nodes n1 ∈ N1 and n2 ∈ N2 such
that n1 and n2 are direct neighbors in the communication graph. Otherwise,
N1 and N2 are said to be separated.

2. N1 is said to be surrounded by N2, if any path in the communication graph
that starts from the reference node and contains a node of N1 must contain
a node of N2. N1 is said to surround N2, if N2 is surrounded by N1.
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Definition 5. Let N be a maximal homogeneous sensor component.

1. N is defined to be a transition sensor component, if N consists of only nodes
either in state (0, 1) or in state (1, 0).

2. N is defined to be a sensor C-component, if both of the following conditions
are satisfied: (1) N consists of nodes either in state (0, 0) or in state (1, 1),
and (2) N is adjacent to transition sensor component.

3. N is defined to be a background sensor C-component, if it is a sensor C-
component and it surrounds all the other sensor C-components.

Table 1. Elements in spatial domain and their approximations in sensor networks

In spatial domain In sensor networks

A C-component in state III A sensor C-component in state (1, 1)
A C-component in state IV A sensor C-component in state (0, 0)

The transition region The transition sensor component
The background C-component The background sensor C-component

Adjacency relations Adjacency relations between
between C-components sensor C-components
Surrounded-by relations Surrounded-by relations
between C-components between sensor C-components

Table 1 shows the correspondences between the components and relations we
defined in spatial domain and their representations in sensor networks. Based on
the correspondences, all the concepts defined in the spatial domain can be repre-
sented and computed in terms of states of sensors and connectivity between them.

Ideally, the elements defined in sensor networks represent the properties of
the areal objects in the spatial domain. The nodes located in a component of
the spatial domain form exactly one maximal homogeneous sensor component.
Components in the spatial domain are adjacent if and only if they are repre-
sented by adjacent maximal homogeneous sensor components. Components in
the spatial domain surround each other if and only if they are represented by
maximal sensor components that surround each other. However, such a perfect
matching may not always exist. Inconsistency may be caused by low node density
and improper setting of communication ranges. Here are some of the examples.

First, if the density of the nodes is low, a component in the spatial domain
that is small enough may not contain any sensor node, and therefore is not
represented by any sensor component, as shown in Fig. 6(a).

Second, if the communication range of the sensor nodes is not large enough,
inconsistencies may occur. For example, a pair of adjacent components in the
spatial domain are represented by a pair of separated maximal homogeneous
sensor components, as shown in Fig. 6(b).

Finally, if the communication range of the sensor nodes is not small enough, in-
consistencies may occur. For example, a pair of components that are not adjacent
in the spatial domain is represented by a pair of adjacent maximal homogeneous
sensor components, as shown in Fig. 6(c).
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Fig. 6. Configurations that lead to errors in reports

In order to avoid inconsistency, we stipulate that the sensor node deployment
satisfies the following constraints: (1) Density constraint, sensor nodes are
deployed densely enough so that a sensor node measurement accurately reflects
all locations in its Voronoi cell. (2) Communication constraint, each sensor
node communicates exactly with the nodes in its adjacent Voronoi cells.

Sensor networks that conform to both constraints are able to provide correct
sensing reports on the topological changes based on the framework we provided.
Failure to conform to both constraints does not disable the whole detection
approach, but it might result in errors in the reports of some sensing rounds.
For example, sensor network might report that splitting of a wild fire is observed
in a sensing round, but in reality the fire does not split.

5 Conclusion and Future Work

This paper provides the computational foundations for topological change de-
tection in sensor networks. Based on the local tree model, basic transitions are
classified into a set of classes, and each class specifies a type of topological
change. We also analyze the corresponding elements required by the local tree
model in the sensor network configuration. Based on these foundations, we have
developed distributed algorithms for topological change detection using sensor
networks, detailed in [13].

Future work includes the following areas: (1) extensions of current research in
order to handle non-incremental transitions, in which more than one transition
region exists in a pair of consecutive snapshots, and each transition region may
have holes. (2) design of algorithms for topological change detection under im-
perfect information, which can be introduced in either by uncertainty in sensor
readings or by improper configuration of sensor networks.
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Abstract. In this paper, a general model of an Early Detection of Envi-
ronmental Events System is presented. It follows established technologies
and it is based on wireless sensor network nodes connected to a central
computer using IEEE 802.15.4 and the General Radio Packet Service. In
order to test its feasibility, the model is applied to the early detection of
forest fires. The contribution of this paper is to show that although the
system is theoretically apt to work well in small grid squares, its deploy-
ment over the totality of large areas is unfeasible due to the sheer number
of sensors necessary, and their present costs and deployment difficulties.
Instead, a second best alternative, giving not an early warning of an im-
pending fire but an early notice that the fire is in its beginning phase, is
shown to be feasible, from both technical and economic points of view.

Keywords: Early warning, wireless sensor network, environmental
events.

1 Introduction

Very often started by accident, environmental events can cause considerable
damage to the environment itself as well as to property and/or people. Usually,
it is hard to predict when, where and how this kind of incidents will begin.
However, in many cases it is possible to devise a system that, based on the
retrieval of a well chosen set of data, anticipates the beginning of this kind of
events or, as a second-best alternative, detects the event immediately after it
actually took place and is still in its starting phase. Such a system will be called
Early Detection of Environmental Events System (EDEES).

An EDEES can be used for many purposes, for instance to detect forest fires,
river floods, volcanic activity, seismic activity, etc. They are a paradigmatic
real-time application: since the instant of an anomaly detection in the field until
taking appropriate countermeasures, the delay must be bounded for the coun-
termeasures to be effective.

Wireless Sensor Networks (WSNs) are increasinglyproposed to perform surveil-
lance on difficult access places or remote locations, where the presence of human
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operators is impractical. For this purpose, WSNs rely on small System-On-a-Chip
devices called motes ; by combining sensor, calculation and transmission capabili-
ties, they can sense some variables and transmit their values, raw or processed, to
a central computer where decisions may be taken according to the available data.
WSNs therefore seem to be a good choice to implement an EDEES.

In this paper, a general EDEES model and its application to two alternatives
of forest fire detection systems are presented. Both alternatives are based on the
use of sensors of weather and field variables, the IEEE 802.15.4 and the General
Packet Radio Service as communication protocols, and a central computer to
process the acquired data. A combined time-driven/query-driven approach is
used there to implement the real-time surveillance.

The rest of the paper is organized as follows. In Section 2 related work is
discussed. In Section 3, the general system model is presented. In Section 4,
its application to two alternatives of EDEES dedicated to forest fire detection
are proposed and their feasibility analysed. Finally, in Section 5, conclusions are
drawn.

2 Related Work

In the summer of 2007, an extensive bibliography was published by the Au-
tonomous Network Research Group of the University of California, under the
direction of Dr. B. Krishnamachari. It contains over 1000 references, mostly of
the previous five years. In what follows, only a few are discussed, those present-
ing calculation methods used in this paper or proposing forest fire early warning
systems, are commented.

In [1], a WSN is used to monitor forest fires. In the paper, the authors describe
an algorithm based on the computation of the Canadian Fire Weather Index
(FWI). There is no response time analysis. The approach is repeated in [2]
although the authors use a different index to measure the probability of fire.

In [3], a forest fire monitoring WSN is also proposed. Each node of the network
can produce a regular report periodically, an emergency report upon a special
event and finally may answer to the query of the master. Once the information
has been collected, a neural network processes the retrieved data and produces
an output indicating the probability of a developing fire in the area.

In [4,5,6], IEEE 802.15.4 is studied in detail. The analysis gives a full under-
standing of the behaviour of the deterministic mechanism, to operate in real-
time, with regard to delay and throughput metrics. The network scheduling is
analysed under different modes of operation. The calculation methods are used
in this paper.

In [7], exhaustive simulation-based performance evaluations of the Medium
Access Control sublayer of the standard are presented.

In [8], an analysis of the cost/benefit trade-off in sensor networks is presented.
The authors discuss the utility of using this kind of technology and its efficiency
versus more traditional ones. Special consideration is given to large area coverage
where the deployment of sensors is difficult or expensive.
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3 System Model

In general, EDEESs are based on the acquisition of data in situ. Data, raw or
with some sort of elaboration, must be transmitted through communication net-
works to a central computer (CC), which processes them and, if necessary, raises
the alarm to prompt countermeasures. Clear indications about the geographical
location and type of detected event must be given. In what follows, the type of
variables to be sensed, the networks to transmit their values, and their processing
are described.

3.1 Indices

The sensors measure weather and field variables, for instance air temperature,
wind direction, wind intensity, humidity, UV intensity, barometric pressure, soil
moisture, ground temperature, precipitations (rain, dew) etc. The values of these
variables, captured by the WSN, are fused and an index is built. The probabil-
ity of an incident, based on the value of the index, is then estimated by the
central computer implementing a real-time policy. Obviously, different types of
events (fires, floods, earthquakes, volcanoes, etc.) require different types of in-
dices. Moreover, for the same type of events, indices of different complexity can
be devised. As a rule of thumb it can be said that more complexity in the index
is roughly associated to an earlier warning of the impending event. However,
more complex indices generally increment the cost of the sensors and the load
on calculations and communications, leading to a shorter life of the batteries,
a relevant issue because the lifespan of a mote is the life of its battery. The
trade-off point between complexity of the index and life of the battery must be
set by the designer.

3.2 802.15.4

At the base of the EDEES is a WSN whose nodes are implemented by motes. The
IEEE 802.15.4 standard has been adopted by many manufacturers of motes [9]. It
provides wireless connectivity, with very low complexity, cost and power, among
low data-rate cheap devices. Therefore it is used as the lower communication
protocol of the EDEES.

IEEE 802.15.4 covers only the two lower layers of the Open System Intercon-
nection model. The higher layers are covered by ZigBee, a protocol developed
by a consortium of vendors to enhance the IEEE Standard. It will be used in
what follows.

3.2.1 Topologies
The standard proposes three different topologies for the network: star, mesh and
cluster-tree. In the first one, there is a central node at the hub of the star. The
rest of the nodes communicate only with the central one. In the mesh topology,
a direct link can be established between any two nodes that are within range.
Finally, the cluster-tree combines the previous two. The use of each one depends
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(a) Star (b) Mesh (c) Cluster tree

Fig. 1. 802.15.4/ZigBee Topologies

on the application and the physical constraints of the place where the WSN
will be deployed. It must be noted that the range of a mote is no more than
30 meters, limiting in this way the distance between adjacent nodes with the
possibility of a direct link. This limits the star topology to a circular area with
a diameter of at most 60 m.

The mesh topology permits a wider coverage since nodes can communicate
through other nodes; by doing so a multi-hop path is established reaching very
long distances. The information can be spread among all nodes and a full
distributed system may be implemented on top of the WSN. However, the
mesh topology only admits a non deterministic access mode to the transmis-
sion medium and therefore it cannot be used in a real-time application. On top
of that, the number of nodes involved in an environmental monitoring applica-
tion is usually in the order of thousands, making the routing tables in the nodes
very large and so making difficult the administration of the network.

Finally, the cluster-tree topology combines the predictability of the star topol-
ogy and the wider range of the mesh one. Three different kind of nodes are used:
Coordinators, Routers and End Devices. A Coordinator (C), at the root of the
tree, is in charge of choosing a Personal Area Network identifier, not used by any
other neighbour. Routers (R) communicate with the Coordinator and negotiate
with it the address assignment, communication parameters, and the possibilities
of extending the network. The sensors are the End Devices (ED) and, therefore,
the leaves of the tree.

In order to provide coverage to a wide area, some other technology like radio,
GPRS, or even cell-phone links, have to be incorporated. Therefore, the C-nodes
in Figure 1 are also part of a higher order network.

3.2.2 Medium Access Control
802.15.4 has two layers, the Physical and the Medium Access Control (MAC) in
which the rules to access the transmission medium are specified. There are two
operational modes: the non beacon-enabled and the beacon-enabled. The second
one provides timeliness guarantees and is, therefore, the one used in this sys-
tem. In this mode, communications are synchronized by a beacon. Each Beacon
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Interval has an active part in which data is transmitted within a Superframe
structure and an inactive part in which nodes may sleep, so extending the life
of their batteries. The Superframe has three different parts. In the third one, a
Contention Free Period access to the medium is granted in the form of Guaran-
teed Time Slots. The use of this mechanism bounds delays and makes possible
the granting of real-time guarantees. An excellent description of the Guaranteed
Time Slots management can be found in [6].

3.3 The Higher Order Network

Because of its wide availability, General Packet Radio Service (GPRS) is a good
candidate for the higher order network. It is a packet-based communication
service for mobile devices that allows data to be sent and received across a
mobile telephone network. It is a technology halfway between the second and
third generation of cell-phones. Its theoretical bandwidth is 171.2 kbps but it
usually operates at a much lower rate, 20-50kbps, on top of older GSM networks;
therefore, its coverage is usually large.

The values of the variables may be preprocessed in the cluster and sent to
the central computer through the GPRS node with 16 bit precision. The GPRS
packets have a maximum of 1600 bytes, and all the information can be sent to
the CC in a single packet. In [10] a delay and throughput analysis is presented
for GPRS, based on the packet size and the channel interference. In our case,
using the methodology proposed in [10], there is a worst delay of 0.5 s for a
packet size of 400 bytes, long enough to transmit all the necessary information
from the C-node to the CC.

3.4 How the System Operates

The system is capable of operating in two modes: event-driven and query-driven.
In the first mode, the event that triggers the transmission from the cluster to
the CC is the detection of an index value pointing to the initiation of an event.
A typical delay from an ED-node to a C-node up the levels of the tree plus the
computation of the index is 10 s; transmitting through the GPRS may take up
to 0.5 s.

The query-driven mode is used to verify that the whole system is operative.
The CC queries all the clusters in a round-robin fashion. If an answer is not
given or it is incorrect, the query process may be repeated up to three times. If
the fault persists, it may be assumed that it is permanent and must be attended
to. Faults at the nodes of the mesh may be caused, for instance, by wind action,
falling branches, wild animals, etc.

Since the motes consume more energy while listening or transmitting, the
implementation of a low duty query cycle is convenient because it saves energy
and provides longer battery life. On the other hand, longer periods between
queries increase the probability of an anomaly being undetected by a faulted
cluster.

Finally, upon reception, the CC may take a few ms to raise the alarm. It
must be noted, however, that once the alarm is raised, countermeasures must be
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taken within an interval such that they are effective, a time-constraint typical
of real-time systems.

4 An EDEES to Detect Forest Fires

The general model just described will be applied now to the design of an EDEES
slated to detect forest fires. The early detection of forest fires is a particularly
important application since the forests burnt every year in the planet are in the
order of hundreds of thousands of km2, with heavy human life losses, extinction
of species and aggravation of the greenhouse effect [11].

The system tries to detect natural conditions leading to the initiation of a
forest fire and, therefore, anticipating the actual fire. In order to do that, a
complex index with many sensed variables must be used. The Canadian Fire
Weather Index (FWI) [12], is based on decades of research on the problem and
takes into account ignition probability, fire behavioral characteristics in case it
develops, difficulties to control it and the damages it could cause. FWI indicates
fire intensity by combining the rate of fire spread with the amount of fuel being
consumed.

The area to be monitored may be divided in grid squares. Since there are
many sensed variables and the transmission range of the motes is only 30 m, a
careful deployment of the nodes, in a cluster tree topology, has to be made in
each square. In Figure 2, an example of a layout is given. The sides of the square
are 120 m long, so its area is 0.0144 km2.

It must be noted, however that the deployment presented in Fig. 2 is only
theoretical because sensors are placed at the very limits of transmission ranges.
It is dubious that such an extreme topology will work in practice. With this
layout, the cluster-tree should be constructed as shown in Figure 3.

The infeasibility of covering the totality of large areas with WSNs has been
pointed out in [8]. National Parks, for example, may have up to several thousand
of km2. In Argentina, for instance, the Nahuel Huapi National park has more
than 7100 km2. Even subtracting the area of the lake, about 500 km2, the area
to monitor fires remains large.

In order to have a grasp of the numbers involved, let’s take as unit of study
an area of 1000 km2. To monitor 100% of it, 69.444 grid squares, as previously
described, would be necessary, with a number of nodes near 2.5 million. The cost
of equipment alone would be in the order of hundreds of millions of US dollars.
To this, the cost of deployment must be added. Air sowing is impractical for
several reasons: sensors may be caught by trees, they may not land right side
up (bringing difficulties in transmission) and spacing may be incorrect. Setting
them by hand is very labor intensive and may end adding an extremely heavy
component to the final cost. What is worse, this is not a one-time-only expense
since batteries die and the whole system must be replaced. Even if it is done
only once every two years, the cost is extremely high. On top of that, the need
of periodic replacements brings out the problem of millions of dead batteries
polluting the soil.
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Fig. 2. Wireless sensor network deployment

Fig. 3. Tree configuration

The deployment of the system is also unfeasible in small areas like, for in-
stance, villages with houses densely built among groves. In this case, children
playing in the lot, pets or wild animals may interfere with the nodes and render
the system inactive.

Therefore, for the time being, WSNs do not seem to be ripe to implement
EDEES covering large areas. They may be feasible in the future but, in the
first place, they would require inexpensive motes with a longer range. The ratio
cost/range should decrease by, at least, two orders of magnitude. In the second
place, motes with a long life-span of their power supply will be necessary. This
can be expected if, for instance, a replenishable supply of energy is obtained by
scavenging the environment [13].
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A second-best alternative is however possible, even with present motes’ costs
and technologies. Let’s assume grid squares of 100 km2, with sensors in the
center. For each 1000 km2 of park, there would be only 10 grid squares. The
maximum distance between any point in the grid and the nearest C-node could
be seen as the resolving power of the grid. It happens when the point is in the
vertex of a grid square, and it would be approximately 7 km, a rather short
distance considering that the grid square has an area of 100 km2.

Obviously, conditions leading to the starting of a fire would not be detected,
but once the fire begins, it will progress and eventually reach the center of a
square grid. Necessary sensors would be one for smoke, one for air temperature,
one for wind direction and one for wind intensity, connected in a star topology.
If the smoke sensor does not anticipate the fire, the air temperature sensor will
detect an anomalous increase before being engulfed by the fire. Wind sensors
will provide data allowing a good estimation of where and when the fire started.
Adding sensors to calculate a complex fire index is useless since the covered area
would be 0.0144% of the total area. Accepting four ED-nodes plus one C-node
per grid square, a total of 50 nodes, with a cost of US$ 5000 at present prices,
will satisfy the requirements of the 1000 km2 of the study unit.

Obviously, the system does not give an early warning of an impending fire
but an early notice that the fire is in its beginning phase. This could allow to
take rapid countermeasures. This is in line with the opinion of professional fire-
fighters reported in [14] indicating that a sensor that could indicate only the
presence of fire would be useful even if the instrument was rapidly destroyed.

It must be noted that taking appropriate countermeasures, for instance send-
ing an hydrant airplane followed by a fire-fighters team transported by cross-
country 4WD terrestrial vehicles, may take, in both alternatives, a time several
orders of magnitude bigger than the delay from sensing to alarm. Therefore, it
is there where the efforts to reduce delays must be focused.

5 Conclusions

Presently, wireless sensor networks have been profusely proposed to monitor
weather and field variables in places of difficult access. In this paper, a general
system model based on a WSN sensing weather and field variables was proposed.
Data is transmitted to a central computer, in charge of taking decisions, by IEEE
802.15.4 and GPRS as high and low end communication protocols. When applied
to detect conditions leading to the initiation of forest fires it was shown that
although from a theoretical point of view, the system may work well and meet
the proposed targets, its deployment in large areas is deemed to be presently
unfeasible because of the costs involved. A second best alternative, giving not
an early warning of an impending fire but an early notice that the fire is already
in its beginning phase, is shown to be not only feasible but also useful, from
both a technical and an economic point of view.
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Abstract. A wireless sensor network deployment on a glacier in Iceland is de-
scribed. The system uses power management as well as power harvesting to 
provide long-term environment sensing. Advances in base station and sensor 
node design as well as initial results are described.  

1   The Glacsweb Project 

The Glacsweb project [1] aimed to study glacier dynamics through the use of wireless 
sensor networks. It replaced wired instruments which had previously been used with 
radio-linked subglacial probes which contained many sensors. The base of a glacier 
has a significant effect on a glacier’s response to climate change and there is a grow-
ing need to study it in order to build better models of their behaviour. Several genera-
tions of systems were deployed in Briksdalsbreen, an outlet of the Jostedal icecap in 
Norway. As a multi-disciplinary research project it involved people from many do-
mains: electronics, computer science, glaciology, electrical engineering, mechanical 
engineering and GIS. 

Initial deployments had to solve the mechanical design of the probe cases and the 
unknown radio communication issues. The solutions involved craft as much as sci-
ence and engineering but the key success has been to create data which had not ex-
isted before [2,3,4,5] while advancing our knowledge of sensor network deployments. 
Hot water drills are used in order to produce holes which reach the glacier bed. Most 
probes are placed 10-30cm under the ice while some are placed within the ice. Due to 
the relatively slowly changing environment the probe sense rate is normally set to 
once every four hours, although an adaptive sampling algorithm has been developed 
in the lab [6] which would optimise this sampling rate. 

2   Iceland Deployment 

Skalafellsjökull is a part of the large Vatnajökull icecap in Iceland and our site was 
chosen at (64°15'27.09"N, 15°50'37.68"W) around 800m altitude near an access road. 
Although there was no local internet connection there was a mobile phone signal 
which we used for the main internet link. The glacier is deep enough to test beyond 
100m depth in the future (we used 60-80m). 

Due to the nature of the team and time available a few key topics were chosen for the 
developments for the Iceland deployment. One main area was to improve the basestation 



132 K. Martinez, J.K. Hart, and R. Ong 

design through the use of a Gumstix processor. This would provide a better development 
environment and easier package management. The probes would maintain the PIC18 
microcontroller but would gain an improved power supply and simplified code. In terms 
of sensors, a high resolution temperature sensor was required to sense small changes. A 
light reflectance sensor was also on the list of items to be tested in order to provide more 
information on the nature of the material surrounding the probes. A simple star network 
was used rather than our more complex TDMA-based protocol [7] in order to simplify 
debugging. 

The disintegration of the ice front in Briksdalsbreen [8] meant that we lost our pre-
vious basestation infrastructure. This coupled with the higher altitude of the Iceland 
site (approximately 800m) led us to build a strong physical structure based on the 
previous pyramid design, to support antennas and the wind generator. 

3   Probes 

The sensor probe was developed around a low voltage version of a PIC18 microcon-
troller employing rigorous power management techniques, as shown in [9]. Power is 
supplied by three Lithium Thionyl Chloride cells chosen for their high energy density 
and wired in parallel. These cells constantly supply power to the real-time clock 
(RTC) and the 5V DC-DC converter. Three voltage regulators are used to signifi-
cantly reduce power-rail noise due to the DC-DC converter, and increase the power 
supply rejection ratio (PSRR) between the digital and analogue circuits of the system. 

The microcontroller is only powered when the RTC’s alarm is triggered. The PIC con-
trols the supply to the sensors and the wireless transceiver to avoid wastage of energy 
when they are not needed. A low drift (1ppm/°C) RTC was used to minimize the neces-
sary synchronization window when the probes awaken each day for communication. 

The sensor probes were configured to gather readings hourly. Apart from one read-
ing, it powers off immediately after the sensors are read and the RTC’s alarm is con-
figured for the following wake up time. The sensor probe enables its transceiver after 
one daily reading at noon and remains powered for up to one minute to allow com-
munication. A simple potential divider and opamp configuration used for the battery 
sensor allowed it to monitor the energy available to allow automatic schedule tuning. 
This rigorous power management scheme has been successfully employed in all ver-
sions of our sub glacial monitoring system, with the current design having a sleep 
current of 6μA (at 3.6V), and a daily consumption of approximately 550μWH.  

The sensor probe uses the conductivity sensor to determine the presence of water 
within its immediate surrounding, and together with the reflectivity sensor to deter-
mine the presence of ice; we are able to infer the surrounding medium of the sensor 
probe: whether embedded it is in dry or wet till, or stuck in the bore hole. The strain 
gauge and pressure sensor measure the structural and hydrostatic (or atmospheric) 
pressure applied by the glacier, which themselves had been used in the past to infer 
the probe’s surrounding medium. 

The tilt sensors are integrated in a single micro-electro-mechanical system 
(MEMS) integrated circuit capable of measuring static acceleration in all orthogonal 
directions. This data is converted to the tilt/roll of the probe. The case strain is meas-
ured using strain gauges glued inside the case. 
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Fig. 1. Block diagram of a probe 

 

The radio transceiver used was the BiM1-173.250-10 from Radiometrix which was 
tested in Norway. 173MHz was used rather than the more usual 433MHz, 868Mhz or 
2.4GHz ISM bands due to the significant attenuation and reflections at higher fre-
quencies. The antenna was a custom 1/4 wave helical design made from a 24 s.w.g. 
wire specifically tuned for transmissions through ice. 

Each sensor probe has the provision for an RS232 level converter allowing it to be 
used as a “wired probe”. In this mode of operation, the sensor probe acts as a distant 
transceiver which was embedded 10m within the glacier for improved communication 
range, particularly during the summer. The light sensor was a simple LED and photo-
diode configured with till/ice in the lab. 

Calibration data for each probe is held on the basestation and the raw data is stored 
alongside a converted set of readings. This saves some effort by the probes and re-
quires very little processing by the more powerful basestation. Twelve probes were 
deployed in the summer of 2008. 

4   Base Station 

Gateways or base stations are often a single point of failure in sensor networks. We 
have continually improved and redesigned a basestation every year since the first 
Norway deployment in 2001. The earliest were highly specialized and could not eas-
ily be reprogrammed remotely. The reality of deployments means that enhancements 
are often required after leaving the site. It is also very useful to be able to run experi-
mental configurations for short periods of time. The 2008 basestation used research 
from the lab into combining a powerful processor running Linux with a low power 
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microcontroller [6]. A small ARM-based platform produced by Gumstix provides 
easy programming, networking and management. In Norway we had decided that the 
main control code should be in an easily read/edited script language, with core code 
frozen (and generally written in C). The Gumstix platform made the use of the Python 
language simple and this was a major advance over Csh scripts previously used. 

 

I/O board

ARM Gumstix   

MSP430 microcontroller

I2
C

Analogue 
inputs

Digital I/O

Power 
control

digital I/O

serial I/O

dGPSGPRS Serial probe

    

Fig. 2. Base station schematic and photograph of the installation 

However one of the weaknesses shown by our previous ARM-linux component 
(Bitsy) was its high sleep current. The Gumstix (Connex) was not much better so the 
decision was made to power-off the ARM completely between uses and use the mi-
crocontroller (MSP430) to power it up. This “cold-boot” takes much longer than a 
standby wake-up but uses almost zero power. The energy wasted by booting for 
twenty seconds is compensated for by over 23hours in off-mode. This is made possi-
ble by the low frequency of basestation wake-ups we typically use – one per day. 
Clearly if such a system is woken too frequently the power saving benefits are lost. 
The microcontroller has a negligible sleep current (given that we operate from lead 
acid batteries) and can wake to carry out basestation sensing such as battery voltage, 
temperature etc. 

As can be seen in Fig. 2, the base station structure is not anchored to the ice but has 
cutting edges and the weight of the base station “pelican” case is used to stabilise it. 
The Topcon dGPS antenna can be seen on the very top next to the slanted GPRS an-
tenna. The wind generator is placed in a fixed position low down in order to increase 
stability. This was found to be a good compromise in Norway – as the wind tends to 
come down glacier and having a mobile generator would create stability problems. 
Figure 3 shows the case design – with its aluminium strengthening structure, which 
also separates the batteries in case of severe impacts. An internal case is always used 
in order to allow work when the weather is poor. It also allows the complete control 
unit to be removed easily. Large MIL-spec connectors are used on the outside of the 
Pelican case. A small round piezo sounder can be seen inside the internal case which 
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Fig. 3. Base station case showing major components 

is used for debugging beeps. A USB network connection is used to connect a laptop 
in order to log into the Gumstix and upload/edit files or software. A compact flash 
card is used to create an archive of all data and logs. The compact flash card was one 
of the few components to survive falling into the lake in Norway (along with the Top-
con GPS). 

5   Initial Results and Analysis 

In terms of system monitoring the solar and wind power worked well as shown by 
consistently high battery voltage readings. While it was known that the solar power 
would become negligible in winter the snow effects on the wind generator were un-
predictable. The low power needed for the basestation meant we could compensate 
for this unknown by installing plenty of lead-acid battery capacity to maintain it 
through the winter (36AH). Sadly because of the GPRS loss in November we will 
have to wait to obtain the winter data. A problem with the wired probe’s radio also  
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Fig. 4. Battery voltage of the base station showing consistently high charge after deployment 
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meant that after leaving the site no probe communications were possible. In Norway 
we had switched to four wired probes to remove this single point of failure. A “rescue 
mission” in 2009 will replace it as well as install other upgrades. 

The base station computer was found to use 7μW in sleep mode, 52mW when tak-
ing sensor readings with the Gumstix off and 900mW when fully on (without GPRS 
or dGPS). It is the extremely low power in sleep mode which makes this the most 
frugal system we have produced. 

The GPRS communications worked well even though the signal strength was not 
good and some of the daily files reached 110 kbytes. It was not possible to “tunnel” 
back into the system from the UK so the backup control of writing a “special” script 
which was fetched and executed daily worked well. This appears to be a weakness of 
using GPRS as an international network solution. 

The data from the wired probe 12 shown in Fig. 5 shows that the light reflectance 
sensor is showing a change as the borehole closes around the probe. The temperature 
reading is a typical value for ice and the case strain (primary axis) is varying due to 
the ice closing around the case. 

The dGPS was configured to record for five minutes once per week and these files 
would be correlated with those available from a national reference system in Höfn in 
order to measure ice velocity. While this leads to less accuracy due to the long base-
line it saved us a task installing our own second dGPS. Long recordings were found to 
have an accuracy of 4mm because of the large numbers of satellites available. Exter-
nal data such as weather and a webcam image of the area are downloaded automati-
cally by the server in the UK. 
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6   Discussion and Conclusions 

Every deployment has its own characteristics and issues which are only discovered 
once in the field. We built, programmed and deployed this system within four months, 
which is a record for us and was only possible through carefully cutting down the 
complexity of the system and because the team was technically extremely capable. 
The single point of failure in the wired probe turned out to be a weak point but we 
expect the probes to be still running, so gathering their stored data and re-establishing 
the network is still possible. The new base station architecture has proven a success, 
not only is it easier to develop with and uses less power but is also cheaper than our 
previous platform. 

Future improvements will include adaptive GPS recording, so that in times of high 
power availability longer (hence more accurate) readings can be taken. A backup 
internet link is also needed, using long range modems to the nearest building. 
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Abstract. We envision participatory texture documentation (PTD) as a process
in which a group of participants (dedicated individuals and/or general public)
with camera-equipped mobile phones participate in collaborative/social collec-
tion of the urban texture information. PTD enables inexpensive, scalable and
high resolution urban texture documentation. PTD is implemented in two steps.
In the first step, minimum number of points in the urban environment are se-
lected from which collection of maximum urban texture is possible. This step is
called viewpoint selection. In the next step, the selected viewpoints are assigned
to users (based on their preferences and constraints) for texture collection. This
step is termed viewpoint assignment. In this paper, we focus on the viewpoint
selection problem. We prove that this problem is NP-hard, and accordingly, pro-
pose a scalable (and efficient) heuristic with approximation guarantee for view-
point selection. We study, profile and verify our proposed solution by extensive
experiments.

1 Introduction

The advent of earth visualization tools (e.g., Google EarthTM, Microsoft Virtual
EarthTM) has inspired and enabled numerous applications. Some of these tools already
include texture in their representation of the urban environment. The urban texture con-
sists of the set of images/photos collected from the real environment, to be mapped on
the façade of the 3D model of the environment (e.g., building and vegetation models)
for photo-realistic 3D representation. Currently, urban texture is collected via aerial
and/or ground photography (e.g., Google Street View). As a result, texture collec-
tion/documentation is 1) expensive, 2) unscalable (in terms of the required resources),
and 3) with low temporal and/or spatial resolution (i.e., texture cannot be collected fre-
quently and widely enough).

To address these limitations, we propose leveraging the popularity of
camera-equipped mobile devices (such as cell phones and PDAs) for inexpen-
sive and scalable urban texture documentation with high spatiotemporal resolution.

� This research has been funded in part by NSF grants IIS-0238560 (PECASE), IIS-0534761,
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0120778). Any opinions, findings, and conclusions or recommendations expressed in this ma-
terial are those of the author(s) and do not necessarily reflect the views of the National Science
Foundation.
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With such participatory texture documentation, termed PTD hereafter, a group of
participants (dedicated individuals and/or general public) with camera-equipped mobile
phones participate in collaborative/social collection of the urban texture information1.
By enabling low-cost, scalable, accurate, and real-time texture documentation, PTD
facilitates various applications such as eyewitness news broadcast, urban behavior
analysis, and real-estate monitoring as well as critical emergency-response and disaster
management applications (e.g., in case of earthquake, hurricane, and wildfire).

PTD can be implemented as a two-step process. In the first step, called viewpoint
selection, a set of points in the urban environment is selected for texture collection. We
call such points viewpoints. Collection of the maximum possible urban texture should
be doable by taking images at the set of selected viewpoints collectively. Because of the
participatory nature of PTD, available resources (users’ participation time) are usually
limited and, therefore it is critical to minimize the number of selected viewpoints. In
the second step, termed viewpoint assignment, considering the constraints and prefer-
ences of the participants, the selected viewpoints are assigned to different individuals
for texture collection.

In this paper, we focus on the first step, viewpoint selection. We formally define
the viewpoint selection problem and prove that it is an NP-hard problem by reduction
from the minimum set cover problem [1]. Therefore, optimal solutions for the problem
are rendered unscalable as the extent of the urban environment grows large; hence, we
propose an efficient heuristic, termed GV S, with approximation guarantee to select the
viewpoints. GV S solves a given instance of viewpoint selection problem by reduction
to an instance of the minimum set cover problem. Based on our experimental results,
as compared to the naı̈ve approach which selects the environment points by imposing
a grid with the cell size of c × c, GV S reduces the number of selected viewpoints by
83% on average over different values of c.

The rest of this paper is organized as follows. In Section 2, we formally define the
viewpoint selection problem. We study the complexity of the problem in Section 3.
Section 4 discusses our approach to solve the viewpoint selection problem. Section 5
presents the results of our extensive empirical analysis of the proposed solution. Finally,
we discuss the related work in Section 6, and conclude in Section 7.

2 Problem Definition

An urban environment consists of various 3D elements such as buildings, trees and the
terrain (Fig. 1(a)).The environment can be modeled by any object-level model, i.e., a
model in which the environment is represented by a set of objects. Here, without loss
of generality, we assume a TIN (Triangulated Irregular Network) [2] model is used to
represent all 3D elements in an urban environment (Fig. 1(b)). The texture of the envi-
ronment is the set of images mapped on the triangles of the TIN model. Correspond-
ingly, participatory texture documentation (PTD) is defined as the process of collecting
and mapping the texture onto the TIN model of the urban environment.

1 A PTD system is currently under development at the Information Laboratory in the University
of Southern California (see http://infolab.usc.edu/projects/GeoSIM).
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(a) (b)

Fig. 1. Representing an urban environment for texture documentation: (a) The environment and
(b) its representation in TIN model

With PTD, participants/users move in the urban environment and make stops at se-
lected viewpoints to take images. We assume users’ movements are limited to an urban
road network and, therefore, the viewpoints must be selected from the road network.
The road network can be modeled by a weighted graph G, which we call the road net-
work graph hereafter. We assume a user walks or drives on G and she can stop and take
images at only certain points on G, denoted by P. Users are presumed to carry similar
camera-equipped cell phones. A user takes a panoramic image at an assigned viewpoint
v on the road network and therefore collects the maximum texture one can collect at v.

Given the aforementioned assumptions, we define the viewpoint selection problem
as follows. Consider an environment E represented by TIN model with T as the set
of TIN triangles, and a road network graph G in E. Assume the set of points on G at
which a user can make stop and take images is denoted by P. We define T ′ ⊆ T as the
TIN triangles whose texture can be collected from the points in P (note that viewing
the texture of all the triangles in T might not be possible from P , because P is only
a limited subset of all possible viewpoints in E). Accordingly, we call a set S ⊆ P
a texture covering set, if collection of texture for all the triangles in T ′ is possible by
taking images at the points in S. The viewpoint selection problem is defined as the
process of finding a texture covering set V with minimum size. Fig. 2 illustrates this
process. Fig. 2(a) shows the original road network graph G. In Fig. 2(b), the selected
viewpoints on G are shown as circles. For two viewpoints vp1 and vp2, the areas whose
texture can be collected at either of them are highlighted.

3 Complexity Result

In this section we prove that the viewpoint selection problem is NP-hard by reduction
from the minimum set cover problem [1]. We first state the minimum set cover problem.

Definition 1. Let S = {s1, s2, . . . , sm} be a collection of finite sets, si’s , whose ele-
ments are drawn from a universal set U. Let F =

⋃m
i=1 si where F ⊆ U. Minimum set

cover finds a set C with minimum cardinality where C ⊆ S and
⋃

s∈C s = F.
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(a) (b)

Fig. 2. Viewpoint selection: (a) Original road network graph (vertices are shown as squares); (b)
Road network after viewpoint selection (viewpoints are shown as circles)

For example, assume U = {1, 2, 3, 4, 5, 6} and S = {s1, s2, s3}, where s1={1, 2},
s2={2} and s3={1, 3}. Thus, F = {1, 2, 3} and the minimum set cover is C = {s1, s3}.
The minimum set cover problem is NP-hard. The following theorem proves that the
viewpoint selection problem is also NP-hard.

Theorem 1. The viewpoint selection problem is NP-hard.

Proof. We prove the theorem by providing a polynomial time reduction from the min-
imum set cover problem. Towards that end, we prove that given an instance of the
minimum set cover problem, denoted by SCI , there exists an instance of the viewpoint
selection problem, denoted by V SI , such that the solution to SCI can be converted to
the solution of V SI in polynomial time. Consider a given SCI having U as the univer-
sal set, S = {s1, s2, . . . , sm} where si ⊆ U, and let F =

⋃m
i=1 si. To solve SCI, we

select a set C ⊆ S, with minimum cardinality, to cover all the elements in F. Corre-
spondingly, to solve a V SI, we look for a V ⊆ P, with minimum cardinality, such that
collection of texture for all the triangles in T ′ is possible from the points in V. There-
fore, we propose the following mapping from SCI components to V SI components to
reduce SCI to V SI. Suppose the universal set U corresponds to the set of triangles T .
Each si ∈ S is mapped to a point pi ∈ P as selection of sets in SCI corresponds to
selecting the viewpoints in V SI. Finally, we map F to T ′. The intuition behind the last
mapping is that with SCI we want to cover each element t ∈ F and accordingly we
aim to cover the triangles of T ′ in V SI with texture. We next explain each mapping in
detail.

For mapping S to P, we assume there exist a point pi in E corresponding to si ∈ S. A
road network may exist to connect the points in P. Next, we assume a triangle trj ∈ T ′

exists corresponding to tj ∈ F. trj is visible to pi ∈ P if and only if tj ∈ si and
is invisible to the other points because of existence of obstacles in E. It is easy to
observe that if the answer to V SI is the set V, the answer to SCI will be the set
C = {si|pi ∈ V }. This completes the proof. ��
Based on the above theorem, the viewpoint selection problem is NP-hard, which makes
the optimal algorithms impractical. In the next section, we provide an efficient heuristic
with approximation guarantee for the viewpoint selection problem.
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4 Efficient Viewpoint Selection

Our proposed heuristic algorithm, termed Greedy Viewpoint Selection (GV S), is based
on reduction to (not reduction from) the minimum set cover problem. Such a reduction
enables us to adapt the existing algorithms for minimum set cover problem to solve
viewpoint selection problem. Here, we first explain our proposed reduction, and there-
after describe our GV S algorithm.

4.1 Reduction

For each point p ∈ P, we define the visibility set vs(p) as the set of triangles in T ′

that are visible from p; i.e., vs(p) = {tr ∈ T ′|V (p, tr) = 1}, where V (p, tr) = 1 if
tr is visible from p. Without loss of generality, we assume a triangle tr is visible from
p if every point of tr is visible from p. For example with vs(p) = {tr1, tr2, tr3} the
triangles tr1, tr2 and tr3 are visible from p. Therefore, a user standing at p can collect
texture for these triangles. We construct the corresponding instance of the minimum set
cover problem as follows. We define F =

⋃
p∈P vs(p) and S = {s = vs(p)|p ∈ P}.

The universal set U can be any set such that F ⊆ U. For example, for an instance
of viewpoint selection problem in which P = {p1, p2}, vs(p1) = {tr1, tr2}, and
vs(p2) = {tr3}, the corresponding set cover instance has F = {tr1, tr2, tr3}, S =
{vs(p1), vs(p2)} and U = F. If the answer to the constructed minimum set cover
instance is C, then the answer to the original viewpoint selection can be derived as V,
where pi ∈ V if and only if vs(pi) ∈ C.

Consequently, we can use any of the heuristics for the minimum set cover to solve
viewpoint selection problem. To develop our viewpoint selection algorithm (see Sec-
tion 4.2), we are inspired by the greedy minimum set cover algorithm from [3], which
has a linear running time of O(

∑m
i=1 si) where si ∈ S. The greedy minimum set cover

algorithm works by iteratively selecting the set si ∈ S that covers the greatest number
of remaining uncovered elements of F . This algorithm is guaranteed to result in a sub-
optimal answer with an approximation guarantee of ln(n)+1, where n is the cardinality
of the set sj ∈ S with the largest number of elements.

4.2 Greedy Viewpoint Selection (GVS)

Before presenting our viewpoint selection algorithm, we define our terminology. Texture
score is a measure which represents the amount of texture that can be collected from
viewpoints. A user standing at a point p can collect texture for all the triangles visible
from p. Correspondingly, the texture score of p, denoted by TS(p), is the number of
triangles visible from p; i.e., TS(p) = |vs(p)|. Similarly, the texture score of a set of
points S, TS(S), is defined as the number of triangles visible to any point in S; i.e.,
TS(S) = |vs(S′)|, S′ =

⋃
p∈S vs(p).

The pseudocode of our viewpoint selection algorithm, termed Greedy Viewpoint Se-
lection (GV S), is presented in Algorithm 1. The algorithm takes as input the triangles
in T ′ ⊆ T and the set of road network points P . We explain the logic of the algorithm
as follows. First, GVS computes the visibility set of each point pi ∈ P (lines 3 − 9).
Thereafter, with a greedy approach the viewpoint p with maximum texture score is it-
eratively selected among all points in P , removed from P , and added to the result set
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V (lines 11 − 15). Note that once p is added to V the corresponding triangles visible
to p are excluded from T ′ (because they are covered); consequently, the texture score
of V (and P ) is updated at each iteration. The iteration correctly terminates when V
becomes a texture covering set, i.e., TS(V ) = collectableT exture.

To prove the correctness of GV S, note that all the triangles in T ′ can be texture
mapped by at least one point in P. During each iteration, a point is selected and all
the triangles visible to it are excluded. Therefore, the number of remaining triangles
which cannot be texture mapped from the already selected viewpoints decrease, and
correspondingly TS(V ) increases until the iteration terminates. The returned set V is
the approximate answer to the viewpoint selection problem as it may have larger cardi-
nality than the optimal viewpoint selection answer. Assuming that the optimal answer
is Vopt, the size of the answer returned by GV S satisfies the following inequality:

|V |
|Vopt| ≤ ln(TSmax) + 1,

where TSmax is the texture score of the point with the largest texture score in P . The
above inequality guarantees that the size of V is at most ln(TSmax)+1 times larger than
the size of the optimal answer. This bound follows from the approximation guarantee
of the greedy minimum set cover algorithm.

Algorithm 1. GV S(T ′, P )
1: V = ∅;
2: vs = ∅;
3: for i = 1 to |P | do
4: for j = 1 to |T ′| do
5: if V (pi, tj) = 1 then
6: vs(pi) = vs(pi) ∪ tj ; {Visibility set of each point is set}
7: end if
8: end for
9: end for

10: collectableT exture = |T ′|
11: while TS(V ) < collectableT exture do
12: p = MaxTS(P ); {MaxTS(P ) returns p ∈ P with maximum texture score}
13: V = V ∪ p; {p is added to the answer set}
14: T ′ = T ′ − vs(p); {T ′ is updated}
15: end while
16: return V ;

5 Experiments

In this section, we evaluate our proposed solution by extensive empirical analysis. We
first describe our experimental setting and then present the experimental results.
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5.1 Experimental Methodology

We conducted our experiments using two real-world datasets. The first
dataset, LA dataset, is the elevation data of Los Angeles area, from USGS
(http://data.geocomm.com), covering a 10km × 10km area. The second dataset,
USC dataset, is the elevation data of University of Southern California campus
covering a 1.5km × 1.5km area. The road network data for LA dataset is acquired
from NAVTEQ (http://www.navteq.com). For USC dataset, we assume all points with
elevation zero comprise the road network; hence, the road network includes both roads
and sidewalks.

To generate the TIN model for the urban environments covered by the datasets, first a
set of ground positions with 3D coordinates among the total of approximately 180, 000
(120, 000) points are sampled from LA (USC) dataset, and subsequently Delaunay Tri-
angulation [4] is used to generate the TIN model. We can change the number of triangles
and consequently the resolution of the texture to be mapped by changing the number
of sampled ground points. Increasing (decreasing) the number of samples will increase
(decrease) the number of triangles and hence the resolution of the texture to be mapped.
The number of samples and that of the corresponding TIN triangles for the two datasets
are shown in Fig. 3. We selected fewer triangles to represent the USC dataset in TIN
model as it covers a smaller area as compared to the LA dataset.

Moreover, to quantize the road network space, we impose a grid on the road network
and use the intersection of road network segments and grid cells as the collection of
road network points. This approach enables us to emulate various viewpoint selection
restrictions by changing the granularity of the imposed grid. We assume users can stand
at any of the resulted road network points. In our experiments we imposed grids with
different granularity. The number of resulting points P by imposing different grids is
shown in Fig. 4 for each dataset. We denote the set P generated by imposing a grid
with the cell size of c × c meters as Pc. Finally, with all of our experiments we assume
a point further than 400 meters to a point p is invisible from p.

Our experimental system is implemented in Java, and runs on a typical Intel 2.66GHz
PC with 3.25GB RAM. The operating system is Windows XP SP2. For each setting,

Number of Samples 2000 4000 6000 8000 10, 000 20, 000 50, 000
Number of Triangles 4000 8000 12, 000 16, 000 20, 000 40, 000 100, 000

(a) LA

Number of Samples 2000 3000 4000 5000 6000 7000
Number of Triangles 4000 6000 8000 10, 000 12, 000 14, 000

(b) USC

Fig. 3. Number of samples vs. number of triangles for different datasets

Grid P20 P40 P60 P80 P100

|P| 46303 11569 5152 2963 1825
(a) LA

Grid P2.5 P5 P7.5 P10 P12.5

|P| 57056 14317 6362 3637 2295
(b) USC

Fig. 4. Different values of |P | in our experiments
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we tested the algorithm by running it 10 times to compute the average values. Next, we
present our experimental results.

5.2 Experimental Results

Based on our experiments, the optimal algorithm for viewpoint selection problem takes
more than a day for |P |=25 (i.e., when P includes 25 randomly picked points from the
road network imposed on LA dataset) and also its running time increases exponentially
which makes it impractical. We observed that for |P | < 25, |V |

|Vopt| ≥ 95%, where |V |
(|Vopt|)is the number of viewpoints calculated by GV S (optimal) algorithm. Therefore,
GVS clearly outperforms the optimal algorithm in efficiency and scalability, while pro-
viding almost optimal results. In this section, we study the effect of different parameters
on the performance of GV S algorithm.

5.2.1 Size of Selected Viewpoints
With this experiment, we evaluate the effect of resolution on the number of selected
viewpoints, i.e., |V |. The result is shown in Fig. 5 where each curve is generated for
a specific Pc. Using GV S, on average |V | is 83% (90%) less than |P | for LA (USC)
dataset over all the cases. This reduction significantly improves the scalability of any
viewpoint assignment algorithm. As expected, as the number of samples grows |V |
increases, because the number of triangles which must be texture mapped increases.
Similarly, increasing the number of road network points results in larger |V |, because
more triangles become visible to the road network viewpoints.

(a) LA (b) USC

Fig. 5. |V | vs. number of samples

5.2.2 Collected Texture
Viewing the texture for all the triangles in T (the collection of all the environment
triangles) might not be possible from the points in P (see Section 2). Here, we measure
the percentage of texture which can be collected from a set of selected viewpoints. This
percentage is denoted by ρ = TS(V )

|T | . For example, ρ = 50% states that only 50% of the
environment triangles can be texture mapped by taking images at the viewpoints. Fig. 6
illustrates how ρ varies for different number of samples and road network points. For
both datasets, increasing the number of samples increases the value of ρ since smaller
triangles will be introduced and the chance that a triangle is visible to a point increases.
The increase rate of ρ for USC dataset is slower as a large portion of this dataset is the
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(a) LA (b) USC

Fig. 6. ρ vs. number of samples

ground points with the same elevation of zero for which increase in the resolution by
raising the number of samples does not have much effect.

For a fixed number of triangles, increasing the number of road network points raises
the value of ρ as more texture can be collected from more road network points. The
maximum value of ρ for the LA dataset is ρ = 96% which is obtained with 50000
samples and P20. For the same number of samples if we choose P40, ρ drops to 93%.
This means that having much smaller P (≈ 75% decrease in the number of road net-
work points) we can collect almost the same amount of texture. The reason is that for
the finest grid , i.e., P20, the distance between a point and its neighbor is very small
and hence their visibility sets are almost the same. Therefore, the amount of texture
which can be collected is not much more than the coarser grid of P40. Based on our
experiments and for a specific number of samples, the difference between the value of
ρ for different number of road network points is at most 30% for the LA dataset. This
difference is at most 7% for the USC dataset and less than 5% for 7000 samples.

5.2.3 Running Time
We also measure the average running time of GV S algorithm. Our results are shown
in Fig. 7. As expected the running time of the algorithm increases when the number of
samples or the number of road network points increases. Although the maximum value
of running time for the LA dataset is less than 7 minutes in the worst case (i.e., with
50000 samples and P20) as mentioned earlier we can collect almost the same amount of
texture by having P40. In this case, the running time is reduced to less than 3 minutes.
Similarly, for the USC dataset the running time is reduced to less than 2 minutes when
using P7.5 instead of P2.5 which results in collection of only 5% fewer texture.

(a) LA (b) USC

Fig. 7. Running time vs. number of samples
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6 Related Work

Texture mapping based on the images acquired by cameras is extensively studied in the
literature [5,6]. For example, in [5] a system is developed to generate texture of building
exteriors from mosaics of close-range photographs acquired with commodity digital
cameras. Although with our work we also use the images taken by users to generate
texture information, our focus is on selecting the minimum number of points in the
environment from which gathering the complete texture of the environment is possible.

A second body of relevant work is the literature on the sensor deployment and sensing
coverage with sensor networks. In [7,8], the coverage problem is formulated as a deci-
sion problem to determine whether every point in the service area of the sensor network
is covered by at least k sensors. On the other hand, with sensor deployment the goal is to
maximize the coverage by proper sensor placement, somewhat similar to our viewpoint
selection problem. However, most of the proposed approaches for sensor deployment as-
sumesimplesensingmodelswithcircular (omnidirectionalorunidirectional)coveragefor
sensors [9,10,11]. While these models properly approximate the coverage of the sensors
with typical sensing modalities (e.g., sound and temperature sensors), visibility coverage
ismorecomplex;hence, rendering theseapproachesinapplicable forvisualsensordeploy-
ment. The most relevant work to our work is on visual sensor deployment [12,13]. The art
gallery problem is a classic work in this category [12]. Our work extends this category by
studying the coverage at the object level, where objects can be modeled by the TIN model
(we emphasize that the choice of TIN model in our problem setting is arbitrary and other
object models can be used equivalently to represent the urban environment). Moreover,
we consider spatial restrictions in viewpoint selection (e.g., selected points must be on
a road network). Most importantly, while the previous work has focused on solving the
visual sensor deployment problem in a continuous space, with GVS we assume a discrete
space for viewpoint selection to model restrictions on where users can take images.

7 Conclusion and Future Work

In this paper, we introduced and studied the problem of viewpoint selection for partici-
patory texture documentation. We studied the complexity of the problem, and since the
problem is NP-hard we proposed GVS as an efficient heuristic solution with approxima-
tion guarantee. Moreover, we showed the efficiency of GVS empirically by extensive
experiments. As part of our future work, in short term we intend to extend GVS to
consider the visual “quality” of the texture in addition to texture coverage. The visual
quality of the texture can be affected by distance and/or view angle. This will also re-
quire a fuzzy setting for our texture-score measure. In long term, we plan to address the
viewpoint assignment problem.
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Abstract. Considerable progress has been made on the technical development 
of sensor networks. However increasing attention is now also required for the 
broad diversity of end-user requirements for the deployment of sensor net-
works. An expert survey on the user requirements and future expectations for 
sensor networks was carried out. Both technology and applications are seen as 
main drivers for sensor network deployment however harmonization of (open) 
standards to collect, access, manage, and integrate sensor data are considered 
crucial for further development. Although sensor based applications are increas-
ingly used in every day life, their use in decision making requires further  
improvement of aspects like privacy, data quality, etc. Finally, next to formal 
sensor networks, standardization will allow voluntary sensor information to be-
come a significant sensor data source.  

Keywords: Sensor network, sensor web, spatial data infrastructure, interopera-
bility, sensor integration. 

1   Introduction 

To facilitate monitoring of a changing world, integrated information systems are re-
quired which are capable of real-time measurement of fundamental processes in the 
environment, as well as providing vital hazard warnings. Traditionally, sensor net-
works covering various geographical and temporal scales are an important source for 
this task [1]. They allow vast amounts of relevant information to be collected with a 
high temporal frequency for a network of point locations that are remote, inaccessible, 
or lack the necessary resources to acquire such information in a different manner. To 
date, much of the current sensor network research is technology-driven, focusing on 
applying and integrating a broad range of both experimental and off-the-shelf tech-
nology. Although novel and useful deployments have been demonstrated in a wide 
range of applications and environmental conditions [2], scale-ability still needs to be 
tested in most cases. From a hardware perspective, problems with energy consump-
tion and communication bandwidth and reliability remain important issues to be 
solved. From the perspective of computer science, challenges focus on creating intel-
ligent, robust, and self-healing networks, and creating easy access to sensors and their 
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data. From an application perspective, new ways of collecting and representing the 
data can help us to better understand and manage our changing world. 

Although much progress has been made on the technical part of sensor networks, 
increasing attention is now also required for the broad diversity of end-user require-
ments for the deployment of sensor networks. Examining the chain from the end-user 
to the individual sensor nodes requires a framework to assess different implementa-
tion aspects not only including technology. This identified data management chal-
lenge for geosensor network applications could benefit from an examination of the 
history of and current developments in Spatial Data Infrastructures (SDIs). SDIs fa-
cilitate and coordinate access, exchange and sharing of spatial data at different spatial 
scale levels, between a wide variety of users in an easy and secure way. Although 
SDIs have been constantly evolving through the adaptation to changing circumstances 
and interests of heterogeneous actors [3], five interrelated aspects are commonly rec-
ognized as the main drivers for the development of SDIs: standards, policies, technol-
ogy, people and data [4]. Latest definitions of the second generation of SDIs also put 
more emphasis on the inclusion of services, serving as a starting point and gateway to 
the web for a user community [4]. In this concept open standards are used for the 
management and exchange of geospatial data and the realization of service-oriented 
architectures aiming at the achievement of true interoperability [5]. This closely re-
lates to the concept of sensor webs as introduced by Delin in 2002 [6], which  
envisions the development of a framework of open standards for exploiting web-
connected sensors and sensor systems of all types. Recent activities within the Open 
Geospatial Consortium (OGC) have resulted in a suite of standards called Sensor Web 
Enablement (SWE) which include access to sensor measurements, retrieval of sensor 
metadata, controlling sensors, alerting based on sensor measurements and automatic 
processing of sensor measurements [7].  

In this paper we present the results of an expert survey on the user requirements 
and future expectations for geosensor networks from an end-user perspective. In anal-
ogy to SDIs, we used the identified aspects: standards, policy, technology, people and 
data, as a starting point for the assessment of the field of sensor networks. The main 
drivers and limitations for the individual aspects will be discussed and (research) 
requirements for future sensor network development will be elaborated. 

2   Survey Methodology 

To assess the development of sensor networks and to identify their driving factors an 
expert survey was conducted. The survey was part of the workshop entitled “Sensing 
a Changing World” organized at Wageningen University in the Netherlands in No-
vember 2008 (http://www.grs.wur.nl/UK/workshops/scw). The workshop brought 
together 56 participants from 16 countries to discuss progress, opportunities, and 
challenges in sensor network research from a user perspective. The respondents con-
sidered themselves as technology and application developers and came from engi-
neering, physics, environmental, geo-information and computer sciences. They used a 
range of operational definitions of sensors, sensor networks and sensor webs.  
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Fig. 1. Assumed driving factors for the development of geosensor networks. The bold terms 
describe the overlap with identified factors for the development of Spatial Data Infrastructures 
(SDIs) [4]. 

The expert survey consisted of four modules: 

1. Identification of background, application field and experience of users with sen-
sor network research; 

2. Identification of main driving factors for the development of sensor networks at 
this moment. The respondents needed to rate statements in relation to the factors 
as indicated in Fig. 1. on a scale between 1 (totally disagree) and 7 (totally agree); 

3. Identification of detailed issues per factor as presented in Fig. 1. For every factor, 
six statements needed to be rated on a scale between 1 (totally disagree) and 7 
(totally agree); 

4. View on future deployment of sensor networks with special emphasis on the 
development from sensor networks to sensor web based approaches. The respon-
dents were asked to prioritize most important benefits and bottlenecks and give 
their view on this development.  

A total of 22 participants answered all questions of the survey. The responses were 
not stratified according to specific characteristics like experience with sensor net-
works but were treated as one dataset. The complete survey consisted of 50 questions 
and statements; in this paper the most important results will be presented.  

3   Results and Discussion 

Rapid development of sensor and communication technology is rated as the main driv-
ing factor for evolvement of sensor networks (Fig. 2). This typically relates to a tech-
nology push process, however also user pull aspects like open standards, applications 
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and the associated data needs (e.g., real time availability) are considered important 
drivers. Increasing number of data providers and users and opening of data policies 
are considered as relevant drivers of sensor network development at this moment. A 
detailed look at the technology aspects (Fig. 3) indicates that from a user perspective 
technological fragmentation is hindering sensor network development. Within the 
sensor network implementation chain different fields need to be connected and, as a 
result, off-the-shelf sensors still need considerable expertise to be deployed.  Al-
though considerable progress is made on improvement of sensor communication and 
energy-consumption, still this requires structural attention, especially when in envi-
ronmental applications sensors are used in remote and inaccessible locations.  
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Fig. 2. Rating for assumed driving factors of geosensor networks. Rates vary between 1 (totally 
disagree) and 7 (totally agree).  
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Fig. 3. Detailed statements for technology factor in relation to the development of geosensor 
networks. Rates vary between 1 (totally disagree) and 7 (totally agree). 
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Fig. 4. Detailed statements for standardization factor in relation to development of geosensor 
networks. Rates vary between 1 (totally disagree) and 7 (totally agree). 
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Fig. 5. Detailed statements for people factor in relation to development of geosensor networks. 
Rates vary between 1 (totally disagree) and 7 (totally agree). 

Harmonization of standards was rated the highest of all statements and considered 
a crucial aspect for further development of sensor networks (Fig. 4). In addition, these 
standards should be based on open sources and the sensor web enablement standards 
as developed by the Open Geospatial Consortium (OGC) [7] were seen as a relevant 
option for further development. To achieve increasing availability of informal sensor 
data from voluntary networks, which is anticipated as future development (Fig. 5), 
standardization will be the key to access and retrieve data from a wide variety of sen-
sors. However, the attitude of users (e.g., mistrust against data providers, data quality) 
could limit the utilization of both formal and informal sensor data sources. 
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With regard to data policies (Fig. 6), although metadata should be freely accessi-
ble, there is no overall agreement that sensor data should be free of costs. At this 
moment costs hinder use of sensor networks mainly as a result of high initial in-
vestments, however, future exploration is seen more through profitable business 
models (Fig. 7) than through governmental funding (Fig. 6). In this respect, refer-
ence was made to successful commercial applications like car navigation systems 
that combine GPS and telecommunication technology (e.g., for real time traffic 
information). Application of sensor networks in decision making without human 
interaction is not (yet) considered feasible (Fig. 7), mainly because robustness of 
the systems and quality of data need to be improved. Current application in every-
day life (Fig. 7) shows a mixed response with half of respondents disagreeing, 
probably also related to the reasons also mentioned for decision making. However, 
the other half of the respondents sees commonly used sensor based applications in 
everyday life, which probably also relates to the broad definition of sensor networks 
taken as starting point for answering this survey. The support of several applica-
tions through multi-purpose use of a sensor network is not seen as common practice 
(Fig. 7). Probably in the current situation this is often restricted by data policy or 
unavailability of services for accessing the data.  

Real-time data availability and integration of sensor data sources (including e.g., 
earth observation) are considered as important benefits from future development of 
sensor networks (Table 1).  However, currently these benefits are not fully utilized yet 
(Fig. 8). Although the scale of application of sensor networks still remains local to 
regional (Fig. 8), future use in global monitoring systems is anticipated. This closely 
relates to current activities within global monitoring programs like GEOSS, which 
specifically aim at including sensor networks by improving interoperability between 
systems [8].  

 

Fig. 6. Detailed statements for data policies factor in relation to development of geosensor 
networks. Rates vary between 1 (totally disagree) and 7 (totally agree). 
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Fig. 7. Detailed statements for applications factor in relation to development of geosensor 
networks. Rates vary between 1 (totally disagree) and 7 (totally agree). 

 

Fig. 8. Detailed statements for data factor in relation to development of geosensor networks. 
Rates vary between 1 (totally disagree) and 7 (totally agree). 

The final part of the survey focused on the future development of sensor networks 
with special emphasis on the opportunities of sensor web based applications. In this 
context a sensor web was defined as “an autonomous instrument for collecting,  
storing, sharing and analyzing real-time sensor data which is open for all and is inter-
operable with other sensor webs/networks through open standard interfaces and pro-
tocols”. Respondents considered the ability to integrate sensor data combined with 
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interoperability and continuous measurements as the main benefits for future devel-
opment of sensor networks (Table 1). On the other hand, limitations in interoperabil-
ity between sensor networks are also seen as a potential bottleneck together with data 
quality and costs of deployment and maintenance. However, the sensitivity and pri-
vacy of data is considered as the main potential bottleneck. 

As indicated earlier future development of sensor networks and sensor webs could 
reflect on the development history of SDI. Especially the current emergence of stan-
dard web services for diverse types of geo-spatial data with focus on (real time) sen-
sor data (now casting) and outputs of environmental models (forecasting) offer 
benchmarks for the integration of sensor data sources in end-user applications [5, 9]. 
Although the results as presented in this paper pinpoint some interesting views on 
current user requirements for geosensor networks, a broader assessment will be re-
quired to get the complete picture. This would need to include more respondents with 
special emphasis on the group of end-users. The presented survey could be used as 
starting point for this broader assessment. 

Table 1. Main benefits and bottlenecks for future deployment of sensor networks and 
development into sensor web based applications 

Benefit Frequency 
(%) 

Bottlenecks Frequency 
(%) 

ability to integrate sensor data 55 sensitivity - privacy of data 41 
interoperability 45 ensuring data quality 32 
continuous measurements 

41 
costs of deployment and main-
tenance 

32 

open access to data 27 lack of interoperability 32 
high temporal resolution 27 power-consumption 27 
plug-and-play  27 missing metadata 27 
scale-ability 

23 
undeveloped tools to discover 
and share data 

27 

well-developed tools to discover 
and share data 

23 
restricted data policies 

23 

spatially explicit measurements 23 data heterogeneity 18 
high data quality 14 huge amount of data 18 
content and context awareness* 5 funding in the long term 14 
multi-sensor control* 

5 
technical knowledge needed 
in deploy and maintenance 

14 

decision support* 5 insecurity in communication 9 
enable community participation 

5 
uncertainty of sensor  
performance 

9 

 
 

pollution caused by  
abandoned sensors 

9 

  vandalism 5 

 
 

tools to use dynamically the 
data collected* 

5 

* respondents added items 
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4   Conclusions 

The results of the expert survey on user requirements and future expectations for 
geosensor networks as described in this paper show that technology and applications 
are seen as main drivers for sensor network deployment. However harmonization of 
(open) standards to collect, access, manage, and integrate sensor data are considered a 
crucial boundary condition for further development. Although sensor network based 
data sources are increasingly used to provide real time data for everyday applications, 
their use in (autonomous) decision making requires further improvement of aspects 
like privacy and data quality. The respondents also see high potential in developing 
profitable business models from geosensor network applications in the future. Thus 
governmental funding is considered less important and data is seen as a valuable re-
source that is not always free for service providers and users. Finally, next to formal 
sensor networks, standardization will allow voluntary sensor information to become a 
significant sensor data source. 
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Abstract. Sensor networks have become a highly active research area
due to their potential for providing diverse new capabilities for a wide va-
riety of real world applications. Distributed applications require to collect
information from a lot of different sensor systems, retrieved data are usu-
ally heterogeneous from many points of view and they need to be inte-
grated to share a common objective. In this paper we present the SeNsIM
framework, a scalable software architecture for the integration of hetero-
geneous sensor systems. SeNsIM enables the deployment of applications
based on multiple sensor systems by providing a standard way to manage,
query, and interact with sensors. We propose the architectural and data
model of the SeNsIM framework and provide a method to describe sensor
systems using XML as modeling language in order to facilitate sharing of
structured data across them.

1 Introduction

Sensor networks have become a highly active research area due to their potential
for providing diverse new capabilities for a wide variety of real world applications.
They have made many novel applications possible to emerge in the fields of
environmental monitoring [1], detection and classification of objects in military
settings [2] and health applications [3]. Moreover, in the last years a proliferation
of Wireless Sensor Network (WSN) technologies is increasing. Such systems are
composed by low-cost and low-power sensor nodes (“motes”) able to measure
different parameters and to communicate over wireless channels [9].

The diffusion of sensor systems, together with their applications have led to a
large heterogeneity in the logic for interfacing and collecting data from these sys-
tems. As for WSNs, ad hoc programming languages (e.g. nesC [4]) and operating
systems (e.g. TinyOS [20]) have been developed to support motes programming
and to express the application processing in terms of message exchange among
nearby nodes. Furthermore, different middleware platforms based on macro-
programming models have been proposed in order to bridge the gap between the
application and the underlying hardware and network platforms. However they
are commonly used when a single application operates over a single WSN, while
the application development for multiple WSNs is a rather cumbersome work.
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Nowadays the interaction with multiple sensor systems is required by a lot
of applications, as those typical in the emerging pervasive computing paradigm
adopted in several domains (e.g. telemedicine, crisis management, military [11]).
Moreover monitoring applications of wide geographical areas have highlighted
the research problem of the integrated management and correlation of data com-
ing from various networks that cooperate for a common objective [6]. In order
to embody sensing infrastructures into computing paradigms based on the ap-
plication development for multiple WSNs or sensor systems, specific integration
frameworks for accessing different data sources are needed.

This paper describes the design of the SeNsIM (Sensor Networks Integration
and Management) framework, it is not just a middleware for WSNs, but it is
a more general integration platform for heterogeneous sensor systems. SeNsIM
(i) makes possible the deployment of applications based on multiple sensor sys-
tems/networks and (ii) allows a generic user or an application to easily access
data sensed by a network. Furthermore, SeNsIM is able to ensure scalability
since it is very easy to deploy new networks in the system.

The architectural model for the integration has been realized by exploiting a
wrapper-mediator paradigm: the mediator accesses the sensor data by means of
ad hoc connectors (wrappers), one for each network, which strongly depend on
sensor network technologies. So the mediator is responsible to format and for-
ward user requests to the different networks, while the wrappers are responsible
to translate the incoming queries and forward them to the underlying sensors.

The remainder of this paper is organized as follows. In Section 2, an overview
of solutions for WSN management is reported. In Section 3, we describe the
proposed architectural model to manage sensor networks integration and the
proposed data model for information exchange. In Section 4, some details on
the system architecture and implementation are provided. Final discussions are
reported in Section 5.

2 Related Work

In this section, the most well known middleware solutions for WSNs and some
integration platforms for heterogeneous sensor systems are presented.

Middlewares for WSNs refers to software and tools which provide a system
abstraction so that the application programmer can focus on the application
logic without having to deal with the lower level implementation details [5]. Dif-
ferent middleware solutions for WSN management have been proposed [13,5,16];
they differ in terms of querying and data aggregation models and in the assump-
tions about the kind of sensor nodes, topology, size, and other features of the
network. It is important to point out that all middlewares platforms are mainly
focused on the possibility to access a single WSN implemented with a specific
technology, but they do not provide the functionality to access different hetero-
geneous networks. To this end, some interesting research related to integration
techniques for heterogeneous sensor networks has been done, but nowadays only
a few architectures have been proposed.
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In [8], Ahn and Chong propose an intelligent bridge as an interoperable archi-
tecture for message exchange between heterogeneous wireless sensor networks.
They define a general message exchange mechanism that uses XML as message
style and SOAP as transmission protocol. They also conducted a case study
based on two WSNs with different network protocols (ZigBee and Bluetooth).
Hourglass [18] provides an Internet-based infrastructure for connecting sensor
networks to applications. It offers topic-based discovery and data-processing
services, but focuses on maintaining quality of service of data streams in the
presence of disconnections. GSNs (Global Sensor Networks) [7] facilitate the
flexible integration and discovery of sensor networks and hide arbitrary stream
data sources behind its virtual sensor abstraction. They enable the user to spec-
ify XML-based deployment descriptors in combination with the possibility to
integrate sensor network data through plain SQL queries over local and remote
sensor data sources. Other works try to define a middleware integration archi-
tecture that enables interoperability between sensor systems. For example the
ESP framework [15] enables sensor systems to be queried without having to
deal with the low-level implementation of specific access methods. It provides a
mechanism to describe and model sensor systems using ESPml, an XML-based
language, by which information regarding the sensor deployment can be speci-
fied. Finally, IrisNet [10] can be considered a hybrid approach to integration. It
is a web infrastructure for easy deployment of wide-area sensing services. The
architecture consists of sensing agents (SA) which collect and pre-process sensor
data and of organizing agents (OA) which store sensor data in a hierarchical,
distributed XML database that supports XPath queries.

Most of these approaches are still in a design phase since they lack a real imple-
mentation. Some try todefine a common exchangemechanismamong different sen-
sor systems in order to facilitate the integration, but often they are strongly related
to the adopted standards and technologies. Others are based on new technologies
(i.e. web services for ESP), but the impact on performance is not discussed.

In contrast to the examined approaches, we will illustrate a more general
architecture to provide a general-purpose infrastructure for sensor systems inte-
gration, and a more general way to express queries introducing a query visual
language. Our system provides a complete data retrieval and management plat-
form with a simple user interface by which it is possible to execute queries.
Moreover our architecture is flexible and can easily provide APIs by which an
application can easily interact with different sensor systems.

3 Design Principles

The need for deployment of applications based on multiple sensor systems and
the management of wide geographical areas have highlighted a new research is-
sue, i.e. the possibility of integrating and managing, in an integrated way, all
data coming from the various data sources. Unfortunately sensed data are not
available in a unique container, but are distributed in heterogeneous reposito-
ries. So the major issue for an integration system lies in the heterogeneity of
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repositories that makes data management and retrieval processes hard tasks to
achieve. To face this problem, we need to define:

– an architectural model able to support in an efficient way the management
of such data even when sensed by different networks;

– a data model capable of representing in a unique logical view the “sensor
data”, and that can be used by any application.

3.1 The Architectural and Data Model

As already said, sensor systems are adopted in many application fields and their
proliferation has massively increased; due to these reasons there is a tremendous
heterogeneity in the logic for interfacing and collecting data from these systems.
In most sensor systems an application can directly access sensor hardware by
means of opportune drivers. In the case of WSN, an operating system between
the hardware platform and the application allows an easier use of the available
sensing functions and often a further middleware layer between the operating
system and the application provides an easy way to access sensor data. Fur-
thermore sensed data may be structured differently according to the specific
representation of different sensor systems.

We propose a novel integration platform (SeNsIM, Sensor Networks Integra-
tion and Management) which aims to bridge the gap between heterogeneous
sensor systems and to provide a unique way to manage, query and interact with
them. SeNsIM is made of a mediator component which hides networks hetero-
geneity to end users or applications by means of ad hoc connectors (wrappers)
(one for each network). Each wrapper explores and monitors the local sensor
network and sends to the mediator an appropriate description of the related
information according to a common data model. The mediator organizes such
information and keeps a unique view of all systems in order to satisfy user or
application queries.

The architectural model we propose is made of four logical layers (see Fig. 1):

1. an application or user layer to submit queries and elaborate the retrieved
data;

2. a mediator layer to format and forward queries to specific wrappers;
3. a wrapper layer to extract and manage network information and data;
4. the sensor system layer with or without a specific middleware or operating

system.

As for the data model, in the literature, sensors have been modeled by using
two kinds of approaches [17,19]: (i) structural approach focuses the attention
on the sensor-structure in terms of hw/sw components, while (ii) data-oriented
approach schematizes a sensor using a behavioral description. The latter mainly
refers to sensor global information (type, producer, description, etc...) as well
as to variables that a sensor can measure (temperature, light, humidity, etc...),
predicates that a sensor can calculate (e.g. temperature greater than a threshold)
and sensor operating state/mode (on, off, sleep, etc...).
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Fig. 1. Abstraction layers of the proposed architecture

Fig. 2. An example of network description

In our approach we define a sensor node as an object characterized by a tuple
of information that combines both structural and behavioral features. The state
of a sensor can be modified by means of classical getting/setting functions, while
the measured variables can be accessed using the sensing function. Collection of
sensor nodes, placed according to clustering policies and to a given topology form
a sensor network. According to our model a network object has to include global
information such as type of sensor system, middleware (if present), supported
sensor board as well as information related to sensor components (list of sensors,
possible list of clusters, topology matrix). Network global predicates (e.g. average
temperature of the network) also can be represented in our model.
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For brevity, we do not report all the details of the data model, we just say that
it is represented in XML format, since XML provides platform independence,
interoperability and can be easily parsed [21]. XML-based descriptors have a
unifying grammar by which systems can describe their abilities and define a
standard language protocol with which the different entities in the framework
can communicate. Our XML descriptor (structXML) is directly derived from the
data model and represents features of both networks and sensors. Each wrapper
builds a structXML descriptor after having injected a discovery query on the un-
derlying system (generally at startup). If some parameters cannot be extracted
in an automatic manner (i.e. sensor producer, middleware for WSN), a wrap-
per administrator can manually fill the structXML descriptor with the missing
information.

As an example, Fig. 2 shows a network (N ) and a pseudo-XML description
of it. For simplicity we do not show the real structXML descriptor, trying to
point out only the main features that could be of interest to the reader. The
network is a WSN composed of 4 temperature sensor nodes (S1 and S3 are in
the “on”state, while S2 and S4 are in the “sleep” state, being used as redundant
units), grouped into two clusters (C1 and C2 ), and of one base station (S5 ). The
base station, also called sink, is a mote, in general connected with a PC-class
device, which acts as a gateway between the network and the end user.

4 The Reference Architecture

In this section, we firstly describe the two main components of the SeNsIM
system: the wrapper and the mediator. Then we illustrate interactions taking
place between a generic wrapper, the mediator, the user and the underlying
network during two main usage scenarios of SeNsIM.

As already said, wrapper components work as adapters between the mediator
layer and the sensing platforms. They should gather the features of the under-
lying network and of its sensors (e.g. discovering the network topology with its
clusters/groups of sensors, the state of single sensors, etc...) and, above all, they
should be able to access sensor data by querying single sensors, clusters or the
entire network. The mediator should classify sensor information sent by wrap-
pers and should provide a simple way to users or applications for querying the
networks. In Fig. 3 the architecture of wrapper and mediator components is re-
ported, illustrating its main modules. The macro-modules of both components,
which are represented in dashed lines, carry out the main features of the related
component.

As for the wrapper, (i) it discovers, extracts and manages information about
the underlying network and its sensors (Network Classification); (ii) it receives
user queries from the mediator and executes them on the system by using its
APIs and the local query language (Query Processing); (iii) it manages the com-
munication process with the mediator (Mediator Communication). The Network
Classification and Query Processing modules interact with a DBMS for storing
and accessing information related to network/sensors (according to the data
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Fig. 3. (a) Wrapper architecture; (b) Mediator architecture

model), queries and related results. The wrapper is also provided with a Con-
figuration Manager module, which the can be used by the system administrator
to set the state of sensors or to define clustering/grouping policies during the
discovery phase of the system.

The mediator, on the other side, (i) has to classify and manage metwork/sensor
information sent by the wrapper (Network Classification); (ii) it has to manage
user queries (Query Processing); (iii) it has to manage the communication with
wrappers (Wrapper Communication); (iv) it has to interact with the user, by tak-
ing his queries and showing him the related results (User Communication). Also in
this case the Network Classification and Query Processing modules interact with a
DBMS which stores data related to networks and their sensors (intensional part of
the data model), user queries and related results. Finally, the mediator is provided
with a Configuration Manager module: it is used during the initialization phase
of the system to define the admissible information for a network and its sensors
according to the data model.

Fig. 4 shows the interactions that take place among the main system compo-
nents in the two main usage scenarios, registration and querying:

– Registration. A wrapper needs to register itself before communicating with
a mediator. At first, each wrapper creates an XML document describing
the system as a whole; this is done by analyzing the sensor system (i.e.
by injecting a discovery query), and generating the appropriate XML to
represent the system. Then a wrapper sends a registration request message
to the mediator, that verifies the possibility of including a new system in the
framework and sends a response message to the wrapper. If the registration
request is accepted, the wrapper sends the XML document to the mediator,
which stores the related information in a DB.
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Fig. 4. The communication protocols in the Registration and Querying scenarios

– Querying. The querying process starts when a user sends a query request
through the mediator user interface after having selected the destination of
the query (a network or a specific sensor, among those connected to the
framework trough the wrappers). The mediator takes the query parameters
and creates an XML document, which is sent to the appropriate wrapper.
The wrapper extracts the parameters by parsing the XML document and
executes the query on the local system. The query results are grouped by
the wrapper, which also creates another XML document, and periodically
sends it to the mediator. Finally the mediator extracts the results from the
XML and shows them to the user.

The system provides support for monitoring queries that retrieve the requested
data from the sensor systems and return the corresponding responses in real-time
as well as for event queries. Many context-aware applications need to trigger ap-
propriate actions after that certain events have been detected by sensor systems.

4.1 Implementation Details

In the current implementation of SeNsIM, the mediator component and all its
modules have been fully realized. Furthermore, we have implemented the wrap-
per component for TinyDB based networks. TinyDB [14] is a middleware for
WSNs, which provides a query processing system for extracting information
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Fig. 5. Network querying screen

from a network of TinyOS sensors. Unlike existing solutions for data processing
in TinyOS, TinyDB does not require users to write embedded C code for sensors.
Instead, it provides a simple SQL-like interface to specify the data to extract,
along with additional parameters, such as the data refreshing rate. Given a query,
TinyDB collects that data from motes in the environment, filters it, aggregates it
together, and routes it out to a PC, it also implements power-efficient in-network
processing algorithms.

All SeNsIM components are written in the Java programming language ex-
ploiting its libraries for networking (java.net), multithreading (java.lang.Thread),
managing DBMS (JDBC) and manipulating XML files (DOM). The communi-
cation protocol between wrappers and mediator has been implemented by ex-
ploiting both UDP and TCP sockets: in particular we used UDP sockets to
exchange simple messages (e.g. registration request in the registration scenario),
while TCP sockets were used to exchange XML data files (networks structure,
queries and results). An ORACLE 10g DBMS has been adopted to store data
in the wrapper and mediator repositories and a graphical interface has been re-
alized to simplify the interaction of SeNsIM with users. Finally we set up a first
experimental testbed with two TinyDB based networks in order to demonstrate
the validity of our approach. Figure 5 provides a GUI screenshot showing the
panel for querying a network after it has been selected by the user from the
networks list.
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5 Conclusions and Future Work

We have presented a system for the integration and management of sensor net-
works. It allows a single unified view of a lot of systems and enables a flexi-
ble deployment and interconnection between them, even if located in different
places. The architecture is based on the Mediator/Wrapper paradigm in order
to provide a layered and scalable architecture. The Wrapper is responsible for
managing hardware and systems heterogeneity while the Mediator is responsible
of managing the communication with the wrappers and provides a uniform in-
terface for queries on sensed data and network features to user and applications.
Future work will be devoted to evaluate system scalability and performance, and
to develop service-oriented interfaces in order to integrate our system with recent
standards proposed by the OGC and W3C consortiums for modeling sensors and
sensor networks.
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Abstract. The understanding of complex environmental phenomena,
such as deforestation and epidemics, requires observations at multiple
scales. This scale dependency is not handled well by today’s rather
technical sensor definitions. Geosensor networks are normally defined
as distributed ad-hoc wireless networks of computing platforms serving
to monitor phenomena in geographic space. Such definitions also do not
admit animals as sensors. Consequently, they exclude human sensors,
which are the key to volunteered geographic information, and they fail
to support connections between phenomena observed at multiple scales.
We propose definitions of sensors as information sources at multiple ag-
gregation levels, relating physical stimuli to observations. An algebraic
formalization shows their behavior as well as their aggregations and gen-
eralizations. It is intended as a basis for defining consistent application
programming interfaces to sense the environment at multiple scales of
observations and with different types of sensors.

1 Introduction

Sensor networks have become an important technology for observing physical
phenomena. Their application scenarios include environmental and health mon-
itoring, disaster management, early warning systems, precision agriculture, as
well as home security [1]. Currently, most research is focused on technical issues.
This includes work on hardware, operation systems, and signal processing [2],
but also algorithmic aspects about how to reduce power consumption [3] and
communication costs [4]. In contrast, this paper investigates sensors from an
ontological perspective.

The understanding of complex phenomena, such as deforestation and epi-
demics, requires environmental sensor networks [5] observing at multiple scales.
This scale dependency is not handled well by today’s rather technical sensor
definitions and therefore also in the derived models. For instance, to understand
the impact of deforestation on the local fauna, it is necessary to track the path of
individuals as well as the path of populations within a biotope. Movement pat-
terns of individuals reveal information about change in territory and foraging,

N. Trigoni, A. Markham, and S. Nawaz (Eds.): GSN 2009, LNCS 5659, pp. 169–179, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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while the changed behavior of one population impacts the behavior of others. At
the scale of the population, a sensor network should produce a single trajectory
based on the tracks of the individual animals. Current definitions of sensors, sen-
sor systems, and sensor networks are too technical to capture these abstractions
of observations. For example, the definition of geosensor networks as ’distributed
ad-hoc wireless networks of sensor-enabled miniature computing platforms that
monitors phenomena in geographic space’ [6] does not admit animals as sensors.
It restricts the notion of sensors and sensor networks to technical devices and
the message transmission to wireless communication.

In our work, we extend the second part of Nittel’s definition by focussing on
the scale dependency of observation regarding various sensor aggregation levels.
Our main contribution is an algebraic specification of sensors. It provides a
unified view on sensors at different scales, i.e., at different spatial, temporal and
thematic granularity of observed phenomena. Our approach bridges between the
sensor-centric Sensor Model Language (SensorML) [7] of the Open Geospatial
Consortium (OGC) and the user-centric Observations & Measurements (O&M)
[8] specification by focusing on stimuli as objects of sensing. We also include
human sensors which are the key to volunteered geographic information [9].

The remaining paper is structured as follows. First, we give an overview of
related work. We then propose to define sensors as information sources at mul-
tiple scales, relating physical stimuli to observations. An algebraic formalization
shows their aggregations, compositions, and generalizations. We provide various
examples from real applications of sensors and sensor systems to demonstrate
our approach. The paper closes with conclusions and an outlook to future work.

2 Related Work

Current sensor models and definitions are designed from a technical perspective.
In the engineering community, sensors are defined as devices that produce analog
signals based on the observed phenomenon. These signals are converted to digital
signals by analog-to-digital converters (ADCs). Sensor networks comprise a large
number of sensor nodes ’that are densely deployed either inside the phenomenon
or very close to it’ [10]. A taxonomy of distributed sensor networks based upon
different criteria such as input or communication could be found in [11]. Sgroi
et al. [12] developed a set of well defined services and interface primitives for
programming of ad-hoc wireless sensors and actuator networks. The SensorML
specification [7] defines a common model for all kinds of sensor related processes,
whereas a sensor is defined as a process entity capable of observing a phenomenon
and returning an observed value. Our work is similar to [12,7] but is focused on
the ontological view on sensors. Additionally, we provide a unique ontological
view on sensors on different scales and include humans and animals as sensors.

There are several topics of current research on sensor networks. A lot of work
has been done on reducing the in-network communication cost to reduce energy
consumption by reducing the amount of data [4,13,14] or optimizing the data
collection path [15]. As GSNs usually monitor dynamic phenomena in space,
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in-network detection of changes or events regarding the observed phenomenon
is also investigated [16]. Another issue currently addressed is the localization of
sensors in geosensor networks [17]. As the amount of data has to be reduced
for further processing, several abstraction mechanisms for the sensor observa-
tions are presented [18]. Recently, Goodchild [9] proposed to extend geosensor
networks to include humans either as sensor platforms or as sensors themselves.
These human sensor networks could serve as the basis for the Volunteered Geo-
graphic Information enabled by Web 2.0 technologies. An example in this context
is the bird post application (www.birdpost.com) which enables its users to re-
port bird sightings or to search for bird sightings by location or characteristics.

To enable the web based exchange of geosensor data and the integration of
sensor data into spatial data infrastructures, OGC’s Sensor Web Enablement
(SWE) initiative provides a framework of standards for the realization of a Sen-
sor Web. Following Botts et al. [19] a Sensor Web refers to web accessible sensor
networks and archived sensor data that can be discovered and accessed using
standard protocols and application programming interfaces (APIs). Research on
the Semantic Sensor Web [20] investigates the role of semantic annotation, on-
tologies, and reasoning to improve discovery on the Sensor Web [21]. It combines
OGC’s vision of a web of sensors with the reasoning capabilities of the Semantic
Web. Besides discovery, a semantic layer would improve interoperability between
sensor networks and would help to make sensors situation aware. A method for
linking geosensor databases with ontologies has been presented by Hornsby [22].
An ontological analysis of the OGC standards on observations and measure-
ments has been done by Probst [23]. However, the integration of semantics into
sensor networks and sensor applications is still a challenging research task and a
thoroughly defined model for sensors from an ontological perspective is currently
missing.

3 An Algebraic Approach to the Aggregation of Sensors

In this section we introduce algebraic specifications for sensors, sensor systems,
and sensor networks as well as for their aggregation and generalization. For lack
of space and to improve readability we focus on particular aspects, leaving others
(especially details about location, time, and signal processing) aside. The evolv-
ing, executable source code, specified using the functional language Haskell1, is
available online at http://musil.uni-muenster.de/gsn09hs.

3.1 Stimuli and Their Observation

Our knowledge about the real world is based on observations. This includes
observations about endurants such as a single zebra [24] or perdurants (also
called occurants [25]) such as the dispersion of diseases like the dengue fever.
However, in most cases what is observed are not such particulars themselves but
1 Introductions to the Haskell language, as well as interpreters and compilers can be

found at http://www.haskell.org

www.birdpost.com
http://musil.uni-muenster.de/gsn09hs
http://www.haskell.org


172 C. Stasch et al.

Fig. 1. Particulars such as a stone (hitting a water surface) can only be observed by
stimuli which are related to them. The sensor has no knowledge about the particular
itself (indicated by the greyed out color). Stimuli can only be defined with respect to a
specific sensor. For example, the sound waves from the impact of the stone hitting the
water surface are stimuli for human ears or a (passive) sonar. Stimuli are located and
timed. For instance, the impact produces sound waves for a certain amount of time
spreading from the location where the stone hits the surface in radial direction. While
the stimulus acts as input to the sensor, the output is an observation. Such observations
can be stimuli for other sensors (as in SensorML [7], though stimuli and observations
are not not distinct types in SensorML), e.g., to produce a terrain model.

physical processes [26] related to them. We call those physical processes stimuli
for which we have sensors. For instance sound waves within a certain frequency
range become stimuli when they reach the human ear; they reveal something
about particulars in the real world. We learn about particulars like walls from
their echoing of sound waves. In this case the stimulus is created by the sensor
itself, e.g., by an active sonar. In case of passive sensors such as human ears or

Listing 1. Stimuli as observable spatio-temporal referenced processes

0 class LOCATED item where
1 getLocat ion : : item −> Locat ion
2
3 class TIMED item where
4 getTime : : item −> Time
5
6 data Process = SoundWave | EggRef l ec t ion | S igna l Observation |
7
8 data Stimulus = Stimulus Process Locat ion Time
9

10 instance LOCATED Stimulus where
11 getLocat ion ( Stimulus p l t ) = l
12
13 instance TIMED Stimulus where
14 getTime ( Stimulus p l t ) = t
15
16 eggs = Stimulus EggRef l ec t ion ’ Porto Seguro ’ 04/2009
17 sound = Stimulus SoundWave theSonarsLocat ion now
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Listing 2. Observations as sensor results

18 data Observation = Observe [ St imulus ]
19
20 instance LOCATED Observation where
21 getLocat ion ( Observe s t imu l i ) =
22 getLocat ion ( last s t imu l i )
23
24 instance TIMED Observation where
25 getTime ( Observe s t imu l i ) = getTime ( last s t imu l i )
26
27 eggCount = Observe [ eggs ]
28 echoImpact = Observe [ sound ]
29
30 countEggs = observe aHumansVision [ eggs ]
31 rece iveEcho = observe aSonar [ sound ]

passive sonars, the stimulus are the sound waves caused by a certain event (see
figure 1). Another example is the problem of monitoring dengue fever. To make
predictions about the future spread of this disease we observe the presence of eggs
of aedes aegypti [27], the transmitters of dengue fever. We have several sensors to
make this observation. For instance, we can detect the reflected light (stimulus)
using our eyes (sensor) or the resistance from the solid surface (stimulus) with
our sense of touch (sensor). In this case, a perdurant (the spread of a virus
disease) is forecasted by observing another perdurant, namely the presence of
eggs of the transmitting mosquito in a given region.

Note that we only require minimal assumptions about reality here. All infor-
mation about reality is derived from observations and depends on sensors (in-
cluding the human sensory system). In contrast to the user-centric view taken
in OGC’s O&M specification [8], our view focuses on stimuli as objects of sens-
ing. At the same time, it abstracts from the technical, sensor-centric view of the
SensorML specification [7]. In this way, our view bridges between SensorML and
O&M [8].

Line 16 shows one specific stimulus, the occurrence of eggs of aedes aegypti in
the Brazil city Porto Seguro in April 2009 (detected by the reflection of the eggs).
This example also shows that we constrain the temporal and spatial resolution
by the spatio-temporal extent of the stimulus. The behavior of stimuli is defined
by the data type Stimulus specified in line 8-14. We model this extent of stimuli
by introducing the type classes Timed and Located (line 0-4) which provides
location and time on an abstract level.

We use a broader definition of Observation here than the one proposed by
OGC [8]. Observations, as sensor results, are spatio-temporally referenced sym-
bols provided to a user or for further processing (line 18-25). Symbols are observ-
able signals and hence can be perceived by sensors again. Such symbols range from
a count such as an integer for the number of eggs to complex symbols such as
mostly cloudy with occasional rain in case of weather conditions. In the first case,
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an egg count is an observation where the human vision acts as sensor (line 27 &
30). In the second case, the literal mostly cloudy with occasional rain produced by
the weather station is perceived by the human eyes acting as sensors (see figure 1).
The result time and location of the observation may differ from those of the stim-
ulus. Their georeferencing is up to the sensor (see below). Note that observations
are processes (line 6) and can act as stimuli for other kinds of sensors.

3.2 Sensors

The Sensors type class (line 32-34) defines the behavior of kinds of sensors by
providing the observe function (line 33). It maps from stimuli to observations.
An example for a sensor is a heart frequency sensor attached to an animal. In this
case, the location is not georeferenced and of minor interest. The implementation
of the observe function is up to the specific kind of sensor. It captures how the
stimulus is transformed to a digital signal, processed, and finally mapped to the
symbol. This behavior should be described using standards such as SensorML.
Geosensors are kinds of sensors delivering an observation with georeferenced
location (line 38). An example is the EggSensor type for counting the eggs
of aedes aegypti. The observations of the EggSensor contain a georeferenced
location. Sensors are mounted on platforms (line 41) which provide an ID and a
tracking function for their location. For instance, human eyes are placed on the
human body, while a multi-spectral camera is mounted on a satellite.

Listing 3. Sensors mapping stimuli to observations

32 class LOCATED senso r => SENSORS senso r where
33 observe : : s en so r −> [ St imulus ] −> Observation
34 observe s enso r = Observe
35
36 data Sensor = Sensor Platform Process
37
38 data Locat ion = GeoLocation Coordinates Epsg |
39 BioLocat ion Organ Id | . . .
40
41 data Platform = Platform Id ( ClockTime −> Locat ion )

Aggregation. Sensors can be aggregated to sensor systems or sensor networks
by using the addSensor operation (line 43). The getSensor operation (line 44)
can be used to access a single sensor interface of the sensor aggregation to retrieve
its observations.

A SensorSystem aggregates sensors (line 49-59) which are mounted on the
same platform. An example is an aggregation of heart frequency and blood
pressure sensors to provide the overall cardiac condition of an animal.

A GeoSensorSystem contains at least one geosensor defining the georefer-
enced locations of its observations. An example is a weather station (line 65,66)
consisting of a thermometer and a barometer which are all georeferenced.
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Listing 4. Sensors systems as sensor aggregations

42 class SENSORSYSTEMS sensorsystem where
43 addSensor : : Sensor −> sensorsystem −> sensorsystem
44 getSensor s : : sensorsystem −> [ Sensor ]
45
46 data SensorSystem = SensorSystem Platform [ Sensor ]
47 aHumansSenses = SensorSystem aHuman [ Hearing , Vis ion , . . . ]
48
49 instance SENSORSYSTEMS SensorSystem where
50 addSensor ( Sensor plat form2 st imulus )
51 ( SensorSystem plat form1 s t imu l i ) =
52 i f plat form1 == plat form2 then SensorSystem plat form1
53 ( s t imulus : s t imu l i )
54 else error ” incompat ib le p lat form”
55 getSenso r s ( SensorSystem plat form [ s t imulus ] ) =
56 [ Sensor p lat form st imulus ]
57 ge tSenso r s ( SensorSystem plat form s t imu l i ) =
58 ( Sensor plat form (head s t imu l i ) ) :
59 ge tSenso r s ( SensorSystem plat form ( ta i l s t imu l i ) )
60
61 instance LOCATED SensorSystem where
62 getLocat ion ( SensorSystem plat form s t imu l i ) time =
63 getLocat ion plat form time
64
65 aWeatherStation = SensorSystem aPlatform
66 [ aThermometer , aBarometer , . . . ]

A SensorNetwork consists of a number of spatially distributed and commu-
nicating sensors or sensor systems. Instead of specific communication paradigms
we only state that one can request the neighbors of a specific sensor. In an
implementation of this specification the getNeighbors operation (line 71) could
be realized by delegating to a corresponding operation of the sensor nodes. An
example of a sensor network is a spatially distributed and connected group of
animals carrying sensor systems of heart frequency and blood pressure sensors.

A GeoSensorNetwork is a sensor network whose nodes are all geosensors.
For example, in the OSIRIS project [28], air quality sensors have been deployed
on moving buses. These sensors taken together form a network for urban air qual-
ity monitoring, as they are spatially distributed and connected through wireless
communication.

If a sensor system or a sensor network is a composition of sensors, all sub-
sensors of the system or the network can only exist in it. One example for a
composition of sensors is the human sensor system. The human eye cannot exist
without the human body it belongs to.

Generalization. Both, sensor systems and sensor networks can behave like
single sensors by providing the observe function. Therefore, the proposed sensor
aggregation realizes the compositum design pattern [29]. Thus, on different the-



176 C. Stasch et al.

Listing 5. Sensors networks as sensor aggregations

67 class SENSORS senso r => SENSORNETWORKS sensornetwork senso r where
68 addSensor : : s en so r −> sensornetwork senso r
69 −> sensornetwork senso r
70 ge tSenso r s : : sensornetwork senso r −> [ s en so r ]
71 getNeighbors : : s en so r −> sensornetwork senso r −> [ s en so r ]

matic, temporal or spatial scales a sensor aggregation can be generalized to a
single sensor. The resulting symbol could be either a complex symbol containing
single sensor symbols or a generalized symbol. In the example of the air quality
monitoring network, if the sensor network is generalized to a single sensor, it
either provides a value grid, a generalized value (e.g. an average) or a nomi-
nal value (e.g. ’smog’). The generalization defined by our sensor algebra affects
the spatial and temporal resolution of the observation as well as the symbol
resolution (as shown in the air quality example).

4 Conclusions and Further Work

In this paper we introduced an ontological definition of sensors at various scales.
We provided algebraic specifications to show the aggregation, composition, and
generalization of sensors. Our formalization is less restrictive in comparison to
existing standards, and is more flexible in handling the heterogeneity of infor-
mation sources. In contrast to more technical definitions, our approach explicitly
includes human (and animal) sensors which play an important role in volunteered
geographic information and environmental modeling.

A sensor implements a mapping from a physical stimulus to an observation. In
contrast to the user-centric view taken in OGC’s O&M specification and to the
sensor-centric view in OGC’s SensorML specification, our approach is stimulus-
centric. It attaches the primary spatio-temporal context to the stimulus instead
of the sensor. Geosensors differ from other sensors by providing additional georef-
erencing functionalities. This only requires minimal assumptions about reality,
i.e., all information about reality is derived from observations and hence depends
on sensors. Consequently, we do not need to make assumptions about objects
(features of interest) at the sensor level. Observations can be stimuli for other
sensors to enable more complex sensor processing chains. Sensors can be com-
bined into sensor systems and networks. Depending on the thematic scale, these
in turn can behave like a single sensor or a (spatially distributed) collection of
sensors. The symbols of the aggregated sensors can be combined and generalized
to create more complex symbols.

Further work will focus on defining more detailed algebraic specifications for
the aggregation and generalization of sensors to reason about the resulting sym-
bols and symbol systems. While geosensors rely on spatial reference systems to
locate an observation, semantic reference systems [30] are necessary to reference
complex symbols used by the sensor [31]. Such referencing, called grounding,
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is also required for the measurement procedure to fix the way how stimuli are
mapped to observations.

The algebraic specifications developed in the paper will serve as a basis for
defining a consistent application programming interface (API) to sense the en-
vironment at multiple scales of observations and with different devices. This
involves work on defining a taxonomy of sensor types and relations between
them. The API will allow for abstracting from specific sensor interfaces. It will
focus on types of sensors and kinds of observations – making it a meta API.
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