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Preface

This volume contains the papers presented at SAT 2009: 12th International
Conference on Theory and Applications of Satisfiability Testing, held from June
30 to July 3, 2009 in Swansea (UK).

The International Conference on Theory and Applications of Satisfiability
Testing (SAT) started in 1996 as a series of workshops, and, in parallel with the
growth of SAT, developed into the main event for SAT research. This year’s con-
ference testified to the strong interest in SAT, regarding theoretical research, re-
search on algorithms, investigations into applications, and development of solvers
and software systems. As a core problem of computer science, SAT is central for
many research areas, and has deep interactions with many mathematical sub-
jects. Major impulses for the development of SAT came from concrete practical
applications as well as from fundamental theoretical research. This fruitful col-
laboration can be seen in virtually all papers of this volume.

There were 86 submissions (completed papers within the scope of the con-
ference). Each submission was reviewed by at least three, and on average 4.0
Programme Committee members. The Committee decided to accept 45 papers,
consisting of 34 regular and 11 short papers (restricted to 6 pages). A main nov-
elty was a “shepherding process”, where 29% of the papers were accepted only
conditionally, and requirements on necessary improvements were formulated by
the Programme Committee and its installment monitored by the “shepherd” for
that paper (using possibly several rounds of feedback). This process helped enor-
mously to improve the quality of the papers, and it also enabled the Programme
Committee to accept 13 papers, which have very interesting contributions, but
which due to weaknesses normally wouldn’t have made it into the proceedings.
27 regular and 5 short papers were accepted unconditionally, and 7 long and
7 = 3 + 4 short papers were accepted conditionally (with 4 required conversions
from regular to short papers). All these 7 long papers and 6 of the 7 short papers
could then be accepted in the “second round”, involving in all cases substantial
work for the authors (often a complete revision) and the shepherd (ranging from
providing general advice to complete grammatical overhauls). As one author put
it: “I would, however, like to congratulate the reviewers, as their review is the
most useful and thorough I have ever received from any conference - indeed, if
integrated correctly, it brings a new level of quality to the paper.”

The organisation of the papers is by subjects (and within the categories
alphabetically). The programme included two invited talks:

– Robert Niewenhuis considered how SMT (“SAT modulo theories”) can en-
hance SAT solving in a systematic way by special algorithms, as it is possible
in constraint programming.

– Moshe Vardi investigated how the strong inference power delivered by OB-
DDs (“ordered binary decision diagrams”) can be harnessed by SAT solving.



VI Preface

One of the major topics of this conference was the MAXSAT problem (max-
imising the number of satisfied clauses), and boolean optimisation problems in
general. Besides these extensions, the papers of this conference show that “core
SAT”, that is, boolean CNF-SAT solving, has still a huge potential (I expect
that we just scratched the surface, and fascinating discoveries are waiting for
us). One fundamental topic was the understanding of why and when SAT solvers
are efficient, and interesting approaches were considered, towards a more precise
intelligent control of the execution of SAT solvers. Another strong area of this
year was the intelligent translation of problems into SAT. Regarding QBF, the
extension of SAT by allowing quantification, the quest for a “good” problem
representation becomes even more urgent, and we find theoretical and practical
approaches.

Several additional events were associated with the SAT conference, including
the SAT competition, the PB competition (“pseudo-boolean”, allowing certain
forms of arithmetic), the Max-SAT evaluation, and a special session on the var-
ious aspects of the process of developing SAT software.

Arnold Beckmann and Matthew Gwynne helped with the local organisation.
We gladly acknowledge the following people in organising the satellite events:

– the main organisers of the SAT competition Daniel Le Berre, Olivier Roussel,
Laurent Simon, the judges Andreas Goerdt, Inês Lynce and Aaron Stump,
and the special organisers Allen Van Gelder, Armin Biere, Edmund Clarke,
John Franco and Sean Weaver

– the organisers of the PB competition Vasco Manquinho and Olivier Roussel;
– and the organisers of the Max-SAT evaluation Josep Argelich, Chu Min Li,

Felip Manyà and Jordi Planes

A special thanks goes to the Programme Committee and the additional external
reviewers, who through their thorough and knowledgeable work enabled the
assembly of this body of high-quality work. We also thank the authors for their
enthusiastic collaboration in further improving their papers.

The EasyChair conference management system helped us with handling of
the paper submissions, paper reviewing, paper discussion and assembly of the
proceedings. I would like to thank the Chairs of the previous years, Hans Kleine
Büning, Xishun Zhao and Joao Marques-Silva, for their important advice on run-
ning a conference. The Department of Computer Science of Swansea University
provided logistic support. Finally I would like to thank the following sponsors for
their support of SAT 2009: Intel Corporation, NEC Laboratories, and Invensys
Rail Group.1

April 2009 Oliver Kullmann

1 Due to the difficult economic circumstances a number of former sponsors expressed
their regret for not being able to provide funding this year.
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Enric Rodŕıguez-Carbonell

Exploiting Cycle Structures in Max-SAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 467
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SAT Modulo Theories: Enhancing SAT with
Special-Purpose Algorithms

Robert Nieuwenhuis�

During the last decade SAT techniques have become very successful for prac-
tice, with important impact in applications such as electronic design automation.
DPLL-based clause-learning SAT solvers work surprisingly well on real-world
problems from many sources, using a single, fully automatic, push-button strat-
egy. Hence, modeling and using SAT is essentially a declarative task. On the
negative side, propositional logic is a very low level language and hence model-
ing and encoding tools are required. Also, the answer can only be “unsatisfiable”
(possibly with a proof) or a model: optimization aspects are not as well studied.

For applications such as hard/software verification, more and more compli-
cated and sophisticated encodings into SAT were developed for constraints such
as EUF (Equality with Uninterpreted Functions, i.e., congruences), Difference
Logic, or other fragments of linear arithmetic.

However, it is nowadays clear that SAT Modulo Theories (SMT) is frequently
several orders of magnitude faster. The idea is a tight integration of two compo-
nents: a theory solver that can handle conjunctive constraints, and a DPLL-based
SAT engine that does the search without knowing the semantics of the literals.
Similarly to the constraint propagators in Constraint Programming (CP), the
theory solver uses efficient specialized algorithms for detecting additional prop-
agations and inconsistencies.

In this talk we first give an overview of our DPLL(T) approach to SMT and
its implementation in the Barcelogic SMT tool. Then we discuss a longer-term
research project, namely the development of SMT technology for hard combina-
torial (optimization) problems outside the usual verification applications. Our
aim is to obtain the best of several worlds, combining the advantages inherited
from SAT: efficiency, robustness and automation (no need for tuning) and CP
features such as rich modeling languages, special-purpose filtering algorithms
(for, e.g., planning, scheduling or timetabling constraints), and sophisticated
optimization techniques. We give several examples and discuss the impact of
aspects such as first-fail heuristics vs activity-based ones, realistic structured
problems vs random or handcrafted ones, and lemma learning.

� Technical Univ. of Catalonia (UPC), Barcelona, Spain. Partially supported by Span-
ish Min. of Science &Innovation, LogicTools-2 project (TIN2007-68093-C02-01). For
more details and further references, see Robert Nieuwenhuis, Albert Oliveras and
Cesare Tinelli: Solving SAT and SAT Modulo Theories: From an Abstract Davis-
Putnam-Logemann-Loveland Procedure to DPLL(T), Journal of the ACM, 53(6),
937-977, 2006.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, p. 1, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Symbolic Techniques in Propositional Satisfiability
Solving�

Moshe Y. Vardi

Rice University, Department of Computer Science, Houston, TX 77251-1892, U.S.A.
vardi@cs.rice.edu

http://www.cs.rice.edu/∼vardi

Search-based techniques in propositional satisfiability (SAT) solving have been enor-
mously successful, leading to what is becoming known as the “SAT Revolution”. Es-
sentially all state-of-the-art SAT solvers are based on the Davis-Putnam-Logemann-
Loveland (DPLL) technique, augmented with backjumping and conflict learning. Much
of current research in this area involves refinements and extensions of the DPLL tech-
nique. Yet, due to the impressive success of DPLL, little effort has gone into investigat-
ing alternative techniques. This work focuses on symbolic techniques for SAT solving,
with the aim of stimulating a broader research agenda in this area.

Refutation proofs can be viewed as a special case of constraint propagation, which is
a fundamental technique in solving constraint-satisfaction problems. The generalization
lifts, in a uniform way, the concept of refutation from Boolean satisfiability problems
to general constraint-satisfaction problems. On the one hand, this enables us to study
and characterize basic concepts, such as refutation width, using tools from finite-model
theory. On the other hand, this enables us to introduce new proof systems, based on rep-
resentation classes, that have not been considered up to this point. We consider ordered
binary decision diagrams (OBDDs) as a case study of a representation class for refuta-
tions, and compare their strength to well-known proof systems, such as resolution, the
Gaussian calculus, cutting planes, and Frege systems of bounded alternation-depth. In
particular, we show that refutations by ODBBs polynomially simulate resolution and
can be exponentially stronger.

We then describe an effort to turn OBDD refutations into OBBD decision proce-
dures. The idea of this approach, which we call symbolic quantifier elimination, is to
view an instance of propositional satisfiability as an existentially quantified proposi-
tional formula. Satisfiability solving then amounts to quantifier elimination; once all
quantifiers have been eliminated we are left with either 1 or 0. Our goal here is to study
the effectiveness of symbolic quantifier elimination as an approach to satisfiability solv-
ing. To that end, we conduct a direct comparison with the DPLL-based ZChaff, as well
as evaluate a variety of optimization techniques for the symbolic approach. In compar-
ing the symbolic approach to ZChaff, we evaluate scalability across a variety of classes
of formulas. We find that no approach dominates across all classes. While ZChaff dom-
inates for many classes of formulas, the symbolic approach is superior for other classes
of formulas.

� Work supported in part by NSF grants CCR-0311326, CCF-0613889, ANI-0216467, and
CCF-0728882.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 2–3, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Symbolic Techniques in Propositional Satisfiability Solving 3

Finally, we turn our attention to Quantified Boolean Formulas (QBF) solving. Much
recent work has gone into adapting techniques that were originally developed for SAT
solving to QBF solving. In particular, QBF solvers are often based on SAT solvers.
Most competitive QBF solvers are search-based. Here we describe an alternative ap-
proach to QBF solving, based on symbolic quantifier elimination. We extend some
symbolic approaches for SAT solving to symbolic QBF solving, using various decision-
diagram formalisms such as OBDDs and ZDDs. In both approaches, QBF formulas are
solved by eliminating all their quantifiers. Our first solver, QMRES, maintains a set
of clauses represented by a ZDD and eliminates quantifiers via multi-resolution. Our
second solver, QBDD, maintains a set of OBDDs, and eliminate quantifiers by ap-
plying them to the underlying OBDDs. We compare our symbolic solvers to several
competitive search-based solvers. We show that QBDD is not competitive, but QM-
RESS compares favorably with search-based solvers on various benchmarks consisting
of non-random formulas.

References

1. Atserias, A., Kolaitis, P.G., Vardi, M.Y.: Constraint propagation as a proof system. In: Wallace,
M. (ed.) CP 2004. LNCS, vol. 3258, pp. 77–91. Springer, Heidelberg (2004)

2. Pan, G., Vardi, M.Y.: Symbolic decision procedures for QBF. In: Wallace, M. (ed.) CP 2004.
LNCS, vol. 3258, pp. 453–467. Springer, Heidelberg (2004)

3. Pan, G., Vardi, M.Y.: Search vs. symbolic techniques in satisfiability solving. In: Hoos, H.H.,
Mitchell, D.G. (eds.) SAT 2004. LNCS, vol. 3542, pp. 235–250. Springer, Heidelberg (2005)

4. Pan, G., Vardi, M.Y.: Symbolic techniques in satisfiability solving. J. of Automated Reason-
ing 35, 25–50 (2005)



Efficiently Calculating Evolutionary Tree
Measures Using SAT

Maria Luisa Bonet1 and Katherine St. John2

1 Lenguajes y Sistemas Informáticos, Universidad Politécnica de Cataluña, Spain
2 Math & Computer Science Dept., Lehman College, City U. New York, USA

Abstract. We develop techniques to calculate important measures in
evolutionary biology by encoding to CNF formulas and using powerful
SAT solvers. Comparing evolutionary trees is a necessary step in tree re-
construction algorithms, locating recombination and lateral gene trans-
fer, and in analyzing and visualizing sets of trees. We focus on two pop-
ular comparison measures for trees: the hybridization number and the
rooted subtree-prune-and-regraft (rSPR) distance. Both have recently
been shown to be NP-hard, and efficient algorithms are needed to com-
pute and approximate these measures. We encode these as a Boolean
formula such that two trees have hybridization number k (or rSPR dis-
tance k) if and only if the corresponding formula is satisfiable. We use
state-of-the-art SAT solvers to determine if the formula encoding the
measure has a satisfying assignment. Our encoding also provides a rich
source of real-world SAT instances, and we include a comparison of sev-
eral recent solvers (minisat, adaptg2wsat, novelty+p, Walksat, March
KS and SATzilla).

1 Introduction

Phylogenies, or evolutionary histories, play a central role in biology. While tradi-
tionally represented as trees, due to evolutionary processes such as hybridization,
horizontal gene transfer and recombination [16], the relationship between many
species is better represented by networks, or directed graphs. These nontree
events connect nodes from different branches of a tree, and they are usually
called reticulations (see Figure 1). Given two trees that represent the evolu-
tionary history of different genes of a set of species, the hybridization number
between the trees characterizes the number of reticulation events needed to ex-
plain the evolution of the set of species. With the recent explosion in biological
data available, it is now possible to compute multiple phylogenetic trees for a
set of taxa (species), based on many different gene sequences. Calculating the
differences between species and gene trees very efficiently is essential to building
evolutionary histories, and in turn to understanding the underlying properties
of the species. Further, comparing phylogenies play important roles in locating
recombination and lateral gene transfers, and analyzing searches in treespace.

Our primary focus is on calculating the hybridization number. The related
rooted subtree-prune-and-reconnect (rSPR) distance is often used as a surrogate.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 4–17, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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b)

1   2   3                   4 1       2         3         4 1       2       3           4 1        2        3         4 

a) d)c)

Fig. 1. Hybridization events: a) and b) represent two different gene trees on the same
set of species, and c) and d) show two possible evolutionary scenarios. In c), species 2
and 4 hybridize (combine genetic information) to form a new species 3. In d), we show
lateral gene transfer where some of the genetic information from species 3 is derived
along one lineage as in tree in a), while other information is derived along the lineages
shown in b).

rSPR captures individual hybridization events but misses an important acyclicity
condition that taxa cannot have themselves as ancestors. Further, while often
similar in size, there exist instances where the difference between the rSPR and
hybridization number are arbitrarily large [5].

Calculcating tree measures is of great interest, and the focus of much recent
work. Bordewich and Semple [6] showed that the hybridization number is NP-
hard and fixed parameter tractable, by relating it with an appropriately defined
agreement forest. Agreement forests were developed for evolutionary tree metrics
in the pioneering work of Hein et al. [14] and Allen and Steel [1] that linked
the tree distance to the size of the maximum agreement forest (MAF). With
the development of a MAF for the rooted subtree-prune-and-reconnect (rSPR)
distance [5] (see Figure 2), Bonet et al. [4] showed these algorithms are a 5-
approximation for rSPR distance. Algorithms for biologically relevant restricted
cases of rSPR were also developed by Hallett and Lagergren [13] and Beiko
and Hamilton [3]. Nakhleh et al. [20] developed a very fast heuristic for rSPR
distance, which due to its basis on maximum agreement subtrees, also yields
bounds on the hybridization number. Wu [28] encodes the rSPR problem into
an integer linear programming instance, achieving good results for the rSPR
problem only. To find exact answers for hybridization numbers, Linz et al. [7]
used clever combinatorial characterizations to yield an exhaustive search that
does well for surprisingly large values.

We have developed new software tools to calculate hybridization number and
rSPR distance, by transforming these into satisfiability (SAT) questions. Using
combinatorial characterizations and insights of past work, we can often reduce
the scope of the problem to several smaller subproblems for hybridization, or a
single smaller problem for rSPR. We use two different approaches to calculat-
ing these measures: exact calculation and an upper bound heuristic. Our novel
contribution is the use of powerful SAT solvers to finish this final part of the
computation on the reduced trees. We do this by encoding the problem as a
Boolean formula such that two trees have some particular or hybrid number
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Fig. 2. rSPR Move: A rooted SPR move breaks off a subtree from the first tree and
reattaches the subtree to another tree. For technical reasons, we represent our rooted
trees as “planted trees” and allow rSPR moves to reattach subtree to the edge of the
root, as done with the rSPR move above.

(or rSPR distance) if and only if the corresponding formula is satisfiable. Then
we give the formula as input to one of the best SAT solvers. Due to the large
community focused on techniques to solve SAT more efficiently, there are many
different choices of SAT solvers, optimized for differing criteria.

For our upper bound heuristic (SAT Descent), we work down from an upper
bound (instead of eliminating possibilities counting up from zero). In this case we
do a comparison among several solvers. They are walksat [24,25], adaptg2wsat
[8], novelty+p [8], minisat [10,11], SATzilla [29] and March KS [15]. Notice that
we compare all kinds of different solvers: local search algorithms (the first three),
DPLL with learning (minisat), SAT solver portfolio (SATzilla) and solver spe-
cialized on random instances (March KS). The performance of minisat on our
instances was worse in general than the performance of the local search solvers.
Using local search algorithms yields excellent results in both accuracy and per-
formance. For example, we find solutions for biological data sets in 48 seconds
that take over 11 hours with the exact program, HybridNumber and do not finish
after two days of compute time using the complete solver minisat.

This paper is organized as follows: we give background on tree measures and
agreement forests in Section 2. Section 3 details our methods, with more infor-
mation on the SAT encoding in Section 4. Section 5 describes the data analyzed.
Results are in Section 6, followed by discussion and future work in Section 7.

2 Hybridization Networks and Agreement Forests

The recent theoretical results have linked tree measures to the size of maximum
agreement forests [14]. This link has been used to show NP-hardness, fixed pa-
rameter tractability, and is the basis for approximation algorithms. Roughly,
each measure corresponds to the size of the appropriately defined maximum
agreement forest. For a more thorough treatment, see [5,18,26].

Subtree Prune and Regraft (SPR). A subtree prune and regraft (SPR)
operation [1] on a binary tree T is defined as cutting any edge and thereby
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pruning a subtree t, then regrafting the subtree by the same cut edge to a new
vertex obtained by subdividing a pre-existing edge in T − t. We apply a forced
contraction to maintain the binary property of the resulting tree (see Figure 2).
The SPR distance between two trees T1 and T2 is the minimal number of SPR
moves needed to transform T1 into T2. When working with rooted trees, we refer
to this distance as rooted SPR or rSPR. Bordewich and Semple [5] showed
that the rSPR distance of two trees is the same as the size of an appropriately
defined maximum agreement forest for rooted trees of the two trees. This number
is related to another measure between trees that we next define.

Hybridization Number. A hybridization network on a leaf set X [5,26] is
a rooted acyclic directed graph with root ρ in which

– X is the set of leaves (vertices of outdegree zero);
– d+(ρ) ≥ 2;
– for all the vertices v with d+(v) = 1, we have d−(v) ≥ 2.

Let d−(v) be the indegree of v and d+(v) be the outdegree of v. The vertices
with indegree at least two represent the hybridization vertices. Now, we define
the hybridization number of a hybridization network H with root ρ as

h(H) =
∑
v �=ρ

(d−(v) − 1).

Let T be a rooted phylogenetic tree and H a hybridization network. We say
H displays T [5,26] if T can be obtained from H by first deleting a subset of
edges of H and any resulting isolated vertices, and then contracting edges. Then
given two trees T1 and T2,

h(T1, T2) = min{h(H) : H is a hybridization network that displays T1and T2}.

We define the hybridization number of two trees T1 and T2 as the minimal
hybridization number of all hybridization network H that display T1 and T2.

Agreement Forest. Originally linked to tree measures [14], agreement forests
are an essential tool for calculating and showing hardness for tree measures.
Roughly, an agreement forest for T1 and T2 with identical leaf set X , is a set
of subtrees that occur in both the initial trees T1 and T2, where:

1. The subtrees partition the leaf set X into {X0, . . . , Xk}.
2. The subtrees occur as induced subtrees of T1 and T2. i.e. for each i, 0 ≤ i ≤ k,

T1 restricted to the set of leaves Xi, and T2 restricted to the set of leaves Xi

are the ith subtree.
3. The subtrees are vertex disjoint in both T1 and T2.

For two trees, T1 and T2, with the same leaf set, a maximum agreement forest
(MAF) is an agreement forest with the minimal number of subtrees. Allen and
Steel [1] show the size of the MAF corresponds to another tree measure, the
tree-branch-and-reconnect (TBR) distance. Augmenting this forest definition to
handle rooted trees, Bordewich and Semple [5] link these new MAFs to rSPR
distance. Figure 3 illustrates agreement forests for rSPR distance.
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Fig. 3. Agreement Forests: F and F ′ are two possible forests for the trees T and T ′. F
is also maximal for rSPR, but its associated graph, G(F ) contains a cycle and is thus
not a good agreement forest for hybridization. The second, larger forest, is acyclic, and
is the maximum agreement forest for hybridization. The rSPR distance is 2, while the
hybrid number is 3.

Hybrid Number and Acyclicity of the Forest. We define the graph, GF

of a MAF F of two trees T1 and T2 as follows: the nodes are the trees of F ,
and there is an edge from one node (F1) to (F2) corresponding to two trees
of F if the root of (F1) is a descendant of the root of (F2) in either T1 or T2.
Adding the simple condition that the graph of the forest is acyclic yields a MAF
for hybridization number. That is, a forest that is maximal with respect to all
agreement forests that have acyclic associated graphs has size equivalent to the
hybridization number of the two trees [6]. See Figure 3.

Hardness Results. Both of these measures, hybridization number and rSPR
distance have been shown to be NP-hard and fixed parameter tractable [5,6].
The following operations help reduce the size of the trees and provide additional
efficiency for our methods by “shrinking” the size of the problem encoded:

Subtree Reduction (Rule 1 of [5]). Replace any pendant subtree that occurs
identically in both trees T1 and T2 by a single leaf with a new label.

Our second rule looks at clusters in trees. While not part of the fixed parame-
ter tractability reduction for hybridization number, it gives important reductions
on the sizes of the trees and improves the performance. A is a cluster for T1 and
T2 if there is a node in each tree that has A as its set of descendants in X . We
note that this reduction preserves hybridization number but does not preserve
rSPR distance [2]:

Cluster Reduction (Rule 3 of [2]). Let T1 and T2 be two rooted binary
X-trees, and A ⊂ X a cluster of both T1 and T2. Then,

h(T1, T2) = h(T1 | A, T2 | A) + h(T1a, T2a)

where T1a (T2a) is the result of substituting the subtree of T1 (T2) having leaf
set A by the new leaf a and T1 | A (T2 | A) is the restriction of T1 (T2) to A.
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3 Methods

We develop four related algorithms for calculating the tree measures: exact so-
lutions (‘SAT Ascent’) and upper bound heuristics (‘SAT Descent’) for both
hybridization number and rSPR distance. Our input is two trees, T1 and T2,
that represent the evolution of two different genes of a set of species. Our meth-
ods break into several parts:

1. Efficient preprocessing to reduce size, using known reductions (see §2),
2. Encoding the questions “hybridNumber(T1, T2) = r?” and “drSPR(T1, T2) =

r?” as Boolean formulas,
3. Using fast heuristics [20] to give starting upper bounds, and
4. Using different search strategies and solvers to answer these questions.

Efficient Preprocessing. Each of the reduction rules can be performed in
linear time, following a clever coding of trees by Day [9]. His coding stores
sufficient information about each internal vertex to identify internal structure.
This takes O(1) space per internal vertex, allowing linear time algorithms for
the reduction rules presented in the previous section (see [4] for more details).

Encoding. We describe the SAT encoding in more detail in the next section.

Efficient Heuristics. We use RIATA-HGT from the PhyloNet program suite
[20] to give starting points for our upper bounds. While not an approximation
algorithm (since families of trees can be constructed whose distance is fixed,
but whose distance found by the algorithm is arbitrarily large), RIATA-HGT
performs very well in practice (see Figures 4 and 5). It takes the input trees and
calculates a maximum agreement subtree. The maximum agreement subtree is
added to the forest and then used as a “backbone” and the algorithm is then
repeated for each subtree hanging from the backbone. While not explicitly stated,
the resulting forest is acyclic by construction and thus gives an upper bound for
both rSPR distance and hybridization number.

Different Search Strategies and SAT Solvers. We use Minisat [10,11] to
find exact solutions for rSPR and hybrid number. On the other hand, we use
Walksat [24,25], adaptg2wsat [8], novelty+p [8] for the upper bounds of both
measures. We use the UBCSAT implementation [27] for the latter two since it was
significantly faster than the stand-alone versions. We compare the performance of
these three local search solvers among themselves and also with the performance
of the complete solvers minisat,March KS and SATzilla. As we will see in the
experimentation, the local search algorithms work much faster in general.

Software. We built four different methods that calculate upper bounds for hy-
bridization numbers, upper bounds for drSPR, exact solutions for hybridization
number, and exact solutions for drSPR. The software is written in perl and java,
using the TreeJuxtaposer [19] java code base. All four have similar format, so,
we only describe the upper bound for hybridization numbers in detail:
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trees # of Hybrid SAT RIATA SAT Descent
[23] taxa Number[7] Exact -HGT[20] w [24] a [8] n[8] m [11] z [29]

ndhf 40 14 ≥ 9 15 14 16 14 ≤ 15 16
phyB 11h 2d 11s 4m 24s 48s 6h 44s
ndhf 36 13 ≥ 9 16 13 17 14 ≤ 14 18
rbcl 11.8h 2d 11s 4m 28s 51s 6h 48s
ndhf 34 12 ≥ 9 15 12 15 12 ≤ 12 15
rpoC2 26.3 h 2d 7s 3m 14s 35s 6h 34s
ndhf 19 9 9 9 9 10 9 ≤ 9 10
waxy 5m 46h 3s 19s 4s 7s 6h 2m
ndhf 46 ≥ 15 ≥ 9 24 22 22 21 ≤ 20 22
xits 2d 2d 12s 3m 50s 1.2m 6h 1m
phyB 21 4 4 4 4 4 5 4 4
rbcl 1s 6s 4s 7s 4s 4s 3s 5s
phyB 21 7 7 7 7 7 7 7 10
rpoC2 3m 1.5m 3s 33s 11s 13s 77s 11s
phyB 14 3 3 3 3 3 4 3 3
waxy 1s 3s 2s 5s 3s 2s 2s 2s
phyB 30 8 8 9 8 9 9 8 10
xits 19s 1.5h 6s 1m 10s 11s 1.7h 10s
rbcl 26 13 9 16 14 15 15 ≤ 15 14
rpoC2 29.5h 2d 5s 1m 9s 10s 6h 36s
rbcl 12 7 7 7 7 7 7 7 8
waxy 4m 42s 1s 10s 3s 3s 40s 7s
rbcl 29 ≥ 9 ≥ 9 15 14 19 14 ≤ 15 19
xits 2d 2d 6s 271s 20s 1m 6h 40s
rpoC2 10 1 1 1 1 1 1 1 1
waxy 1 s 1s 1s 3s 1s 1s 1s 1s
rpoC2 xits 31 ≥10 ≥9 17 15 18 15 ≤ 15 18

2d 2d 7s 4m 18s 50s 6h 1h
waxy 15 8 8 10 9 10 9 8 9
xits 10m 1s 2s 13s 6s 11s 1m 14s

Fig. 4. The Grass (Poaceae) Data Set: We compare the exact solver, HybridNum-
ber [7], the fast heuristic, RIATA-HGT [20], and our program using the SAT encodings.
The data for HybridNumber in the third column is from [7]. First: HybridNumber finds
the exact solution, but due to the NP-hardness of the problem, often does not find a
solution. Second: The performance of the SAT Ascent solver which works upward from
the smallest distance until the true distance is found. Its performance echos Hybrid-
Number. Third: RIATA-HGT gives very quickly a reasonable, but not tight, upper
bound. Right: Our software gives excellent results in reasonable time. It employs five
different solvers: the incomplete solvers: Walksat [24,25] and two high scoring solvers
from SAT 2007: adaptg2wsat and novelty+p [8] implemented in [27], as well as the com-
plete solvers minisat [11] and SATzilla [29]. Solutions listed as upper or lower bounds
did not halt before the time limit and estimates based on the log files are listed.
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Fig. 5. Simulated Data Set: 50-taxa trees were generated under the Yule-Harding
distribution to be the “species tree” and then for each distance and each species tree, 10
“gene trees” of that distance were generated. In both graphs, @ is RIATA-HGT [20], ◦
is the SAT Descent using Walksat [25], and + is the exact algorithm HybridNumber [7].
Due to the similarity in results to HybridNumber, the results for SAT Ascent solution
are omitted. All runs had a 24 hour time limit. This did not affect RIATA-HGT and
SAT Descent, but limited the runs that completed for HybridNumber to values 2 and
4. The left graph shows the hybridization number returned by the programs; the right
graph shows the time, in seconds, to accomplish the task.

1. Preprocess by the reduction rules to yield smaller pairs of trees.
2. Find a starting upper bound for each pair using RIATA-HGT [20].
3. Starting with the upper bound, r, encode the formula for hybridization is r

and use a SAT solver to find a satisfiable assignment (i.e. a MAF).
4. Decrement r and loop to 3, until a satisfiable assignment is not found. Return

r + 1.

We similarly define the algorithm for upper bounds for drSPR. For the SAT
Ascent algorithm, we begin by looking for an agreement forest of size 1 and
work upwards until a forest is found.

4 Encoding

Our program takes pairs of phylogenetic trees on the same leaf set and a proposed
size for the MAF and produces SAT instances in DIMACS SAT format:
Input: Two trees, T1 and T2, and an integer r > 0.
Output: An encoding into a SAT instance, in the DIMACS SAT format.
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The resulting formula will be satisfiable if the hybridization number (rSPR
distance) between T1 and T2 is ≤ r. We rely on the correspondence to agreement
forests, described in Section 2. Namely, that drSPR(T1, T2) = r iff there is a
maximum agreement forest for T1 and T2 of size r. Similarly, the hybridization
number of T1 and T2 is r iff there is a maximum acyclic agreement forest for T1
and T2 of size r. Thus, most of the encoding focuses on saying that a agreement
forest exists:

Literals. For each subtree i in the forest and leaf j from the original leaf set,
we have a literal lij which is true iff leaf j is part of subtree i in the agreement
forest. We have similar sets of literals for internal vertices of T1 and T2. We
also have literals to reduce the number of clauses needed (explained below) and
to represent the acyclic conditions. The number of literals is O(rn + r2). Since
r < n, this yields O(nr).

Clauses for Subtrees Partition Leaf Sets. It is easy to say that every leaf
is in at least one subtree, by having clauses for each leaf j, l0j ∨ l1j ∨ . . . ∨ lrj ,
that literally say, “leaf j is in subtree 0 or leaf j is in subtree 1 or . . . leaf j is in
subtree r. This takes O(rn) clauses.

To say that every leaf occurs in at most one subtree is more difficult. The
obvious encoding takes O(rn2). Following [17], we introduce O(rn) new literals,
sij and use them to reduce the number of clauses needed to O(rn). The intuition
for these new literals and corresponding clauses is that they encode

∑
i lij ≤ 1.

The new variables signal when leaf j occurs in some tree i, and the clauses ensure
that this happens for only one i.

Clauses for Subtrees Occurring as Induced Trees. The clauses below
assert that the r + 1 subtrees occur in both T1 and T2. This is done in a similar
manner as above: we show that every internal vertex is in at most one subtree.
Note that we do not need to say that every internal node is in at least one
subtree. We need new variables to say to which subtrees of the agreement forest
the internal vertices of T1 and of T2 belong to. If a rooted binary tree has n
leaves, then it has n− 1 internal vertices. For tree T1, we have variables vij , for
0 ≤ i ≤ r and 1 ≤ j ≤ n − 1 such that vij is true iff the jth internal vertex is
part of the ith subtree. Similarly, for tree T2, we have variables v′ij .

We will further have two sets of variables to reduce the number of clauses
needed: ti,j and t′i,j for i = 0, . . . , r and j = 1, . . . , n− 1 (these are similar to the
s variables used for the leaves of the trees). The clauses for the internal nodes
of the trees state:

1. Every internal vertex of T1 (and of T2) is in at most one subtree.
This follows the same idea as in the previous step with v and t for T1 and
with v′ and t′ for T2. This is done twice to require that all the internal
vertices of both the input trees occur at most once in the subtrees of the
forest.

2. If two leaves occur in a subtree, then internal vertices on the path between
them must also occur in the same subtree.
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First, look at tree T1 (the clauses for T2 will be almost identical). For
every pair of leaves, j and k in T1, there exists a unique path between them
of internal vertices, vp1 , vp2 , . . . , vpx (x and the internal vertices on the path
depend on the leaves chosen and could be 0, if i = j, or up to n − 1). Our
clauses state that if j and k occur in subtree i, then so do the nodes on the
path between them: vp1 , vp2 , . . . , vpx . So for i = 0, . . . , r and j, k = 1, . . . , n−1
we need the clauses saying

(lij ∧ lik)→ (vip1 ∧ vip2 ∧ . . . ∧ vipx)

Note that the internal vertices and the paths depend on the particular tree.

Clauses for Checking that Subtrees are Equal. Once we have that the
leaves form subtrees, we add clauses to guarantee that the structure of the sub-
trees is the same in both T1 and T2. This is the last condition needed to have
that the subtrees form an rSPR agreement forest for T1 and T2. To do this, we
look at triples of all leaves and their structure in T1 and T2. If the structure
differs, then we add clauses preventing that triple of leaves from occurring in
the same tree. In the worst case, this takes O(rn3) clauses, but in practice it is
significantly smaller.

Clauses for Acyclic Conditions. For hybridization, the agreement forest
also needs to be acyclic. Adding variables to represent that there is a directed
edge between subtrees is O(r2). The clauses needed to encode the initial edges,
transitive closure of the edge relationship, and forbid cycles takes O(r3).

Expected Number of Clauses. The theoretical bound on the number of
clauses in this encoding is quite high, O(rn3) where n is the number of taxa in
the trees and r is the hybridization number (rSPR distance) that is encoded.
However, in practice, we see significantly smaller number of clauses generated
by the encoding. This large difference in sizes is due to the clauses needed to
check that the internal substructure of the subtrees are equal. It is possible that
all the O(n3) triplets of taxa will differ in structure in T1 and T2, resulting in
O(rn3) clauses. In practice, most trees compared have are similar and as such
most of triplets agree, and few are needed. For example, the theoretical upper
bound for unreduced trees with 50 taxa and with a starting upper bound of
13 is 1,625,000. For a pair chosen at random from our simulated dataset, the
reduction rules shrunk the size of the trees to 39 taxa from the initial 50 taxa
and the starting upper bound is 13. The number of literals and clauses depend
on the size of the reduced tree pairs and the starting upper bound. They are
3,416 literals and 370,571 clauses, a huge reduction from the worst case bound
for the full trees and half of the bound calculated for the reduced trees.

5 Data

We analyze both biological and simulated data. The biological data set, from
the analysis of HybridNumber [7] and described more fully there, is from the
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Poaceae (Grass) family. Hybridization is a well-recognized occurrence in grasses
[12], making this an excellent test data set. The data set consists of sequence data
for six loci: internal transcribed spacer of ribosomal DNA (ITS); NADH dehydro-
genase, subunit F (ndhF); phytochrome B (phyB); ribulose 1,5-biphosphate car-
boxylase/oxygenase, large subunit (rbcL); RNA polymerase II, subunit (rpoC2);
and granule bound starch synthase I (waxy). For each loci, a tree was built us-
ing the fastDNAmL program [21] by Heiko Schmidt [23]. As in [7], we looked at
pairs of trees, reduced to their common taxa. In all, we have 15 pairs of trees.
The pairs and the number of overlapping taxa are listed in Figure 4.

The simulated datasets were generated to capture small and medium distances
between reasonably sized trees. All trees have 50 taxa. For each run, we gener-
ated a “species” tree, and then 10 “gene” trees by making k rSPR-moves from
the species tree for k = 2, 4, 6, 8, 10, 12, 14. These give tree pairs with rSPR dis-
tance at most k, since it is possible for some of the sequence of moves to “cancel”
each other out. The hybridization number could be larger than k, since its cor-
responding maximum agreement forest is that for rSPR with additional acyclic
conditions. Each of the species trees was generated with Sanderson’s r8s pro-
gram [22], using Yule-Harding distribution. The program that alters the species
tree by k rSPR moves chooses a non-pendant edge uniformly and at random
(software written by the authors in Java). For each k, 10 trials were generated,
yielding 100 species-gene tree pairs, for a total of 700 pairs of trees.

6 Results

We show the results for the hybridization number algorithms. The rSPR distance
results have similar, and often worst running times, since cluster reduction rule
does not apply to rSPR distance. This rule often breaks the problem into rea-
sonably sized subproblems, speeding computation.

Poaceae (Grass) Dataset. The results for this dataset are presented in
Figure 4. Our exact solution algorithm does well at small cases, as HybridNum-
ber does but slows down for larger instances sooner. On the other hand, our
SAT Descent algorithm performs extremely well using the local search algo-
rithm, Walksat, finding the true number in 11 out of 12 of the known cases and
doing so in under five minutes time. Surprisingly, Walksat outperforms more re-
cent local search algorithms including adaptg2wsat (which recently won a silver
medal in SAT2007 competition in satisfiable random formula category). All the
local search algorithm outperformed the complete solvers, which often ran out
of time before completing the calculations. In Figure 4, we do not include the
results for March KS, since this solver performed very poorly on almost all these
instances. RIATA-HGT returns answers extremely quickly, all in less than 12
seconds, but overestimates by average of 9%.

Simulated 50 Taxa Dataset. Figure 5 contains the graphs for the simulated
data for both accuracy and speed. Both HybridNumber and SAT Ascent solver
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could not calculate the solutions for r ≥ 6 in the 24 hour time-limit used for
these experiments. Since the SAT Ascent solver’s results mirror HybridNumber,
we report only the latter. Our upper bound software did extremely well in both
accuracy and speed. By construction, SAT Descent with local search algorithms
always gave answers that were closer to the true answer. RIATA-HGT finished
in under 15 seconds for all runs. SAT Descent with local search algorithms com-
pleted all runs in less than 15 minutes. The standard deviations were omitted
from Figure 5 but are worth noting. For small values of k, they are below 5% for
the time and accuracy of both RIATA-HGT and SAT upper bound. The stan-
dard deviation for the time for RIATA-HGT remains below 2% for all values.
For all other algorithms, the standard deviations rise for both time and accuracy
to almost 20%, illustrating the variability of difficulty of problems even for small
and medium values.

7 Discussion and Conclusion

Encoding problems as SAT instances has positive and negative points. On the
negative side, we must build a SAT instance that may be even bigger than the
original problem. On the positive side, once the hard work of encoding is done,
we can use the variety of SAT tools to try many different search strategies to
improve our algorithms in both efficiency and time. In a way, it is like having
several solvers in one, since we can benefit from all the different tools that the
SAT community has developed over the years and from future improvements of
SAT solvers.

Our novel approach of encoding the NP-hard problems of calculating hy-
bridization number and rSPR distance into SAT instances yields an elegant and
efficient algorithm for estimating these measures. While not an exact answer,
our algorithms often find the true answer in a fraction of the time needed to
search for the exact solution. Given the ever-improving state of SAT-solvers,
these results will only improve, allowing for better bounds. Future work includes
improving the encoding, finding tighter bounds via combinatorial analysis of the
inputs, and uses for related tree problems such as TBR distance.

One final observation is that our grass instances are an unusual case of com-
binatorial real problems better solved by local search algorithms than by DPLL
solvers. Even though the instances come from real data, we are encoding an
NP-hard problem of complexity similar to random instances, and local search
solvers win the Random Satisfiable category in competitions.
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Abstract. Induced (chord-free) cycles in binary hypercubes have many
applications in computer science. The state of the art for computing
such cycles relies on genetic algorithms, which are, however, unable to
perform a complete search. In this paper, we propose an approach to
finding a special class of induced cycles we call lean, based on an efficient
propositional SAT encoding. Lean induced cycles dominate a minimum
number of hypercube nodes. Such cycles have been identified in Systems
Biology as candidates for stable trajectories of gene regulatory networks.
The encoding enabled us to compute lean induced cycles for hypercubes
up to dimension 7. We also classify the induced cycles by the number
of nodes they fail to dominate, using a custom-built All-SAT solver.
We demonstrate how clause filtering can reduce the number of blocking
clauses by two orders of magnitude.

1 Introduction

Cycles through binary hypercubes have applications in numerous fields in com-
puting. The design of algorithms that reason about them is an active area of
research. This paper is concerned with obtaining a subclass of these cycles with
applications in Systems Biology.

Biochemical reactions in gene networks are frequently modeled using a system
of piece-wise linear ordinary differential equations (PLDE), whose number cor-
responds to the number of genes in the network [4]. It is of critical importance to
obtain stable solutions, because only stable orbits describe biologically relevant
dynamics of the genes. We focus on Glass PLDE, a specific type of PLDE that
simulates neural and gene regulatory networks [7].

The phase flow of Glass networks spans a sequence of coordinate orthants,
which can be represented by the nodes of a binary hypercube. The orientation
of the edges of the hypercube is determined by the choice of focal points of
the PLDE. The orientation of the edge shows the direction of the phase flow
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at the coordinate plane separating the orthants. Thus, the paths in oriented
binary hypercubes serve as a discrete representation of the continuous dynamics
of Glass gene regulatory networks. A special kind of such paths, coil-in-the-box
codes, is used for the identification of stable periodic orbits in the Glass PLDE.
Coil-in-the-box codes with maximum length represent the networks with longest
sequence of gene states for a given number of genes [10].

If a cycle in the hypercube is defined by a coil-in-the-box code, the orientation
of all edges adjacent to the cycle can be chosen to direct the flow towards it (the
cycle is then called a cyclic attractor). Such orientation ensures the convergence
of the flow to a periodic attractor that lies in the orthants included in the path. If
a node of the hypercube is not adjacent to the cycle, the node does not have edges
adjacent to the cycle, and the orientation of the edges at this node does not affect
the stability of the flow along the orthants that are defined by the coil-in-the-box
code. The choice of edge orientation in turn is linked to the specification of focal
points of the PLDE. Therefore, the presence of nodes that are not dominated
indicates that the phase flow along the attractor is robust to any variations of
the coefficients that define the equations in the orthant corresponding to that
node [20]. We say that a node that is not dominated by the cycle is shunned by
the cycle.

The computation of (preferably long) induced (i.e., chord-free) cycles that
dominate as few nodes as possible is therefore highly desirable in this context.
We call such cycles lean induced cycles.

The state-of-the art in computing longest induced cycles and paths relies on
genetic algorithms [5]. However, while this technique is able to identify individual
cycles with desired properties, it cannot guarantee completeness, i.e., it may miss
specific cycles. Many applications, including those in Systems Biology, rely on a
classification of all solutions, which precludes the use of any incomplete random
search technique.

Recent research suggests that SAT-based algorithms can solve many com-
binatorial problems efficiently: applications include oriented matroids [18], the
coverability problem for unbounded Petri nets [1], bounds on van der Waerden
numbers [12,6], and many more. Solving a propositional formula that encodes
a desired combinatorial object with a state-of-the-art SAT solver can be more
efficient than the alternatives.

Contribution. We encode the problem of identifying lean induced cycles in binary
hypercubes as a propositional SAT formula and compute solutions using a state-
of-the-art solver. As we aim at the complete set of cycles, we modify the solver
to solve the All-SAT problem, and present three orthogonal optimizations that
reduce the number of required blocking clauses by two orders of magnitude.

Our implementation enabled us to obtain a broad range of new results on
cycles of this kind. L. Glass presented a coil-in-the-box code with one shunned
node in the 4-cube [10]. We show that this is the maximum number of shunned
nodes that any lean induced cycle may have for that dimension. Then, we show
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that the longest induced cycles in the next two dimensions are cube-dominating:
these cycles dominate every node of the cube. In dimension 7, where an induced
cycle can be almost twice as long as the shortest cube-dominating cycles, there
are lean induced cycles shunning at least three nodes.

2 Preliminaries

We define basic concepts used frequently throughout the paper. The Hamming
distance between two bit-strings u = u1 . . . un, v = v1 . . . vn ∈ {0, 1}n of length
n is the number of bit positions in which u and v differ:

dn
H(u, v) = | { i ∈ {1, . . . , n} : ui 	= vi } | .

The n-dimensional Hypercube, or n-cube for short, is the graph (V, E) with
V = {0, 1}n and (u, v) ∈ E exactly if dn

H(u, v) = 1 (see also [14]). The n-
cube has n · 2n−1 edges. We use the standard definitions of path and cycle
through the hypercube graph. The length of a path is the number of its ver-
tices. A Hamiltonian path (cycle) through the n-cube is called a (cyclic) Gray
code. The cyclic distance of two nodes Wj and Wk along a cycle of length L in the
n-cube is

dn
C(Wj , Wk) = min{|k − j|, L− |k − j|} .

In this paper, we are concerned with particular cycles through the n-cube.

Definition 1. An induced cycle I0 . . . IL−1 in the n-cube is a cycle such that
any two nodes on the cycle that are neighbors in the n-cube are also neighbors
in the cycle:

∀j, k ∈ {0, . . . , L− 1} (dn
H(Ij , Ik) = 1 ⇒ dn

C(Ij , Ik) = 1) . (1)

Fig. 1 shows an induced cycle (bold edges) in the 4-cube. In this paper, we are
also interested in the immediate neighborhood of the cycle:

Definition 2. The cycle I0 . . . IL−1 dominates node W of the n-cube if W is
adjacent to some node of the cycle:

∃j ∈ {0, . . . , L− 1} dn
H(Ij , W ) = 1 . (2)

We say the cycle shuns the nodes it does not dominate. A cycle is called cube-
dominating if it dominates every node of the n-cube; such cycles can be thought
of as “fat”. In contrast, in this paper we are interested in “lean” induced cycles,
which dominate as few nodes as possible:

Definition 3. A lean induced cycle is an induced cycle through the n-cube that
dominates a minimum number of cube nodes, among all induced n-cube cycles
of the same length.

Especially significant are induced cycles of maximum length. The induced cycle
in Fig. 1 is longest (length 8) in dimension 4. It is also lean, as it dominates 15
of the 16 cube nodes, and there is no induced cycle of length 8 dominating less
than 15 nodes.
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Fig. 1. A lean induced cycle in the 4-cube. The cycle shuns node 1101.

Lean induced cycles in cell biology. Hypercubes with lean induced cycles can
aid the synthesis of Glass Boolean networks with stable periodic orbits and
stable equilibrium states. For example, C. elegans vulval development is known
to exhibit a series of cell divisions with 22 nuclei formed in the end of the
development. The cell division represents a complex reactive system and includes
at least four different molecular signaling pathways [15]. If the state of every
signaling pathway is represented by a valuation of a Boolean variable, the 4-
cube in Fig. 1 is useful for synthesizing a Glass Boolean network with a stable
periodic orbit describing the cell division and an equilibrium depicting the finale
state (at node 1101) of the gene regulatory system.

Co-existence of an induced cycle of maximum length and a shunned node in a
hypercube indicates that during cell division, the gene network may traverse the
maximum possible number of the different states before switching to the final
equilibrium.

3 Computing Lean Induced Cycles

In this section, we describe an encoding of induced cycles of a given length into
a propositional-logic formula. We then strengthen the encoding to assert the
existence of a certain number of shunned nodes. We finally illustrate how we
used the MiniSat solver to determine lean induced cycles where this number of
shunned nodes is maximized.

3.1 A SAT-Encoding of Induced Cycles with Shunned Nodes

Our encoding relies heavily on comparing the Hamming distance between two
hypercube nodes against some constant. We implement such comparisons effi-
ciently using once-twice chains, as described in [3]. In brief, a once-twice chain
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identifies differences between two strings up to some position j based on (i)
comparing them at position j, and (ii) recursively comparing their prefixes up
to position j − 1.

Induced Cycles. We use n · L Boolean variables Ij [k], where 0 ≤ j < L and
0 ≤ k < n, to encode the coordinates of an induced cycle of length L in the n-
cube. The variable Ij [k] denotes the k-th coordinate of the j-th node. In order to
form a cycle in an n-cube, consecutive nodes of the sequence must have Hamming
distance 1, including the last and the first:

ϕcycle :=
(∧L−2

i=0
dn

H(Ii, Ii+1) = 1
)

∧ dn
H(IL−1, I0) = 1 .

To make the cycle induced, we eliminate chords as follows:

ϕchord-free :=
∧

0 ≤ i < j < L,
dn

C(Ii, Ij) ≥ 2

dn
H(Ii, Ij) ≥ 2 .

This also ensures that the nodes along the cycle are pairwise distinct. In practice,
the formula ϕchord-free can be optimized by eliminating half of its clauses, using
an argument presented in [2].

The conjunction of these constraints is an encoding of induced cycles:

ϕIC := ϕcycle ∧ ϕchord-free .

Shunned Nodes. We encode the property that a cycle I0 . . . IL−1 shuns nodes
u0, . . . , uS−1, by requiring the distance of the nodes to the cycle to be at least 2:

ϕshunned :=
∧S−1

i=0

∧L−1

j=0
dn

H(ui, Ij) ≥ 2 .

We combine this with the condition that the nodes are distinct,

ϕdistinct :=
∧

0≤i<j<S
dn

H(ui, uj) ≥ 1 ,

to obtain an encoding of induced cycles with at least S shunned nodes:

ϕICS := ϕIC ∧ ϕshunned ∧ ϕdistinct . (3)

We point out some basic monotonicity properties of formula ϕICS . Let
IC(n, L, S+) be the number of induced cycles of length L in the n-cube with at
least S shunned hypercube nodes. It is easy to see that

n1 ≤ n2 ⇒ IC(n1, L, S+) ≤ IC(n2, L, S+) , and
S1 ≤ S2 ⇒ IC(n, L, S+

1 ) ≥ IC(n, L, S+
2 ) .

There is no analogous monotonicity law for the length parameter L of an induced
cycle. Intuitively, a medium value for L provides the greatest degree of freedom
for a cycle.
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Table 1. Length of longest induced cycles, and number of shunned nodes

dim. n length L max. # shunned nodes
3 6 0
4 8 1
5 14 0
6 26 0
7 48 ≥ 3

3.2 Computing Lean Induced Cycles Using a SAT Solver

Every solution to equation (3) corresponds to an induced cycle of length L in
the n-cube with at least S shunned nodes. In order to make the cycle lean, we
need to maximize S. We achieve this by starting with cube-dominating induced
cycles, i.e., with S = 0, and increasing S in equation (3) until the SAT solver
reports unsatisfiability.1

Table 1 shows our findings for hypercubes up to dimension 7. For the classical
cube of dimension 3, the longest induced cycles have length 6. All of those are
cube-dominating. In dimension 4, the longest induced cycles have length 8; an
example is shown in Fig. 1. Some of these cycles shun 1 of the 16 cube nodes;
the others are cube-dominating. Interestingly, in dimensions 5 and 6, all longest
induced cycles are again cube-dominating.

In dimension 7, we found longest (length 48) induced cycles shunning 3 nodes.
For larger values of S, our search timed out after 24h. In our experiments, we
used the MiniSat solver by Eén and Sörensson [9]. MiniSat provides inter-
faces for incremental solving and All-SAT; the current version uses preprocessing
techniques [8] that simplify the original formula. All experiments were carried
out on an Intel Xeon 3.0 GHz, 4-GB RAM PC running Linux.

4 Classification of Induced Cycles

The goal of this section is to determine how many distinct induced cycles of
length L and with S shunned nodes exist in the n-cube, for a given triple
(n, L, S). By distinct, we mean that the cycles cannot be transformed into each
other by applying a symmetry permutation of the n-cube. That is, for each tuple
(n, L, S), we classify the induced cycles into equivalence classes.

The classification of induced cycles with respect to symmetries of a hypercube
is of interest in Glass models for neural and gene regulatory networks, because
the number of the equivalence classes of the codes indicates how many different
types of cells can be regulated by a set of genes [21,10].

1 Since the range of values for S for which (3) is satisfiable is contiguous, a binary
search strategy is also possible, using a heuristically determined initial value for S.
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The enumeration of the equivalence classes is achieved using a custom-made
All-SAT solver derived from MiniSat. We introduce blocking clauses that sup-
press solutions symmetric to one encountered before. We observe that cycles
identical up to cube symmetries belong to the same class (n, L, S). This ensures
that the symmetry breaking does not eliminate solutions with a different set
of parameters. In the rest of this section, we describe the classification and the
symmetry breaking in more detail.

4.1 Identifying Equivalence Classes Using Coordinate Sequences

In order to identify symmetry equivalence classes of cycles, it proved efficient to
encode cycles in a slightly different way.

Definition 4 ([10]). The coordinate sequence of a cycle I0 . . . IL−1 in the
n-cube is the sequence (c0, . . . , cL−1) ∈ {0, . . . , n− 1}L such that ci is the unique
coordinate that distinguishes Ii and Ii+1 mod L.

For example, the coordinate sequence of the cycle in Fig. 1 is the sequence
cs := (0, 1, 2, 0, 3, 2, 1, 3) , assuming I0 = 0000 and I1 = 0001. The dimensions
are listed in the order 3210 in the figure.

Given coordinate sequences, we can define cube symmetries.

Definition 5. Two cycles C1 and C2 in the n-cube are equivalent, C1 ∼ C2,
if their coordinate sequences are identical up to axis permutations, reflections
about the center position, and rotations by an arbitrary number of coordinates.

Given n and L, let CS denote the set of coordinate sequences of cycles of
length L in the n-cube. A reflection or rotation on CS is a permutation π on
the set {0, . . . , L− 1} that maps a coordinate sequence (ci)L−1

i=0 to the sequence
(cπ(i))

L−1
i=0 , that is, by acting on the position indices of the sequence. In contrast,

an axis permutation on CS is a permutation π on the set {0, . . . , n − 1} that
maps a coordinate sequence (ci)L−1

i=0 to the sequence (π(ci))L−1
i=0 , that is, by acting

on the coordinate values of the sequence. For example, the coordinate sequence
cs′ := (1, 0, 2, 3, 0, 1, 3, 2) is equivalent to sequence cs above, since cs′ can
be obtained from cs by a left-rotation by one position, followed by a reflection
and an axis permutation (1 2 3 0), mapping 1 to 2, 2 to 3, etc.

Our goal is to classify induced cycles based on cube symmetries, for a given
parameter tuple (n, L, S). In order for this classification to be sound, the sym-
metry permutations must not alter the (n, L, S) parameters of a cycle.

Lemma 1. Let C1 and C2 be two equivalent cycles. Then C1 and C2 have the
same length and shun the same number of cube nodes.

Proof (sketch). Since C1 and C2 are equivalent, there is a sequence Π of permu-
tations, of the type mentioned in definition 5, such that Π(C1) = C2. Reflections
and rotations of the coordinate sequence of C1 translate to reversals of C1’s ori-
entation, and to rotations of C1, respectively. These operations change neither
the length of the cycle, nor the distance of cube nodes to it.
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For an axis permutation π, we have to show that definition 2, dominates, is
invariant under π. We omit the technical derivation of this property. �

As an example, the unique cycle of the 4-cube corresponding to the above-
mentioned coordinate sequence cs′, after fixing I0 := 0000 and I1 := 0010, is
lean and induced, as is the cycle in Fig. 1. Both cycles shun one cube node.
Conversely, cycles with the same parameters (n, L, S) may not be equivalent:
Table 2 (see Appendix) lists two distinct – in the above sense – cycles with
(n, L, S) = (4, 8, 0).

We determine the number IC(n, L, S) of ∼ equivalence classes of induced
cycles of length L with exactly S shunned nodes as the difference between the
number of classes of cycles shunning at least S and S + 1 nodes, respectively:

IC(n, L, S) = IC(n, L, S+) − IC(n, L, (S + 1)+) . (4)

The quantities on the right are computed, separately for S and S + 1, by enu-
merating satisfying assignments to Eq. (3), using an All-solutions SAT solver,
implemented on top of MiniSat (see Algorithm 1 on the next page).

As proposed in [3], we encode coordinate sequences using XOR gates on Bool-
ean variables denoting coordinates of a cycle. We write xork [m] to refer to the
m-th bit in bitwise xor-operation over coordinates of nodes Ik and Ik+1 mod L.
For example, if xor3[2] evaluates to true, dimension 2 is traversed while going
from I3 to I4. We call the variables xork[m] the “xor-variables”.

To ensure a single representative for each ∼ equivalence class, we add blocking
clauses for each solution found that prevent permutations of axes, rotations and
reflections of the coordinate sequence of the solution. The number of blocking
clauses to add per solution is (2L · n!). This is clearly a computational burden
for the SAT solver, especially when the solution space is nearly exhausted, and
the All-SAT procedure is about to find the formula to be unsatisfiable. In the
rest of this section, we present techniques that reduce both the number and the
length of the blocking clauses.

4.2 Optimizations

Compressing blocking clauses. A blocking clause for a given induced cycle, bar-
ring permutations of axes and rotations/reflections of a coordinate sequence, is
expressed in terms of the variables encoding the sequence. For instance, to block
permutations of the cycle in Fig. 1, we add the following clause:

(¬xor0[0] ∨ xor0[1] ∨ xor0[2] ∨ xor0[3]

∨ xor1[0] ∨ ¬xor1[1] ∨ xor1[2] ∨ xor1[3]
...
∨ xor7[0] ∨ xor7[1] ∨ xor7[2] ∨ ¬xor7[3] ) .
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Algorithm 1: Compute-Equivalence-Classes

Input: the SAT instance I with fixed n, L, S;
the equivalence relation ∼

Output: The set of equivalence classes EC

1: EC := {}
2: SAT_solver.solve(I)
3: while SAT
4: do IC = SAT_solver.decode()
5: EC ← EC ∪ {IC}
6: ∀ICj ∼ IC. I .add_blocking_clause(ICj)
7: SAT_solver.solve(I)

The length of this blocking clause is (n ·L). Our first, and simplest, optimization
is to omit literals that evaluate to false, since we know that these variables
encode unit Hamming distance:

(¬xor0[0] ∨ ¬xor1[1] ∨ ¬xor2[2] ∨ ¬xor3[0] ∨ . . . ) .

This reduces the length of a clause to L.

Symmetric Cycles. The following optimization applies to specific cycles, called
symmetric induced cycles. A Gray code is symmetric2 if elements of its coordinate
sequence that are L/2 apart are identical [19]. For a symmetric induced cycle,
the number of blocking clauses to be added can be reduced by one-half: rotations
by more than L/2 positions result in cycles that were already blocked.

Prefix Filtering. Without loss of generality, we fix the first two elements of the
coordinate sequence to (0, 1). For the next coordinate, dimension 0 cannot be
traversed because this would form a chord. Neither can dimension 1, since the
cycle must be simple. Out of higher dimensions, we can restrict the search to the
canonical class3 with prefix (0, 1, 2). We enforce this prefix by fixing the values
of the corresponding xor-variables using the following three clauses:

xor0[0] ∧ xor1[1] ∧ xor2[2] . (5)

This drastically reduces the number of solutions in each equivalence class,
and eliminates a large number of blocking clauses. For example, it becomes
unnecessary to add a blocking clause for the coordinate sequence cs′ on page 24,
as cs′ is blocked by Eq. (5).
2 This definition is not to be confused with the definition in [13], where this term refers

to a code for which the number of bit changes is uniformly distributed among the
bit positions, hence called a balanced Gray code in [17, p. 7].

3 A canonical coordinate sequence is the one in which each coordinate k appears before
the first appearance of k + 1 [11].
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Phase Saving. In an attempt to speed up the enumeration of solutions, we added
phase-saving [16] to MiniSat. By default, MiniSat assigns false to all decision
variables. With phase saving, they are assigned their most recent values in the
search. Phase saving combines well with aggressive restarting schemes, since it
retains more information between restarts. Our intuition was that after finding
a solution, the solver might be able to quickly identify neighboring solutions.
Phase-saving alone, however, did not result in any speedups.

Ordering decision variables. Upon closer inspection of All-SAT runs, we found
that the activity-based variable selection heuristic mainly chooses from a small
set of branching variables. These variables correspond closely to the encoding of
solutions in the input CNF. In order to make use of this insight, we extended the
solver to allow for prioritization of important variables in the decision heuristic:
In this modification, unprioritized variables are only considered for branching
after all prioritized variables are assigned a value. We tested a number of possible
restrictions, and found that prioritizing the variables that encode the induced-
cycle nodes I0, . . . , IL−1 works well for some instances, but yields bad results in
general.

Combined Restart Policy. We found that the enumeration of solutions could
be sped up by disabling the geometric restart scheme, but this led to bad per-
formance on the final hard instances. By combining an initial high restart limit
(100000 conflicts) with a subsequent switch to MiniSat’s original geometric pol-
icy, starting again from a very low limit (100 conflicts), we were able to gain a
20% overall speed-up. Easier SAT instances can then be solved before the first
restart, while hard instances still profit from aggressive restarts.

Further experiments with different combinations of the discussed strategies
revealed that a combination of a high-restart limit, variable prioritization, and
phase saving also led to a performance increase of about 20%.

4.3 Evaluation

Using prefix filtering and the optimizations for symmetric cycles, we are able to
reduce the number of clauses drastically. As an example, consider an instance
encoding induced cycles of length 26 in a 6-dimensional hypercube. In order to
block a solution, we need to add only 312 blocking clauses in the non-symmetric
case and 156 clauses for a symmetric cycle, instead of originally 37440. Our
findings are presented in Fig. 2 and extend the classification presented in [22].

For some circuit length values L, the time required by the All-SAT solver
increases with the number of shunned nodes. For such values of L, it is faster to
perform the classification for a small value of S and then check how many nodes
the cycles dominate.

In general, the time required to find the first induced cycle is a few orders of
magnitude less than that to perform the classification, even in the case of one
class only, as the run-time is dominated by the final unsatisfiable instance.
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Fig. 2. Classification of induced cycles by cube symmetries, for select triples (n, L, S)

5 Conclusion

In this paper we have formalized a combinatorial problem relevant in Systems
Biology: finding lean induced cycles in a hypercube, i.e., induced cycles that
dominate a minimum number of hypercube nodes. We have presented a solution
to this problem based on an efficient SAT encoding, and used this encoding to
find lean induced cycles using a SAT solver. When compared to genetic algo-
rithms, our method can provide guarantees for finding solutions, or prove the
absence thereof.

Our method is suitable for classifying large sets of solutions into symmetry
equivalence classes. As suggested by Fig. 2, this allows insights into the dis-
tribution of distinct solutions across the parameters n, L, and S. The SAT
solver’s performance is improved by filtering blocking clauses based on combi-
natorial properties of induced cycles, and by applying All-SAT specific internal
tunings.
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6 Appendix

Table 2 shows runtimes, and number of equivalence classes of induced cycles
found, for various values of (n, L, S).

Table 2. Classification of induced cycles, with runtimes

n L S Time (sec) #classes
first cycle All-SAT IC(n, L, S+) IC(n, L, S)

4 6 0 0.003 0.010 1 0
1 0.006 0.017 1 0
2 0.010 0.028 1 1
3 0.031 0

8 0 0.007 0.305 3 2
1 0.009 0.048 1 1
2 0.015 0

5 10 0 0.016 400.378 10 0
1 0.017 419.881 10 0
2 0.027 392.274 10 3
3 0.031 370.277 7 3
4 0.047 356.335 4 3
5 0.043 210.137 1 0
6 0.095 183.403 1 1
7 167.397 0

14 0 0.033 535.027 3 3
1 3.012 0

6 16 0 0.02 486.37 563 1
1 0.01 534.55 562 0
2 0.03 481.12 562 1
3 0.02 514.36 561 1
4 0.04 501.77 560 13
5 0.04 768.08 547 14
6 0.04 3252.77 533 44

6 24 0 0.08 1183.50 110 76
1 0.07 695.37 34 14
2 0.30 689.22 20 15
3 1.76 592.51 5 3
4 5.65 1062.92 2 1
5 26.56 1364.86 1 1
6 - 1014.34 0

6 26 0 0.42 583.43 4 4
1 - 750.39 0 0
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Abstract. In this paper we report preliminary results of experiments
with finding efficient circuits (over binary bases) using SAT-solvers. We
present upper bounds for functions with constant number of inputs as
well as general upper bounds that were found automatically. We focus
mainly on MOD-functions. Besides theoretical interest, these functions
are also interesting from a practical point of view as they are the core
of the residue number system. In particular, we present a circuit of size
3n + c over the full binary basis computing MODn

3 .

1 Introduction

In the recent years SAT solving became one of the main tools for formal verifica-
tion [15]. In [6] it was proposed to use SAT in another very important area of the
digital hardware production, namely in logical design synthesis. At the present
time most electronic design automation tools (EDA) use algebraic manipulations
[12] or binary decision diagrams (BDD) [10]. There are some successful experi-
ments with genetic algorithms [5] and annealing optimizations [17]. See [7] for a
survey.

Kamath at el. [6] propose a translation of the logical design synthesis problem
to SAT. In [3] experiments with modern SAT solvers using this translation were
reported. One of the advantages of this method is that it can also be used to
prove lower bounds on Boolean functions, i.e., to prove that circuits of a given
size do not exist. We use a similar reduction to CNF, however we are working
with a more general computational model, namely with circuits over any binary
basis.

It is known that finding efficient circuits is a difficult and important task.
For many important functions there is a large gap between known lower and
upper bounds. This shows that our current understanding of circuits is quite
poor. As Williams notes [21] it might be helpful to know optimal circuits for
such functions at least for small values of input size. Knowing this could help us
to understand the structure of optimal circuits for general functions.
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In this paper we report results of experiments with finding efficient circuits
using SAT-solvers. We focus mainly on circuit complexity of MOD-functions
defined as follows:

MODn
K,k(x1, . . . , xn) = 1 iff

n∑
i=1

xi ≡ k (mod K)

(we omit k and/or n when they are not important). These are one of the simplest
symmetric Boolean functions. Circuit complexity of these functions was studied
by many researchers. Still, we know the exact circuit complexity for only a
few values of K. Table 1 shows known lower and upper bounds for MODn

K in
different computational models. There, by C and L we denote the circuit and
formula complexity, respectively; B2 is the full binary basis, U2 = B2 \ {⊕,≡}.
Interestingly, for formulas and circuits over the bases U2 and B2 it is known that
the complexity of MODn

K , K = 3 or K ≥ 5, is not less than the complexity of
MODn

4 . However, for none of these models it is known that MODn
3 or MODn

5 is
strictly harder than MODn

4 .

Table 1. Known lower and upper bounds on the complexity of MODn
K in different

computational models

K LU2 LB2 CU2 CB2

2
lower

Θ(n2) [8] n 3n + c [18] n − 1
upper

3
lower Ω(n2) [8] Ω(n log n) [4] 4n + c [22] 2.5n + c [19]

upper O(n2.58) [1] O(n2) [20] 7n + o(n) [13] 5n + o(n) [13]

4
lower Θ(n2) [8]

Ω(n log n) [4]
4n + c [22]

2.5n + c [19]
upper O(n2 log2 n)[4] 5n [22]

≥ 5
lower Ω(n2) [8] Ω(n log n) [4] 4n + c [22] 2.5n + c [19]

upper O(n4.57) [14] O(n3.13) [14] 7n + o(n) [13] 5n + o(n) [13]

Another motivation for studying MOD-functions is that a residue number
system [9] is based on such functions. One of the main advantages of the residue
number system is that additions, subtractions and multiplications are carry-free.

MOD-functions can be computed inductively. For example, the optimal cir-
cuit of size 2.5n + c for MODn

4 by Stockmeyer [19] is constructed from blocks
consisting of 10 gates that sums 4 new variables with a residue number modulo
4, see Fig. 1. There, the bits z0, z1 encode the value of

∑n
i=1 xi (mod 4) as

follows:
n∑

i=1

xi (mod 4) =

⎧⎪⎨⎪⎩
0, if (z0, z1) = (0, 0),
1, if (z0, z1) = (1, 1),
2, if (z0, z1) = (1, 0),
3, if (z0, z1) = (0, 1).
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z1 z0 xn+1 xn+2 xn+3 xn+4

⊕ ≡

∧ ⊕

⊕ ⊕

⊕

∨ ⊕

⊕

z′
1 z′

0

Fig. 1. Stockmeyer’s block for MOD4

The two output bits z′0, z
′
1 encode the value of

∑n+4
i=1 xi (mod 4) in the same

way. Thus, one can prove general upper bounds on the circuit complexity of
MOD-functions by finding efficient blocks of constant size. We report the results
of experiments with finding such blocks by translating them to SAT.

The rest of the paper is organized as follows. In Sect. 2 we give all the necessary
definitions. Section 3 describes the way we translate the fact of existence of a
particular circuit into a CNF formula. In Sect. 4 we present some new circuit
complexity upper bounds that were proved automatically. Sect. 5 presents results
of experiments. Finally, in Sect. 6 we discuss some further directions.

2 General Setting

By Bn we denote the set of all Boolean functions f : {0, 1}n → {0, 1}. A function
f ∈ Bn is called symmetric if its value depends on the sum of the input bits only.
That is, there must exist a vector v ∈ {0, 1}n+1 such that f(x1, . . . , xn) = vs

where s =
∑n

i=1 xi. A typical symmetric function is a modular function MODn
K,k

defined as follows:

MODn
K,k(x1, . . . , xn) = 1 iff

n∑
i=1

xi ≡ k (mod K) .

A circuit over the basis A ⊆ B2 is a directed acyclic graph with nodes of
in-degree 0 or 2. Nodes of in-degree 0 are marked by variables from {x1, . . . , xn}
and are called inputs. Nodes of in-degree 2 are marked by functions from A and
are called gates. There are also special output gates. The size of a circuit is its
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number of gates. In this paper we mainly consider circuits over the full binary
basis B2.

We call a function f ∈ Bn degenerated if it does not depend essentially on
some of its variables, i.e., there is a variable xi such that the subfunctions f |xi=0
and f |xi=1 are equal. It is easy to see that a gate computing a degenerated
function from B2 can be easily eliminated from a circuit without increasing its
size (when eliminating this gate one may need to change the functions computed
at its successors). For example, a gate computing NOT is degenerated. The set
B2 contains exactly ten non-degenerated functions f(x, y):

– eight functions of the form ((x⊕ a) ∧ (y ⊕ b))⊕ c, where a, b, c ∈ {0, 1};
– two functions of the form x⊕ y ⊕ a, where a ∈ {0, 1};

3 Using SAT-Solvers for Finding Small Circuits

In this section we give the details of the reduction we use to encode the fact of
existence of a particular circuit in CNF. We first describe the general reduction
which is quite similar to the one described in [2] (where circuits over the basis U2
are considered) and then discuss also some additional encoding which is specific
to the considered functions.

3.1 Representing Circuits as CNFs

Given a truth table of a Boolean function f : Bn → Bm we would like to find
a Boolean circuit computing f over the given basis A ⊆ B2 with the smallest
possible number of gates. We can encode the fact of existence of a circuit with
N gates computing the function f in CNF using the following Boolean variables
(input variables are numbered from 0 to n− 1 and gates from n to n + N − 1):

1. tib1b2 (n ≤ i < n + N , 0 ≤ b1 < 2, 0 ≤ b2 < 2) is the output of the i-th gate
if its first input is b1 and the second is b2. Four variables ti00, ti01, ti10, ti11
thus completely define the binary Boolean function computed by the i-th
gate. It gives O(N) variables in total.

2. cikj (n ≤ i < n + N − 1, 0 ≤ k < 2, 0 ≤ j < n + N) is true if the k-th
input of the i-th gate comes from the j-th gate and false otherwise. These
variables completely define the underlying graph of a circuit. It gives O(N2)
variables in total.

3. oij (n ≤ i < n + N , 0 ≤ j < m) is true iff the j-th output of a circuit is
computed by the i-th gate. These variables define which gates are used as
outputs. It gives O(Nm) variables in total.

4. vit (0 ≤ i ≤ n + N , 0 ≤ t < 2n) is the output value of the i-th gate if the
input variables have values represented by the bits of t. These variables are
used to describe the fact that the values computed by a circuit are correct
(according to the given truth table) on all 2n assignments to input variables.
It gives O(2nN) variables in total.

The following requirements about the circuit are written down as clauses.
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1. Binary functions computed by gates belong to the basis A.
2. For all (i, k), exactly one variable cikj is true (the k-th input of the i-th

gate is connected to only one gate). It gives O(N3) 2-clauses and O(N)
O(N)-clauses.

3. For all j, only one variable oij is true (the j-th output is computed by exactly
one of the gates). It gives O(N2m) 2-clauses and O(m) O(N)-clauses.

4. For all 0 ≤ i < n and 0 ≤ t < 2n, vit is equal to the corresponding bit in t.
It gives O(n · 2n) 1-clauses.

5. For all n ≤ i < n + N and 0 ≤ t < 2n, vit is equal to the value computed
by the i-th gate in the part of a circuit described by other variables. It gives
O(N3 ·2n) 6-clauses and this is where the most significant part of all clauses
comes from. Clauses of this type are written for all n ≤ i < n+N , n ≤ j0 < i,
j0 < j1 < i, 0 ≤ i0 < 2, 0 ≤ i1 < 2, 0 ≤ r < 2n and look as follows:

¬ci0j0 ∨ ¬ci1j1 ∨ ¬(vj0r = i0) ∨ ¬(vj1r = i1) ∨ (vir = tii0i1) .

Here first two literals let us find two gates, that are inputs of the i-th gate, the
following two literals let us find the values of these gates on input assignment
r and the last literal is for checking that the value in the i-th gate is correct.

6. The outputs of a circuit are computed correctly. It gives O(N2nm) 2-clauses.
Clauses of this type are written for all 0 ≤ k < m, 0 ≤ r < 2n, n ≤ i < n+N
and look as follows:

¬oik ∨ (vir = valuekr) ,

where valuekr is the required value of the k-th output on input assignment
r, according to the given truth table.

The clauses described above completely define all the requirements on a circuit.
W.l.o.g. we can assume also that the following statements are true.

1. Both inputs of every gate are computed by gates with smaller numbers (i.e.,
the gates are sorted topologically w.r.t. the used numbering).

2. For every gate its first input gate has a smaller number than the second one.
3. The gates do not compute degenerated functions.
4. At least one of the outputs is computed by the last gate.

In most interesting cases the resulting formulas turn out to be quite difficult for
modern SAT-solvers. E.g., a formula encoding the fact of existence of a circuit
consisting of, say, 12 gates is already quite hard. This is because the number of
different circuits as a function of the number of gates grows extremely fast. That
is why in some cases we used also some additional restrictions that reduce the
set of considered circuits. The main two of them are given below. Note however
that unsatisfiability of a CNF formula with at least one of these restrictions does
not imply that a circuit of a given size does not exist.

1. The out-degree of every gate is at most 2.
2. The i-th gate is fed by the (i − 1)-th gate (i.e., there is a directed path

through all the gates).



Finding Efficient Circuits Using SAT-Solvers 37

3.2 Residue Number Encodings

In the previous subsection we consider functions given by a truth table. Note
however that one can work as well with partially defined functions and, more
generally, with functions satisfying some particular properties. E.g., when search-
ing for an inductive block for a MOD-function it is not clear what is the optimal
encoding of a residue number. Thus, instead of providing a truth table of a block
one can write down the fact that this block sums up new variables with a residue
number which is encoded somehow.

Assume that we are looking for a block for MODK . Such a block sums up sev-
eral variables with a residue number modulo K whose encoding is not known in
advance. This residue number is encoded by �log2 K� bits. Since the encoding is
not known, we introduce new variables eij , where eij is true iff bit representation
of 0 ≤ j < 2�log2 K� encodes the residue number 0 ≤ i < K. Thus, a particular
residue number can be encoded by several j’s. Except for some straightforward
clauses stating that each i is encoded by some j and that each j is used for
exactly one i we add also the following statement. For each possible assignment
for inputs of a block, if the sum of input variables is s and the input residue
number is i (i.e., the corresponding eij is true), then the output residue number
cannot be j′ for all j′ such that ei′j′ is true for some i′ 	≡ i + s (mod K).

To give an example assume that we are searching for a block that takes as
input a residue number t modulo 3 which is somehow encoded by two bits (z0, z1)
and a new variable xn and outputs two bits (z′0, z

′
1) that encode in the same way

t + xn (mod 3). Then, e23 is true iff (z0, z1) = (1, 1) implies t = 2 and e11 is
true if (z0, z1) = (0, 1) implies t = 1. Now we add the following constraint:

(e23 ∧ z0 ∧ z1 ∧ xn ∧ e11)⇒ (z′0 ∨ ¬z′1) .

These residue number encodings turned out to be quite helpful as only with
them we were able to find an efficient block implying a 5.5n+ c upper bound for
CU2(MODn

3 ). However in most cases finding a block with an unknown encoding
is a much more difficult task.

4 New Upper Bounds for MOD3

Our main theoretical results are circuits of size 3n + O(1) and 5.5n + O(1)
for MODn

3 over the bases B2 and U2, respectively. The building blocks of the
circuits (as well as their truth tables) are given in Fig. 2 and Fig. 3. The blocks
take as input the value of

∑n
i=1 xi (mod 3) encoded by a pair of bits (z1, z2)

and three respectively two new variables. The output is the pair of bits (z′1, z
′
2)

encoding the value of
∑n+3

i=1 xi (mod 3) respectively
∑n+2

i=1 xi (mod 3). The
residue number encodings for the blocks are the following:

n∑
i=1

xi (mod 3) =

⎧⎨⎩ 0, if (z0, z1) = (0, 0),
1, if (z0, z1) = (0, 1),
2, if z0 = 1,
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xn+1 xn+2 xn+3z0z1

≡g1

∨g2

⊕g3

⊕g4

≡g5

∧g6

¬

≡g7

≡g8

∧g9

¬

z′
1z′

0

xn+1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

xn+2 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

xn+3 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

z0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

z1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

g1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

g2 1 0 1 0 1 0 1 0 1 1 1 1 1 1 1 1 0 1 0 1 0 1 0 1 1 1 1 1 1 1 1 1

g3 1 0 0 1 1 0 0 1 1 1 0 0 1 1 0 0 0 1 1 0 0 1 1 0 1 1 0 0 1 1 0 0

g4 1 0 0 1 1 0 0 1 0 0 1 1 0 0 1 1 0 1 1 0 0 1 1 0 0 0 1 1 0 0 1 1

g5 0 0 1 1 0 0 1 1 1 0 0 1 1 0 0 1 1 1 0 0 1 1 0 0 1 0 0 1 1 0 0 1

g6 1 0 0 0 1 0 0 0 0 1 1 0 0 1 1 0 0 0 0 1 0 0 0 1 0 1 1 0 0 1 1 0

g7 0 1 1 1 1 0 0 0 1 0 0 1 0 1 1 0 1 1 1 0 0 0 0 1 1 0 0 1 0 1 1 0

g8 0 0 0 1 1 1 1 0 1 0 1 0 0 1 0 1 0 1 1 1 1 0 0 0 1 0 1 0 0 1 0 1

g9 0 0 0 1 0 1 1 0 1 0 0 0 0 0 0 1 0 1 1 0 1 0 0 0 1 0 0 0 0 0 0 1

z′
0 0 0 0 1 0 1 1 0 1 0 0 0 0 0 0 1 0 1 1 0 1 0 0 0 1 0 0 0 0 0 0 1

z′
1 0 1 1 1 1 0 0 0 1 0 0 1 0 1 1 0 1 1 1 0 0 0 0 1 1 0 0 1 0 1 1 0

Fig. 2. An inductive block for MOD3 over the basis B2 and its truth table

and
k∑

i=1

xi (mod 3) =

⎧⎨⎩
0, if z0 = 0,
1, if (z0, z1) = (1, 0),
2, if (z0, z1) = (1, 1).
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xn+1 xn+2 z0 z1

∧g1

¬
∧g2 ∨g5

∨g3

¬

∧g4

¬
∨g7

¬

∧g6

¬

∧g10

¬

∧g8

¬

∧g11

¬

¬
∧g9

¬
¬

z′
0z′

1

xn+1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

xn+2 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

z0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

z1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

g1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0

g2 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1

g3 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1 1

g4 1 1 0 0 1 1 0 0 0 0 0 0 0 0 1 1

g5 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1

g6 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0

g7 1 1 1 1 1 1 1 1 1 1 0 0 0 0 1 1

g8 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0

g9 0 1 1 1 0 1 1 1 1 1 1 0 1 0 0 1

g10 1 0 1 0 1 0 1 0 1 0 0 0 0 0 1 0

g11 0 0 0 1 0 0 0 1 0 1 1 1 1 1 0 0

z′
0 0 1 1 1 0 1 1 1 1 1 1 0 1 0 0 1

z′
1 0 0 0 1 0 0 0 1 0 1 1 1 1 1 0 0

Fig. 3. An inductive block for MOD3 over the basis U2 and its truth table
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x1 x2 x3

≡ ≡

∧

MOD3
3,0

x1 x2 x3

∧

∧
⊕

⊕

¬

MOD3
3,1

x1 x2x3

∨ ≡
≡

∧
¬

MOD3
3,2

x1 x2 x3 x4

⊕ ∧ ⊕ ∧

∨ ∨

≡

MOD4
3,0

x1 x2 x3x4

∨ ≡ ⊕∨

∧
¬

∧

≡

MOD4
3,1

x1 x2 x3x4

⊕ ≡ ⊕

∧
¬

∧

¬
¬

⊕

MOD4
3,2

Fig. 4. Optimal circuits for MODn
3,k for n = 3, 4

The upper bounds CB2(MODn
3 ) ≤ 3n + O(1) and CU2(MODn

3 ) ≤ 5.5n + O(1)
follow immediately from the existence of such blocks.

Table 2. Sizes of optimal circuits over B2 for MODn
3,k

n = 3 n = 4 n = 5

k = 0 3 7 ≤ 10

k = 1 4 7 ≤ 9

k = 2 4 6 ≤ 10

The blocks were found after a long sequence of experiments with different
restrictions on considered circuits as without restrictions the resulting formulas
cannot be handled by solvers. We still do not know whether the first block for
adding three variables is optimal and thus a 8n/3 upper bound for CB2(MODn

3 )
is not excluded.
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Table 3. Statistics

picosat

m
inisat207

oksolver

rsat

onespinsat

m
anysat

mod3 4vars 6gates.cnf * 11m32s * * 3m16s 35m23s

mod4block 3vars 7gates.cnf * * * * * *

mod3block 3vars 9gates restr.cnf 1m27s 0m5s 0m59s 0m2s 0m18s 0m29s

mod5block 1var 7gates.cnf 0m1s 0m2s * 0m1s 0m1s 0m3s

mod4block 2vars 8gates u2.cnf * * * * 22m43s *

mod5block 2vars 12gates.cnf * * * * * *

mod4block 2vars 9gates u2.cnf * * * * * *

owp 4vars 5gates.cnf 0m0.2s 0m0.3s 2m14s 0m0.3s 0m0.1s 0m0.7s

In Table 2 we also present the sizes of optimal circuits over B2 for MODn
3,k for

different values of n and k. CB2(MOD5
3,2) ≤ 10 means that we found a circuit of

size 10, but were unable to prove unsatisfiability of the fact that there exists a
circuit (without any restrictions on its structure) of size 9. Optimal circuits are
given in Fig. 4.

5 Empirical Studies

Table 3 provides the results of experiments with several formulas. All our ex-
periments were made on a 2.40GHz AMD Opteron Processor 250 running under
Linux. The DIMACS hardware benchmark program dfmax r500.5 takes 7.11
seconds on the machine.

A two-hour limit applied to all runs of all solvers. Below we describe the
benchmarks used in the table as well as benchmarks for which we still do not
know the answer. By N , K and L we denote the number of variables, the number
of clauses and the length (i.e., the total number of literals), respectively (however
our formulas contain some unit clauses and can be simplified).

– SAT
mod3block 3vars 9gates restr.cnf (N = 784, K = 219760, L =

1266513) expresses the fact that there exists a circuit that sums up a
residue number modulo 3 in a given encoding (0 — (0, 0), 1 — (1, 0),
2 — (1, 0), (1, 1)) with three new variables with two additional restric-
tions: there is a directed path through all the gates and the out-degree
of any gate is at most 2. The corresponding circuit is given in Fig. 2.

mod5block 1vars 7gates.cnf (N = 353, K = 50103, L = 292994) encodes
the fact that there exists an inductive block for MODn

5 adding two new
variables by 7 gates (residue number encoding is fixed).
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– UNSAT
mod3 4vars 6gates.cnf (N = 289, K = 36396, L = 213400) expresses the

fact that CB2(MOD4
3,0) ≤ 6.

owp vars4 gates5.cnf (N = 267, K = 25667, L = 149802) encodes the
fact that CB2(f) ≤ 5 for a permutation f : B4 → B4 given in [11]. Un-
satisfiability of this benchmark justifies the fact that f has asymmetric
circuit complexity (CB2(f) = 6, CB2(f−1) = 5).

– UNKNOWN
mod4block 3vars 7gates.cnf (N = 574, K = 125562, L = 742458) en-

codes the fact that there exists an inductive block for MODn
4 adding

three new variables by 7 gates (residue number encoding is fixed). Must
be unsatisfiable, as otherwise MODn

4 could be computed by circuits of
size about 7n/3.

mod4block 2vars {8,9}gates u2.cnf (N = 387/426, K = 66496/86121,
L = 389012/503636) encodes the fact that there exists an inductive
block for MODn

4 adding two new variables by {8, 9} gates in the basis
U2 (residue number encoding is fixed).

mod3block 2vars {9,10,11}gates u2 autoenc.cnf (N = 426/475/526,
K = 99345/125336/155313, L = 588054/741756/918948) encodes the
fact that there exists an inductive block for MODn

3 adding two new vari-
ables by 9 gates in the basis U2. Here the residue number encoding is
not fixed. Instead of this, benchmarks encode the fact that the required
circuit sums up several bits with a residue number modulo 3 whose en-
coding is not known in advance (details are given in Sect. 3).

mod4block 2vars {8,9,10,11}gates u2 autoenc.cnf (383 ≤ N ≤ 530,
81176 ≤ K ≤ 164070, 480856 ≤ L ≤ 965444) encodes the fact that there
exists an inductive block for MODn

4 adding two new variables by g =
8, 9, 10, 11 gates in the basis U2 (encoding is not fixed). Satisfiability of
a benchmark from this family would imply that CU2(MODn

4 ) ≤ gn/2+ c
(note that at the moment it is only known that 4n− c ≤ CU2(MODn

4 ) ≤
5n + c).

6 Further Directions

A natural further direction is to obtain more upper bounds for MODK-functions
for different values of K. Note however that even if an optimal circuit for a
MODn

K function can be constructed from inductive blocks, then these blocks
must be large for large values of K, just because one needs many bits in order to
encode a residue number modulo K. E.g., a block for summing up several new
variables with a residue number modulo K > 2t must have at least t inputs and
hence at least t gates. For t ≥ 15, even finding such circuits is a really difficult
task for modern SAT-solvers and proving that such a circuit does not exist is
much more difficult.

It would be interesting also to find efficient circuits for other important func-
tions. E.g., in [21] is is noted that it is easy to construct optimal circuits for 2×2-
matrix multiplication, while already for 3×3 this is a difficult task. It would also
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be interesting to know optimal circuits for small input sizes for the well-known
CLIQUE-function which has super-polynomial complexity in the model of mono-
tone circuits [16]. Knowing optimal circuits for a function on small input sizes
could help to construct efficient circuits for all input sizes. SAT-solvers could
also apparently help to improve current upper bounds for addition and multipli-
cation. Note that the smallest known circuits and formulas for these functions
are also built from blocks [14].

Using the described reduction one can produce different unsatisfiable formu-
las (e.g., encoding the fact that there exists a circuit of size smaller than the
corresponding known lower bound). Such benchmarks turned out to be difficult
for modern solvers. One could think about complexity of such benchmarks in
different proof systems.

Another direction of further research is automatizing lower bounds proofs.
Essentially the only known method for proving lower bounds for unrestricted
circuits is gate elimination. For example, in order to prove a 2.5n−c lower bound
for MODn

4 Stockmeyer [19] proved that for any circuit computing MODn
4,k it is

possible to eliminate five gates by assigning values to two input variables. The
lower bound then follows by induction. However to prove that it is possible
to eliminate five gates one needs to consider many different cases. It would be
interesting to automate this case analysis.
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Abstract. One of the most important structural parameters of graphs is treewidth,
a measure for the “tree-likeness” and thus in many cases an indicator for the hard-
ness of problem instances. The smaller the treewidth, the closer the graph is to a
tree and the more efficiently the underlying instance often can be solved. How-
ever, computing the treewidth of a graph is NP-hard in general. In this paper we
propose an encoding of the decision problem whether the treewidth of a given
graph is at most k into the propositional satisfiability problem. The resulting SAT
instance can then be fed to a SAT solver. In this way we are able to improve the
known bounds on the treewidth of several benchmark graphs from the literature.

1 Introduction

Many important combinatorial problems that are NP-hard in general are easy to solve if
the instance is structured as a tree. Tree decompositions and the corresponding measure
treewidth [13] gradually generalize the tree structure of instances to “tree-likeness”.
Roughly speaking, the smaller the treewidth, the less cyclic the graph and the closer the
graph is to a tree. Instances with small treewidth can often be solved efficiently by dy-
namic programming on the tree decomposition. For example, Courcelle’s Theorem [9]
states that fixed graph properties expressible in monadic second-order logic (MSO) can
be decided in linear time on graphs with bounded treewidth. However, for unbounded k,
deciding whether a graph has treewidth at most k is NP-complete [1]. For this reason,
the common way in practice for computing tree decompositions is the use of heuristics
and approximation algorithms [2,4,8,12]. Although these methods often lead to tree de-
compositions of small width, the so obtained results are in general only upper bounds
on the treewidth: the actual treewidth is the minimum width over all possible tree de-
compositions. Complementary to these upper bound methods, several approaches for
computing lower bounds have been proposed as well [4,5,6,8,12]. Clearly, the treewidth
of a graph has been found if the lower and upper bounds coincide. For many graphs,
however, the lower and upper bound algorithms yield only an interval in which the
treewidth is contained. To make these intervals smaller or to determine the treewidth,
also exact algorithms based on branch-and-bound have been developed [3,11].

In this paper we propose one more algorithmic tool for determining the treewidth of
graphs: We present an encoding of the decision problem whether a given graph G =
(V, E) has treewidth at most k to an instance F of the propositional satisfiability prob-
lem (SAT) such that G has treewidth less than or equal to k if and only if F is satisfiable.
In this way we aim at exploiting the increasing power of modern SAT solvers to find

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 45–50, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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tree decompositions of minimal width and thus to determine the treewidth of graphs.
Our encoding results in SAT instances consisting of O(k |V |2) variables and O(|V |3)
clauses; the length of each clause is bounded by 4. Using this approach, we have been
able to determine the treewidth (or at least to shorten its interval) of several moderately
sized benchmark graphs from the literature.

This paper is organized as follows: In Section 2, we formally introduce the notion
of tree decompositions and treewidth. Moreover, we explain an alternative character-
ization of treewidth on which our encoding is based. Then, in Section 3, we present
our encoding into propositional satisfiability and our experimental results. Finally, we
conclude in Section 4.

2 Treewidth

A graph is a tuple (V, E) of a non-empty set V of vertices and a set E⊆{{x, y}x, y ∈
V } of edges. A tree decomposition of a graph G = (V, E) is a tree T = (V ′, E′) where
each node t ∈ V ′ is associated with a “bag” χ(t) ⊆ V containing vertices of G such
that the following conditions are satisfied [13]:

1.
⋃

t∈V ′ χ(t) = V .
2. For every edge e ∈ E, there is some node t ∈ V ′ such that e ⊆ χ(t).
3. For all nodes t1, t2, t3 ∈ V ′ such that t2 lies on the (unique) path from t1 to t3 in T ,

it holds that χ(t1) ∩ χ(t3) ⊆ χ(t2).

The first condition requires that there are only vertices in the bags and every vertex
occurs in some bag, the second condition requires that all pairs of vertices that are con-
nected by an edge occur together in some bag, and the third condition (“connectedness
condition”) requires that if a vertex occurs in the bags of two different nodes, then it
must occur in each bag on the unique path between them. The width of a tree decom-
position T = (V ′, E′) is given by maxt∈V ′ |χ(t)| − 1. The treewidth of a graph is the
minimum width over all its tree decompositions.

It is well known that from every linear ordering of the vertices of a graph G = (V, E)
one can easily construct a tree decomposition of G and that there is always a linear or-
dering such that the corresponding tree decomposition is optimal, i.e., its width equals
the treewidth of G (see, e.g., Bodlaender [4] or Dechter [10]). Our encoding will be
based on this alternative characterization. In fact, the linear ordering gives rise to a tri-
angulation of the graph from which the corresponding width can be directly read off,
i.e., we do not need to construct the tree decomposition explicitly. In this context, the
treewidth is also called induced width [10]. Given a linear ordering v1, v2, . . . , vn of
the vertices in V , we call vj a predecessor of vi if {vi, vj} ∈ E and j < i, and we
call vj a successor of vi if {vi, vj} ∈ E and j > i. To determine the width of the
tree decomposition obtained from this linear ordering, we proceed as follows: For each
pair of non-adjacent vertices vi and vj , we successively add an edge {vi, vj} to E if
and only if vi and vj have a common predecessor. This is repeated as long as new
edges can be added. The width of the tree decomposition is then the maximum number
of successors over all vertices, i.e., maxvi∈V |{{vi, vj} ∈ E : j > i}|. Figure 1 shows a
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Fig. 1. A graph of treewidth 2, one of its tree decompositions of width 2, and a corresponding
linear ordering (the dotted edges are added depending on the ordering)

graph, one of its tree decompositions, and the corresponding linear ordering. The solid
edges belong to the input graph and the dotted edges are added according to the above
rule: The edge {a, g} is added because f is a predecessor of both a and g. This newly
added edge now causes the edge {c, g} to be added, which in turn causes the edge {c, h}
to be added. Since the maximum number of successors after this process is 2, we know
that the corresponding tree decomposition has width 2.

3 The Encoding

Our encoding into propositional satisfiability is now based on the linear ordering as de-
scribed in Section 2. Let G = (V, E) be the input graph with n = |V | and m = |E| and
assume that all vertices are enumerated from 1 to n. To encode the linear ordering itself,
we introduce n(n− 1)/2 Boolean variables ord i,j with 1 ≤ i < j ≤ n: Variable ord i,j

is true if and only if vertex vi precedes vertex vj in the linear ordering. In addition, we
need n(n− 1)(n− 2) clauses of the form

(ord∗
i,j ∧ ord∗

j,l)→ ord∗
i,l, where ord∗

p,q =

{
ordp,q if p < q

¬ord q,p otherwise

to enforce transitivity. Note that ord∗
p,q is used here for presentation purposes only and

is replaced in our encoding by ordp,q and ¬ordq,p, respectively.
Having now encoded the linear ordering, we are going to encode the successor rela-

tion induced by this ordering. To this aim, note that the linear ordering gives a direction
to all edges {vi, vj} ∈ E, namely from vi to vj if and only if vj is a successor of vi.
Thus, we introduce n2 Boolean variables arci,j with 1 ≤ i, j ≤ n: Variable arci,j is
true if vertex vj is a successor of vertex vi. We call such an arc variable active if it is
assigned true and inactive otherwise. As mentioned in Section 2, the maximum number
of successors, i.e., the maximum number of active outgoing arcs, is then the width of
the corresponding tree decomposition. That means for each vertex we have to ensure
by a cardinality constraint that the number of its active outgoing arcs does not exceed
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Fig. 2. Encoding of the successor relation induced by the linear ordering in Figure 1

our upper bound k on the treewidth. Figure 2 illustrates this encoding of the successor
relation induced by the linear ordering in Figure 1.

Let us consider these steps in more detail. To encode the edges of the input graph,
we add 2m clauses of the form ord i,j → arci,j and ¬ord i,j → arcj,i for {vi, vj} ∈ E
and i < j. Moreover, in order to enforce the additional edges caused by the linear
ordering (i.e., the dotted edges in Figure 1), we add n(n−1)(n−2) clauses of the form

(arci,j ∧ arci,l ∧ ord j,l) → arcj,l and (arci,j ∧ arci,l ∧ ¬ord j,l) → arcl,j

for 1 ≤ i, j, l ≤ n, i 	= j, i 	= l, and j < l. We also add n(n− 1)(n− 2)/2 clauses of
the form ¬arci,j ∨¬arci,l ∨arcj,l∨arcl,j , which are actually redundant but accelerate
the SAT solving process. In addition, since self loops can be neglected, we add n unit
clauses of the form ¬arci,i for 1 ≤ i ≤ n.

We have now forced all outgoing arcs to be active if the corresponding vertex is a
successor. To guarantee that the instance is satisfiable if and only if there exists a tree
decomposition of width at most k, we have to make sure by a cardinality constraint that
at most k outgoing arcs of each vertex are active. A naive way of doing this is to add(

n
k+1

)
clauses of length k + 1 for each vertex to ensure that there is no subset of k + 1

active outgoing arcs. This, however, would result in O(nk+1) additional clauses. For
this reason, we implement the cardinality constraint by a counter that is able to count
the number of active outgoing arcs up to k.1 Our counter is a slightly improved variant
of the sequential unary counter proposed by Sinz [14]. Figure 3 illustrates two different
counting scenarios with our encoding. In both cases the column on the left represents the
outgoing arc variables associated to a vertex. The boxes on the right represent auxiliary
variables of the counter, where each row represents a number up to k in unary encoding.
In particular, the counter works in a bottom-up manner such that the number encoded
in the i-th row is (at least) the number of active arcs up to row i. Every time we find an
active arc, the counter is incremented as indicted by the arrows. If a variable in the last
column is assigned true, the counter has reached its upper bound and we add clauses that
forbid further active arcs as indicated by the shaded boxes in the scenario on the right.
Note that we neglect the topmost row of counter variables as n− 1 rows are sufficient.
In summary, each counter requires k(n − 1) − k(k − 1)/2 additional variables and
(2k + 1)n− k(k + 3) clauses, which can both be estimated by O(kn). We denote the
counter variables by ctr i,j,l with 1 ≤ i ≤ n, 1 ≤ j < n, and 1 ≤ l ≤ min(j, k), where
i denotes the vertex the counter is associated to, j denotes the row, and l denotes the

1 If k > n/2�, it is more efficient to count the number of inactive outgoing arcs up to n − k.
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Fig. 3. Sequential unary counter that counts to 2 within its bound k = 3 (left) and that counts to 4
and exceeds its bound k = 4 as indicated by the shaded boxes (right)

column. The first kind of clauses added to encode the counter behavior are of the form
ctr i,j−1,l → ctr i,j,l for 1 ≤ i ≤ n, 1 < j < n, and 1 ≤ l ≤ min(j, k). These clauses
ensure that the counter is never decremented, i.e., if some counter variable is assigned
true, then all succeeding variables in the same column must be assigned true. Next we
add clauses to enforce the actual counting. This is done by clauses of the form

arci,j → ctr i,j,1

for 1 ≤ i ≤ n and 1 ≤ j < n, which ensure that the counter is at least one if there is an
active arc in the current row, and clauses of the form

(arci,j ∧ ctr i,j−1,l−1) → ctr i,j,l

for 1 ≤ i ≤ n, 1 < j < n, and 1 < l ≤ min(j, k), which ensure that the counter is
incremented from value l − 1 in the previous row to value l in the current row if there
is an active arc in the current row. The effect of these clauses is indicated by the arrows
in Figure 3. Finally, we enforce a conflict if any counter exceeds k by adding clauses
of the form ¬(arci,j ∧ ctr i,j−1,k) for 1 ≤ i ≤ n and k < j < n. Such a conflict is
indicated by the shaded boxes in the right scenario of Figure 3.

Table 1 shows for several benchmark graphs from computational biology [7] the
improvements of the bounds on the treewidth we have achieved with our encoding.
To solve our SAT instances we used MiniSAT on a quad-core Intel Xeon CPU with
2.33GHz and 24GB RAM. The timeout for a single run was one hour. We observed that
for graphs whose treewidth is known, the SAT solver could find a solution very fast if
k was set to the treewidth and it took very long if k was set just below the treewidth.
Thus, it can be seen as an indicator that there is no tree decomposition of width k if, for
moderately sized graphs, the SAT solver does not find a solution within the timeout.

Table 1. Previous and new lower and upper bounds on the treewidth of four benchmark graphs.
The last column shows the time to decide the obtained SAT instance with the new upper bound.

Graph |V | |E| Prev LB [7] Prev UB [7] New LB New UB Time

1c75 69 683 28 30 28 29 15.9s
1dj7 73 743 26 27 26 26 134.0s
1dp7 76 769 25 27 25 26 118.3s
1en2 69 463 16 17 16 16 180.7s
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4 Conclusion

Several theoretical and experimental attempts have been made in the past to attack the
problem of determining the treewidth of graphs, but to the best of our knowledge this
is the first time a SAT solver has been used for this. Although the graphs we used
are relatively small and the improvements are not dramatic, we consider the presented
approach as a first step towards computing the treewidth of graphs by SAT solvers. One
of the main problems to be considered in future work is the size of the resulting SAT
instances: Improved encodings that exploit the structure of a given graph may be able
to keep the size of the instances small. Further work could be to identify redundant
clauses that accelerate the SAT solving process and to adapt the encoding for related
graph concepts like hypertree decomposition.
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Abstract. Default logic was introduced by Reiter in 1980. In 1992,
Gottlob classified the complexity of the extension existence problem for
propositional default logic as Σp

2 -complete, and the complexity of the
credulous and skeptical reasoning problem as Σp

2-complete, resp. Πp
2-

complete. Additionally, he investigated restrictions on the default rules,
i. e., semi-normal default rules. Selman made in 1992 a similar approach
with disjunction-free and unary default rules. In this paper we system-
atically restrict the set of allowed propositional connectives. We give a
complete complexity classification for all sets of Boolean functions in
the meaning of Post’s lattice for all three common decision problems for
propositional default logic. We show that the complexity is a trichotomy
(Σp

2-, NP-complete, trivial) for the extension existence problem, whereas
for the credulous and sceptical reasoning problem we get a finer classifi-
cation down to NL-complete cases.

1 Introduction

When formal specifications are to be verified against real-world situations, one
has to overcome the qualification problem that denotes the impossibility of listing
all conditions required to decide compliance with the specification. To overcome
this problem, McCarthy proposed the introduction of “common-sense” into for-
mal logic [McC80]. Among the formalisms developed since then, Reiter’s default
logic is one of the best known and most successful formalisms for modeling of
common-sense reasoning. Default logic extends the usual logical (first-order or
propositional) derivations by patterns for default assumptions. These are of the
form “in the absence of contrary information, assume . . .”. Reiter argued that his
logic is an adequate formalization of the human reasoning under the closed world
assumption. In fact, today default logic is widely used in artificial intelligence
and computational logic.

What makes default logic computationally presumably harder than proposi-
tional or first-order logic is the fact that the semantics (i. e., the set of conse-
quences) of a given set of premises is defined in terms of a fixed-point equation.
The different fixed points (known as extensions or expansions) correspond to
different possible sets of knowledge of an agent, based on the given premises.
∗ Supported in part by DFG grant VO 630/6-1.
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In a seminal paper from 1992, Georg Gottlob formally defined three important
decision problems for default logic:

1. Given a set of premises, decide whether it has an extension at all.
2. Given a set of premises and a formula, decide whether the formula occurs in

at least one extension (so called brave or credulous reasoning).
3. Given a set of premises and a formula, decide whether the formula occurs in

all extensions (cautious or sceptical reasoning).

While in the case of first-order default logic, all these computational tasks are
undecidable, Gottlob proved that for propositional default logic, the first and
second are complete for the class Σp

2 , the second level of the polynomial hierarchy,
while the third is complete for the class Πp

2 .
In the past, various semantic and syntactic restrictions have been proposed

in order to identify computationally easier or even tractable fragments (see,
e. g., [Sti90, KS91, BEZ02]). This is the starting point of the present paper. We
propose a systematic study of fragments of default logic defined by restricting
the set of allowed propositional connectives. For instance, if we look at the
fragment where we forbid negation and allow only conjunction and disjunction,
the monotone fragment of default logic, we show that while the first problem
is trivial (there always is an extension, in fact a unique one), the second and
third problem become coNP-complete. In this paper we look at all possible sets
B of propositional connectives and study the three decision problems defined
by Gottlob when all involved formulae contain only connectives from B. The
computational complexity of the problems then, of course, becomes a function
of B. We will see that Post’s lattice of all closed classes of Boolean functions is
the right way to study all such sets B. Depending on the location of B in this
lattice, we completely classify the complexity of all three reasoning tasks, see
Figs. 1 and 2. We will show that, depending on the set B of occurring connectives,
the problem to determine the existence of an extension is either Σp

2-complete,
NP-complete, or trivial, while the other two problems are complete in one of the
classes Σp

2 (or Πp
2), NP, coNP, P or NL (under first-order reductions).

The motivation behind our approach lies in the hope that identifying frag-
ments of default logic with simpler reasoning procedures may help us to under-
stand the sources of hardness for the full problem and to locate the boundary
between hard and easy fragments. Especially the improved algorithms can help
doing better approaches in solving the studied problems quite more efficiently.

This paper is organized as follows. After some preliminary remarks in Sect. 2,
we introduce Boolean clones in Sect. 3. At this place we also provide a full clas-
sification of the complexity of logical implications for fragments of propositional
logic, as this classification will serve as a central tool for subsequent sections.
In Sect. 4, we start to investigate propositional default logic. Section 5 then
presents our main results on the complexity of the decision problems for default
logic. Finally, in Sect. 6 we conclude with a summary and a discussion.
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Fig. 1. Post’s lattice. Colors indicate the complexity of EXT(B), the Extension Exis-
tence Problem for B-formulae.

2 Preliminaries

In this paper we make use of standard notions of complexity theory. The aris-
ing complexity degrees encompass the classes NL, P, NP, coNP, Σp

2 and Πp
2

(cf. [Pap94] for background information). For the hardness results constant-depth
reductions are used, defined as follows: A language A is constant-depth reducible
to a language B (A ≤cd B) if there exists a logtime-uniform AC0-circuit family
{Cn}n≥0 with unbounded fan-in {∧,∨,¬}-gates and oracle gates for B such that
for all x, C|x|(x) = 1 iff x ∈ A (cf. [Vol99]).

We also assume familiarity with propositional logic. The set of all proposi-
tional formulae is denoted by L. For A ⊆ L and ϕ ∈ L, we write A |= ϕ iff all
assignments satisfying all formulae in A also satisfy ϕ. By Th(A) we denote the
set of all consequences of A, i. e., Th(A) = {ϕ | A |= ϕ}. For a literal l and a
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Fig. 2. Post’s lattice. Colors indicate the complexity of CRED(B) and SKEP(B), the
Credulous and Skeptical Reasoning Problem for B-formulae.

variable x, we define the meta-language expression ∼l as ∼l := x if l = ¬x and
∼l := ¬x if l = x. For a formula ϕ, let ϕ[α/β] denote ϕ with all occurrences of α
replaced by β, and let A[α/β] := {ϕ[α/β] | ϕ ∈ A} for A ⊆ L.

3 Boolean Clones and the Complexity of the Implication
Problem

A propositional formula using only connectives from a finite set B of Boolean
functions is called a B-formula. The set of all B-formulae is denoted by L(B).
In order to cope with the infinitely many finite sets B of Boolean functions,
we require some algebraic tools to classify the complexity of the infinitely many
arising reasoning problems. A clone is a set B of Boolean functions that is closed
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Table 1. A list of Boolean clones with definitions and bases

Name Definition Base
BF All Boolean functions {∧,¬}
R0 {f : f is 0-reproducing} {∧, �→}
R1 {f : f is 1-reproducing} {∨,→}
M {f : f is monotone} {∨,∧, 0, 1}
S0 {f : f is 0-separating} {→}
S1 {f : f is 1-separating} {�→}
S00 S0 ∩ R0 ∩ R1 ∩ M {x∨ (y∧z)}
S10 S1 ∩ R0 ∩ R1 ∩ M {x∧ (y∨z)}
D {f : f is self-dual} {(x∧y) ∨ (x∧z) ∨ (y∧z)}
D2 D ∩ M {(x∧y) ∨ (y∧z) ∨ (x∧z)}
L {f : f is linear} {⊕, 1}
L0 L ∩ R0 {⊕}
L1 L ∩ R1 {≡}
L2 L ∩ R0 ∩ R1 {x⊕y⊕z}
L3 L ∩ D {x⊕y⊕z,¬}
V {f : f ≡ c0 ∨∨n

i=1 cixi where the cis are constant} {∨, 0, 1}
V2 [{∨}] {∨}
E {f : f ≡ c0 ∧∧n

i=1 cixi where the cis are constant} {∧, 0, 1}
E2 [{∧}] {∧}
N {f : f depends on at most one variable} {¬, 0, 1}
N2 [{¬}] {¬}
I {f : f is a projection or a constant} {id, 0, 1}
I2 [{id}] {id}

under superposition, i. e., B contains all projections and is closed under arbitrary
composition. For an arbitrary set B of Boolean functions, we denote by [B] the
smallest clone containing B and call B a base for [B]. In [Pos41] Post classified
the lattice of all clones and found a finite base for each clone, see Fig. 1. In order
to introduce the clones relevant to this paper, we define the following notions
for n-ary Boolean functions f :

– f is c-reproducing if f(c, . . . , c) = c, c ∈ {0, 1}.
– f is monotone if a1 ≤ b1, a2 ≤ b2, . . . , an ≤ bn implies f(a1, . . . , an) ≤

f(b1, . . . , bn).
– f is c-separating if there exists an i ∈ {1, . . . , n} such that f(a1, . . . , an) = c

implies ai = c, c ∈ {0, 1}.
– f is self-dual if f ≡ dual(f), where dual(f)(x1, . . . , xn) = ¬f(¬x1, . . . ,¬xn).
– f is linear if f ≡ x1 ⊕ · · · ⊕ xn ⊕ c for a constant c ∈ {0, 1} and variables

x1, . . . , xn.

The clones relevant to this paper are listed in Table 1. The definition of all
Boolean clones can be found, e. g., in [BCRV03].

For a finite set B of Boolean functions, we define the Implication Problem
for B-formulae IMP(B) as the following computational task: given a set A of
B-formulae and a B-formula ϕ, decide whether A |= ϕ holds. The complexity of
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the implication problem is classified in [BMTV08]. The results relevant to this
paper are summarized in the following theorem.

Theorem 3.1 ([BMTV08, Theorem 4.1]). Let B be a finite set of Boolean
functions. Then IMP(B) is

1. coNP-complete if S00 ⊆ [B], S10 ⊆ [B] or D2 ⊆ [B], and
2. in P for all other cases.

A proof of Theorem 3.1 will be included in the full version of this paper.

4 Default Logic

Fix some finite set B of Boolean functions and let α, β, γ be propositional B-
formulae. A B-default (rule) is an expression d = α:β

γ ; α is called prerequisite, β
is called justification and γ is called consequent of d. A B-default theory is a pair
〈W, D〉, where W is a set of propositional B-formulae and D is a set of B-default
rules. Henceforth we will omit the prefix “B-” if B = BF or the meaning is clear
from the context.

For a given default theory 〈W, D〉 and a set of formulae E, let Γ(E) be the
smallest set of formulae such that

1. W ⊆ Γ(E),
2. Γ(E) is closed under deduction, i. e., Γ(E) = Th(Γ(E)), and
3. for all defaults α:β

γ ∈ D with α ∈ Γ(E) and ¬β /∈ E, it holds that γ ∈ Γ(E).

A (stable) extension of 〈W, D〉 is a fixpoint of Γ, i. e., a set E such that E = Γ(E).
The following theorem by Reiter provides an alternative characterization of

extensions:

Theorem 4.1 ([Rei80]). Let 〈W, D〉 be a default theory and E be a set of
formulae.

1. Let E0 = W and Ei+1 = Th(Ei)∪
{
γ
⏐⏐ α:β

γ ∈ D, α ∈ Ei and ¬β /∈ E
}
. Then

E is a stable extension of 〈W, D〉 iff E =
⋃

i∈N
Ei.

2. Let G =
{

α:β
γ ∈ D

⏐⏐α ∈ E and ¬β /∈ E
}
. If E is a stable extension of

〈W, D〉, then
E = Th(W ∪ {γ | α:β

γ ∈ G}).

In this case, G is also called the set of generating defaults for E.

Note that stable extensions need not be consistent. However, the following propo-
sition shows that this only occurs if the set W is inconsistent already.

Proposition 4.2 ([MT93, Corollary 3.60]). Let 〈W, D〉 be a default theory.
Then L is a stable extension of 〈W, D〉 iff W is inconsistent.
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As a consequence we obtain:

Corollary 4.3. Let 〈W, D〉 be a default theory.

– If W is consistent, then every stable extension of 〈W, D〉 is consistent.
– If W is inconsistent, then 〈W, D〉 has a stable extension.

The main reasoning tasks in nonmonotonic logics give rise to the following three
decision problems:

1. the Extension Existence Problem EXT(B)
Instance: a B-default theory 〈W, D〉
Question: Does 〈W, D〉 have a stable extension?

2. the Credulous Reasoning Problem CRED(B)
Instance: a B-formula ϕ and a B-default theory 〈W, D〉
Question: Is there a stable extension of 〈W, D〉 that includes ϕ?

3. the Skeptical Reasoning Problem SKEP(B)
Instance: a B-formula ϕ and a B-default theory 〈W, D〉
Question: Does every stable extension of 〈W, D〉 include ϕ?

The next theorem follows from [Got92] and states the complexity of the above
decision problems for the general case [B] = BF.

Theorem 4.4 ([Got92]). Let B be a finite set of Boolean functions such that
[B] = BF. Then EXT(B) and CRED(B) are Σp

2-complete, whereas SKEP(B) is
Πp

2-complete.

5 The Complexity of Default Reasoning

In this section we will classify the complexity of the three problems EXT(B),
CRED(B), and SKEP(B) for all choices of Boolean connectives B. We start
with some preparations which will substantially reduce the number of cases we
have to consider.

Lemma 5.1. Let P be any of the problems EXT, CRED, or SKEP. Then for
each finite set B of Boolean functions, P(B) ≡cd P(B ∪ {1}).

Proof. The reductions P(B) ≤cd P(B ∪ {1}) are obvious. For the converse re-
ductions, we will essentially substitute the constant 1 by a new variable t that is
forced to be true (this trick goes already back to Lewis [Lew79]). For EXT, the
reduction is given by 〈W, D〉 �→ 〈W ′, D′〉, where W ′ = W[1/t] ∪ {t}, D′ = D[1/t],
and t is a new variable not occurring in 〈W, D〉. If 〈W ′, D′〉 possesses a stable
extension E′, then t ∈ E′. Hence, E′

[t/1] is a stable extension of 〈W, D〉. On the
other hand, if E is a stable extension of 〈W, D〉, then Th(E[1/t]∪{t}) = E[1/t] is a
stable extension of 〈W ′, D′〉. Therefore, each extension E of 〈W, D〉 corresponds
to the extension E[1/t] of 〈W ′, D′〉, and vice versa.

For the problems CRED and SKEP, it suffices to note that the above reduction
〈W, D〉 �→ 〈W ′, D′〉 has the additional property that for each formula ϕ and each
extension E of 〈W, D〉, ϕ ∈ E iff ϕ[1/t] ∈ E[1/t]. �
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The next lemma shows that, quite often, B-default theories have unique
extensions.

Lemma 5.2. Let B be a finite set of Boolean functions such that [B] ⊆ R1 or
[B] ⊆ M. Let 〈W, D〉 be a B-default theory with finite D. Then 〈W, D〉 has a
unique stable extension.

Proof. For [B] ⊆ R1, every premise, justification and consequent is 1-reproduc-
ing. As all consequences of 1-reproducing functions are again 1-reproducing and
the negation of a 1-reproducing function is not 1-reproducing, the justifications
in D become irrelevant. Hence the characterization of stable extensions from
the first item in Theorem 4.1 simplifies to the following iterative construction:
E0 = W and Ei+1 = Th(Ei) ∪

{
γ
⏐⏐ α:β

γ ∈ D, α ∈ Ei

}
. As D is finite, this

construction terminates after finitely many steps, i. e., Ek = Ek+1 for some
k ≥ 0. Then E =

⋃
i≤k Ei is the unique stable extension of 〈W, D〉. For a similar

result confer [BO02, Theorem 4.6].
For [B] ⊆ M, every formula is either 1-reproducing or equivalent to 0. As rules

with justification equivalent to 0 are never applicable, each B-default theory
〈W, D〉 with finite D has a unique stable extension by the same argument as
above. �

As an immediate corollary, the credulous and the sceptical reasoning problem
are equivalent for the above choices of the underlying connectives.

Corollary 5.3. Let B be a finite set of Boolean functions such that [B] ⊆ R1
or [B] ⊆ M. Then CRED(B) ≡cd SKEP(B).

5.1 The Extension Existence Problem

Now we are ready to classify the complexity of EXT. The next theorem shows
that this is a trichotomy: the Σp

2-completeness of the general case [Got92] is
inherited by all clones above S1 and D, for a number of clones the complexity of
EXT reduces to NP-completeness, and, due to Lemma 5.2, for the majority of
cases the problem becomes trivial.

Theorem 5.4. Let B be a finite set of Boolean functions. Then EXT(B) is

1. Σp
2-complete if S1 ⊆ [B] ⊆ BF or D ⊆ [B] ⊆ BF,

2. NP-complete if [B] ∈ {N, N2, L, L0, L3}, and
3. trivial in all other cases (i. e., if [B] ⊆ R1 or [B] ⊆ M).

Proof. For S1 ⊆ [B] ⊆ BF or [B] = D, observe that in both cases BF = [B∪{1}].
Claim 1 then follows from Theorem 4.4 and Lemma 5.1.

For the second claim, it suffices to prove membership in NP for EXT(B)
for every finite [B] ⊆ L and NP-hardness for EXT(B) for every finite B with
N ⊆ [B]. The remaining cases [B] ∈ {N2, L0, L3} all follow from Lemma 5.1,
because [N2 ∪ {1}] = N, [L0 ∪ {1}] = L, and [L3 ∪ {1}] = L.

We start by showing EXT(L) ∈ NP. Given a default theory 〈W, D〉, we first
guess a set G ⊆ D which will serve as the set of generating defaults for a stable
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extension. Let G′ = W ∪ {γ | α:β
γ ∈ G}. We use Theorem 4.1 to verify whether

Th(G′) is indeed a stable extension of 〈W, D〉. For this we inductively compute
generators Gi for the sets Ei from Theorem 4.1, until eventually Ei = Ei+1
(note, that because D is finite, this always occurs). We start by setting G0 = W .
Given Gi, we check for each rule α:β

γ ∈ D, whether Gi |= α and G′ 	|= ¬β (as all
formulae belong to L(B), this is possible by Theorem 3.1). If so, then γ is put
into Gi+1. If this process terminates, i. e., if Gi = Gi+1, then we check whether
G′ = Gi. By Theorem 4.1, this test is positive iff G generates a stable extension
of 〈W, D〉.

To show NP-hardness of EXT(B) for N ⊆ [B], we will ≤cd-reduce 3SAT
to EXT(B). Let ϕ =

∧n
i=1(li1 ∨ li2 ∨ li3) and lij be literals over propositions

{x1, . . . , xm} for 1 ≤ i ≤ n, 1 ≤ j ≤ 3. We transform ϕ to the B-default theory
〈W, Dϕ〉, where W := ∅ and

Dϕ :=
{

1 : xi

xi

⏐⏐⏐⏐ 1 ≤ i ≤ m

}
∪
{

1 : ¬xi

¬xi

⏐⏐⏐ 1 ≤ i ≤ m

}
∪{∼liπ(1) : ∼liπ(2)

liπ(3)

⏐⏐⏐⏐ 1 ≤ i ≤ n, π is a permutation of {1, 2, 3}
}

.

To prove the correctness of the reduction, first assume ϕ to be satisfiable. For
each satisfying assignment σ : {x1, . . . , xm} → {0, 1} for ϕ, we claim that

E := Th({xi | σ(xi) = 1} ∪ {¬xi | σ(xi) = 0})

is a stable extension of 〈W, Dϕ〉. We will verify this claim with the help of the
first part of Theorem 4.1. Starting with E0 = ∅, we already get E1 = E by the
default rules 1:xi

xi
and 1:¬xi

¬xi
in Dϕ. As σ is a satisfying assignment for ϕ, each

consequent of a default rule in Dϕ is already in E. Hence E2 = E1 and therefore
E =

⋃
i∈N

Ei is a stable extension of 〈W, Dϕ〉.
Conversely, assume that E is a stable extension of 〈W, Dϕ〉. Because of the

default rules 1:xi

xi
and 1:¬xi

¬xi
, we either get xi ∈ E or ¬xi ∈ E for all i = 1, . . . , m.

The rules of the type ∼li1:∼li2
li3

ensure that E contains at least one literal from
each clause li1 ∨ li2 ∨ li3 in ϕ. As E is deductively closed, E contains ϕ. By
Corollary 4.3, the extension E is consistent, and therefore ϕ is satisfiable.

Finally, the third item of the theorem directly follows from Lemma 5.2. �

5.2 The Credulous and the Sceptical Reasoning Problem

Now we will analyse the credulous and the sceptical reasoning problem. For these
problems, there are two sources for the complexity. On the one hand, we need
to determine a candidate for a stable extension. On the other hand, we have
to verify that this candidate is indeed a finite characterization of some stable
extension — a task that requires to test for formula implication. Whence the
Σp

2-completeness of CRED(B) and the Πp
2-completeness of SKEP(B) if [B] = BF

derives. Depending on the Boolean connectives allowed, one or both tasks can
be performed in polynomial time. We obtain coNP-completeness for clones that
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guarantee the existence of a stable extension but whose implication problem
remains coNP-complete. Conversely, if the implication problem becomes easy,
but determining an extension candidates is hard, then CRED(B) is NP-complete,
while SKEP(B) has to test for all extensions and is coNP-complete. This is the
case for the clones [B] ∈ {N, N2, L, L0, L3}. Finally, for clones B that allow for
solving both tasks in polynomial time, CRED(B) and SKEP(B) are in P. The
complete classification of CRED(B) is given in the following theorem.

Theorem 5.5. Let B be a finite set of Boolean functions. Then CRED(B) is

1. Σp
2-complete if S1 ⊆ [B] ⊆ BF or D ⊆ [B] ⊆ BF,

2. coNP-complete if X ⊆ [B] ⊆ Y , where X ∈ {S00, S10, D2} and Y ∈ {R1, M},
3. NP-complete if [B] ∈ {N, N2, L, L0, L3},
4. P-complete if V2 ⊆ [B] ⊆ V, E2 ⊆ [B] ⊆ E or [B] ∈ {L1, L2}, and
5. NL-complete if I2 ⊆ [B] ⊆ I.

The proof of Theorem 5.5 follows from the upper and lower bounds given in the
Propositions 5.6 and 5.7 below.

Proposition 5.6. Let B be a finite set of Boolean functions. Then CRED(B)
is contained

1. in Σp
2 if S1 ⊆ [B] ⊆ BF or D ⊆ [B] ⊆ BF,

2. in coNP if [B] ⊆ R1 or [B] ⊆ M,
3. in NP if [B] ⊆ L,
4. in P if [B] ⊆ V, [B] ⊆ E or [B] ⊆ L1, and
5. in NL if [B] ⊆ I.

Proof. Part 1 follows from Theorem 4.4 and Lemma 5.1. For [B] ⊆ R1, let

Algorithm 1. Determine existence of a
stable extension of 〈W, D〉 containing ϕ

Require: 〈W,D〉, ϕ
1: Gnew ← W
2: repeat
3: Gold ← Gnew

4: for all α:β
γ

∈ D do
5: if Gold |= α then
6: Gnew ← Gnew ∪ {γ}
7: end if
8: end for
9: until Gnew = Gold

10: if Gnew |= ϕ then
11: return true
12: else
13: return false
14: end if

〈W, D〉 be an R1-default theory and
ϕ ∈ L(R1). As for every default rule
α:β
γ ∈ D we can never derive ¬β

(as ¬β is not 1-reproducing), the jus-
tifications β are irrelevant for com-
puting a stable extension. Thence,
using the characterization in the first
part of Theorem 4.1, we can iter-
atively compute the applicable de-
faults and eventually check whether
ϕ is implied by W and those generat-
ing defaults. Algorithm 1 implements
these steps on a deterministic Turing
machine using a coNP-oracle to test
for implication of B-formulae. Clearly,
Algorithm 1 terminates after a poly-
nomial number of steps. Moreover,
Algorithm 1 is a monotone ≤p

T-
reduction from CRED(B) to IMP(B),
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in the sense that for any deterministic oracle Turing machine M that executes
Algorithm 1, A ⊆ B implies L(M, A) ⊆ L(M, B), where L(M, X) is the lan-
guage recognized by M with oracle X . As coNP is closed under monotone ≤p

T-
reductions [Sel82], CRED(B) ∈ coNP.

For [B] ⊆ M, Algorithm 1 can be easily adopted, because we are restricted to
1-reproducing functions and the constant 0. Thus, before executing Algorithm 1,
we just delete all rules α:β

γ with β ≡ 0 from D, as these rules are never applicable.
For [B] ⊆ L, we proceed similarly as in the proof of item 2 in Theorem 5.4.

First, we guess a set G of generating defaults and subsequently verify that both
Th(W ∪ {γ | α:β

γ ∈ G}) is a stable extension and that W ∪ {γ | α:β
γ ∈ G} |= ϕ.

Using Theorem 3.1, both conditions may be verified in polynomial time.
For [B] ⊆ V, [B] ⊆ E, and [B] ⊆ L1, we again use Algorithm 1. As for these

types of B-formulae, we have an efficient test for implication (Theorem 3.1).
Hence, CRED(B) ∈ P.

For [B] ⊆ I, we show that CRED(B) is constant-depth reducible to the graph
accessibility problem, GAP, a problem that is ≤cd-complete for NL. Let 〈W, D〉
be an I-default theory with D = {αi:βi

γi
| 1 ≤ i ≤ k} and let ϕ be an I-formula. We

transform (〈W, D〉, ϕ) to the GAP-instance (G,
∧

ψ∈W ψ, ϕ), where G = (V, E)
is a directed graph with

V := {αi | 1 ≤ i ≤ k} ∪ {γi | 1 ≤ i ≤ k} ∪ {
∧

ψ∈W ψ, ϕ} and

E := {(αi, γi) | 1 ≤ i ≤ k} ∪ {(u, v) ∈ V × V | u |= v} .

Then ϕ is included in the (unique) stable extension of 〈W, D〉 iff G contains a
path from

∧
ψ∈W ψ to ϕ. As implication testing for all B ⊆ I is possible in AC0,

CRED(B) ≤cd GAP. ��

We will now establish the lower bounds required to complete the proof of
Theorem 5.5.

Proposition 5.7. Let B be a finite set of Boolean functions. Then CRED(B)
is

1. Σp
2-hard if S1 ⊆ [B] or D ⊆ [B],

2. coNP-hard if S00 ⊆ [B], S10 ⊆ [B] or D2 ⊆ [B],
3. NP-hard if N2 ⊆ [B] or L0 ⊆ [B],
4. P-hard if V2 ⊆ [B], E2 ⊆ [B] or L2 ⊆ [B], and
5. NL-hard for all other clones.

Proof. Part 1 follows from Theorem 4.4 and Lemma 5.1.
For S00 ⊆ [B], S10 ⊆ [B], and D2 ⊆ [B], coNP-hardness is established by

a ≤cd-reduction from IMP(B). Let A ⊆ L(B) and ϕ ∈ L(B). Then the de-
fault theory 〈A, ∅〉 has the unique stable extension Th(A), and hence A |= ϕ
iff (〈A, ∅〉, ϕ) ∈ CRED(B). Therefore, IMP(B) ≤cd CRED(B), and the claim
follows with Theorem 3.1.

For the third item, it suffices to prove NP-hardness for N2 ⊆ [B]. For L0 ⊆ [B],
the claim then follows by Lemma 5.1. For N2 ⊆ [B], we obtain NP-hardness of
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CRED(B) by adjusting the reduction given in the proof of item 2 of Theorem 5.4.
Consider the mapping ϕ �→ (〈{ψ}, Dϕ〉, ψ), where Dϕ is the set of default rules
constructed from ϕ in Theorem 5.4, and ψ is a satisfiable B-formula such that
ϕ and ψ do not use common variables. By Theorem 5.4, ϕ ∈ 3SAT iff 〈{ψ}, Dϕ〉
has a stable extension. As any extension of 〈{ψ}, Dϕ〉 contains ψ, we obtain
3SAT ≤cd CRED(B) via the above reduction.

To prove P-hardness for E2 ⊆ [B], V2 ⊆ [B], and [B] ∈ {L1, L2}, we provide
a reduction from the accessibility problem for directed hypergraphs, HGAP.
HGAP is P-complete under ≤cd-reductions [SI90]. In directed hypergraphs H =
(V, E), hyperedges e ∈ E consist of a set of source nodes src(e) ⊆ V and a
destination dest(e) ∈ V . Instances of HGAP contain a directed hypergraph
H = (V, E), a set S ⊆ V of source nodes, and a target node t ∈ V . We transform
such an instance (H, S, t) to the CRED({∧})-instance (〈W, D〉, ϕ), where

W := {ps | s ∈ S}, D :=
{∧

v∈src(e) pv :
∧

v∈src(e) pv

pdest(e)

⏐⏐⏐⏐ e ∈ E

}
, ϕ := pt

with pairwise distinct propositions pv for v ∈ V . For V2 ⊆ [B], we set

W := {
∨
s/∈S

ps}, D :=
{∨

v∈V \src(e) pv :
∨

v∈V \src(e) pv∨
v∈V \(src(e)∪{dest(e)}) pv

⏐⏐⏐⏐ e ∈ E

}
, ϕ :=

∨
v∈V \{t}

pv.

For [B] ∈ {L1, L2}, we again modify the above reduction and map (H, S, t) to
the CRED(B)-instance

W := {ps | s ∈ S}, D :=
{≡v∈src(e) pv : ≡v∈src(e) pv

pdest(e)

⏐⏐⏐⏐ e ∈ E

}
, ϕ := pt.

The correctness of these reductions is easily verified.
Finally, it remains to show NL-hardness for I2 ⊆ [B]. We give a ≤cd-reduction

from GAP to CRED({id}). For a directed graph G = (V, E) and two nodes
s, t ∈ V , we transform the GAP-instance (G, s, t) to the CRED(I2)-instance

W := {ps}, D :=
{

pu : pu

pv

⏐⏐⏐⏐ (u, v) ∈ E

}
, ϕ := pt.

Clearly, (G, s, t) ∈ GAP iff ϕ is contained in all stable extensions of 〈W, D〉. �

Finally, we will classify the complexity of the sceptical reasoning problem. The
analysis is similar to the classification of the credulous reasoning problem
(Theorem 5.5).

Theorem 5.8. Let B be a finite set of Boolean functions. Then SKEP(B) is

1. Πp
2-complete if S1 ⊆ [B] ⊆ BF or D ⊆ [B] ⊆ BF,

2. coNP-complete if X ⊆ [B] ⊆ Y , where X ∈ {S00, S10, N2, L0} and Y ∈
{R1, M, L},

3. P-complete if V2 ⊆ [B] ⊆ V, E2 ⊆ [B] ⊆ E or [B] ∈ {L1, L2}, and
4. NL-complete if I2 ⊆ [B] ⊆ I.
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Proof. The first part again follows from Theorem 4.4 and Lemma 5.1.
For [B] ∈ {N, N2, L, L0, L3}, we guess similarly as in Theorem 5.4 a set G of

defaults and then verify in the same way whether W and G generate a stable
extension E. If not, then we accept. Otherwise, we check if E |= ϕ and answer
according to this test. This yields a coNP-algorithm for SKEP(B). Hardness for
coNP is achieved by modifying the reduction from Theorem 5.4 (cf. also the proof
of Proposition 5.7): map ϕ to (〈∅, Dϕ〉, ψ), where Dϕ is defined as in the proof
of Theorem 5.4, and ψ is a B-formula such that ϕ and ψ do not share variables.
Then ϕ /∈ 3SAT iff 〈∅, Dϕ〉 does not have a stable extension. The latter is true
iff ψ is in all extensions of 〈∅, Dϕ〉. Hence 3SAT ≤cd SKEP(B), establishing the
claim.

For all remaining clones B, observe that [B] ⊆ R1 or [B] ⊆ M. Hence, Corol-
lary 5.3 and Theorem 5.5 imply the claim. �

6 Conclusion

In this paper we provided a complete classification of the complexity of the
main reasoning problems for default propositional logic, one of the most com-
mon frameworks for nonmonotonic reasoning. The complexity of the extension
existence problem shows an interesting similarity to the complexity of the satis-
fiability problem [Lew79], because in both cases the hardest instances lie above
the clone S1 (with the exception that instances from D are still hard for EXT,
but easy for SAT). The complexity of the membership problems, i. e., credulous
and skeptical reasoning, rests on two sources: first, whether there exist unique
extensions (cf. Lemma 5.2), and second, how hard it is to test for formula im-
plication. For this reason, we also classified the complexity of the implication
problem IMP(B).

A different complexity classification of reasoning for default logic has been
undertaken in [CHS07]. In that paper, the language of propositional formulas
was restricted to so called conjunctive queries, i.e., existentially quantified for-
mulas in conjunctive normal-form with generalized clauses. The complexity of
the reasoning tasks was determined depending on the type of clauses that are
allowed. We want to remark that though our approach at first sight seems to
be more general (since we do not restrict our formulas to CNF), the results in
[CHS07] do not follow from the results presented here (and vice versa, our results
do not follow from theirs).

In the light of our present contribution, it is interesting to remark that by
results of Konolige and Gottlob [Kon88, Got95], propositional default logic and
Moore’s autoepistemic logic are essentially equivalent. Even more, the transla-
tion is efficiently computable. Unfortunately, this translation requires a complete
set of Boolean connectives, whence our results do not immediately transfer to
autoepistemic logic. It is nevertheless interesting to ask whether the exchange of
default rules with the introspective operator L yields further efficiently decidable
fragments.
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Abstract. One of the starting points of propositional proof complexity
is the seminal paper by Cook and Reckhow [6], where they defined propo-
sitional proof systems as poly-time computable functions which have all
propositional tautologies as their range. Motivated by provability con-
sequences in bounded arithmetic, Cook and Kraj́ıček [5] have recently
started the investigation of proof systems which are computed by poly-
time functions using advice. While this yields a more powerful model, it
is also less directly applicable in practice.

In this note we investigate the question whether the usage of advice in
propositional proof systems can be simplified or even eliminated. While
in principle, the advice can be very complex, we show that proof systems
with logarithmic advice are also computable in poly-time with access to a
sparse NP-oracle. In addition, we show that if advice is ”not very helpful”
for proving tautologies, then there exists an optimal propositional proof
system without advice. In our main result, we prove that advice can be
transferred from the proof to the formula, leading to an easier computa-
tional model. We obtain this result by employing a recent technique by
Buhrman and Hitchcock [4].

1 Introduction

Propositional proof complexity studies the question how difficult it is to prove
propositional tautologies. In the classical Cook-Reckhow model, proofs are veri-
fied in deterministic polynomial time [6]. While this is certainly the most useful
setting for practical applications, it is nevertheless interesting to ask if proofs
can be shortened when their verification is possible with stronger computational
resources. In this direction, Cook and Kra j́ıček [5] have recently initiated the
study of proof systems which use advice for the verification of proofs. Their re-
sults show that, like in the classical Cook-Reckhow setting, these proof systems
enjoy a close connection to theories of bounded arithmetic.

Subsequently, in [2,3] we studied the questions whether there exist polyno-
mially bounded or optimal proof systems with advice. For the first question,
one of the major motivations for proof complexity [6], we obtained a complete
� Supported by DFG grant KO 1053/5-2.
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complexity-theoretic characterization [2]. Unlike in the classical model, the sec-
ond question receives a surprising positive answer: optimal proof systems exist
when a small amount of advice is allowed [5,3].

Unfortunately, proof systems with advice do not constitute a feasible model
for the verification of proofs in practice, as the non-uniform advice can be very
complex (and even non-recursive). In this paper we therefore investigate the
question whether the advice can be simplified or even eliminated while still pre-
serving the same upper bounds on the lengths of proofs. Our first result shows
that proving propositional tautologies does not require complicated advice: ev-
ery propositional proof system with up to logarithmic advice is simulated by
a propositional proof system computable in polynomial time with access to a
sparse NP-oracle. Thus in propositional proof complexity, computation with ad-
vice can be replaced by a more realistic computational model.

While this first result holds unconditionally, our next two results explore con-
sequences of a positive or negative answer to our question in the title. Assume
first that advice helps to prove tautologies in the sense that proof systems with
advice admit non-trivial upper bounds on the lengths of proofs. Then we show
that the same upper bound can be achieved in a proof system with a simplified
advice model. On the other hand, if the answer is negative in the sense that ad-
vice does not help to shorten proofs even for simple tautologies, then we obtain
optimal propositional proof systems without advice.

2 Proof Systems with Advice – and without

We start with a general semantic definition of proof systems:

Definition 1. A proof system for a language L is a (possibly partial) surjective
function f : Σ∗ → L. For L = TAUT, f is called a propositional proof system.

A string w with f(w) = x is called an f -proof of x. Proof complexity studies
lengths of proofs, so we use the following notion: for a function t : N → N, a
proof system f for L is t-bounded if every x ∈ L has an f -proof of size ≤ t(|x|).
If t is a polynomial, then f is called polynomially bounded.

In the classical framework of Cook and Reckhow [6], proof systems are ad-
ditionally required to be computable in polynomial time. Recently, Cook and
Kra j́ıček [5] have started to investigate propositional proof systems that are
computable in polynomial time with the help of advice. This can be formalized
as follows:

Definition 2 ([2]). For a function k : N → N, a proof system f for L is a proof
system with k bits of advice, if there exist a polynomial-time Turing transducer
M , an advice function h : N → Σ∗, and an advice selector function  : Σ∗ → 1∗

such that

1.  is computable in polynomial time,
2. M computes the proof system f with the help of the advice h, i.e., for all

π ∈ Σ∗, f(π) = M(π, h(|(π)|)), and
3. for all n ∈ N, the length of the advice h(n) is bounded by k(n).
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We say that f uses k bits of input advice if  has the special form (π) = 1|π|. On
the other hand, in case (π) = 1|f(π)|, then f is said to use k bits of output advice.
The latter notion is only well-defined if we assume that the length of the output
f(π) (in case f(π) is defined) does not depend on the advice. By this definition,
proof systems with input advice use non-uniform information depending on the
length of the proof, while proof systems with output advice use non-uniform
information depending on the length of the proven formula.

In [2] we have shown that every proof system with advice is equivalent to
a proof system with the same amount of input advice, whereas output advice
seems to yield a strictly less powerful model. Yet, even output advice can be
arbitrarily complex and thus computing proofs with advice does not form a
feasible model to use in practice. Our first result shows that instead of possibly
complex non-uniform information we can also use sparse NP-oracles to achieve
the same proof lengths as in proof systems with advice. The qualification “same
proof length” is made precise by the notion of simulation [8]: a proof system g
simulates a proof system f , denoted f ≤ g, if there is a polynomial p such that
for every f -proof π there exists a g-proof π′ of size ≤ p(|π|) with f(π) = g(π′).

Theorem 3

1. Every propositional proof system with logarithmic advice is simulated by a
propositional proof system computable in polynomial time with access to a
sparse NP-oracle.

2. Conversely, every propositional proof system computable in polynomial time
with access to a sparse NP-oracle is simulated by a propositional proof system
with logarithmic advice.

Proof. For the first claim, let f be a propositional proof system computed by the
polynomial-time Turing transducer Mf with advice function hf where |hf (n)| ≤
c·log n for some constant c. Without loss of generality, we may assume that f uses
input advice (cf. [2]). We choose a length-injective polynomial-time computable
pairing function 〈·〉 and consider the set

A =
{
〈1n, a〉 | a ∈ Σ≤c·log n and for some π ∈ Σn, Mf(π, a) 	∈ TAUT

}
,

where Mf (π, a) denotes the computation of Mf on input π under advice a. Intu-
itively, A collects all incorrect advice strings for Mf on length n. By construction,
A is sparse. Further, A ∈ NP because on input 〈1n, a〉 we can guess π ∈ Σn and
nondeterministically verify Mf (π, a) 	∈ TAUT by guessing a satisfying assign-
ment for ¬Mf (π, a).

We now construct a polynomial-time oracle Turing transducer Mg which un-
der oracle A computes a proof system g ≥ f . Proofs in g will be of the form
〈π, ϕ〉. On such input, Mg queries all strings 〈1|π|, a〉, a ∈ Σ≤c·log |π|. For each
negative answer, Mg simulates Mf on input π using a as advice. If any of these
simulations outputs ϕ, then Mg also outputs ϕ, otherwise g(〈π, ϕ〉) is undefined.
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Because Mg performs at most polynomially many simulations of Mf , the ma-
chine Mg runs in polynomial time. Correctness and completeness of g follow from
the fact that Mf is simulated with all correct advice strings, and the original
advice used by Mf is among these (as also other advice strings are used, g might
have shorter proofs than f , though).

For the second claim, let f be a propositional proof system computed by the
oracle transducer Mf under the sparse NP-oracle A. Let MA be an NP-machine
for A and let p(n) be a polynomial bounding the cardinality of A∩Σ≤n as well
as the running times of MA and Mf . With these conventions, there are at most
q(n) = p(p(n)) many strings in A that Mf may query on inputs of length n.

We now define a machine Mg, an advice function hg, and an advice selector
g which together yield a propositional proof system g ≥ f with logarithmic
advice. The advice function will be hg(n) = |A ∩ Σ≤p(n)|. As A is sparse this
results in logarithmic advice. Proofs in the system g are of the form

πg =
〈
a1, w1, . . . , aq(n), wq(n), πf

〉
where πf ∈ Σn (an f -proof), a1, . . . , aq(n) ∈ Σ≤p(n) (elements from A), and
w1, . . . , wq(n) ∈ Σ≤q(n) (computations of MA). At such a proof πg, the advice
selector chooses the advice corresponding to |πf |, i.e., we set g(πg) = |πf |.
The machine Mg works as follows: it first uses its advice to obtain the number
m = hg(|πf |) and checks whether a1, . . . , am are pairwise distinct and for each
i = 1, . . . , m, the string wi is an accepting computation of MA on input ai. If all
these simulations succeed, then we know that A∩Σ≤p(n) = {a1, . . . , am}. Hence
Mg can now simulate Mf on πf and give correct answers to all oracle queries
made in this computation. ��

Let us remark that Balcázar and Schöning [1] have shown a similar trade-off
between advice and oracle access in complexity theory: coNP ⊆ NP/log if and
only if coNP ⊆ NPS for some sparse S ∈ NP. We complete the picture by showing
that the simulations in the previous theorem cannot be strengthened to a full
equivalence between the two concepts:

Proposition 4. There exist propositional proof systems with constant advice
which cannot be computed with access to a recursive oracle.

Proof. Let f be a polynomial-time computable propositional proof system. With
each infinite sequence a = (ai)i∈N, ai ∈ {0, 1}, we associate the system

fa(π) =

{
f(π′) if either π = 0π′ or (π = 1π′ and a|π| = 0)
undefined if π = 1π′ and a|π| = 1.

As different sequences a and b yield different proof systems fa and fb, there exist
uncountably many different propositional proof systems with one bit of advice.
On the other hand, there are only countably many proof systems computed by
oracle Turing machines under recursive oracles. Hence the claim follows. ��
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3 Optimal Proof Systems

A propositional proof system which simulates every other propositional proof
system is called optimal. While in the classical setting, the existence of optimal
proof systems is a prominent open question [8], Cook and Kra j́ıček [5] have shown
that there exists a propositional proof system with one bit of input advice which
simulates all classical Cook-Reckhow proof systems. Combining this result with
Theorem 3 yields:

Corollary 5. There exists a propositional proof system f which simulates every
polynomial-time computable propositional proof system. The system f is com-
putable in polynomial time under a sparse NP-oracle.

Our next result shows that if advice does not help to shorten proofs even for
easy languages, then optimal propositional proof systems exist.

Theorem 6. If every polynomially bounded proof system with logarithmic output
advice for some L ∈ coNP can be simulated by a proof system without advice, then
the class of all polynomial-time computable propositional proof systems contains
an optimal system.

Proof. The classical Cook-Reckhow Theorem characterizes the existence of poly-
nomially bounded proof systems: a language L has a polynomially bounded poly-
time computable proof system if and only if L ∈ NP. This result also holds in the
presence of advice (cf. [5,2]): L has a polynomially bounded proof system with
logarithmic output advice if and only if L ∈ NP/log. For languages from coNP,
this equivalence even holds for input instead of output advice [2]. Therefore, we
can restate the hypothesis of the theorem as (coNP ∩NP/log) ⊆ NP.

Now we can apply a result of Balcázar and Schöning [1] who have shown that
(coNP ∩ NP/log) ⊆ NP holds if and only if NE = coNE. The latter condition,
however, is known to imply the existence of optimal propositional proof systems
in the classical sense, as shown by Kra j́ıček and Pudlák [8] (cf. also [7]). ��

Let us remark that the hypothesis in Theorem 6 does not refer to TAUT, but
only to some of its subsets which are easy to prove with the help of advice.

4 Simplifying the Advice

There are two natural ways to enhance proof systems with advice by either
supplying non-uniform information to the proof (input advice) or to the proven
formula (output advice). Intuitively, input advice is the stronger model: proofs
can be quite long and formulas of the same size typically require proofs of differ-
ent size. Hence, supplying advice depending on the proof size is not only more
flexible, but also results in more advice per formula. This view is also supported
by previous results: there exist optimal proof systems with input advice [5,2],
whereas for output advice a similar result cannot be obtained by current tech-
niques [3]. Further evidence is provided by the existence of languages that have
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polynomially bounded proof systems with logarithmic input advice, but do not
have such systems with output advice [2].

In our next result we show how input advice can be transformed into output
advice. We obtain this simplification of advice under the assumption of weak,
but non-trivial upper bounds to the proof size. More precisely, from a proof
system which uses logarithmic input advice and has sub-exponential size proofs
of all tautologies, we construct a system with polynomial output advice which
obeys almost the same upper bounds. For the proof we use a new technique by
Buhrman and Hitchcock [4] who show that sets of sub-exponential density are
not NP-hard unless coNP ⊆ NP/poly.

Theorem 7. Let t(n) ∈ 2O(
√

n) and assume that there exists a t(n)-bounded
propositional proof system f with polylogarithmic input advice. Then there ex-
ists an s(n)-bounded propositional proof system g with polynomial output advice
where s(n) ∈ O(t(d · n2)) with some fixed constant d independent of f .

Proof. Let t(n) ≤ 2c·√n for some constant c and let f be a t(n)-bounded propo-
sitional proof system with polylogarithmic input advice. We say that π is a
conjunctive f -proof for a tautology ϕ if there exist tautologies ψ1, . . . , ψn with
|ψi| = |ϕ| = n such that f(π) = ψ1 ∧ · · · ∧ ψn and ϕ is among the ψi. For a
number m ≥ 1, we denote by �n

m the number of tautologies ϕ ∈ TAUT=n which
have conjunctive f -proofs of size exactly m. By counting we obtain

(�n
m)n ≥ |{(ϕ1, . . . , ϕn) | ϕ1 ∧ · · · ∧ ϕn has an f -proof of size m and

|ϕi| = n for 1 ≤ i ≤ n }| .
(1)

As f is t-bounded, every ϕ ∈ TAUT=n has a conjunctive f -proof of size at most
t(d ·n2) where d is a constant such that for each sequence ψ1, . . . , ψn of formulas
of length n, |ψ1 ∧ · · · ∧ψn| ≤ d · n2. Let �n = max{�n

m | m ≤ t(d · n2)}. Using (1)
we obtain

|TAUT=n|n ≤
t(d·n2)∑
m=1

(�n
m)n ≤ (�n)n · t(d · n2)

≤ (�n)n · 2c·
√

d·n2
= (�n · 2c·√d)n .

Thus, setting δ = 2−c·√d, we get �n ≥ δ · |TAUT=n|. Therefore, by definition of
�n there exists a number mn,0 ≤ t(d · n2) such that �n

mn,0
≥ δ · |TAUT=n|, i.e., a

δ-fraction of all tautologies of length n has a conjunctive f -proof of size mn,0.
Consider now the set TAUT=n

0 of all tautologies of length n which do not have
conjunctive f -proofs of size mn,0. Repeating the above argument for TAUT=n

0
yields a proof length mn,1 such that �n

mn,1
≥ δ·|TAUT=n

0 |. Iterating this argument
we obtain a sequence

mn,0, mn,1, . . . , mn,
(n) with (n) =
⌈

log |TAUT=n|
log(1− δ)−1

⌉
≤
⌈

n

log(1 − δ)−1

⌉
such that every ϕ ∈ TAUT=n has a conjunctive f proof of size mn,i for some
i ∈ {0, . . . , (n)}.
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We will now define a proof system g which uses polynomial output advice
and obeys the same proof lengths as f . Assume that f is computed by the
polynomial-time Turing transducer Mf with advice function hf . The system g
will be computed by a polynomial-time Turing transducer Mg using the advice
function

hg(n) =
〈
mn,0, hf (mn,0), . . . , mn,
(n), hf(mn,
(n))

〉
.

The machine Mg works as follows: first Mg checks whether the proof has the
form

〈ϕ, ψ1, . . . , ψn, π, i〉

where ϕ, ψ1, . . . , ψn are formulas of length n such that ϕ ∈ {ψ1, . . . , ψn}, π is a
string (an f -proof), and i is a number ≤ (n). If this test fails, then Mg outputs
�n (an easy tautology of length n). Then Mg uses its advice to check whether
|π| = mn,i. If so, then Mg simulates Mf on input π using advice hf(mn,i) (which
is available through the advice function hg). If the output of this simulation is
ψ1 ∧ · · · ∧ ψn, then Mg outputs ϕ, otherwise it outputs �n.

By our analysis above, g is a propositional proof system (it is correct and
complete). The advice only depends on the length n of the proven formula, so
g uses output advice. To estimate the advice length, let |hf (m)| ≤ loga m for
some constant a. Then

|hg(n)| ≤

(n)∑
i=0

(|mn,i|+ |h(mn,i|) ≤ ((n) + 1)
(
c
√

n + loga(2c
√

n)
)
∈ nO(1) .

The size of a g-proof 〈ϕ, ψ1, . . . , ψn, π, i〉 for ϕ ∈ TAUT=n is dominated by
|π| ≤ t(d · n2), and therefore g is s(n)-bounded for some s(n) ∈ O(t(d · n2)). ��

5 Conclusion

Does advice help to prove propositional tautologies? In this generality, we leave
open the question – but our results provide partial answers. On the one hand,
when proving tautologies “very complicated” advice is not necessary – it suffices
to use a “small amount of simple” advice (Theorem 3). Further, if advice is
helpful to prove tautologies in the sense that proofs become shorter in general,
then again the advice can be simplified (Theorem 7).

On the other hand, if advice is not at all useful to prove tautologies, then
optimal propositional proof systems exist (Theorem 6), a consequence which is
considered unlikely by many researchers (cf. [7]). For further research, it seems
interesting to explore how natural proof systems like resolution can facilitate
advice. Is it possible to shorten proofs in such systems by using advice?

Acknowledgement. The first author wishes to thank Uwe Schöning for sug-
gesting to apply results from [1] in the context of proof systems with advice.
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Abstract. The concept of backdoor variables has been introduced as a
structural property of combinatorial problems that provides insight into
the surprising ability of modern satisfiability (SAT) solvers to tackle
extremely large instances. This concept is, however, oblivious to “learn-
ing” during search—a key feature of successful combinatorial reasoning
engines for SAT, mixed integer programming (MIP), etc. We extend the
notion of backdoors to the context of learning during search. We prove
that the smallest backdoors for SAT that take into account clause learn-
ing and order-sensitivity of branching can be exponentially smaller than
“traditional” backdoors. We also study the effect of learning empirically.

1 Introduction

In recent years we have seen tremendous progress in the state of the art of SAT
solvers: we can now efficiently solve large real-world problems. A fruitful line of
research in understanding and explaining this outstanding success focuses on the
role of hidden structure in combinatorial problems. One example of such hidden
structure is a backdoor set, i.e., a set of variables such that once they are instan-
tiated, the remaining problem simplifies to a tractable class [6–8, 12, 15, 16].
Backdoor sets are defined with respect to efficient sub-algorithms, called sub-
solvers, employed within the systematic search framework of SAT solvers. In
particular, the definition of strong backdoor set B captures the fact that a sys-
tematic tree search procedure (such as DPLL) restricted to branching only on
variables in B will successfully solve the problem, whether satisfiable or unsat-
isfiable. Furthermore, in this case, the tree search procedure restricted to B will
succeed independently of the order in which it explores the search tree.

Most state-of-the-art SAT solvers rely heavily on clause learning which adds
new clauses every time a conflict is derived during search. Adding new informa-
tion as the search progresses has not been considered in the traditional concept
of backdoors. In this work we extend the concept of backdoors to the context
of learning, where information learned from previous search branches is allowed
to be used by the sub-solver underlying the backdoor. This often leads to much
smaller backdoors than the “traditional” ones. In particular, we prove that the
smallest backdoors for SAT that take into account clause learning can be expo-
nentially smaller than traditional backdoors oblivious to these solver features. We
also present empirical results showing that the added power of learning-sensitive
backdoors is also often observed in practice.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 73–79, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Preliminaries

For lack of space, we will assume familiarity with Boolean formulas in conjunctive
normal form (CNF), the satisfiability testing problem (SAT), and DPLL-based
backtrack search methods for SAT. Backdoor sets for such formulas and solvers
are defined with respect to efficient sub-algorithms, called sub-solvers, employed
within the systematic search framework of SAT solvers. In practice, these sub-
solvers often take the form of efficient procedures such as unit propagation (UP),
pure literal elimination, and failed-literal probing. In some theoretical studies, so-
lution methods for structural sub-classes of SAT such as 2-SAT, Horn-SAT, and
RenamableHorn-SAT have also been considered as sub-solvers. Formally [16], a
sub-solver A for SAT is any polynomial time algorithm satisfying certain natural
properties on every input CNF formula F : (1) Trichotomy: A either determines
F correctly (as satisfiable or unsatisfiable) or fails; (2) A determines F for sure
if F has no clauses or contains the empty clause; and (3) if A determines F , then
A also determines F |x=0 and F |x=1 for any variable x.

For a formula F and a truth assignment τ to a subset of the variables of
F , we will use F |τ to denote the simplified formula obtained after applying the
(partial) truth assignment to the affected variables.

Definition 1 (Weak and Strong Backdoors for SAT [16]). Given a CNF
formula F on variables X, a subset of variables B ⊆ X is a weak backdoor for
F w.r.t. a sub-solver A if for some truth assignment τ : B → {0, 1}, A returns a
satisfying assignment for F |τ . Such a subset B is a strong backdoor if for every
truth assignment τ : B → {0, 1}, A returns a satisfying assignment for F |τ or
concludes that F |τ is unsatisfiable.

Weak backdoor sets capture the fact that a well-designed heuristic can get
“lucky” and find the solution to a hard satisfiable instance if the heuristic guid-
ance is correct even on the small fraction of variables that constitute the back-
door set. Similarly, strong backdoor sets B capture the fact that a systematic
tree search procedure (such as DPLL) restricted to branching only on variables
in B will successfully solve the problem, whether satisfiable or unsatisfiable.
Furthermore, in this case, the tree search procedure restricted to B will succeed
independently of the order in which it explores the search tree.

3 Backdoor Sets for Clause Learning SAT Solvers

The last point made in Section 2—that the systematic search procedure will
succeed independent of the order in which it explores various truth valuations
of variables in a backdoor set B—is, in fact, a very important notion that has
only recently begun to be investigated, in the context of mixed-integer program-
ming [1]. In practice, many modern SAT solvers employ clause learning tech-
niques, which allow them to carry over information from previously explored
branches to newly considered branches. Prior work on proof methods based
on clause learning and the resolution proof system suggests that, especially for
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unsatisfiable formulas, some variable-value assignment orders may lead to signif-
icantly shorter search proofs than others. In other words, it is very possible that
“learning-sensitive” backdoors are much smaller than “traditional” strong back-
doors. To make this notion of incorporating learning-during-search into backdoor
sets more precise, we introduce the following extended definition:

Definition 2 (Learning-Sensitive Backdoors for SAT). Given a CNF for-
mula F on variables X, a subset of variables B ⊆ X is a learning-sensitive
backdoor for F w.r.t. a sub-solver A if there exists a search tree exploration
order such that a clause learning SAT solver branching only on the variables in
B, with this order and with A as the sub-solver at the leaves of the search tree,
either finds a satisfying assignment for F or proves that F is unsatisfiable.

Note that, as before, each leaf of this search tree corresponds to a truth assign-
ment τ : B → {0, 1} and induces a simplified formula F |τ to be solved by A.
However, the tree search is naturally allowed to carry over and use learned in-
formation from previous branches in order to help A determine F |τ . Thus, while
F |τ may not always be solvable by A per se, additional information gathered
from previously explored branches may help A solve F |τ . We note that incorpo-
rating learned information can, in principle, also be considered for the related
notion of backdoor trees [14], which looks at the smallest search tree size rather
than the set of branching variables.

We explain the power of learning-sensitivity through the following example
formula, for which there is a natural learning-sensitive backdoor of size one w.r.t.
unit propagation but the smallest traditional strong backdoor is of size 2. We
will then generalize this observation into an exponential separation between the
power of learning-sensitive and traditional strong backdoors for SAT.

Example 1. Consider the unsatisfiable SAT instance, F1:

(x ∨ p1), (x ∨ p2), (¬p1 ∨ ¬p2 ∨ q), (¬q ∨ a), (¬q ∨ ¬a ∨ b), (¬q ∨ ¬a ∨ ¬b)
(¬x ∨ q ∨ r), (¬r ∨ a), (¬r ∨ ¬a ∨ b), (¬r ∨ ¬a ∨ ¬b)

We claim that {x} is a learning-sensitive backdoor for F1 w.r.t. the unit prop-
agation sub-solver, while all traditional strong backdoors are of size at least
two. First, let’s understand why {x} does work as a backdoor set when clause
learning is allowed. When we set x = 0, this implies—by unit propagation—the
literals p1 and p2, these together imply q which implies a, and finally, q and a
together imply both b and ¬b, causing a contradiction. At this point, a clause
learning algorithm will realize that the literal q forms what’s called a unique
implication point (UIP) for this conflict [10], and will learn the singleton clause
¬q. Now, when we set x = 1, this, along with the learned clause ¬q, will unit
propagate one of the clauses of F1 and imply r, which will then imply a and
cause a contradiction as before. Thus, setting x = 0 leads to a contradiction by
unit propagation as well as a learned clause, and setting x = 1 after this also
leads to a contradiction.

To see that there is no traditional strong backdoor of size one with respect
to unit propagation (and, in particular, {x} does not work as a strong backdoor
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without the help of the learned clause ¬q), observe that for every variable of F1,
there exists at least one polarity in which it does not appear in any 1- or 2-clause
(i.e., a clause containing only 1 or 2 variables) and therefore there is no empty
clause generation or unit propagation under at least one truth assignment for
that variable. (Note that F1 does not have any 1-clauses to begin with.) E.g.,
q does not appear in any 2-clause of F1 and therefore setting q = 0 does not
cause any unit propagation at all, eliminating any chance of deducing a conflict.
Similarly, setting x = 1 does not cause any unit propagation. In general, no
variable of F1 can lead to a contradiction by itself under both truth assignments
to it, and thus cannot be a traditional strong backdoor. Note that {x, q} does
form a traditional strong backdoor of size two for F1 w.r.t. unit propagation. ��
Theorem 1. There are unsatisfiable SAT instances for which the smallest
learning-sensitive backdoors w.r.t. unit propagation are exponentially smaller
than the smallest traditional strong backdoors.

Proof (Sketch). We, in fact, provide two proofs of this statement by constructing
two unsatisfiable formulas F2 and F3 over N = k+3 ·2k variables and M = 4 ·2k

clauses, with the following property: both formulas have a learning-sensitive
backdoor of size k = Θ(log N) but no traditional strong backdoor of size smaller
than 2k +k = Θ(N). F2 is perhaps a bit easier to understand and has a relatively
weak ordering requirement for the size k learning-sensitive backdoor to work
(namely, that the all-1 truth assignment must be evaluated at the very end);
F3, on the other hand, requires a strict value ordering to work as a backdoor
(namely, the lexicographic order from 000 . . .0 to 111 . . . 1) and highlights the
strong role a good branching order plays in the effectiveness of backdoors. For
lack of space, the details are deferred to an extended Technical Report [3]. ��
In fact, the discussion in the proof of Theorem 1 also reveals that for the con-
structed formula F3, any value ordering that starts by assigning 1’s to all xi’s
will lead to a learning-sensitive backdoor of size no smaller than 2k. This imme-
diately yields the following result under-scoring the importance of the “right”
value ordering even amongst various learning-sensitive backdoors.

Corollary 1. There are unsatisfiable SAT instances for which one value order-
ing of the variables can lead to exponentially smaller learning-sensitive backdoors
w.r.t. unit propagation than a different value ordering.

We now turn our attention to the study of strong backdoors for satisfiable in-
stances, and show that clause learning can also lead to strictly smaller (strong)
backdoors for satisfiable instances. In fact, our experiments suggest a much more
drastic impact of clause learning on backdoors for practical satisfiable instances
than on backdoors for unsatisfiable instances. We have the following formal re-
sult that can be derived from a slight modification of the construction of formula
F1 used earlier in Example 1 (see Technical Report [3]).

Theorem 2. There are satisfiable SAT instances for which there exist learning-
sensitive backdoors w.r.t. unit propagation that are smaller than the smallest
traditional strong backdoors.
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As a closing remark, we note that the presence of clause learning does not affect
the power of weak backdoors w.r.t. a natural class of syntactically-defined sub-
solvers, i.e., sub-solvers that work when the constraint graph of the instance
satisfies a certain polynomial-time verifiable property. Good examples of such
syntactic classes w.r.t. which strong backdoors have been studied in depth are 2-
SAT, Horn-SAT, and RenamableHorn-SAT [cf. 2, 11, 12]. Most of such syntactic
classes satisfy a natural property, namely, they are closed under clause removal.
In other words, if F is a 2-SAT or Horn formula, then removing some clauses from
F yields a smaller formula that is also a 2-SAT or Horn formula, respectively.
We have the following observation (see Technical Report [3] for a proof):

Proposition 1. Clause learning does not reduce the size of weak backdoors with
respect to syntactic sub-solver classes that are closed under clause removal.

4 Experimental Results

We evaluate the effect of clause learning on the size of backdoors in a set of
well-known SAT instances from SATLIB [5]. Upper bounds on the size of the
smallest leaning-sensitive backdoor w.r.t. UP were obtained using the SAT solver
RSat [13]. At every search node RSat employs UP and at every conflict it employs
clause learning based on UIP. We turned off restarts and randomized the variable
and value selection. In addition, we traced the set of variables used for branching
during search—the backdoor. We ran the modified RSat 5,000 times per instance
and recorded the smallest backdoor set among all runs.

Upper bounds on the size of the smallest traditional backdoor w.r.t. UP were
obtained using a modified version of Satz-rand [4, 9] that employs UP as a sub-
solver and also traces the set of branch variables. We ran the modified Satz 5,000
times per instance and recorded the smallest backdoor set among all runs. Note
that these results concern traditional weak backdoors for satisfiable instances
and strong backdoors for unsatisfiable instances. Satz relies heavily on good
variable selection heuristics in order to minimize the solution time. Hence, using

Table 1. Upper bounds on the size of the smallest backdoor when using clause learning
and unit propagation (within RSat) and when using only unit propagation (within
Satz). Results are given as percentage of the number of variables.

Instance Status Vars Clauses UP+CL UP
bf0432-007 UNSAT 1,040 3,668 12.12% 13.65%
bf1355-075 UNSAT 2,180 6,778 3.90% 5.92%
bf1355-638 UNSAT 2,177 6,768 3.86% 6.84%
bf2670-001 UNSAT 1,393 3,434 1.22% 2.08%

apex7 gr 2pin w4 UNSAT 1,322 10,940 12.25% 20.73%
parity unsat 4 5 UNSAT 2,508 17,295 9.85% 39.07%

anomaly SAT 48 261 4.17% 4.17%
medium SAT 116 953 1.72% 14.66%

huge SAT 459 7,054 1.09% 3.27%
bw large.a SAT 459 4,675 1.53% 3.49%
bw large.b SAT 1,087 13,772 1.93% 11.59%
bw large.c SAT 3,016 50,457 2.95% 13.76%
bw large.d SAT 6,325 131,973 3.37% 43.27%
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Satz instead of a modified version of RSat with learning turned off gave us much
better bounds on traditional backdoors w.r.t. UP.

The results are summarized in Table 1. Across all satisfiable instances the
learning-sensitive backdoor upper bounds are significantly smaller than the tra-
ditional ones. For unsatisfiable instances, the upper bounds on the learning-
sensitive and traditional backdoors are not very different. However, a notable
exception is the parity instance where including clause learning reduces the back-
door upper bound to less than 10% from almost 39%.
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Abstract. In this paper we consider the class of boolean formulas in
Conjunctive Normal Form (CNF) where for each variable all but at
most d occurrences are either positive or negative. This class is a general-
ization of the class of CNF formulas with at most d occurrences (positive
and negative) of each variable which was studied in [Wahlström, 2005].

Applying complement search [Purdom, 1984], we show that for every d
there exists a constant γd < 2 − 1

2d+1 such that satisfiability of a CNF
formula on n variables can be checked in runtime O(γn

d ) if all but at
most d occurrences of each variable are either positive or negative. We
thoroughly analyze the proposed branching strategy and determine the
asymptotic growth constant γd more precisely. Finally, we show that the
trivial O(2n) barrier of satisfiability checking can be broken even for a
more general class of formulas, namely formulas where the positive or
negative literals of every variable have what we will call a d–covering.

To the best of our knowledge, for the considered classes of formulas
there are no previous non-trivial upper bounds on the complexity of
satisfiability checking.

1 Introduction

Design of fast exponential algorithms for satisfiability checking has attracted
considerable attention of various research communities in applied as well as in
theoretical fields of computer science. Since it is unknown how to break the
trivial O(2n) barrier for the runtime of the unrestricted satisfiability problem
(SAT) on n variables, current research concentrates on more efficient satisfia-
bility checking of restricted classes of conjunctive normal form (CNF) formulas.
The most widely considered restriction is k–SAT, including all formulas whose
maximal clause length is at most k. Currently the best runtime is O

(
(2− 2

k+1 )n
)

for a deterministic algorithm [3], and a stronger but comparable bound for a
randomized one [4]. However, to improve the understanding of how the struc-
ture of a CNF formula influences the efficiency of satisfiability checking, it is
important to study further sub-classes of CNF formulas. Two such sub-classes
are formulas with restrictions on (i) the value of the density m/n (where m is
the number of clauses) and (ii) on the number of occurrences of each variable.
Calabro, Impagliazzo, and Paturi [2] proved that for both classes satisfiability
can be checked in runtime O(γn) with γ < 2, and asymptotically related the
bounds of k–SAT, SAT with m/n ≤ Δ, and SAT with at most d occurrences per
variable to one another, essentially showing that the two latter bounds behave

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 80–85, 2009.
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as the former one with k = Θ(log Δ) and k = Θ(log d), respectively. For small
values of d, Wahlström [7,6] has given a stronger bound for formulas with at
most d occurrences per variable of order O(1.1279(d−2)n).

The main contribution of this paper is extending the boundaries of the classes
of CNF formulas for which satisfiability can be checked faster than in run-
time O(2n). In particular, we continue the line of research of [7], where the
total number of occurrences (positive and negative) of each variable in a CNF
formula F was restricted to at most d. Now, for each variable x of F we call the
literal  ∈ {x,¬x} with less occurrences in F minor and its negation major. We
then only restrict the number of minor literals in F to be at most d, that is, the
total number of literal occurrences per variable in F remains unrestricted.

We first study the satisfiability of formulas where for each variable all but one
occurrences are positive or negative and give an algorithm with runtime O∗(3n/3)
(Theorem 1)1. Then, we propose an algorithm based on complement search [5]
and show that for each fixed d there exists a constant γd < 2 such that the
satisfiability of CNF formulas with at most d minor literals per variable can be
checked in runtime O(γn

d ) (Theorem 2). Next, we investigate the main parame-
ter of the algorithm closer and bound γd by 2 − 1

2d+1 (Theorem 3). Finally, we
further generalize the class of CNF formulas with at most d minor literals per
variable to a class we call CNF formulas with a d–covering and present an algo-
rithm checking satisfiability of such formulas in runtime O∗(Φn

d+1) (Theorem 4),
where Φn

d < 2 is the Fibonacci constant of order d as defined below.

2 SAT for CNF Formulas with Unique Minor Literals

In this section we study CNF formulas with exactly one minor literal per variable.

Lemma 1. A CNF formula with at most one minor literal per variable either
contains a clause consisting only of minor literals or is trivially satisfied by
satisfying all major literals.

This basic observation allows us to check the satisfiability of such formulas.

Algorithm 1
Input: CNF formula F with set of minor literals M , each occurring once.
Output: True if F is satisfiable, otherwise False.
If F is empty then return True.
If F contains an empty clause then return False.
If F contains a clause C = (1 ∨ . . . ∨ r) with 1, . . . , r ∈M then

let Ci = C[i = False ]2 for i ∈ {1, . . . , r} and
try branches F [i = True, Ci = False ] for i ∈ {1, . . . , r}

else evaluate F [ = False for all  ∈ M ].
1 We use the O∗(·) notation to suppress factors polynomial in the length of the input.
2 For a literal � or a clause C we denote by F [� / C = True /False ] the residual

formula obtained by assigning True or False to � or all literals of C, respectively.
If this assigns all literals of a clause to False, then leave the clause as an empty
clause (indicating that a contradiction has been encountered).
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According to Lemma 1 this algorithm is correct. The runtime is dominated by
the branching strategy and thus of order maxr∈N r n/r which is worst at r = 3.

Theorem 1. Let n ∈ N and let F be a CNF formula on n variables with at
most one minor literal per variable. Then Algorithm 1 checks the satisfiability
of F in runtime O∗(3n/3) ⊆ O(1.4423n).

Correspondingly, we can express a pseudo-lower runtime bound of Ω(2n/2) which
holds if the general SAT problem cannot be solved faster than in Ω(2n).

Lemma 2. Let n ∈ N and γ > 1. If the satisfiability of any CNF formula
on n variables with at most one minor literal per variable can be checked in
runtime O(γn) then the satisfiability of any (unrestricted) CNF formula on n
variables can be checked in runtime O(γ2n).

Proof. Every general CNF formula on n variables can be equivalently trans-
formed to a CNF formula on 2n variables such that each minor literal occurs
at most once. For each variable, replace all minor literals by a new variable and
add a clause containing the minor literal and the negation of the new variable.

A similar reduction from 3-CSP improves this pseudo-lower bound to Ω(3n/3)
but is omitted due to lack of space.

3 SAT of CNF Formulas with at Most d Minor Literals

The following lemma by Purdom [5] allows us to recursively check the satisfia-
bility of CNF formulas with n variables and at most d minor literals per variable
in runtime O(γn) with γ < 2.

Lemma 3. Let  be a literal of a CNF formula F . Then either F [ = False] is
satisfiable or for all satisfying assignments of F there is a clause C containing 
such that all literals of C are assigned False except for  which is assigned
True.

The previous lemma allows us to check the satisfiability of CNF formulas with at
most d minor literals per variable by using a branching strategy parameterized
by the branching threshold k for short clauses.

Algorithm 2
Parameter: Branching threshold k for short clauses.
Input: CNF formula F with set of minor literals M
Output: True if F is satisfiable, otherwise False.
If F is empty then return True.
If F contains an empty clause then return False.
If F contains a clause C = (1 ∨ . . . ∨ r) with r ≤ k then

try branches F [1 = . . . = i−1 = False, i = True ] for i ∈ {1, . . . , r}
else

pick  ∈M contained in the clauses C1, . . . , Cs and
let C′

i = Ci[ = False ] for i ∈ {1, . . . , s} and
try branches F [ = True ] and F [ = True, C′

i = False ] for i ∈ {1, . . . , s}.
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Let T (n) be the runtime of the algorithms branching procedure (where n is
the number of variables). The runtime of the branch where the shortest clause
is of size r ≤ k is of order T (n− 1) + . . . + T (n− r) which is at most

TA(n) =
k∑

i=1

T (n− i) (1)

The growth constant of this recursion is known to be the k–th order Fibonacci
number Φk (see, e. g., [8]). That is, TA(n) ∈ O∗(Φn

k ), where Φk is the unique
solution of the equation xk(2 − x) = 1 in the interval (1, 2). The number Φ2 is
the golden ratio (1 +

√
5)/2, more initial values of Φk are given in Table 1.

The runtime of the branch where the shortest clause is of size at least k +1 is
at most TB(n) = T (n− 1) + s · T (n− (k + 1)) where s is the number of clauses
containing the eliminated literal. Thus, for s ≤ d, this runtime is at most

TB(n) = T (n− 1) + d · T (n− 1− k) . (2)

Hence, the maximum of TA(n) and TB(n) is an upper bound on the run-
time T (n) of Algorithm 2 with parameter k on CNF formulas with at most d
minor literals per variable. Obviously, T (n) is strongly influenced by the choice
of k. For example, if we choose k = d + 1, then TA(n) dominates TB(n).

Theorem 2. Let n, d ∈ N and let F be a CNF formula on n variables with at
most d minor literals per variable. Then Algorithm 2 with parameter d+1 checks
the satisfiability of F in runtime O∗(Φn

d+1).

In the remainder of this section we see, how to choose the parameter k optimally
for every fixed d ∈ N. Suppose that k is also fixed. Then T (n) is of order γn,
where γ ∈ (1, 2) is the smallest constant that satisfies both recursions (1) and (2).

Lemma 4. Let n, d, k ∈ N with d ≥ 2 and let F be a CNF formula on n variables
with at most d minor literals per variable. Then Algorithm 2 with parameter k
checks the satisfiability of F in runtime O∗(γn) for all γ ∈ (1, 2) with

d

γ − 1
≤ γk ≤ 1

2− γ
. (3)

Proof. The statement follows by induction on n. �
A direct consequence of the previous lemma is that the minimal γ satisfying
condition (3) dominates the growth constant of T (n) for given d and k. Clearly,
the condition is satisfied for every d ≥ 2 and k ∈ N as γ tends to two. On the
other hand, as γ tends to one, eventually one of the two inequalities is violated.
Thus, a minimal γ satisfies at least one of the two equations with equality.

On the other hand, if there exists a k such that the corresponding γ satisfies
both inequalities, then γ is optimal for all values of k (decreasing k violates the
first inequality while increasing k violates the second one; in both cases we need
to increase γ to satisfy condition (3) again). This situation occurs if γ = 2− 1

d+1 .
In this case the lower and the upper bound on γk both have the value d+1. For
smaller values of γ, condition (3) can never be satisfied.
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Lemma 5. Let d ∈ N with d ≥ 2. Then 2 − 1
d+1 is a lower bound on all γ

satisfying condition (3) for any k ∈ N.

Note that this lower bound is not necessarily attained since k is integral. If
we drop this condition, then for k∗

d = log(d + 1)/(log(2d + 1)− log(d + 1)) both
inequalities in condition (3) become equalities. For k ≥ �k∗

d�, the right inequality
in condition (3) is violated for γ = 2 − 1

d+1 , while the left right inequality is
satisfied. For k ≤ �k∗

d� the opposite holds. The further k is apart from k∗
d, the

more we have to increase γ to satisfy the violated inequality. Thus one of �k∗
d�

and �k∗
d� is optimal, depending for which the corresponding γ is smaller. Table 1

lists kd, γA and γB for the initial values of d.

Lemma 6. Let d ≥ 2 and let k∗
d = log(d+1)

log(2d+1)−log(d+1) . Moreover, let γA and γB

be the unique solutions of (2− γA) γ
�k∗

d�
A = 1 and (γB − 1) γ

�k∗
d�

B = d in the inter-
val (1, 2). Then γd = min{γA, γB} satisfies condition (3) for kd ∈ {�k∗

d�, �k∗
d�}

chosen respectively. Furthermore, in this γd is minimal for all k.

Finally, we show a closed form upper bound for the runtime of Algorithm 2.

Theorem 3. Let n, d ∈ N with d ≥ 2 and kd and γd as in Lemma 6. Then
Algorithm 2 with parameter kd checks the satisfiability of a CNF formula on n
variables with at most d minor literals per variable in runtime O

(
(2 − 1

2d+1)n
)
.

Proof. For d ≥ 2, γ is smaller than d/(γ− 1) and strictly smaller than 1/(2− γ)
divided by d/(γ−1). Hence, there exists a k ∈ N such that γ = 2− 1

2d+1 satisfies
condition (3). The statement follows from Lemma 4 and Lemma 5.

4 Further Generalization

We can further generalize Lemma 3 to obtain an algorithm of runtime O(γn)
with γ < 2 for a class of CNF formulas which neither have short clauses nor a
one-sided restriction on the variable occurrences.

Table 1. Runtime bounds for Algorithm 2 with parameter k on CNF formulas with
at most d minor literals per variable. For d = 2, . . . , 6 the table shows the following
values: the optimal choice of the branching threshold kd and the corresponding relaxed
real-valued optimum k∗

d; the two choices of the optimal growth constant γA and γB

(Lemma 6) with the better one in bold face; the lower bound 2−1/(d+1) (Lemma 5), the
upper bound 2−1/(2d+1) (Theorem 3), and the weak upper bound Φd+1 (Theorem 2).

d kd k∗
d γA γB 2 − 1

d+1 2 − 1
2d+1 Φd+1

2 2 2.15064 1.69562 1.83929 1.66667 1.80000 1.83929
3 3 2.47720 1.86371 1.83929 1.75000 1.85714 1.92756
4 3 2.73817 2.00000 1.83929 1.80000 1.88889 1.96595
5 3 2.95602 2.11634 1.83929 1.83333 1.90909 1.98358
6 3 3.14343 1.88947 1.92756 1.85714 1.92308 1.99196
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A covering of a literal  in a CNF formula F is a set L of literals, such that (i)
no literal and its negation are both in L, (ii)  is not in L, and (iii) all clauses
of F containing  also contain a literal of L. We say that F has a d–covering if
one of the two literals corresponding to each variable has a covering of size d.

It is not hard to see that a CNF formula with clauses of size at least d+1 and
at most d minor literals per variable has a d–covering. But, this weaker condition
is still sufficient for breaking the O(2n) runtime barrier.3

Algorithm 3
Input: CNF formula F with set of minor literals M
Output: True if F is satisfiable, otherwise False.
If F is empty then return True.
If F contains an empty clause then return False.
Pick literal 0 covered by 1, . . . d and
try branches F [0 = . . . = i−1 = True, i = False ] for i ∈ {0, . . . , d}

According to Lemma 3 and the definition of a d–covering of a CNF formula F ,
any satisfying assignment of F also satisfies the clause (¬0 ∨ ¬1 ∨ · · · ∨ ¬d).

Theorem 4. Let n, d ∈ N. Then Algorithm 3 checks the satisfiability of a CNF
formula on n variables that has a d–covering in runtime O∗(Φn

d+1).
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Abstract. We consider various aspects of the Mixed Horn formula class
(MHF). A formula F ∈ MHF consists of a 2-CNF part P and a Horn
part H . We propose that MHF has a central relevance in CNF, because
many prominent NP-complete problems, e.g. Feedback Vertex Set, Ver-
tex Cover, Dominating Set and Hitting Set can easily be encoded as
MHF. Furthermore we show that SAT for some interesting subclasses
of MHF remains NP-complete. Finally we provide algorithms for two of
these subclasses solving SAT in a better running time than O(20.5284n) =
O(( 3

√
3)n) which is the best bound for MHF so far, over n variables. One

of these subclasses consists of formulas, where the Horn part is negative
monotone and the variable graph corresponding to the positive 2-CNF
part P consists of disjoint triangles only. For this class we provide an
algorithm and present the running times for the k-uniform cases, where
k ∈ {3, 4, 5, 6}. Regarding the other subclass consisting of certain k-
uniform linear mixed Horn formulas, we provide an algorithm solving
SAT in time O(( k

√
k)n), for k ≥ 4.

Keywords: Mixed Horn formula, satisfiability, polynomial time reduc-
tion, exact algorithm, NP-completeness.

1 Introduction

In recent time the interest in designing exact algorithms providing better upper
time bounds than the trivial ones for NP-complete problems and their NP-hard
optimization counterparts has increased. Of particular interest in this context
is the investigation of exact algorithms for testing the satisfiability (SAT) of
propositional formulas in conjunctive normal form (CNF). This interest stems
from the fact that SAT is well known to be a fundamental NP-complete problem
appearing naturally or via reduction as the abstract core of many application-
relevant problems. In this context it turns out that reducing many classical
NP-complete problems to SAT, formulas of a restricted structure are generated.
Namely formulas F = P ∧ H of a positive monotone 2-CNF part P and a
Horn part H , called mixed Horn formulas (MHF) according to [8]. Therefore
it is worthwhile to design good algorithms for solving formulas of this special
structure.
� The first author was partially supported by the DFG project under grant No. SP

317/7-1.
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As already shown in [8] graph colorability, problems for level graphs, like
level-planarity test or the NP-hard crossing-minimization problem [10], can be
formulated conveniently in terms of MHF. The main purpose of this paper is
to provide a more systematical insight into MHF as destination class and thus
to illustrate that MHF has a central relevance in CNF. To that end we provide
straightforward reductions to MHF-SAT for prominent NP-complete problems,
e.g. the Feedback Vertex Set, the Vertex Cover, the Dominating Set and the
Hitting Set problem can easily be encoded as MHF.

Furthermore we consider restricted subclasses of MHF and show that they
are NP-complete w.r.t. SAT.

Finally we provide algorithms for two NP-complete subclasses of MHF solving
SAT significantly faster than in time O(( 3

√
3)n) = O(1.443n) the currently best

worst case running time of an algorithm for solving unrestricted members of the
class MHF [8]. The first of these subclasses consists of formulas, where the Horn
part is negative monotone and the variable graph corresponding to the positive
2-CNF part P consists of disjoint triangles only. For this class we provide an
algorithm and give the running times for the cases that H is k-uniform, for
k ∈ {3, 4, 5, 6} The motivation for looking at this subclass of MHF consists of
the fact that the analysis of an algorithm for solving unrestricted MHF has its
worst case behaviour just for this class of formulas.

The other NP-complete subclass of MHF actually consists of infinitely many
subclasses with parameter k ≥ 3. For fixed k a worst-case bound of O(k

n
k )

is shown. For k = 4, 5, 6, 10 the bases of the exponential growth are k
1
k ≈

1.415, 1.38, 1.259 resp., going to 1 with k going to ∞. While the class looks
artificial the derivation of the running time deserves attention. In this case enu-
merating minimal satisfying assignments of the Horn part of the input formulas
helps, whereas for unrestricted MHF, and for the first subclass mentioned above
enumerating minimal satisfying assignments of the 2-CNF part yields better
bounds.

By the way, there is an interesting connection between MHF-SAT and un-
restricted SAT presented in [8]: If there is some α < 1

2 such that each MHF
M = P ∧H , where P has k ≤ 2n variables, can be solved in time O(‖M‖2αk),
then there is some β ≤ 2α < 1 such that SAT for an arbitrary CNF-formula F
can be decided in time O(‖F‖2βn). Here ||F || denotes the length of F . Although,
there has been made some progress recently in finding non-trivial bounds for SAT
for arbitrary CNF formulas [2,3], it would require a significant breakthrough in
our understanding of SAT to obtain upper time bounds of the form O(2(1−ε)n),
for some ε > 0.

To fix the notation and basics, let CNF denote the set of duplicate-free con-
junctive normal form formulas over propositional variables x ∈ {0, 1}. A positive
(negative) literal is a (negated) variable. The negation (complement) of a literal
l is l̄. Each formula F ∈ CNF is considered as a conjunction of clauses, and
each clause c ∈ F is a disjunction of literals, which in addition is assumed to be
free of complemented pairs {x, x̄}. For formula F , clause c, by V (F ), V (c) we
denote the variables contained (neglecting negations), respectively. We demand
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that clauses may not contain a literal more than once. The satisfiability problem
(SAT) asks, whether input F ∈ CNF has a model, which is a truth assignment
α : V (F ) → {0, 1} assigning at least one literal in each clause of F to 1. The truth
assignment α is obtained from α by complementing all assignments: α := 1−α.
A backbone variable has the same value in each model of a satisfiable formula.

2 Classical NP-Complete Problems Encoded as
MHF-SAT

In this section we provide reductions from some classical NP-complete problems
to SAT and we will show that by complementing all literals of the corresponding
SAT-instance F we obtain a mixed Horn instance F . The Graph Colorability
problem was mentioned already as an example of such a problem in [8]. But there
are many more NP-complete problems which can easily be encoded into MHF-
SAT. To demonstrate this, we explicitly transform four classical NP-complete
problems, [4], to MHF-SAT, the Feedback Vertex Set, the Vertex Cover, the
Hitting Set, and the Dominating Set problem. Inspecting the reductions of a
dozen of further NP-complete problems to SAT, presented in [12], it turns out
that most of them can easily be brought to the MHF-form.

The following abbreviations for propositional formulas are useful for our re-
duction: The formula at most one (at least one) defines that at most one (at
least one) literal of the argument is true:

at most one{l1, . . . , lx} :=
∧

1≤i<j≤x

(li ∨ lj)

at least one{l1, . . . , lx} := (l1 ∨ l2 ∨ . . . ∨ lx)

With these fomulas it is easy to define exactly one, which is true if, and only if,
exactly one of its arguments is true:

exactly one{l1, . . . , lx} := at most one{l1, . . . , lx} ∧ at leat one{l1, . . . , lx}

We begin with the Feedback Vertex Set Problem, which is defined as follows:

INSTANCE: G = (V, A) a directed graph, k ≤ |V | positive integer.
QUESTION: Is there a set V ′ ⊆ V , |V ′| ≤ k, such that G−{V ′} has no directed

circles?

The Feedback Vertex Set problem can be reduced to SAT as follows [12]:

X = {[v, i]|v ∈ V, 1 ≤ i ≤ |V |}

F =
∧

1≤i≤|V |
exactly one{[v, i]|v ∈ V } ∧

∧
v∈V

exactly one{[v, i]|1 ≤ i ≤ |V |}

∧
∧

(u,v)∈A

∧
k<i≤|V |

([u, i]⇒ at least one{[v, j]|1 ≤ j ≤ k, i < j ≤ |V |})
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This reduction is due to the fact, that any directed acyclic graph (DAG) admits
a linear ordering of its vertices such that all arcs are directed from left to right.
The first two parts

∧
describe a one-to-one labeling of the vertices, where the

vertices with labels ≤ k are considered to build V ′. In the last part
∧∧

the DAG
property is checked for the reduced graph. The existence of an edge between a
vertex u with a label i > k and a vertex v with a label j, where k < j < i, is not
allowed. Let α be a satisfying truth assignment of F . Then all the vertices v ∈ V ,
for which α([v, i]) = 1 holds, where 1 ≤ i ≤ k, belong to the feedback vertex
set V ′ and vice versa. Now we will consider F and show that we can provide a
reduction to a mixed Horn instance. Let V = {v1, . . . , vn} then:

F =
∧

1≤i≤n

⎛⎝([v1, i] ∨ [v2, i] ∨ . . . ∨ [vn, i]) ∧
∧

1≤j<l≤n

([vj , i] ∨ [vl, i])

⎞⎠
∧
∧

v∈V

⎛⎝([v, 1] ∨ [v, 2] ∨ . . . ∨ [v, n]) ∧
∧

1≤j<l≤n

([v, j] ∨ [v, l])

⎞⎠
∧

∧
(u,v)∈A

∧
k<i≤n

(
[u, i] ∨ ([v, 1] ∨ [v, 2] ∨ . . . ∨ [v, k] ∨ [v, i + 1] ∨ . . . ∨ [v, n])

)
Complementing all literals in F we obtain F ∈ MHF:

F =
∧

1≤i≤n

∧
1≤j<l≤n

([vj , i] ∨ [vl, i]) ∧
∧

v∈V

∧
1≤j<l≤n

([v, j] ∨ [v, l])

∧
∧

1≤i≤n

([v1, i] ∨ [v2, i] ∨ . . . ∨ [vn, i]) ∧
∧

v∈V

([v, 1] ∨ [v, 2] ∨ . . . ∨ [v, n])∧

∧
(u,v)∈A

∧
k<i≤n

(
[u, i] ∨ ([v, 1] ∨ [v, 2] ∨ . . . ∨ [v, k] ∨ [v, i + 1] ∨ . . . ∨ [v, n])

)

We have:

P :=
∧

1≤i≤n

∧
1≤j<l≤n

([vj , i] ∨ [vl, i]) ∧
∧

v∈V

∧
1≤j<l≤n

([v, j] ∨ [v, l])

and

H :=
∧

1≤i≤n

([v1, i] ∨ [v2, i] ∨ . . . ∨ [vn, i]) ∧
∧

v∈V

([v, 1] ∨ [v, 2] ∨ . . . ∨ [v, n])∧

∧
(u,v)∈A

∧
k<i≤n

(
[u, i] ∨ ([v, 1] ∨ [v, 2] ∨ . . . ∨ [v, k] ∨ [v, i + 1] ∨ . . . ∨ [v, n])

)

Obviously F = P ∧ H is a mixed Horn formula which satisfies: Let α be a
satisfying truth assignment of F , then all the vertices v ∈ V belong to the FVS
V ′, for which holds: α([v, i]) = 0, where 1 ≤ i ≤ k.
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Similarly we can provide a reduction from the Feedback Arc Set problem to
MHF-SAT. Recall that in the Feedback Arc Set problem instead of vertices we
consider arcs.

Next we treat the Vertex Cover Problem, which is defined as follows:

INSTANCE: Graph G = (V, E), positive integer k ≤ |V |.
QUESTION: Is there a set V ′ ⊆ V , |V ′| ≤ k, such that for all {u, v} ∈ E we
have {u, v} ∩ V ′ 	= ∅?

The Vertex Cover problem can be reduced to SAT as follows [12]:

X = {[v, i]|v ∈ V, 1 ≤ i ≤ k}

F =
∧

1≤i≤k

at most one{[v, i]|v ∈ V }

∧
∧

(u,v)∈E

at least one{[u, i], [v, i]|1 ≤ i ≤ k}

The first part
∧

implies that at most k vertices are chosen (literals [v, i] set to
true), and the second part

∧
verifies that the chosen vertex set is a vertex cover

indeed.
We now consider F and after some calculation we will assert that a reduction

to a mixed Horn instance is possible. Let V = {v1, . . . , vn} then we obtain:

F =
∧

1≤i≤k

∧
1≤j<l≤n

([vj , i] ∨ [vl, i])

∧
∧

(u,v)∈E

([u, 1] ∨ [v, 1] ∨ [u, 2] ∨ [v, 2] ∨ . . . ∨ [u, k] ∨ [v, k])

Complementing all literals in F we obtain F :

F =
∧

1≤i≤k

∧
1≤j<l≤n

([vj , i] ∨ [vl, i])

∧
∧

(u,v)∈E

([u, 1] ∨ [v, 1] ∨ [u, 2] ∨ [v, 2] ∨ . . . ∨ [u, k] ∨ [v, k])

For F we have: Let α be a satisfying truth assignment of F , then all the vertices
which belong to the literals [v, i] assigned 0 to, form the vertex cover V ′. We set

P =
∧

1≤i≤k

∧
1≤j<l≤n

([vj , i] ∨ [vl, i])

and
H =

∧
(u,v)∈E

([u, 1] ∨ [v, 1] ∨ [u, 2] ∨ [v, 2] ∨ . . . ∨ [u, k] ∨ [v, k])

Obviously P is a positive monotone 2-CNF formula and H is a Horn formula.
Thus the instance F = P ∧H belongs to the class MHF.
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The Hitting Set problem can also be encoded into MHF-SAT. It is defined as
follows:

INSTANCE: Set C of subsets of a finite set S, a positive integer k ≤ |S|.
QUESTION: Is there a set S′ ⊆ S, |S′| ≤ k, such that for all c ∈ C we have
c ∩ S′ 	= ∅?

The Hitting Set problem can be transformed to SAT as follows [12]:

X = {[s, i]|s ∈ S, 1 ≤ i ≤ k}

F =
∧

1≤i≤k

at most one{[s, i]|s ∈ S} ∧
∧
c∈C

at least one{[s, i]|s ∈ c, 1 ≤ i ≤ k}

This obviously is a generalization of the Vertex Cover Problem, where |c| = 2
for all c ∈ C. The first part choses at most k elements from S which will be part
of S′. The second part verifies that this selection is indeed a hitting set. From
F we obtain:

F =
∧

1≤i≤k

∧
1≤j<l≤|S|

([sj , i] ∨ [sl, i]) ∧
∧

c∈C

([s1, 1] ∨ . . . ∨ [s1, k] ∨ . . . ∨ [sc, 1] ∨ . . . ∨ [sc, k])

By s1, . . . s|c| we denote all elements of c, for an arbitrary c ∈ C. Complementing
all literals of F we obtain a mixed Horn formula F :

F =
∧

1≤i≤k

∧
1≤j<l≤|S|

([sj , i] ∨ [sl, i]) ∧
∧

c∈C

([s1, 1] ∨ . . . ∨ [s1, k] ∨ . . . ∨ [sc, 1] ∨ . . . ∨ [sc, k])

It is obviously that F = P ∧H a mixed Horn formula, where

P :=
∧

1≤i≤k

∧
1≤j<l≤|S|

([sj , i] ∨ [sl, i])

is a positive monotone 2-CNF formula and

H :=
∧
c∈C

([s1, 1] ∨ . . . ∨ [s1, k] ∨ . . . ∨ [sc, 1] ∨ . . . ∨ [sc, k])

is a negative monotone Horn formula.
Next we consider the Dominating Set Problem, which is defined as follows:

INSTANCE: Graph G = (V, E), a positive integer k ≤ |V |.
QUESTION: Is there a set V ′ ⊆ V , |V ′| ≤ k, such that for all v ∈ V we have
({v} ∪N(v)) ∩ V ′ 	= ∅?

Transforming the Dominating Set problem to SAT can be done as follows [12]:

X = {[v, i]|v ∈ V, 1 ≤ i ≤ k}

F =
∧

1≤i≤k

at most one{[v, i]|v ∈ V }

∧
∧

v∈V

at least one{[w, i]|1 ≤ i ≤ k, w ∈ ({v} ∪N(v))}
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The first
∧

assures that at most k vertices are selected, and the second
∧

verifies
that the chosen vertex-set is a dominating set. We denote by N(v) the set of
all vertices which are adjacent to the vertex v. If F is satisfiable, then all the
vertices belong to the dominating set which correspond to the variables assigned
to 1. Let V = {v1, . . . , vn}. Then we obtain from F :

F =
∧

1≤i≤k

∧
1≤j<l≤n

([vj , i] ∨ [vl, i])

∧
∧

v∈V

([v, 1] ∨ . . . ∨ [v, k] ∨ [vN1 , 1] ∨ . . . ∨ [vN1 , k] ∨ [vN2 , 1] . . . ∨ [vN2 , k] ∨ . . .

∨ [vNv , 1] . . . ∨ [vNv , k])

Let vN1 , . . . , vNv be all the vertices adjacent to v in G. Complementing all
literals of F we obtain F :

F =
∧

1≤i≤k

∧
1≤j<l≤n

([vj , i] ∨ [vl, i])

∧
∧

v∈V

([v, 1] ∨ . . . ∨ [v, k] ∨ [vN1 , 1] ∨ . . . ∨[vN1 , k] ∨ [vN2 , 1] . . . ∨ [vN2 , k] ∨ . . .

∨ [vNv , 1] . . . ∨ [vNv , k])

We set
P :=

∧
1≤i≤k

∧
1≤j<l≤n

([vj , i] ∨ [vl, i])

and

H :=
∧

v∈V

([v, 1]∨. . .∨[v, k]∨[vN1 , 1]∨. . .∨[vN1 , k]∨[vN2 , 1] . . .∨[vN2 , k]∨. . .∨[vNv , 1] . . .∨[vNv , k])

Then P is a positive monotone 2-CNF formula and H is a negative monotone
Horn formula. Thus F = P ∧ H is a mixed Horn formula. Considering any
satisfying truth assignment of F all the vertices which correspond to the variables
which are assigned 0 to belong to the dominating set.

In this way, we can show similarly that nearly all NP-complete problems
introduced by Karp [4] have a natural and straightforward encoding as an MHF-
SAT problem. Some of these problems are listed below and are treated in the
full version of the paper [7]:

– The Edge Dominating Set Problem:

INSTANCE: Graph G = (V, E), a positive integer k ≤ |E|.
FRAGE: Is there a set E′ ⊆ E, |E′| ≥ k, such that for all e ∈ E we have
that there exists a f ∈ E′, such that e ∩ f 	= ∅?

– The Idependent Set Problem:

INSTANCE: Graph G = (V, E), a positive integer k > 0.
QUESTION: Is there a set V ′ ⊆ V , |V ′| ≥ k, such that for all {u, v} ∈ E we
have {u, v} 	⊆ V ′?
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– The Minimum Maximal Matching Problem:

INSTANCE: Graph G = (V, E), a positive integer k ≤ |E|.
QUESTION: Is there a set E′ ⊆ E, |E′| ≤ k, such that for all {u, v} ∈ E we
have {u, v} ∩ V (E′) 	= ∅?

The number of Boolean variables in the resulting member of MHF often is larger
than the relevant instance size of the original problem, e.g. in case of the Feedback
Vertex Set problem (FVS) n2 vs. n. However, solving the MHF member by an
up-to-date SAT solver is pretty fast, because of the large number of 2-clauses
which allow for iterated unit resolution phases, in case of FVS of length n each
time.

3 Some NP-Complete Subclasses of MHF

This section is devoted to establish NP-completeness of certain interesting sub-
classes of MHF. The first class to consider consists of formulas whose Horn
clauses are k-uniform, that means they have all equal length k, where k ≥ 3 and
whose 2-CNF part is positive monotone. We denote this class by MHkF+. Next
we consider the class MH−

k F+ ⊂ MHkF+ of mixed Horn formulas with a positive
monotone 2-CNF part and negative monotone, k-uniform, Horn clauses, k ≥ 3.
Afterwards we consider a subclass of MH−

k F+, for which additionally holds that
the variable-graph GP of the positive monotone 2-CNF part P consists of dis-
joint edges only. We denote such a class of formulas by MH−

k Fd+. Finally we
consider the class LMH−

k F+ ⊂ MH−
k F+ which consists of mixed Horn formulas

of MH−
k F+, for which additionally holds that the Horn clauses are linear [9]. A

CNF formula F is called linear if

(1) F contains no pair of complementary unit clauses and
(2) for all c1, c2 ∈ F : c1 	= c2 we have |V (c1) ∩ V (c2)| ≤ 1.

Theorem 1. SAT is NP-complete for the following MHF-subclasses: MHkF+,
MH−

k F+, MH−
k Fd+ and LMH−

k F+, for k ≥ 3.

Proof. Note that the NP-completeness of all these MHF-subclasses directly fol-
lows from Schaefer’s theorem [11], because none of these subclasses is properly
contained in any tractable CNF class due to Schaefer’s theorem. However, direct
reductions are of interest per se. To that end, it is easy to see that the encoding
of k-colorability for graphs, k ≥ 3, to SAT directly yields the NP-completeness of
LMH−

k F+ ⊂MH−
k F+ ⊂ MHkF+. But this connection to graph colorability does

not hold for the class MH−
k Fd+, for which we provide the following reduction: It

is well-known that the class k-CNF, k ≥ 3, is NP-complete. Let F ∈ k-CNF be
an arbitrary formula. Then we can reduce F to a SAT-equivalent formula M̃F of
the class MH−

k Fd+ in polynomial time. The transformation consists of two main
steps, the first of which is refered to as MHF-reduction:
1. Let V +(F ) ⊆ V (F ) be the set of all variables having a positive occurrence
in F . For each variable x ∈ V +(F ) we introduce a new variable yx 	∈ V (F ) and
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perform the following steps: We replace each positive occurrence of x ∈ V +(F )
in the k-clauses by yx, for each x ∈ V +(F ). Let F ′ be the resulting formula.
Next we add the constraints yx ⇔ x, for all x ∈ V +(F ), to F ′, equivalent to

(yx ⇔ x) ⇔ ((yx ∨ x) ∧ (yx ∨ x))

yielding the new formula

MF = F ′ ∧
∧

x∈V +(F )

(yx ∨ x) ∧ (yx ∨ x)

Here F ′ only consists of Horn clauses of length k.

2. As formulas of each class MH−
k Fd+ are allowed to contain positive 2-clauses

only, but MF also contains the negative monotone 2-clauses (yx ∨ x), for each
x ∈ V +(F ), we add to each such negative 2-clause exactly (k − 2) backbone
variables zi

x and the formulas F i
x ∈ MH−

k Fd+,for i = 1, . . . , k − 2, such that zi
x

is a backbone variable of F i
x which has to be set to 1. All such formulas F i

x,
i = 1, . . . , k−2, must be pairwise and also with F ′ variable-disjoint. An example
of such a backbone-formula is:

Let i = 1, . . .k − 2.

F i
x = (zi

x1 ∨ zi
x2) ∧ (zi

x3 ∨ zi
x4) ∧ (zi

x5 ∨ zi
x6) ∧ . . . ∧ (zi

x(2k−1) ∨ zi
x(2)k)

∧ (zi
x1 ∨ zi

x3 ∨ . . . ∨ zi
x(2k−1)) ∧ . . . ∧ (zi

x2 ∨ zi
x4 ∨ . . . ∨ zi

x(2k−1))

The Horn part consists of 2k−1 negative monotone k-clauses, where each k-clause
consists of the variables of a vertex cover of the positive monotone 2-CNF part
(zi

1∨zi
2)∧ (zi

3∨zi
4)∧ (zi

5∨zi
6)∧ . . .∧ (zi

2k−1∨zi
2k). Since the positive monotone 2-

CNF part has altogether 2k negative monotone vertex covers, but there are only
2k−1 negative monotone k-clauses in the Horn part, the formula F i

x is satisfiable
and has k backbone-variables, which have to be set to 1. We assume that the
vertex cover which selects from each positive 2-clause the variable with the odd
index does not appear as negative Horn clause in F i

x. Thus each variable of this
clause is a backbone variable of F i

x.
Finally we add to each negative monotone clause (yx ∨ x) of MF the literals

z1
x, . . . , zk−2

x , for x ∈ V +(F ), and obtain (yx ∨ x ∨ z1
x ∨ . . . ∨ zk−2

x ). Altogether
we obtain

M̃F = F ′ ∧
∧

x∈V +(F )

(
(yx ∨ x ∨ z1

x ∨ . . . ∨ zk−2
x ) ∧ F 1

x ∧ . . . ∧ F k−2
x

)
∧

∧
x∈V +(F )

(yx ∨ x) ∈MH−
k Fd+

It holds that M̃F is satisfiable if and only if F is satisfiable: We assume that F
is satisfiable. Let α be a model of F , then we set all the variables, which M̃F

and F have in common, also according to α. Each newly introduced variable yx
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equivalent to x ∈ V (F ) is set as follows: yx = 1−α(x). Since the added backbone
formulas F i

x are always satisfiable, M̃F is also satisfiable. If F is unsatisfiable,
then we obviously cannot satisfy F ′ and hence M̃F . ��

4 Algorithms for SAT of Further Mixed Horn Classes

In this section we consider some special classes of mixed Horn formulas, for which
we can solve SAT in a running time better than O(20.5284n). Let H be a k-uniform
(k ≥ 3), negative monotone and linear formula, with the following properties:
All clauses can be arranged in c1, . . . , c|H| and for each clause ci all the literals
can be arranged such that either the last literal of the clause ci (i = 1 . . . , |H |)
and the first literal of ci+1 are equal or the clauses are variable-disjoint. Further,
each clause ci, i ∈ {1, . . . , |H |} is not allowed to share a variable with any other
clause except with ci−1 and ci+1. Then we say H has overlappings in boundary
variables only.

Definition 1. We consider formulas M = G ∧ H ∈ MHF with the following
properties: G consists of 2-clauses not necessarily positive monotone and H con-
sists of linear Horn clauses, for which holds: All clauses are negative monotone,
k-uniform, k ≥ 3, and there is an ordering c1, c2 . . . , c|H| of the clauses of H
and an ordering of all literals in each clause, such that H has overlappings in
boundary variables only. We denote this class by k-BLMHF (k-Boundary-Linear
mixed Horn formulas).

Each connected component of the incidence graph GH for H , looks like Figure
1. Note that H with this restriction belongs to a subclass of the class of nested
formulas studied by Knuth [6].
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Fig. 1. The incidence graph for H = (x1 ∨ x2 ∨ x3 ∨ x4) ∧ (x4 ∨ x5 ∨ x6 ∨ x7) ∧ (x7 ∨
x8 ∨ x9 ∨ x10)
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Theorem 2. SAT remains NP-complete for the class k-BLMHF, k ≥ 3.

Proof. We provide a polynomial time reduction from k-CNF-SAT, which is NP-
complete to k-BLMHF-SAT, proving the NP-completeness of the latter. Let F ∈
k-CNF. First we perform the MHF-reduction step as in the proof of Theorem
1 obtaining the corresponding formula MF . Let the clauses of F ′ be labeled as
follows: c1, c2, . . . , c|F ′|. Then we proceed as follows:

At the beginning let i = 1, as long as i < |F ′|: We consider ci. As long as ci

has a common variable x with cj , for some j ≥ i + 1, we replace x in cj by
yx, yx not yet occurring in the set of variables of MF , and add the 2-clauses
(x ∨ yx) ∧ (yx ∨ x) to MC . Now we set i := i + 1.

Obviously MF equivalent to F concerning SAT and the transformation can
be performed in polynomial time. ��

Theorem 3. SAT for k-BLMHF, k ≥ 3, can be solved in time O(( k
√

k)n).

Proof. The following algorithm solves SAT for the class k-BLMHF in polynomial
time:

Algorithm k-BLMHF

INPUT: F ∈ k-BLMHF, F = G ∧H , where G consists of 2-clauses and H is k-
uniform, negative monotone, linear and has overlappings in boundary variables
only.

OUTPUT: A satisfying truth assignment for F , if F is satisfiable. Else F is not
satisfiable.

begin
1. Compute all minimal Hitting Sets of H , let these be Si, i = 1, . . . , m.
2. Set i = 1.
3. As long as no satisfying truth assignment is found and i ≤ m, do:

(a) Assign 0 to all variables of Si and 1 to all other variables and check, whether
this assignment satisfies G.

(b) If it does, then the assignment is a truth assignment for F and the algorithm
stopps.

(c) If not, then check for Si+1.

4. Return F is unsatisfiable.

end

Correctness. The algorithm k-BLMHF verifies for each minimal hitting set of
H , whether the partial truth assignment setting all variables in the hitting set
to 0 can be extended to a model of F by checking the remaining 2-CNF part
in linear time [1]. Since we consider only the minimal hitting sets of H we do
not perform any restriction concerning the satisfiability of H , because for each
model of F the set of all variables, which are set to 0 either corresponds to a
minimal hitting set of H or it contains a minimal hitting set of H itself.
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Analysis of the running time. Let F ∈ k-BLMHF with n variables. One can
show that the number of minimal hitting sets is maximal if the Horn part of
F consists of disjoint clauses only. So the running time of the algorithm k-
BLMHF is dominated by this subclass of k-BLMHF, for which the number of
minimal hitting sets of H is k�n/k� yielding the running time O(( k

√
k)n). As

the sequence ( k
√

k)k∈N decreases monotonically with increasing k, we obtain for
k ≥ 4 a running time better than 3n/3. ��

The next NP-complete subclass of MHF we consider is the class MH−F� con-
sisting of mixed Horn formulas M = P ∧H , with a negative monotone Horn part
H and a positive monotone 2-CNF part P , for which holds that the correspond-
ing variable graph GP consists of disjoint triangles only. We further assume that
V (P ) = V (H).

Theorem 4. SAT remains NP-complete for the class MH−
3 F�.

Proof. In Theorem 1 is shown, that SAT remains NP-complete for the class
MH−

k Fd+. Now we provide a polynomial time reduction from MH−
k Fd+-SAT to

MH−F�-SAT. Let F ∈MH−
k Fd+ with a Horn part consisting of negative mono-

tone clauses and with a positive monotone 2-CNF part P , whose corresponding
variables graph GP consists of disjoint edges only:

(x1 ∨ x2) ∧ (x3 ∨ x4) ∧ (x5 ∨ x6) ∧ . . .

Then for each such (xi ∨ xi+1) we introduce a new variable yi,i+1 and enlarge
the P part to P̃ :

(x1 ∨ x2) ∧ (x1 ∨ y1,2) ∧ (x2 ∨ y1,2) ∧ (x3 ∨ x4) ∧ (x3 ∨ y3,4) ∧ (x4 ∨ y3,4)
∧ (x5 ∨ x6) ∧ (x5 ∨ y5,6) ∧ (x6 ∨ y5,6) ∧ . . .

Now obviously GP̃ consists of disjoint triangles. Further we add to H the fol-
lowing clauses each one consisting of all variables of the same triangle of P , but
all negated: (x1 ∨ x2 ∨ y1,2) ∧ (x3 ∨ x4 ∨ y3,4) ∧ (x5 ∨ x6 ∨ y5,6) ∧ . . . and obtain
H̃ . Setting yi,i+1 to 1, for all i we can satisfy the new added 2-clauses and also
the new added Horn clauses. Thus F̃ = P̃ ∧ H̃ is satisfiable if and only if F is
satisfiable. ��

Now we present an algorithm solving SAT for formulas in MH−F�. The running
time is stated below for k-uniform Horn parts, for k ∈ {3, 4, 5, 6}. The proof of
the running time is rather technical, therefore it is omitted and is contained in
the full version of the paper [7]. By backtracking variables of the Horn part are
set to 0 without violating P . To that end, in each triangle at least two variables
must be set to 1. When setting a variable x to 0 to satisfy a clause in the Horn
part, the other two variables of the triangle $x must be set to 1. Clauses of H
that are satisfied are put on a stack. Variables set to 0 are stored in the set V
and those set to 1 are stored in the set W .
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ALGORITHM MH−F�

INPUT: Let a formula M = (P ∧ H) ∈ MH−F� be given and let k be the
number of triangles in GP .
OUTPUT: M is satisfiables, if there is a satisfying truth assignment for M .
Else: M is not satisfiable.

begin
1.) Let H = c1 ∧ c2 ∧ ... ∧ ch, where |c1| ≤ . . . ≤ |ch|.
2.) Delete all clauses cj , for which there is a clause ci, (i < j), such that ci ⊂ cj .
3.) Delete all clauses ci of H , where V ($j) ⊂ V (ci), for a $j ∈ GP .
4.) Set V := ∅, W := ∅, i := 1 and sH ← create.
5.) For all i = 1, . . . , h set a Pointer ∗ in front of the first literal in the clause ci:

(ci, ∗) = (∗xi1 ∨ . . . ∨ xim)

6.) Perform Procedure Backtrack(c1,∗).

end

Procedure Backtrack(ci,∗)
1.) Set all variables of the unit clauses and save all variables assigned 0 in V
and all variables assigned 1 in W . When assigning 0 to a variable x search for
the triangle $x ∈ GP also containing x and set the two other variables of $x

to 1. If there are complementary unit clauses or another contradiction, then the
procedure stopps and returns M is not satisfiable.
2.) If (ci, ∗) = (xi1 ∨ . . . ∨ xil

∨ . . . ∨ xim∗) and i = 1, then the procedure stopps
end returns M is unsatisfiable.
3.) If (ci, ∗) = (xi1 ∨ . . .∨ xil

∨ . . .∨ xim∗) and i 	= 1, then perform the following
steps:

(a) Perform the operation popsH : Delete all the clauses from the stack, which
have been put on the stack in the last procedure call, and insert them in the
original order into H .

(b) Delete all variables xi saved in V in the last procedure call from V and save
them in W , after deleting the two other variables from $xi from W .

(c) Verify, if there are two variabels of the same triangle saved in W . If yes, then
set the third variable of this triangle to 0 and save it in Ṽ .

(d) Set the Pointer at the beginning of the clause ci:

ci := (∗xi1 ∨ . . . ∨ xil
∨ . . . ∨ xim )

(e) Call the Procedure Backtrack(ci−1 ,∗) .

4.) If (ci, ∗) = (xi1 ∨ . . . ∨ ∗xil
∨ . . . ∨ xim), then set j := il.

5.) As long as xj ∈ W and j ≤ im, augment j: j = j + 1.
6.) If j = im + 1, then: Perform the same steps as in 3. a)-e).
7.) If xj /∈W and j ≤ im, then perform the following steps:



On Some Aspects of Mixed Horn Formulas 99

a) Set xj := 0; V := V ∪ {xj}; W := W ∪$xj ;
b) Set the Pointer in front of xj+1:

(ci, ∗) := (xi1 ∨ . . . ∨ xj ∨ ∗xj+1 ∨ . . . ∨ xim)

c) Delete all clauses from H , which contain xj and put them on stack sH :
sH := pushsH (Cxj ), where Cxj is the set of all remaining Horn clauses
containing the variable xj .

d) If H is empty, then the procedure stops and returns M is satisfiable.
e) If H is not empty, then call the Procedure Backtrack(ci+1,∗).

Note that the algorithm works for arbitrary negative Horn parts. Specifically for
k-uniform Horn parts, a careful analysis of yields the following results:

Theorem 5. [7] Algorithm MH−F� decides satisfiability for M ∈ MH−F� over
n variables in time O(1.336n), for k = 3, in O(1.384n), for k = 4, in O(1.397n),
for k = 5 and in O(1.408n), for k = 6.

For k = 3 the running time is better than the so far best runnig time O(1.427n),
[5], for mixed Horn formulas with an arbitrary 3-uniform Horn part.

Remark 1. For k = 3 a better running time of O(1.273n) can be achieved
using a clever branching strategy. However, it is not obvious how to extend this
branching algorithm to the cases k ≥ 4.

Acknowledgement. We want to thank the anonymous referees for their valu-
able comments, especially the first reviewer for establishing Remark 1.
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Abstract. We provide an upper bound on the total influence of Boolean
functions defined by k-cnfs. Our bound is nearly optimal. We achieve it
by an extension and appropriate use of an algorithm of Paturi, Pudlák,
and Zane. We also discuss applications to prove and compute lower
bounds for the maximum clause width k.

1 Introduction

Changing the value of a random point x ∼ μ, μ a distribution, in coordinate
i can change the value f(x) of a Boolean function f : {0, 1}n → {0, 1}. The
probability that the value changes is called variable influence and denoted by
Iμ

i (f). The total influence is the sum over all variable influences and denoted
by Iμ(f). It is one of the key concepts in the analysis of Boolean functions and
related to concepts and problems in different areas. A by far not complete list
includes constant depth circuit complexity, the study of voting systems, existence
of sharp thresholds in random structures. See also [14,19].

We provide a nearly tight upper bound on the total influence of k-cnfs. The
bound fulfills an optimality criterion introduced by Kahn & Kalai [12] which
we will discuss below. The benefit of our bound is that it allows lower bounds
for the maximum clauses width of Boolean functions with a sparse amount true
points. We also discuss the problem of computing variable influences.

1.1 Upper Bounds on Total Influence and Applications

We state our result first. Notation is introduced in Sec. 2. Define

uμ :=
n

max
i=1

{(μi log(1/μi))−1, ((1− μi) log(1/(1− μi)))−1}

for a product distribution μ = (μ1, ..., μn). Define μ(f) := Prx∼μ(f(x) = 1).

Theorem 1. Let μ be a product distribution. For every k-cnf function f with
μ(f) > 0,

Iμ(f) ≤ uμ k μ(f) log(1/μ(f)).

� This work was supported by the Swiss National Science Foundation SNF under
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A weaker bound was discovered by Boppana in the context of circuit complexity.
Boppana notes in [4] that Iμ(f) ≤ 2k if f is a k-cnf or k-dnf and μ the uniform
distribution. Boppana uses this fact together with H̊astad’s Switching Lemma
to show Iμ(f) ≤ 2k �10 log(4s)�d−2 for any f computable by a circuit of bottom
fan in at most k, depth d, and size s. This result improves on Linial et al. [16].
A further improvement was obtained by H̊astad [9]. A standard application uses
the fact that parity has total influence n w.r.t. the uniform distribution. We
conclude from it that parity and actually any Boolean function with large total
influence requires exponentially large circuits of constant depth.

Our bound is stronger in the following sense. It implies Iμ(f) ≤ 1.062 k, μ
the uniform distribution, and it supports our intuition that the total influence
should be small if μ(f) is small. We will discuss the optimality of this bound
below and also how it relates to work of Kahn & Kalai [12]. The benefit of
our bound is that is non-trivial for sparse f , i.e., f with μ(f) = 2cn for some
c < 1 which depends on k. The trivial upper bound for I(f) is 2 n μ1/2(f). It is
better than our bound as soon as μ1/2(f) < 2−n/k. Another benefit is that the
bound holds for the Bernoulli distribution which we denote by μp. The Bernoulli
distribution is used for example in the random graph model in which every edge is
chosen with probability p. A graph property like connectivity induces a Boolean
function and our bound applies to such functions, i.e., random graph properties.

Our upper bound can be used to prove or compute lower bounds for the max-
imum clause width. The maximum clause width is one of the critical parameters
in SAT-solving. Small clause width seems to be necessary for fast SAT-solving
of general cnfs. Impagliazzo & Paturi [11] give a theoretical justification for this.
Their result implies that we can not reduce efficiently the maximum clause width
to, say, 3 with only introducing o(n) many new variables, unless we can solve
k-SAT in subexponential time. With regard to this observations we consider the
following problem. We have given a Boolean function f : {0, 1}n → {0, 1} and
we want to know a lower bound for the smallest k such that f is definable by a
k-cnf.

There are different ways to prove lower bounds for the total influence of a
Boolean function. For example, Kahn et al. [13] prove that any Boolean function
has a highly influential variable. This implies that any symmetric Boolean func-
tion has high total influence. Nisan & Szegedy [18] relate the total influence of a
Boolean function to the maximum degree of a polynomial defining it. O’Donnell
et al. [20] show that Boolean functions of low decision tree complexity have a
highly influential variable.

Computing a lower bound for the maximum clause width is probable more in-
teresting from a practical point of view. Despite computational results in learning
theory, researchers in computer science and artificial intelligence started recently
to consider computing variables influences. Considered function classes are for
example given by the weighted majority rule [17,15], network flow games or (s, t)-
connectivity games [2]. The problem is usually #P-complete [23,17,2]. Bachrach
et al. [1] provide an algorithm for approximating variable influences up to an
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additive error ±ε of any Boolean function using only membership queries. We
discuss in Sec. 4 how to use SAT-solvers to compute variable influences.

1.2 Related Work: PPZ and Its Extension

The proof of the upper bound is probabilistic. It has its origin in circuit complex-
ity. Paturi et al. [22] used it originally to prove that parity requires OR-AND-OR
circuits, so called Σ3-circuits, with at least Ω(n1/4 2

√
n) many gates. This bound

is tight up to a constant factor. They generalized their result and showed that
Iμ(f) = O(log(sn)2), s the number of gates in a Σ3-circuit computing f , and
μ the uniform distribution. Their bound works however only if μ(f) = 1

2 . They
also observe that their technique yields a randomized algorithm of running time
roughly O(2(1−1/k)n) to decide satisfiability of a given k-cnf. Calabro et al. [5]
used the Edge-Isoperimetric Inequality to show that the algorithm is sensitive
to the number of satisfying assignments. The edge-isoperimetry of a Boolean
function is closely related to its total influence.

Our contributions are an extension of the analysis in [22,5] to an algorithm
in which every variable is set with a given probability. The probabilities may
differ. Moreover, we use the analysis to bound the total influence. We use the
observation that the success probability of the algorithm is high if the total
influence is large. This implies an upper on the total influence since the success
probability can not be too large. This observation also allows us to conclude
Theorem 1 for the uniform case directly from the analysis of PPZ [22,5] if we
additionally observe that the degree of isolation I(x) of a satisfying assignment
x, as used in [22,5], and the total influence are closely related. More precisely,
let μ be the uniform distribution. Then, Iμ(f) = 2−n (

∑
x:f(x)=1 n− I(x)).

1.3 Background: Optimal Low Total Influence

Kahn & Kalai [12] raise several conjectures about ”optimal” functions in [12].
Any of these conjectures is still unverified to our knowledge but would have
implications for the study of k-cnf functions as well. This is what will point
next.

Definition 2 (Kahn & Kalai [12]). Let C ≥ 0 and 0 < p < 1 and μp denote
the Bernoulli distribution with bias p. A (monotone increasing) Boolean function
f with μp(f) > 0 is called (C, p)-optimal iff

Iμp(f) ≤ C

p log(1/p)
μp(f) log(1/μp(f)).

The reason for Kahn & Kalai to name their concept (C, p)-optimal comes from
the Edge-Isoperimetric Inequality and a generalization of it to the Bernoulli
distribution [12] based on Log-Sobolev Inequalities. These inequalities show that
the total variable influence of (C, p)-optimal functions is optimal up to the factor
C and a factor depending on p. Kahn & Kalai [12] showed

Iμp(f) ≥ 1
p log(1/p)

μp(f) log(1/μp(f))
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for any monotone increasing f . (The Edge-Isoperimetric Inequality corresponds
to the case p = 1/2 and f an arbitrary Boolean function.) An implication of
Theorem 1 is.

Corollary 3. Let 0 < p ≤ 1
2 . Every k-cnf function is (k, p)-optimal.

We determined therefore the total variable influence of k-cnf functions up to a
factor depending on k and p and also identified a first important class of (C, p)-
optimal functions. For this special case and p = 1

2 we can show that Conjecture
(6a) from [12] holds.

Conjecture 4 (Kahn & Kalai [12]). Given C, there are K, δ > 0 such that for
any (C log(1/p), p)-optimal and monotone increasing function f with μp(f) > 0
there exists I ⊆ {1, ..., n} of size at most K log(1/μp(f)), such that μp(f(x) =
1 | xi = 1 ∀i ∈ I) ≥ (1 + δ)μp(f).

Theorem 5. Let f be a monotone increasing k-cnf function. There exists I ⊆
{1, ..., n} of size at most O(k 2k log(1 + δ)) such that

Pr
x∼μ1/2

(f(x) = 1 | xi = 1 ∀i ∈ I) ≥ (1 + δ)μ1/2(f).

Similar results for the uniform distribution and k-cnfs are also known. Theorem
(3.5) in [10] and Lemma (7) from [24]. We will prove the theorem actually for
any (not necessarily monotone) k-cnf function and the index set I can be any
set which contains all the variable indices of enough clauses.

Not every C-optimal function is a C-cnf function. O’Donnell & Wimmer [21]
provide a (monotone) function f with I(f) = O(log(n)) such that any cnf which
agrees on at least a 0.1-fraction of the points with f has size at least 2Ω(n/ log(n)).
Henceforth, even approximate representations are impossible.

2 Notation

2.1 Variable Influences and Expectations

We assume that 0 < μi < 1 for every i ∈ [n] = {1, ..., n}. A product distribution
μ over {0, 1}n is given by (μ1, ..., μn) and the probability mass function μ(x) :=∏n

i=1 μxi

i (1 − μi)1−xi , x ∈ {0, 1}n. Let ei be the point with the i-th bit 1 and
0 elsewhere and let ⊕ denote addition modulo 2. The variable influence of the
i-th variable is defined as

Iμ
i (f) := Pr

x∼μ
(f(x) 	= f(x⊕ ei)).

The total influence is defined as Iμ(f) :=
∑n

i=1 I
μ
i (f). The expectation Eμ[ ] is

defined w.r.t. μ and for functions h : {0, 1}n → R.

Eμ[h] :=
∑

x∈{0,1}n

h(x)μ(x).
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The quantity μ(f) := Prx∼μ(f(x) = 1) is sometimes called the expectation of f
since μ(f) = Eμ(f) for {0, 1}-valued f . We refer to it as the bias of f .

We make the following conventions. We write μp for the Bernoulli distribution,
i.e., μp,i = p for every i ∈ [n]. Whenever we omit μ we assume the uniform
distribution. For example, if f(x1, ..., xn) = 1 ⊕

⊕n
i=1 xi then μ1/2(f) = 1

2 and
I(f) = n.

2.2 Conjunctive Normal Forms

A k-cnf function f is a Boolean function f : {0, 1}n → {0, 1} for which there
exist P1, ..., Pm ⊆ [n] and N1, ..., Nm ⊆ [n] such that |Pi| + |Ni| ≤ k for every i
and

f(x1, ..., xn) =
m∧

i=1

∨
j∈Pi

xj ∨
∨

k∈Ni

xk.

The ORs in this definition are called clauses and the whole expression a k-cnf.
By exchanging ∧ and ∨ we get the dual expression which is called a k-dnf. The
ANDs in a k-dnf are called terms. We call a point which maps to 1 (resp. 0)
under f a true point (resp. false point) of f . Every true point of a k-cnf function
is a satisfying assignment of a corresponding k-cnf and vice versa.

3 Upper Bound on Total Influence

We will define a distribution D on {0, 1}n which is strongly concentrated on
the true points of a k-cnf function if its total influence is large. Using stan-
dard inequalities from probability, like Jensen’s inequality, we conclude that the
concentration and therefore the total influence can not be too large.

Some Preparation. Let x ∈ {0, 1}n, i ∈ [n], and j ∈ {0, 1}. Define sj(f, x, i)
to be 1 if xi = j and f(x) 	= f(x ⊕ ei), otherwise 0. The identity Iμ

i (f) =
Ex∼μ[s0(f, x, i) + s1(f, x, i)] is immediate. We will need however the following.

Lemma 6. It holds that

Iμ
i (f) =

1
1− μi

Eμ[f(x) s0(f, x, i)] +
1
μi

Eμ[f(x) s1(f, x, i)]. (1)

Proof. To prove the claim it suffices to show that

μi

1− μi
Eμ[f(x) s0(f, x, i)] = Eμ[(1 − f(x)) s1(f, x, i)] (2)

and

1− μi

μi
Eμ[f(x) s1(f, x, i)] = Eμ[(1 − f(x)) s0(f, x, i)] (3)
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since

Iμ
i (f) = Eμ[|f(x)− f(x⊕ ei)|] =

∑
j∈{0,1}

Eμ[sj(f, x, i)] =

=
∑

j∈{0,1}
Eμ[f(x) sj(f, x, i)] + Eμ[(1− f(x)) sj(f, x, i)].

We prove (2). Equation (3) follows by the same argument. Fix some true point
x′ of f with x′

i = 0. It has mass μ(x′) and s0(f, x′, i) indicates if a false point y′

with |x′ ⊕ y′| = 1 exists. This point has mass μi

1−μi
μ(x′) since x′

i = 0. Moreover,
every pair (x, y) of a true point x with xi = 0 and a false point y with |x⊕y| = 1
and yi = 1 contribute the same value μi

1−μi
μ(x) = μ(y) to the sum on the left

side of

μi

1− μi

∑
|x⊕y|=1

(1− xi) f(x) (1 − f(y))μ(x) =
μi

1− μi
Eμ[f(x) s0(f, x, i)]

and to the sum on the left side of∑
|x⊕y|=1

yi f(x) (1 − f(y))μ(y) = Eμ[(1− f(y)) s1(f, y, i)].

The left sides of these identities are thus equal. This implies that (2) holds and
therefore also the lemma. ��

We recall Jensen’s Inequality.

Proposition 7. Let ϕ : R ⊆ R → R be convex, 0 ≤ λi ≤ 1,
∑n

i=1 λi = 1. Then

ϕ

( n∑
i=1

xi λi

)
≤

n∑
i=1

ϕ(xi)λi. (4)

Definition of D. Let F be a k-cnf which defines f and μ = (μ1, ..., μn) a
product distribution. We start with defining the randomized algorithm eppz(F )
(Extended Paturi & Pudlák & Zane Algorithm [22]). It takes as input F and
outputs a point x ∈ {0, 1}n. The algorithm chooses uniformly at random some
permutation π of the variable indices [n]. For i = 1, ..., n the variable vπ(i) is set
to 1 if the single-variable clause (vπ(i)) is in F , set to 0 if (vπ(i)) is in F , or —
in the last case — the value of vπ(i) is set to 1 with probability μi and to 0 with
probability 1 − μi. At the end x is output. Define for D = DF the mass of a
point x as

DF (x) := Pr(eppz(F ) outputs x).

The probability is over the random choices eppz makes. We are only interested
in the event that some true point, i.e. satisfying assignment, is output.
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Lemma 8 (Extension of [22]). Let f be a k-cnf function defined by F and x
a true point of f . Then

DF (x) ≥ μ(x)
n∏

i=1

(
1
μi

) s1(f,x,i)
k

(
1

1− μi

) s0(f,x,i)
k

. (5)

Proof. Denote by lj(F, π, x, i) the indicator the eppz sets the value of variable
vi randomly to j, j ∈ {0, 1}, given that π was chosen and x output. We prove
the following claim first.

Eπ [l0(F, π, x, i)] ≤ (1− xi)
(

1− s0(f, x, i)
k

)
= (1− xi)−

(
s0(f, x, i)

k

)
. (6)

Eπ [l1(F, π, x, i)] ≤ xi

(
1− s1(f, x, i)

k

)
= xi −

(
s1(f, x, i)

k

)
. (7)

Let x be true point and x′ be a false point such that |x⊕ x′| = 1 and xi 	= x′
i.

Since x is a true point and x′ a false point there exists a clause C =
∨

l∈P vl ∨∨
l∈N vl in F such that C(x′) = 0 and C(x) = 1. Since |x⊕x′| = 1 the only literal

in C set to 1 by x is the literal of variable vi. (Note that i ∈ P if j = 1 and i ∈ N
if j = 0.) Algorithm eppz sets the value of vi deterministically if i occurs after
all indices P ∪ N \ {c} in π. This happens with probability 1/|P ∪ N | ≥ 1/k.
The existence of C is indicated by sj(f, x, i). Thus Prπ(lj(F, x, π, i) = 0) ≥
sj(f, x, i)/k. This implies Prπ(lj(F, x, π, i) = 1) ≤ 1−sj(f, x, i)/k whether xi = 0
or xi = 1. The probability is however 0 in one of the cases which we express by
a factor xi and 1− xi, respectively. This proves the claim.

Let P be the set of all permutations of the variable indices [n] and x ∈ {0, 1}n.
Using Jensen’s Inequality (4) and then (6) yields

DF (x) =
∑
σ∈P

Pr(eppz(F ) = x |π = σ) Pr(π = σ) =

=
∑
σ∈P

n∏
i=1

μ
l1(F,σ,x,i)
i (1− μi)l0(F,σ,x,i) 1

n!
≥(4)

≥ 2Eπ[
∑n

i=1 log(μi) l1(F,π,x,i))+log(1−μi) l0(F,π,x,i)] =

=
n∏

i=1

μ
Eπ[l1(F,π,x,i)]
i (1− μi)Eπ[l0(F,π,x,i)] ≥(6),(7)

≥
n∏

i=1

μ
xi− s1(f,x,i)

k

i (1− μi)(1−xi)− s0(f,x,i)
k =

= μ(x)
n∏

i=1

μ
− s1(f,x,i)

k

i (1− μi)−
s0(f,x,i)

k .

��
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Concentration on True Points. We are now in a position to make our intu-
ition precise. We provide a lower bound for EDF [f ] and use it to prove an upper
bound on Iμ(f). We prove actually a more general result than Theorem 1 to
emphasize a counter intuitive fact. Hard instances of eppz have small total influ-
ence. Comparing with results from circuit complexity [4,16] and PAC-learning
[16,7] we would rather guess the opposite. In the definition of hard instances we
take into account that the success probability pF of eppz, i.e. pF = Ex∼DF [f(x)],
depends on μ(f). In particular, pF ≥ μ(f) holds.

Definition 9. Let pF be the success probability of eppz given a k-cnf F as an
input. Let f be the function defined by F . F is called c-hard iff pF ≤ c μ(f). A
Boolean function g is called (c, k)-hard iff there exists a k-cnf G defining g such
that G is c-hard.

Theorem 10. Let μ be a product distribution and f be a (c, k)-hard function
with μ(f) > 0. Then,

Iμ(f) ≤ uμ k μ(f) log(c).

Theorem 1 follows because any k-cnf function is (1/μ(f), k)-hard.

Proof (of Theorem 10). Define

S := Eμ

[
f(x)

( n∑
i=1

log(1/μi) s1(f, x, i) + log(1/(1− μi)) s0(f, x, i)
)]

.

We have

EDF [f ] ≥(5) Eμ

[
f(x)

n∏
i=1

(
1
μi

) s1(f,x,i)
k

(
1

1− μi

) s0(f,x,i)
k

]
=

= μ(f) Eμ

[
1

μ(f)
f(x)

n∏
i=1

(
1
μi

) s1(f,x,i)
k

(
1

1− μi

) s0(f,x,i)
k

]
≥(4)

≥ μ(f) 2S (k μ(f))−1
.

By the prerequisites, there exists a k-cnf F such that

EDF [f ] ≤ c μ(f),

and therefore S ≤ k μ(f) log(c). It it is worthwhile to take a second look at this
calculation and note that the application of Jensen’s Inequality is responsible for
the factor μ(f) log(c) in our final result. We are left with relating S and Ip(f).
By linearity of expectation

S =
n∑

i=1

log(1/μi) Eμ[f(x) s1(f, x, i)] + log(1/(1− μi)) Eμ[f(x) s0(f, x, i)].
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By Lemma 6

Iμ(f) =
n∑

i=1

1
μi

Eμ[f(x) s1(f, x, i)] +
1

1− μi
Eμ[f(x) s0(f, x, i)].

We want a constant c = c(μ) s.t. Iμ(f) ≤ c S. A sufficient condition is given by
the inequalities (

1
μi
− c log(1/μi)

)
Eμ[f(x) s1(f, x, i)] ≤ 0

and (
1

1− μi
− c log(1/(1− μi))

)
Eμ[f(x) s0(f, x, i)] ≤ 0

for all i ∈ [n]. Setting c = uμ finishes the proof of Theorem 1. ��

Remarks

– The combinatorial picture: The quantity n−I(f) (2μ1/2(f))−1 is the average
degree of the graph which consists of all true points of f and in which we
draw an edge between two vertices iff they have Hamming distance 1 to each
other. If the graph emerges from a k-cnf function then it is average degree
is at least n− k log(1/μ1/2(f)).

– Tightness: We define the parity function on k out of n variables as
PARk

n(x) := 1⊕x1⊕...⊕xk. Clearly, μ1/2(PARk
n) = 1

2 and I(PARk
n) = k. We

recall the Edge-Isoperimetric Inequality: I(f) ≥ 2 μ1/2(f) log(1/μ1/2(f)) for
any Boolean function f . The functions PAR1

n and PARk
n witness that the

Edge-Isoperimetric Inequality and our upper bound are tight for functions
with μ1/2(f) = 1

2 , so called balanced functions. In particular, the gap be-
tween the smallest possible and the largest possible total influence of k-cnf
functions has to be exactly k for balanced functions and if μ = μ1/2. It
is not clear for what other values of μ1/2(f) and k this holds. However,
I(f) = 2 μ1/2(f) log(1/μ1/2(f)) for all 1-cnf functions since the bounds
match in this case.

– Improvement of Boppana’s Bound [4]: A consequence of our upper bound
is I(f) ≤ 1.062 k. For seeing this note that the upper bound on I(f) has
the form 2 z log(1/z). The function z log(1/z) takes its maximum in the
interval (0, 1] at the inverse Euler constant 1/2.718... what we can see by
differentiating.

– DNFs: By definition, Iμ
i (f) = Iμ

i (1 − f). This implies an upper of Iμ(f) ≤
uμ k (1− μ(f)) log(1/(1− μ(f))) for any k-dnf function f .

4 Calculating Variable Influences

Variable influences capture the effect of removing a variable. This is a simple
consequence of Lemma 6. Assume we have the given Boolean function fF defined



110 P. Traxler

by a cnf F . Let F (i) be F after removing xi. We consider F (i) as a cnf over n−1
variables. Thus, fF (i) is a Boolean function of the form {0, 1}n−1 → {0, 1}. Define
ΔiF := μ(fF )− μ(fF (i)). We observe: If F is satisfiable, then F (i) is satisfiable
iff ΔiF < μ(fF ).

Lemma 11. Let i ∈ [n] and F be a cnf which defines f .

Iμ
i (f) =

∑
j∈{0,1}

Pr
x∼μ

(f(x) = 1 |xi = j)− Pr
x∼μ

(f(x) = f(x⊕ ei) = 1 |xi = j).

Proof. We recall (1) (Lemma 6). It holds that

Iμ
i (f) =

1
1− μi

Eμ[f(x) s0(f, x, i)] +
1
μi

Eμ[f(x) s1(f, x, i)].

The claim follows then from

Eμ[f(x) sj(f, x, i)] = Pr
x∼μ

(xi = j, f(x) = 1, f(x⊕ ei) = 0) =

= Pr
x∼μ

(xi = j, f(x) = 1)− Pr
x∼μ

(xi = j, f(x) = 1, f(x⊕ ei) = 1) =

= Pr
x∼μ

(xi = j)
(

Pr
x∼μ

(f(x) = 1 |xi = j)− Pr
x∼μ

(f(x) = f(x⊕ ei) = 1 |xi = j)
)

.

��
We get for the uniform distribution,

Ii(f) = 2(μ1/2(f)− Pr
x∼μ1/2

(f(x) = f(x⊕ ei) = 1)).

Corollary 12. Let i ∈ [n] and F be a cnf which defines f .

ΔiF =
Ii(f)

2
.

Proof. Clearly, μ1/2(fF (i)) = Prx∼μ1/2(fF (x) = fF (x ⊕ ei) = 1). ��

We noted this result because it allows us to compute variable influences in cnfs
without designing a new algorithm. If we can compute the involved probabilities,
we can compute variable influences and thus the total influence. If μ = μ1/2, the
problem reduces to counting by the previous corollary. An approach of Gomes
et al. [8] uses SAT-solvers to approximately count satisfying assignments. Their
approach outperforms exact counting algorithms on the tested instances. If the
Boolean function is not given by a cnf, we may use the algorithm in [1]. Also note
that the theorem yields tractable special cases. An important tractable special
case of #SAT are cnfs with bounded tree-width. See for example [6].



Variable Influences in Conjunctive Normal Forms 111

Further Remarks

– Complexity: The problem of computing variable influences in cnfs w.r.t.
μ1/2 is #P-completeness. This follows directly from the observation that
In+1(fF ′) = 2μ1/2(fF ′) = μ1/2(fF ) for a cnf F over variables x1, ...., xn and
F ′ = F ∧ xn+1. For the #P-completeness of computing the total influence
of a cnf we set F ′ = F ∧

∧n
i=1(xi ∨ xn+i)∧ (xi ∨ xn+i). If τ is the number of

satisfying assignments of F ′ then τ
2n is the number of satisfying assignments

of F .
– Combining our upper bound with the observation that F (i) is satisfiable

iff ΔiF < μ1/2(fF ), we can remove any of at least n − k log(1/μ1/2(fF ))
variables to get a satisfiability equivalent k-cnf.

5 A Special Case of a Conjecture of Kahn and Kalai

Our proof of Theorem 5 is based on the concept of a canonical decision tree used
by Beame [3] to give a combinatorial proof of H̊astad’s Switching Lemma.

Canonical Decision Tree. Let F be a cnf. Fix an order of the variables. The
canonical decision tree for F , T (F ) is defined inductively as follows: 1. If F is
constant 0 or 1 then T (F ) consists of a single leaf node labeled by the corre-
sponding constant value 0 or 1. 2. Let C a clause in F and V be the set of
variables in C. T (F ) starts with a complete binary tree for V . Each leaf lα in
the tree is associated with a point α ∈ {0, 1}V corresponding to the the path
from the root to lα. For each lα we replace the leaf node lα by the subtree T (Fα).
Fα is F with the variables set according to α.

Let F be a k-cnf defining f . We construct a point y ∈ {0, 1}I, I ⊆ [n], s.t.

Pr
x∼μ1/2

(f(x) = 1 | xi = yi ∀i ∈ I) ≥ (1 + δ)μ1/2(f). (8)

The point y is described by a path from the root down T (f).

Construction. We go in the canonical decision tree from the root to some inner
node or leaf. If we are in situation (1) we stop. In situation (2) we set I ← I ∪V
and extend y by α∗ ∈ {0, 1}V s.t. the bias of the function defined by Fα∗ is
maximized. We stop as soon as 8 is satisfied.

Case (1) is clear. So, let C and V be as in Case (2). There are α1, ..., α2|V |−1 ∈
{0, 1}V points satisfying C. One point leads directly to the leaf node 0. For every
i ∈ [2|V |−1] let fi : {0, 1}n → {0, 1} be the function resulting from f after fixing
the values of the coordinates in V according to αi. Then

2|V |−1∑
i=1

μ1/2(fi) = μ1/2(f).
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By averaging there exists j ∈ [2|V | − 1] such that

μ1/2(fj) ≥
μ1/2(f)
2|V | − 1

.

Thus

Pr
x∼μ1/2

(f(x) = 1 |xi = α∗
i ∀i ∈ V ) ≥ μ1/2(f)

2|V |

2|V | − 1
≥ μ(f)

2k

2k − 1
.

Let Vt be the union of all variable index sets after t steps and let y ∈ {0, 1}Vt

describe the path gone so far. Then

Pr
x∼μ

(f(x) = 1 |xi = yi ∀i ∈ Vt) ≥ μ(f)
(

2k

2k − 1

)t

.

Define t as the smallest integer larger than log(1 + δ)/ log(2k/(2k − 1)). This
proves the existence of a point y ∈ {0, 1}I which satisfies (8) and |I| ≤ t k =
O(k 2k log(1 + δ)).

We did not use the monotonicity of f yet. So, let f be monotone increasing.
The theorem states the existence of I and ỹ = (1, ..., 1) ∈ {0, 1}I rather than an
arbitrary point y ∈ {0, 1}I. Since f is monotone increasing

Pr
x∼μ1/2

(f(x) = 1, xi = 1 ∀i ∈ I) ≥ Pr
x∼μ1/2

(f(x) = 1, xi = yi ∀i ∈ I).

Together with μ1/2(y) = μ1/2(ỹ), the theorem follows.
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Abstract. We offer a new understanding of some aspects of practi-
cal SAT-solvers that are based on DPLL with unit-clause propagation,
clause-learning, and restarts. On the theoretical side, we do so by ana-
lyzing a concrete algorithm which we claim is faithful to what practical
solvers do. In particular, before making any new decision or restart, the
solver repeatedly applies the unit-resolution rule until saturation, and
leaves no component to the mercy of non-determinism except for some
internal randomness. We prove the perhaps surprising fact that, although
the solver is not explicitely designed for it, it ends up behaving as width-
k resolution after no more than n2k+1 conflicts and restarts, where n
is the number of variables. In other words, width-k resolution can be
thought as n2k+1 restarts of the unit-resolution rule with learning. On
the experimental side, we give evidence for the claim that this theoretical
result describes real world solvers. We do so by running some of the most
prominent solvers on some CNF formulas that we designed to have res-
olution refutations of width k. It turns out that the upper bound of the
theoretical result holds for these solvers and that the true performance
appears to be not very far from it.

1 Introduction

The discovery of a method to introduce practically feasible clause learning to
DPLL-based solvers [15,10] layed the foundation of what is sometimes called
“modern” SAT-solving. These methods set the ground for new effective imple-
mentations [11] that spawned tremendous gains in the efficiency of SAT solvers
with many practical applications. Such great and somewhat unexpected suc-
cess seemed to contradict the widely assumed intractability of SAT, and at the
same time uncovered the need for a formal understanding of the capabilities and
limitations underlying these methods.

Several different approaches have been suggested in the literature for devel-
oping a rigorous understanding. Among these we find the proof-complexity ap-
proach, which captures the power of SAT solvers in terms of propositional proof
systems [3,4,9], and the rewriting approach, which provides a useful handle to
reason about the properties of the underlying algorithms and their correctness
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[12]. In both approaches, SAT solvers are viewed as algorithms that search for
proofs in some underlying proof system for propositional logic. With this view
in mind, it was illuminating to understand that the proof system underlying
modern solvers is always a subsystem of resolution [3]. In particular, this means
that their performance can never beat resolution lower bounds, and at the same
time it provides many explicit examples where SAT solvers require exponential
time. Complementing this is the observation that an idealized SAT solver that
relies on non-determinism to apply the techniques in the best possible way will
be able to perform as good as general resolution [4,9]. As the authors in [4] put it,
the negative proof complexity results uncover examples of inherent intractability
even under perfect choice strategies, while the positive proof complexity results
give hope of finding a good choice strategy.

In this work we add a new perspective to this kind of rigorous result. On one
hand we try to avoid non-deterministic choices on all components of our ab-
stract solver and still get positive proof complexity results. On the other hand,
we test the theoretical results experimentally with some of the available solvers,
on benchmarks designed for the purpose. Our main finding is that a concrete
family of SAT solvers that do not rely on non-determinism besides mild ran-
domness is at least as powerful as bounded width resolution. The precise proof-
complexity result is that under the unit-propagation rule, the totally random
branching strategy, and a standard learning scheme considered by true solvers,
8k ln(8n)n2k conflicts and deterministic restarts are enough to detect the un-
satisfiability of any CNF formula on n variables having a width-k resolution
refutation, with probability at least 1/2. Note that this bound is not asymp-
totic. The experimental results with actual solvers seem to confirm that our
model is faithful enough. We discuss these at the end of this introduction.

The theoretical result by itself has some nice consequences, which we shall
sketch briefly. First, it is not very surprising that, although not explicitely de-
signed for that purpose, SAT-solvers are able to solve instances of 2-SAT in very
reasonable time. The reason for this is that every unsatisfiable 2-CNF formula
has a resolution refutation of width two. More strongly, our result can be inter-
preted as showing that width-k resolution can be simulated by O(k log(n)n2k)
rounds of unit-clause propagation. To our knowledge, such a tight connection
between width-k resolution and repeated application of “width-one” methods
was unknown before. Another consequence is that SAT solvers are able to solve
formulas of bounded branch-width (and hence bounded treewidth) in polyno-
mial time. We elaborate on these later in the paper. Finally, from the partial
automatizability results in [5], it follows that SAT solvers are able to solve formu-
las having polynomial-size tree-like resolution proofs in quasipolynomial time,
and formulas having polynomial-size general resolution proofs in subexponential
time.

Concerning the techniques, it is perhaps surprising that the proof of our main
result does not proceed by showing that the width-k refutation is learned by the
algorithm. For all we know the produced proof has much larger width. All we
show is that every width-k clause in the refutation is absorbed by the algorithm,
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which means that it behaves as if it had been learned, even though it might not.
In particular, if a literal and its complement are both absorbed, the algorithm
correctly declares that the formula is unsatisfiable. This analysis is the main
technical contribution of this paper, and deviates significantly from [4] and [9].

Before we close this introduction, a few words on the experimental results are
in order. We considered six of the most popular available SAT solvers: BerkMin
5.61 [8], MinSAT 2 [7], Siege ver. 4 [14], zChaff 2001.2.17 (32-Bit version), ZChaff
2007.3.12. (64-Bit) [11] and RSat 2.02 [13]. We ran each of these solvers with
specially designed families of unsatisfiable formulas. The formulas come param-
eterized by two integers q and k and are designed in such a way that the number
of variables n is roughly k2q, the number of clauses is roughly 8k2q, and they
have width-k resolution refutations. The outcome from the experiment appears
to be that the number of decisions (and hence conflicts) that the solvers make
on those formulas is bounded by a function of the form nck , where ck is a real
number that is in fact smaller but comparable to k.

2 Preliminaries

A literal is a propositional variable x or its negation x̄. We use the notation x0

for x̄ and x1 for x. Note that xa is defined in such a way that the assignment
x = a satisfies it. For a ∈ {0, 1}, we also use ā for 1− a, and for a literal  = xa

we use ̄ for x1−a. A CNF formula F is a set of clauses which in turn are sets
of literals. The width of a clause is the number of literals in it. For two clauses
A = {x, 1, . . . , r} and B = {x̄, ′1, . . . , 

′
s} we define the resolvent of A and B

by Res(A, B) = {1, . . . , r, 
′
1, . . . , 

′
s}. We further write Res(A, B, x) if we want

to refer to the variable which we resolve on. For a clause C, a variable x, and a
truth value a ∈ {0, 1}, the restriction of C on x = a is the constant 1 if the literal
xa belongs to C, and the clause obtained from C by deleting any occurrence of
the literal x1−a otherwise. We write C|x=a for the restriction of C on x = a.
A partial assignment is a sequence of assignments (x1 = a1, . . . , xr = ar) with
all variables distinct. If S is a partial assignment and C is a clause, we let C|S
be the result of applying the restrictions x1 = a1, . . . , xr = ar to C. Clearly the
order does not matter. We say that S satisfies C if it sets at least one of its
literals to 1; i.e., if C|S = 1. We say that S falsifies C if it sets all its literals
to 0; i.e., if C|S = ∅. If D is a set of clauses, we let D|S denote the result of
applying the restriction S to each clause in D, and removing the resulting 1’s.
We call D|S the residual set of clauses.

3 Algorithm and Resolution Width

3.1 Definition of the Algorithm

A state is a sequence of assignments (x1 = a1, . . . , xr = ar) in which all
variables are distinct and some assignments are marked as decisions. We use the
notation xi

d= ai to mean that the assignment xi = ai is a decision assignment.
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In this case xi is called a decision variable. The rest of assignments are called
implied assignments. We use the letters S and T to denote states. The empty
state is the one without any assignments.

The algorithm maintains a current state S and a current database of clauses D.
There are four modes of operation DEFAULT, CONFLICT, UNIT, and DECISION.
Here is what the algorithm is required to do in each mode:

– DEFAULT. Check if S satisfies every clause in D, in which case stop and
output SAT together with the current state S. Otherwise, check if S falsifies
some clause in D, in which case move to CONFLICT mode. If not all clauses
are satisfied and none of the clauses is falsified, move to UNIT mode. Finally,
if control reaches this point, move to DECISION mode.

– CONFLICT. Apply the learning scheme to add a new clause to D. Then
apply the restart policy to decide whether to continue further or to restart
in DEFAULT mode with S initialized to the empty state and the current
D. In case we continue further, find the most recently added (or conflict-
causing) decision x

d= a in S, if such exists. If none is found, stop and output
UNSAT. If one is found, replace it by x = a, delete all later assignments from
S, and go back to DEFAULT mode.

– UNIT. For any clause in D for which S gives value to all its literals but one,
say xa, add x = a to the current state and go back to DEFAULT mode.

– DECISION. Apply the branching strategy to determine a decision x
d= a to

be added to the current state, and go back to DEFAULT mode.

The algorithm is started in DEFAULT mode with the empty state as the current
state and the given CNF formula F as the current database.

The well-known DPLL-procedure is the special case of this algorithm in which
the learning scheme never adds any new clause, the restart policy does not dictate
any restart at all, and the branching strategy chooses the first (or any other) vari-
able that is still unset in the current state. Note that unit-propagation is enforced
greedily before every decision is made in accordance to practical implementa-
tions. Modern SAT-solvers enhance the performance of the DPLL-procedure
by implementing non-trivial learning schemes, restart policies, and branching
strategies, as well as a technique known as backjumping. This is the mechanism
by which the solver in CONFLICT mode determines which conflict-causing de-
cision to backtrack on, based on the clause that the learning scheme adds to
the database. We discuss our choice for these components of the algorithm in
Section 3.3.

3.2 Runs of the Algorithm

Consider a run of the algorithm started in DEFAULT mode with the empty state
and initial database D, until a clause is falsified and thus a conflict occurs. Such a
run is called a round started with D and we represent it by the sequence of states
S0, . . . , Sm that the algorithm goes through, where S0 is the empty state and Sm

is the state where the falsified clause is found. Note that for i ∈ {1, . . . , m}, the
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state Si extends Si−1 by exactly one assignment of the form xi = ai or xi
d= ai

depending on whether UNIT or DECISION is executed at that iteration.
A partial round is an initial segment S0, . . . , Sr of a round up to a state where

one of the following is true for the residual database D|Sr : either D|Sr has no
clauses left, or D|Sr contains the empty clause, or D|Sr does not contain any
unit clause. If one of the first two cases occurs we say that the partial round is
conclusive. If a partial round is not conclusive we call it unconclusive. We say
that the partial round satisfies a clause if its last state, interpreted as a partial
assignment, satisfies it. We say that it falsifies it if its last state, interpreted as a
partial assignment, falsifies it. Note that a round may neither satisfy nor falsify
a clause.

One important feature of partial rounds is that if they are unconclusive, then
the residual database D|Sr does not contain unit clauses and, in particular, it
is closed under unit propagation. This means that for an unconclusive partial
round S0, . . . , Sr started with D, if A is a clause in D and Sr falsifies all its
literals but one, then Sr must satisfy the remaining literal, and hence A as well.
Besides those in D, other clauses may have this property, which is important
enough to deserve a definition:

Definition 1. Let D be a set of clauses and let A be a non-empty clause. We
say that D absorbs A if for every literal  in A and every unconclusive partial
round S0, . . . , Sr started with D, if Sr falsifies A \ {}, then it satisfies A.

We argued already that every clause in D is absorbed by D. We give an example
showing that D may absorb other clauses. Let D be the database consisting of
the three clauses

a ∨ b̄ b ∨ c ā ∨ b̄ ∨ d ∨ e.

In this example, the clause a ∨ c is absorbed by D but does not belong to D.
Also the clause b̄ ∨ d ∨ e is not absorbed by D (consider the partial round that
starts by d

d= 0, e
d= 0) but is a consequence of D (resolve the first and the third

clause on a).
The following lemma states three nice monotonicity properties of the concept

of clause-absorption, where the first is the one that motivated its definition. We
omit the proof due to space restrictions.

Lemma 1. Let D and E be sets of clauses and let A and B be non-empty
clauses. The following hold:

1. if A belongs to D, then D absorbs A,
2. if A ⊆ B and D absorbs A, then D absorbs B,
3. if D ⊆ E and D absorbs A, then E absorbs A.

The following lemma describes how the resolvent of two absorbed clauses might
look if it stays unabsorbed. We say that a partial round S0, . . . , Sr branches in
a set of literals C if all decision variables of Sr are variables of C.

Lemma 2. Let D be a set of clauses, let A and B be two resolvable clauses that
are absorbed by D, and let C = Res(A, B). If C is non-empty and not absorbed
by D, then the following hold:
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1. there is a literal xa which occurs in both A and B,
2. there is an unconclusive partial round R started with D that falsifies C\{xa},
3. the partial round R branches in C \ {xa} and leaves x unassigned, and
4. extending R by the decision x

d= ā yields a conclusive round.

Proof. Let A = {, 1, . . . , p} and B = {̄, ′1, . . . , ′q}. As C is non-empty and
not absorbed by D, there is a literal xa in C and an unconclusive partial round
T0, . . . , Ts started with D which falsifies C′ = C \ {xa} but does not satisfy
C. In particular x is not assigned a in Ts. Also x is not assigned ā in Ts since
otherwise, as A and B are absorbed by D, both  and ̄ would be satisfied by
Ts. This shows that x is unassigned in Ts.

Assume without loss of generality that xa belongs to A, let A′ = A\{xa} and
define B′ = B \{̄}. We also have that xa belongs to B. To see this, observe that
otherwise Ts would falsify B′, implying that  is falsified by Ts as B is absorbed
by D. Then Ts falsifies A′ and thus x is set to a in Ts, this time because A is
absorbed by D. This contradicts the previous argument that x is unassigned in
Ts. Altogether we have that xa occurs in both A and B.

We still need to prove the existence of an unconclusive partial round S0, . . . , Sr

as stated in the Lemma. We will construct this round from the given unconclusive
one T0, . . . , Ts. As Ts falsifies C′ and x is unassigned in Ts the sole issue we need
to resolve is the possibility that Ts might not branch in C′. We will define
S0, . . . , Sr inductively. It will be convenient to also define an offset ji for each
i ∈ {0, . . . , r}. Recall that S0 is the empty state by definition. We define j0 = 0.
To construct Si+1, let h > ji be the minimum number in {0, . . . , s} such that
the h-th assignment in Ts is of one of the following types, if it exists:

1. a decision y
d= b for some variable y from C′,

2. an implied assignment y = b, and {yb} is a unit clause in D|Si ,
3. an implied assignment y = b, and y is a variable from C′.

If no such h exists, we stop the construction and let r = i. If such an h exists, we
define ji+1 = h and Si+1 from Si by cases. In the first of the three cases above,
let Si+1 be obtained from Si by adding the decision y

d= b. In the second case,
the assignment is due to the existence of the unit clause {yb} in D|Th−1 . As {yb}
is also a unit clause in D|Si , we define Si+1 as the extension of Si by adding this
assignment. If the first two cases do not occur, we must be in the third, and we
define Si+1 from Si by extending it with y

d= b.
Clearly, this defines a valid partial round S0, . . . , Sr which branches in C′.

Further Sr falsifies C′ and all the assignments in Sr also appear in Ts except for
some additional “decision” marks on some assignments. Therefore the partial
round is unconclusive and the variable x is unassigned in Sr. Finally, as the
assignments Sr and Ts are the same with respect to the literals in A and B,
extending the partial round S0, . . . , Sr by a decision x

d= ā yields a conclusive
round; otherwise both  and ̄ would be satisfied since both A and B are absorbed
by D. ��

The following lemma will allow us to turn the existential statement about a
partial round R in Lemma 2 into a universal statement about all partial rounds
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R′ that make decisions that are already in R. If R and R′ are partial rounds,
we say that the decisions of R′ are subsumed by R if every decision assignment
in R′ is also an assignment in R. We say that R′ is subsumed by R if every
assignment made in R′ is also an assignment in R.

Lemma 3. Let D be a set of clauses, let R be an unconclusive partial round
started with D, and let R′ be a partial round started with D with all its decisions
subsumed by R. Then R′ is subsumed by R.

Proof. Let S0, . . . , Sr and T0, . . . , Ts be the partial rounds R and R′, respectively.
Assume for contradiction that R′ is not subsumed by R. Then there exists a
minimal i ∈ {1, . . . , s} such that all assignments made in Ti−1 are also in made
in R, but the last assignment in Ti is not made in R. Since every decision
assignment in R′ is also an assignment in R, the last assignment in Ti must be
an implied one of the form x = a. Thus, there exists a unit clause {xa} in D|Ti−1 .
As every assignment in Ti−1 is also made in R, and as R is unconclusive and
does not contain x = a or x

d= a, there exists a j ∈ {0, . . . , r} such that this unit
clause is also present in D|Sj . Finally, since R is an unconclusive partial round,
D|Sr does not contain unit clauses and thus x = a is also an assignment in Sr.
Contradiction. ��

One consequence of this lemma is that under the hypothesis and the notation of
Lemma 2, if xa and R are the literal and the unconclusive partial round claimed
to exist in that lemma, then every partial round started with D that has all
its decisions subsumed by R stays unconclusive, and if in addition it ends up
falsifying C \ {xa}, then it yields a conclusive round after extending it with
x

d= ā. Indeed, the extension x
d= ā would force the round to satify both  and

̄ as both A and B are absorbed by hypothesis. We will need this fact in what
follows.

3.3 Restart Policy, Learning Scheme, and Branching Strategy

The only really important issue of the restart policy that we want to use is that it
should dictate restarts often enough. As a matter of fact, we will state and prove
our result for the most aggressive of all restart policies, the one that dictates a
restart at every conflict, and the analysis will extend to other restart policies by
monotonicity. More precisely, by the monotonicity properties discussed in the
previous section, it will follow from our analysis that if we decide to use a policy
that allows c > 1 conflicts per round before a restart, then the upper bound on
the number of required restarts can only decrease (or stay the same). Only the
upper bound on the number of conflicts would appear multiplied by a factor of
c, even though the truth might be that even those decrease as well. One further
consequence of monotonicity is that the validity of our analysis is insensitive
to whether the solver implements backjumping or not. For the same reason as
before, allowing c > 1 conflicts per round with their corresponding backjumps
can only decrease the number of required restarts in our analysis, and multiply
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the number of conflicts by a factor of c. Thus, for the rest of the paper, we fix
the restart policy to the one that restarts at every conflict.

Let us discuss now the learning scheme. This determines which clause to add
to the database in the CONFLICT mode of the algorithm. We will consider the
scheme called Decision in the literature, that obtains the clause by the following
method. Let S0, . . . , Sm be a conclusive round started with the clause database
D that ends up falsifying some clause of D. We anotate each state Si of the
round by a clause Ai by reverse induction on i ∈ {1, . . . , m}:

1. For i = m, let Ai be the first clause in D that is falsified by Si.
2. For i < m for which xi

d= ai is a decision, let Ai = Ai+1.
3. For i < m for which xi = ai is implied, let Bi be the first clause in D which

contains literal xai

i and for which Si−1 gives value to all its literals but one,
and let Ai = Res(Ai+1, Bi, xi) if these clauses are resolvable on xi, and let
Ai = Ai+1 otherwise.

It is quite clear from the construction that each Ai has a resolution proof from
the clauses in the database D. In fact, the resolution proof is linear and even
trivial in the sense of [4]. The learning scheme called Decision is the one that
adds the clause A1 to the current database after each conflict. It is not hard to
check that every literal in A1 is the negation of some decision literal in Sm; this
will be important later on.

The branching strategy determines which literal xa is branched next in the
DECISION mode of the algorithm. We will analyse the totally random branch-
ing strategy defined as follows: if the current state of the algorithm is S, we
choose a variable x uniformly at random among the variables that appear in
the residual database D|S , and a value a in {0, 1} also uniformly at random
and independently of x. Our analysis actually applies to any other branching
strategy that randomly chooses between making a heuristic-based decision or a
random decision as above, provided the second case has non-negligible probabil-
ity of happening. If p ∈ (0, 1] is the probability of the second case, the bounds in
our analysis will appear multiplied by a factor of p−k, where k is the resolution
width that we are trying to achieve.

3.4 Resolution Width

We start by analysing the number of rounds it takes until the resolvent of two
absorbed clauses is absorbed as a function of its width.

Lemma 4. Let D be a database of clauses, and let A and B be two resolv-
able clauses that are absorbed by D and that have a non-empty resolvent C =
Res(A, B). Then, for every integer t ≥ 0, the probability that C is not absorbed
by the database after t restarts is at most e−t/4nk

, where n is the total number
of variables in D and k is the width of C.

Proof. Let D0, D1, . . . , Dt be the sequence of databases produced by the algo-
rithm, starting with D = D0. By the monotonicity properties in Lemma 1, if C
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is ever absorbed by some Di it will stay so until Dt. Thus, it will suffice to bound
the probability that Di+1 does not absorb C conditional on the event that Di

does not absorb C.
Assume Di does not absorb C. By Lemma 2, there exists a literal xa in

A ∩ B ∩ C and an unconclusive partial round R started with Di that falsifies
C \ {xa}, branches in C \ {xa}, leaves x unassigned, and the extension of R by
x

d= ā yields a conclusive round. Moreover, by Lemma 3 and the discussion after
it, any partial round R′ that has all its decisions subsumed by R stays subsumed
by R and unconclusive, and if it ends up falsifying C \ {xa}, then its extension
by x

d= ā will also yield a conclusive round. Such a round would yield a conflict
that makes the Decision scheme learn a subclause of C, which implies that C
would be absorbed by Di+1 by Lemma 1.

First, let us compute a lower bound on the probability that the first k − 1
choices of the branching strategy falsify C \ {xa} and that the k-th choice is
x

d= ā. This probability is at least[(
k − 1
2n

)(
k − 2

2(n− 1)

)
· · ·

(
1

2(n− k + 2)

)](
1

2(n− k + 1)

)
≥ 1

4nk
.

Note that a round following these choices may not even be able to do some of
the decisions as the corresponding assignments may be implied. However, before
the decision x

d= ā, the round will only perform decisions that are subsumed
by R and therefore stay subsumed by R by Lemma 3. In particular it will stay
unconclusive and x will remain unset. It follows that the probability that the
round will start by branching in, and falsifying, C \ {xa}, and end by deciding
x

d= ā can only increase. This gives a lower bound on the probability that a
subclause of C is actually learned, and with it, the probability that C is not
absorbed by Di+1 is bounded by 1− 1

4nk .
By chaining these t conditional probabilities, the probability that C is not

absorbed by Dt is bounded by(
1− 1

4nk

)t

≤ e−t/4nk

,

as was to be proved. ��

Finally, we are ready to state and prove the main result of the paper.

Theorem 1. Let F be a set of clauses on n variables having a resolution refuta-
tion of width k and length m. With probability at least 1/2, the algorithm started
with F learns the empty clause after at most 4m ln(4m)nk conflicts and restarts.

Proof. The resolution refutation must terminate with an application of the reso-
lution rule of the form Res(x, x̄). We will show that for both  = x and  = x̄, the
probability that {} is not absorbed by the current database after 4m ln(4m)nk

restarts is at most 1/4. Thus, both {x} and {x̄} will be absorbed with probabil-
ity at least 1/2. If this is the case, it is straightforward that every round of the
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algorithm is conclusive. In particular, the round that does not make any decision
is conclusive, and in such a case the empty clause is learned.

Let C1, C2, . . . , Cr = {} be the resolution proof of {} that is included in
the width-k resolution refutation of F . In particular r ≤ m − 1 and every Ci

is non-empty and has width at most k. Let D0, D1, . . . , Ds be the sequence of
databases produced by the algorithm where s = rt and t = �4 ln(4r)nk�. For
every i ∈ {0, . . . , r}, let Ei be the event that every clause in the initial segment
C1, . . . , Ci is absorbed by Dit, and let Ei be its negation. Note that Pr[ E0 ] = 1
vacuously and hence Pr[ E0 ] = 0. For i > 0, we bound the probability that
Ei does not hold conditional on Ei−1 by cases. Let pi = Pr[ Ei | Ei−1 ] be this
probability. If Ci is a clause in F , we have pi = 0 by Lemma 1. If Ci is derived
from two previous clauses, we have pi ≤ e−t/4nk

by Lemma 4, which is at most
1/4r by the choice of t.

The law of total probability gives

Pr
[

Ei

]
= Pr

[
Ei | Ei−1

]
Pr [Ei−1] + Pr

[
Ei | Ei−1

]
Pr

[
Ei−1

]
≤ Pr

[
Ei | Ei−1

]
+ Pr

[
Ei−1

]
.

Adding up over all i ∈ {1, . . . , r}, together with Pr
[
E0

]
= 0, gives

Pr
[

Er

]
≤

r∑
i=1

pi ≤
r

4r
=

1
4
.

Since the probability that Cr is not absorbed by Drt is bounded by Pr[ Er ],
the proof follows. ��

The total number of clauses of width k on n variables is bounded by 2k
(
n
k

)
, which

is at most 2nk for every n and k. Therefore, if F has n variables and a width-k
resolution refutation, we may assume that its length is at most 2nk. We obtain
the following consequence:

Corollary 1. Let F be a set of clauses on n variables having a resolution refu-
tation of width k. With probability at least 1/2, the algorithm started with F
learns the empty clause after at most 8k ln(8n)n2k conflicts and restarts.

An application of Corollary 1 is that, even though it is not explicitely defined
for the purpose, the algorithm can be used to decide the satisfiability of CNF
formulas of treewidth at most k in time O(k log(n)n2k+2). This follows from
the known fact that every unsatisfiable formula of treewidth at most k has
a resolution refutation of width at most k + 1 [1,6,2]. If we are interested in
producing a satisfying assignment when it exists, we proceed by self-reducibility:
we assign variables one at a time, running the algorithm log2(n) + 1 times at
each iteration to detect if the current partial assignment cannot be extended
any further, in which case we choose the complementary value for the variable.
For this we use the fact that if F has treewidth at most k, then F |x=a also has
treewidth at most k. Note that each iteration is correct with probability at least
1 − 1/2n, which means that all iterations are correct with probability at least
1/2. The running time of this algorithm is O(k(log(n))2n2k+3).
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4 Experiments on Tseitin Formulas

In this section we will discuss the experiments performed to illustrate our theo-
retical results. The class of formulas we tested are Tseitin formulas on trees of
k-grids. To give a precise definition let the k-grid be a graph Gk = (Vk, Ek) with
vertex set Vk = {vi,j | i, j ∈ [k]} and edges Ek = {{vi,j, vi′,j′} | |i− j|− |i′− j′| =
1}. Let further k′ = �k/2� and define {v1,1, . . . , v1,k′} as the set of top vertices
and {vk,1, . . . , vk,k′} and {vk,k−k′ , . . . , vk,k} that of left and right bottom vertices
of Gk. In a given rooted binary tree T we associate with each node t a distinct
labelled k-grid Gt. Then if t has a child t′ the top vertices of Gt′ are merged
with the left bottom vertices of Gt by identifying v′1,i with vk,i for all i ∈ [k′]. A
second child t′′ is treated analogously by now merging the right bottom vertices
of Gt with the top vertices of Gt′′ .

For any tree of k-grids G = (V, E) as defined above, we construct an un-
satisfiable Tseitin CNF-formula FG. The construction is well-known an can be
found e.g. in [16]. Note that the number of variables of FG is roughly n = k2|V |.
Further, the resolution width of FG is at most k.

Randomized formulas. To average running times of SAT solvers on the above
formulas, we introduce some randomization. Let q ∈ N. A random binary tree
T contains a root r and is constructed as follows. Then for every node t assume
that we know the number q′ > 0 of its descendants to be constructed. Choose
q′′ ≤ q′ u.a.r. and recursively construct two subtrees, one with q′′ nodes, the
other one with q′− q′′ nodes. The process stops if q′ = 0. For q, k ∈ N a random
Tseitin formula Fq,k is a formula FG for some tree of k-grids G which in turn
has been constructed from a random binary tree on q nodes.

4.1 Results

We conducted experiments using several SAT solvers on a Linux machine with
a 3.0 GHz Pentium 4 processor and 1 GB of RAM. The solvers tested include
BerkMin 5.61 [8], MinSAT 2 [7], Siege ver. 4 [14], zChaff 2001.2.17 (32-Bit ver-
sion), zChaff 2007.3.12. (64-Bit) [11] and RSat 2.02 [13]. As running times of the
solvers increase quickly with the parameter k, we chose to consider different test
sets for the different solvers.
Small values k = 2, . . . , 5. For each k we generated instances Fq,k with q varying
from 1 to 101 in steps of 10 with 100 instances per step. Note that for k = 5 and
q = 100 a formula Fq,k already contains about 4000 variables and 14000 clauses.

Average running times for solving instances Fq,k with k = 5 and q = 100
are as small as 20s for RSat, whereas MiniSat timed out after 10000s. We are
however not interested in the actual running times of the solver but we aim at
quantifying the difficulty (as a function of k) of solving these formulas.

We therefore chose to consider the average number of decisions with respect
to the number n of variables of the formulas Fq,k. Under the hypothesis that
for fixed k the number of decisions d is bounded by a polynomial in n, we
determined, for each solver and each n the minimum c = c(k) such that d ≤ nc.
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Table 1. The value c = c(k). For the marks ∗ see the discussion in the text.

grid sz. BerkMin MiniSAT Siege zChaff01 zChaff07 RSat2.0
2 × 2 1.41 1.35 1.44 1.41 1.45 1.32
3 × 3 1.76 1.48 1.75 1.59 1.68 1.45
4 × 4 1.92 2.03 1.92 1.81∗ 1.91 1.60
5 × 5 2.12 2.62∗ 2.03 –∗ 2.07 1.77
6 × 6 – – 2.22 – 2.55∗ 1.91
7 × 7 – – 2.39 – – 2.04∗

8 × 8 – – 2.63∗ – – 2.13∗

The experimental results show that this c is a function c = c(k, n) of k and n.
The dependence of c on n is significant especially for small formulas. However,
for fixed k and large n it turns out that the value of c(k, n) is quite stable.
For example, on formulas with more than 100 tree nodes we observed that the
oscillation of c(k, n) did never exceed 10%. Figure 2 displays the exponents for
RSat, which, for comparability, are given in terms of the tree nodes q.

Altogether, it turns out that for fixed k the number of decisions of the solvers
is bounded by a polynomial nc(k). Figure 1 illustrates these values of c(k) for the
different solvers. The actual values were determined for q = 100, which we chose
as some solvers turned out to have problems solving much larger instances.

In particular, for k = 5 MiniSAT was not able to solve instances with q ≥ 60
within 10000s therefore the corresponding value has been excluded from Fig-
ure 1. Further, although the 2001 zChaff solved many instances for k = 4, 5 and
arbitrary q within the given time bounds, most of these instances could not be
solved due to out-of-memory errors.
Larger values k = 6, . . . , 8. The running times of most solvers quickly exceeded
10000s. Therefore we generated very sparse sets of test instances, mainly to show
the tendency of the growth of the running time.

For k = 6 we generated a test set with q = 1, . . . 101 in steps of 10 with 10
instances per step. On these formulas BerkMin showed a peculiar behaviour in so
far as it was able to solve most instances of up to 6 tree-nodes within 50s although
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starting at 7 nodes it was not at all able to solve any instance within 10000s.
The 2007 version of zChaff was much more stable, but the average running time
exceeded 10000s at 30 tree nodes. The exponent in the table was taken for q = 51
where the average running time exceeded even 31000s.

The test set for k = 7 was identical to that for k = 6. Only Siege and RSat
remained for testing. Siege was able to finish the test set. For RSat, the exponent
was determined at q = 81, since at q = 91 out of memory errors occurred. For
k = 8 we generated a test set of 1, . . . 51 tree nodes in steps of 10 and 5 instances
per step. The average running time of both Siege and RSat was about 60000s at
51 tree nodes.

Discussion. The test set for smaller k seems to confirm the theoretical results of
the previous section. The growth of the decisions of all solvers is polynomial for
each fixed k and the exponent of this running time grows at most linearly with
k. For Siege and RSat this growth even seems to be mildly sublinear, although
exact analysis of this fact would necessitate more detailed tests. Note that the
number of decisions is always at least that of the conflicts. Thus the number of
conflicts is bounded as predicted by Theorem 1.

However, it is not possible to draw a safe conclusion from these results. Espe-
cially by the sparsity of the test set for large k, we cannot take the results to be
more than an illustration of the link we assume between true SAT solvers and
our theoretical results.

5 Future Work

Our theoretical results establish a correlation between restarts and width, and
the experimental results indicate that real-world solvers seem tuned in a way
that exploits this correlation. The experiments are however at an early stage
and further work will be necessary before drawing definitive conclusions. First,
one should try larger test sets and larger values of the parameter k. A sec-
ond particularly urgent matter is that our experiments do not count restarts
directly; they count conflicts, which is only an upper bound on the number of
restarts. Related to this is the question of testing the different solvers with differ-
ent restart policies to compare their behaviour with the theoretical prediction.
This is perhaps the most promising open end for applications of our theoretical
investigation. Third, an important pressing issue is the lack of a truly general
model of randomized formulas of a given width. This is, indeed, a question of
theoretical interest by itself.
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Abstract. It has been observed empirically that clause learning does
not significantly improve the performance of a satisfiability solver when
restricted to learning short clauses only. This experience is supported
by a lower bound theorem: an unsatisfiable set of clauses, claiming the
existence of an ordering of n points without a maximum element, can
be solved in polynomial time when learning arbitrary clauses, but it is
shown to require exponential time when learning only clauses of size
at most n/4. The lower bound is of the same order of magnitude as
a known lower bound for backtracking algorithms without any clause
learning. It is shown by proving lower bounds on the proof length in a
certain resolution proof system related to clause learning.

1 Introduction

Most contemporary SAT solvers are based on extensions of the basic backtrack-
ing procedure known as the DLL-algorithm [6]. One of the most successful of
these extensions is clause learning [11], which works roughly as follows: When
the backtracking algorithm encounters a conflict, i.e., a clause falsified by the
current partial assignment α, then a sub-assignment α′ of α that suffices to cause
this conflict is computed. This sub-assignment α′, the reason for the conflict, can
then be stored in form of a new clause C added to the formula, viz. the unique
largest clause C falsified by α′. This way the algorithm can later backtrack ear-
lier when again a partial assignment extending α′ occurs in another branch of
the search tree, since then the added clause C becomes falsified and thus causes
a conflict.

When clause learning is implemented, a heuristic is needed to decide which
learnable clauses to actually keep in memory, as learning a large number of
clauses leads to excessive memory usage, which slows the algorithm down rather
than helping it. An obvious simple heuristic is to learn only short clauses, i.e.,
to set a threshold (possibly depending on the input clauses), and to keep in
memory only clauses whose size does not exceed the threshold.

Researchers who have experimented with heuristics for clause learning, e.g.
the author himself or Letz [9], have experienced that this simple heuristic is not
very helpful, i.e., learning only short clauses does not significantly improve the
performance of a DLL algorithm for hard formulas The present work aims at

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 128–140, 2009.
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supporting this experience with a rigorous mathematical analysis in the form of
a lower bound theorem.

In earlier work [5], we have shown such a lower bound for the well-known
pigeonhole principle clauses PHPn. These formulas require time 2Ω(n log n) to
solve when learning clauses of width up to n/2 only, whereas they can be solved
in time 2O(n) when learning arbitrary clauses. While this example in principle
shows the weakness of the heuristic, it is not fully satisfactory, since even with
arbitrary learning, the time required is exponential in n, it just takes still more
time – about n! – to solve when learning short clauses only.

Here we provide another example using a set of clauses Ordn based on the or-
dering principle. These formulas can be solved in polynomial time when learning
arbitrary clauses, but require exponential time to solve when learning clauses of
size up to n/4 only. This lower bound is asymptotically the same as the known
exponential lower bound [4] on the time for solving Ordn by DLL algorithms
without clause learning.

The lower bounds on the run-time are shown by proving the same lower
bounds on the length of refutations in a certain propositional proof system. The
relationship of this proof system to the DLL algorithm with clause learning has
been established in several earlier works [5, 7].

2 Preliminaries

A literal is a variable x or a negated variable x̄, the former are positive literals
and the latter negative literals. A clause is a disjunction C = a1 ∨ . . . ∨ ak of
literals ai, its width is w(C) = k, the number of literals in it. We identify a clause
with the set of literals occurring in it, even though for clarity we still write it as
a disjunction. A clause is negative if it contains no positive literals. A formula in
conjunctive normal form (CNF) is a conjunction F = C1 ∧ . . . ∧ Cm of clauses,
it is usually identified with the set of clauses

{
C1, . . . , Cm

}
.

We consider refutation systems for formulas in CNF based on the resolution
rule, which are well-known to be strongly related to DLL algorithms. The proof
systems under consideration have two inference rules: the weakening rule, which
allows to conclude a clause D from any clause C with C ⊆ D, and the resolution
rule, which allows to infer the clause C ∨D from the two clauses C ∨x and D∨ x̄,
provided that the variable x does not occur in either C or D, pictorially:

C ∨ x D ∨ x̄

C ∨ D

We say that the variable x is eliminated in this inference.
A resolution derivation of a clause C from a CNF-formula F is a directed

acyclic graph (dag) with a unique sink, in which every node has in-degree at
most 2, and with every node ν labeled with a clause Cν such that:

1. The sink is labeled with C.
2. If a node ν has one predecessor ν′, then Cν follows from Cν′ by the weakening

rule.
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3. If a node ν has two predecessors ν1, ν2, then Cν follows from Cν1 and Cν2

by the resolution rule.
4. A source node ν is labeled by a clause C in F .

The size of a resolution derivation is the number of nodes in the dag. A resolution
refutation of F is a resolution derivation of the empty clause from F . We call a
derivation tree-like if the underlying unlabeled dag is a tree, otherwise we may
call it dag-like for emphasis.

Note that the weakening rule is redundant in tree-like and dag-like resolution
refutations: its uses can be eliminated from a refutation without increasing the
size. This may not be the case for the proof system we define below.

A resolution derivation is called regular if on every path through the dag, each
variable is eliminated at most once. Regularity is not an essential restriction on
tree-like resolution since minimal tree-like refutations are always regular [13], but
regular dag-like refutations can necessarily be exponentially longer than general
ones [1].

Regular tree-like resolution exactly corresponds to the DLL algorithm by the
following well-known correspondence: the run of a DLL-algorithm on an unsat-
isfiable formula F forms a regular, tree-like resolution refutation of F without
use of the weakening rule. Since the weakening rule is redundant in tree-like
resolution proofs, the converse direction holds as well.

The proof system studied in this work are resolution trees with lemmas (RTL),
which are defined as follows: An RTL-derivation of C from F is defined like a
tree-like resolution derivation of C from F , but here a node with in-degree 2 has
a distinguished left and right predecessor. Then the clause 4 of the definition
liberalized to:

4a. A source node ν is labeled by a clause D in F , or by a clause C labelling
some node ν′ ≺ ν. In the latter case we call C a lemma.

Here ≺ denotes the post-ordering of the tree, i.e., the order in which the nodes
of the tree are visited by a post-order traversal, which at a node ν with two
predecessors first recursively traverses the left subtree, i.e., the subtree rooted at
the left predecessor of ν, then recursively traverses the right subtree, and then
visits ν itself.

An RTL-derivation is an RTL(k)-derivation if every lemma C is of width
w(C) ≤ k. An RTL-derivation of the empty clause from F is an RTL-refutation
of F . Note that RTL is equivalent to dag-like resolution and RTL(0) is equivalent
to tree-like resolution.

A subsystem WRTI of RTL has been described by Buss et al. [5] which cor-
responds to a general formulation of the DLL algorithm with clause learning.
This system WRTI imposes the regularity restriction on derivations, and does
not include the full weakening rule, but incorporates some amount of weakening
into a generalized resolution inference rule, the so-called w-resolution rule. It
also restricts further the structure of sub-derivations of clauses that can be used
as lemmas, which have to be derived by input resolution derivations. W.r.t. the
length of proofs, WRTI lies between regular and general dag-like resolution.



An Exponential Lower Bound for Width-Restricted Clause Learning 131

The size of a refutation of an unsatisfiable formula F in WRTI has been
shown [5] to be polynomially related to the runtime of a schematic algorithm
DLL-L-UP on F . This schema DLL-L-UP subsumes all commonly used clause
learning strategies, including first-UIP [11], all-UIP, decision [15] and rel-sat [2],
but is slightly more general than a DLL algorithm with clause learning by being
non-greedy in the sense that it can continue branching even after a conflict was
reached. In the simulation of clause learning by WRTI, the clauses learned by
the algorithm are those clauses used as lemmas in the refutation.

A different system with similar properties was described by Hertel et al. [7],
building on earlier work of van Gelder [14], which can likewise be seen as a
subsystem of RTL.

It follows that if an unsatisfiable formula F can be solved by a DLL-algorithm
with clause learning in time t, then it has an RTL-refutation of size polynomial
in t. Moreover, if the algorithm learns only clauses of width k, then the refutation
is in RTL(k). In the following we prove lower bounds on the size of refutations in
RTL(k), which thus readily translate into lower bounds on the runtime of DLL
with width-restricted clause-learning.

A common tool in proof complexity is to consider formulas under a partial
assignment, called restriction in this context. We shall need a slightly more
general notion of restriction in this work.

Let X be a set of variables. A restriction with renaming is a (total) function
ρ : X → X ∪ {0, 1}. The function ρ is extended to literals by setting

ρ(x̄) :=

⎧⎪⎨⎪⎩
1 if ρ(x) = 0
0 if ρ(x) = 1
ρ(x) if ρ(x) ∈ X .

For a clause C in variables X , we define

C�ρ :=

⎧⎪⎨⎪⎩
1 if ρ(a) = 1 for some a ∈ C∨
a∈C, ρ(a) �=0

ρ(a) otherwise,

where the empty disjunction is identified with the constant 0. For a CNF-formula
F over X , we define

F �ρ :=

⎧⎪⎨⎪⎩
0 if C�ρ = 0 for some C ∈ F∧
C∈F, C�ρ�=1

C�ρ otherwise,

where the empty conjunction is identified with 1.
Just like ordinary restrictions, the more general renaming restrictions preserve

proofs in most propositional proof systems. We state this fact here only for
resolution.

Proposition 1. Let R be a (tree-like) resolution proof of C from F of size s,
and ρ a restriction with renaming. Then there is a (tree-like) resolution proof R′

of C�ρ from F �ρ of size at most 2s.
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The proposition is shown by a straightforward induction along the proof R, the
proof will not be given here, as we will prove a special case that we actually use
below.

In the following we just use the word restriction for restrictions with renaming,
since ordinary restrictions do not occur in this work.

3 The Ordering Principle

The ordering principle expresses the fact that every finite total ordering has a
maximal element. Its negation is expressed in propositional logic by the following
set of clauses Ordn over the variables xi,j for 1 ≤ i, j ≤ n with i 	= j:

x̄i,j ∨ x̄j,i for 1 ≤ i < j ≤ n (Ai,j)
xi,j ∨ xj,i for 1 ≤ i < j ≤ n (Ti,j)
x̄i,j ∨ x̄j,k ∨ x̄k,i for 1 ≤ i < j, k ≤ n with j 	= k (Δi,j,k)∨
j∈[n]\{i}

xi,j for 1 ≤ i ≤ n (Mi)

Let R be the relation on [n] given by an assignment to the variables, so that
i R j holds iff xi,j is set to 1. The clauses Ai,j and Ti,j state that for every i and
j, either i R j or j R i holds, but not both. The clause Δi,j,k state that there
are no cycles of length 3 in R, which modulo the first two families of clauses is
equivalent to R being transitive. Thus the first three clause sets state that R is
a total ordering. The clauses Mi then state that this ordering has no maximal
element, therefore the formula is unsatisfiable.

The formulas Ordn were introduced by Krishnamurthy [8] as potential hard
example formulas for resolution, but short regular resolution refutations for them
were constructed by St̊almarck [12].

Proposition 2. There are dag-like regular resolution refutations of Ordn of size
O(n3).

Note that the size of the formula Ordn is Θ(n3), so the size of these refutations
is linear in the size of the formula. A general simulation of regular resolution by
WRTI [5] yields WRTI-refutations of Ordn of polynomial size. From these, it is
straightforward to construct a polynomial length run of a DLL algorithm with
clause learning on Ordn, making the branching and learning decisions suggested
by the refutation.

On the other hand, the following lower bound for tree-like resolution refuta-
tions of Ordn was shown by Bonet and Galesi [4]. It implies that a DLL algorithm
without clause learning requires exponential time to solve these formulas.

Theorem 3. Every tree-like resolution refutation of Ordn is of size 2Ω(n).

More precisely, the lower bound proved by Bonet and Galesi is Ω(2n/6). We shall
prove a larger lower bound of Ω(2n/2) below. Our main result is a lower bound
on the size of RTL(k)-refutations of the formulas Ordn.
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Theorem 4. For k < n/4, every RTL(k)-refutation of Ordn is of size 2Ω(n).

It follows that a DLL algorithm with learning requires exponential time to solve
these formulas, when learning is restricted to clauses of width less than n/4.

The idea of the proof is similar to that of the mentioned lower bound for
the pigeonhole principle PHPn [5]: the goal is to show that a long derivation
is required to obtain a clause that is short enough to be used as a lemma. To
prove this, look at the first sufficiently short clause C, and find a restriction ρ
falsifying C. Then the derivation of C, restricted by ρ, is a tree-like resolution
refutation of PHPn′ for some n′ < n, and therefore needs to be large by a known
lower bound.

This strategy does not quite work here directly, since from Ordn short clauses
can be derived very quickly. Therefore we single out a class of useful clauses, and
show that any refutation can be transformed so that only these useful clauses
are used as lemmas, in Section 5.

After that, we again look at the first clause used as a lemma, and find a
restriction falsifying it. Thereby we obtain a tree-like refutation of a smaller
instance of the ordering principle, which needs to be large by a known lower
bound. A class of restrictions that makes this construction possible is defined
below.

The argument becomes simpler if the proof is first brought into a normal
form that contains only negative clauses; this is done in Section 4. Finally, in
Section 6, everything is put together to prove the theorem.

As mentioned, we need to define a class of restrictions that preserve the or-
dering principle clauses, similar to the matching restrictions that preserve the
pigeonhole principle formulas, but in contrast to those we require restrictions
with renaming. For a non-empty set S ⊆ [n] and a total ordering ≺ on S, we
define the ordering restriction ρ(S,≺) by

ρ(S,≺) : xi,j �→

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1 if i, j ∈ S and i ≺ j

0 if i, j ∈ S and j ≺ i

xs,j if i ∈ S and j /∈ S

xi,s if i /∈ S and j ∈ S

xi,j otherwise,

where s ∈ S is arbitrary but fixed, e.g. s := maxS. We let σ range over ordering
restrictions, and for σ = ρ(S,≺) we let |σ| := |S|.

The main property of ordering restrictions is that they preserve the ordering
principle formulas.

Proposition 5. For every ordering restriction σ with |σ| ≥ 1,

Ordn�σ = Ordn−|σ|+1 .

Proof. We shall see that the restriction of every clause from Ordn by σ = ρ(S,≺)
with |S| ≥ 1 is again one of the clauses from Ordn, with indices from [n]\S∪{s}.
Thus after a renaming of variables we obtain the clauses Ordn−|S|+1.



134 J. Johannsen

The clauses Ti,j , Ai,j and Δi,j,k for i, j, k /∈ S remain unaffected by the re-
striction.

The restriction by σ of the clauses Ti,j, where i ∈ S and j /∈ S are the clauses
Ts,j, and similarly for j ∈ S and i /∈ S. The clauses Ti,j�σ with {i, j} ⊆ S are
satisfied. The analogous statements hold for the clauses Ai,j .

The clauses Δi,j,k�σ with i ∈ S and j, k /∈ S are Δs,j,k, and similarly for the
other situations where |{i, j, k} ∩ S| = 1.

The clauses Δi,j,k with i, j ∈ S and k /∈ S with j ≺ i are satisfied by σ, and
similarly for the symmetric situations as well as for {i, j, k} ⊆ S. For i, j ∈ S
with i ≺ j, the restriction of Δi,j,k by σ is As,k, and similarly for the symmetric
cases.

Finally, the restriction of Mi for i /∈ S is Mi over the smaller domain, for
the maximal element i of S under ≺ it is Ms, and for other values i ∈ S it is
satisfied. ��

4 Negative Calculus

We now define a normal form for RTL-derivations from Ordn, in form of a
negative calculus NTL that uses only negative clauses.

For a clause C in the variables of Ordn, we define a negative clause CN that
is equivalent to C w.r.t. ordering restrictions as follows:

x̄N
i,j := x̄i,j

xN
i,j := x̄j,i

CN :=
∨

a∈C

aN

Observe that w(CN ) ≤ w(C) for every clause C, but the translated clause can
be strictly smaller, e.g., (x1,2∨x1,3∨ x̄2,1)N is x̄2,1∨ x̄3,1. The negative translation
OrdN

n of the ordering principle is the conjunction of the clauses:

Ai,j for 1 ≤ i < j ≤ n,

Δi,j,k for 1 ≤ i < j, k ≤ n with j 	= k, and

MN
i for 1 ≤ i ≤ n.

It is easily seen that the negative translation commutes with ordering restric-
tions, i.e., for every clause C and ordering restriction σ we have CN �σ = (C�σ)N .
It follows from Lemma 5 and this fact that ordering restrictions preserve the
negative-translated ordering principle:

Corollary 6. For every ordering restriction σ with |σ| ≥ 1,

OrdN
n �σ = OrdN

n−|σ|+1 .
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In the negative calculus NTL, the essential positive clauses Ti,j in the ordering
principle are coded in an inference rule, the negative inference:

C ∨ x̄i,j D ∨ x̄j,i

C ∨ D

An NTL-derivation is defined exactly as an RTL-derivation, only with the neg-
ative inference replacing the resolution inference. An NTL-derivation that does
not use any lemmas is called a tree-like negative derivation. Also, an NTL-
derivation is an NTL(k)-derivation if every lemma used is of width at most k.

We now provide a translation of RTL-derivations from the ordering principle
clauses into the negative calculus that preserves the proof size and the width of
lemmas used.

Lemma 7. If C has an RTL(k)-derivation from Ordn of size s, then CN has
an NTL(k)-derivation from OrdN

n of size at most 2s.

Proof. Let R be an RTL(k)-derivation of C from from Ordn. We construct an
NTL(k)-derivation of CN of the appropriate size.

For each clause C in Ordn, the translation CN is in OrdN
n , so the claim holds

for the axiom leaves. For the lemma leaves, we shall take care in the construction
that the clauses CN for C occurring in R, occur in RN in the same order, so the
lemmas can be used as needed. Also note that since w(CN ) ≤ w(C), the lemmas
used do not exceed the width bound.

If D is derived by a weakening inference from C ⊆ D, and C has a derivation
of size s − 1, then by induction CN has an NTL(k)-derivation of size at most
2s − 2, and a weakening inference yields DN ⊇ CN . The size of the obtained
derivation is at most 2s − 1, and the ordering of clauses in the derivation is
preserved.

Now let C ∨ D be derived by a resolution inference from C ∨ xi,j and D ∨ x̄i,j ,
which are derived by RTL(k)-derivations of size s1 and s2, resp., where s =
s1 + s2 + 1. By induction, there are NTL(k)-derivations of C̃ ∨ x̄j,i of size at
most 2s1, and of D̃ ∨ x̄i,j of size at most 2s2, where C̃ ⊆ CN and D̃ ⊆ DN . A
negative inference then yields C̃ ∨ D̃, and by a weakening inference we obtain
CN ∨ DN . Note that CN might contain x̄j,i, or similarly for DN , thus we can
not necessarily obtain CN ∨DN immediately by a negative inference. The size of
the derivation is at most 2s1 + 2s2 + 2 = 2s, and the ordering is preserved. ��

The converse direction also holds, we state it for completeness without proof
since we shall not need it here:

Proposition 8. If C has an NTL(k)-derivation from OrdN
n of size s, then C

also has an RTL(k)-derivation from Ordn of size at most 6ns.

Negative tree-like derivations are preserved under ordering restrictions. Note
that this does not hold for arbitrary restrictions.

Proposition 9. Let R be a tree-like negative derivation of C from F of size s,
and σ an ordering restriction. There is a tree-like negative derivation R′ of some
subclause C′ ⊆ C�σ from F �σ of size at most s.
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Proof. The proof is by induction of s. If s = 1, then R is just the single clause
C ∈ F , and hence C�σ is in F �σ, having a derivation of size 1 as well.

If C is derived by weakening from D ⊆ C, where D has a derivation of size
s − 1, then by the induction hypothesis there is D′ ⊆ D�σ having a derivation
of size at most s − 1, from which we obtain C�σ ⊇ D�σ ⊇ D′ by a weakening
again.

Now let C be derived from D1 = D′
1 ∨ x̄i,j and D2 = D′

2 ∨ x̄j,i by a negative
inference, with Di having a derivation of size si for i = 1, 2 where s = s1+s2+1.
By the induction hypothesis, we have for i = 1, 2 a derivation of D′′

i ⊆ Di�σ of
size at most si. We distinguish three cases.

If x̄i,j does not occur in D′′
1 , then we obtain C�σ ⊇ D′

1�σ ⊇ D′′
1 by weakening,

and the resulting derivation is of size at most s1 + 1. The case where x̄j,i does
not occur in D′′

2 is dual.
Otherwise, we have D′′

1 = D̃1 ∨ x̄i,j and D′′
2 = D̃2 ∨ x̄j,i, and we obtain

C′ = D̃1 ∨ D̃2 ⊆ D′
1�σ ∨D′

2�σ = C�σ by a negative inference, giving a derivation
of size at most s1 + s2 + 1 = s again. ��

In particular, if R is a refutation of F , then R′ is a refutation of F �σ. As usual,
we denote R′ by R�σ.

We now prove a lower bound on the size of tree-like negative refutations of
the (negative-translated) ordering principle that is slightly larger than the bound
obtained from the translation of Theorem 3. Via Lemma 7, it yields the same
larger lower bound for tree-like resolution refutations of Ordn. The proof given
here is implicit in the proof of a lower bound for regular resolution refutations
of a modification of Ordn [1].

Lemma 10. Every tree-like negative refutation of OrdN
n is of size at least

2(n−1)/2.

Proof. Let R be a tree-like negative refutation of OrdN
n . We will define a subtree

T of R, and for each node ν in T labeled with the clause Cν an ordering restriction
σν = ρ(Sν ,≺ν) such that Cν�σν = 0.

The root of T is the root r of R, and we define Sr = ∅ and ≺r as the empty
ordering. Since Cr = 0, the claim holds.

Now suppose we have defined T up to a node ν with |σν | ≤ n − 2. Since no
ordering restriction of size less than n falsifies a clause in OrdN

n , ν must be an
inner node in R.

If ν has a single successor ν′, and Cν is derived by weakening from Cν′ ⊂ Cν ,
then Cν′�σν = 0, so we add ν′ to T and set σν′ = σν .

If ν has two successors ν1 and ν2, and Cν is derived by a negative inference

Cν1 = C ∨ x̄i,j Cν2 = D ∨ x̄j,i

Cν = C ∨ D

then we distinguish two cases.
If i ∈ Sν and j ∈ Sν , then we add one of the children of ν to T . If i ≺ν j, then

we set ν′ = ν1, otherwise we set ν′ = ν2, and we add ν′ to T . In either case, by
construction we have Cν′�σν = 0, and thus we set σν′ = σν .
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If i /∈ S or j /∈ S, then we add both ν1 and ν2 to T , and in this case we
call ν a branching node. We set Sν1 = Sν2 = Sν ∪ {i, j}. We then choose some
extension ≺ν1⊇≺ν with i ≺ν1 j, and another extension ≺ν2⊇≺ν with j ≺ν2 i.
By construction, we have Cνi�σνi = 0 and |Sνi | ≤ |Sν |+ 2 for i = 1, 2.

Now every branch in T contains at least (n − 1)/2 branching nodes, and
therefore T and hence R is of size at least 2(n−1)/2. ��

5 Cyclic Clauses

For a negative clause C over the variables of Ordn, let G(C) be the directed
graph with vertex set [n] and edges {(i, j) ; x̄i,j ∈ C}. A negative clause is
cyclic, if G(C) contains a (directed) cycle, and acyclic otherwise. It is easily seen
that cyclic clauses have short tree-like negative refutations.

Lemma 11. Any cyclic clause over the variables of Ordn of width k has a tree-
like negative refutation of size at most 2 min(k, n).

Proof. If G(C) is cyclic, it contains a cycle i1, i2, . . . i
, i1 with  ≤ min(k, n). We
first show that for every such cycle, the clause

x̄i1,i2 ∨ . . . ∨ x̄i�−1,i�
∨ x̄i�,i1

has a negative derivation of length at most 2− 1. From this clause, the clause
C is derived by one weakening inference, hence it has a derivation of length
2 ≤ 2 min(k, n).

We prove the claim by induction on . For  ≤ 3, this clause is either Ai1,i2

or Δiq,i2,i3 , and hence already in OrdN
n . Assume the claim holds for , then by

a negative inference we obtain:

x̄i1,i2 ∨ . . . ∨ x̄i�−1,i�
∨ x̄i�,i1 x̄i1,i�

∨ x̄i�,i�+1 ∨ x̄i�+1,i1

x̄i1,i2 ∨ . . . ∨ x̄i�,i�+1 ∨ x̄i�+1,i1

and the length of the resulting derivation is 2 − 1 + 2 = 2( + 1) − 1, which
shows the claim. ��

It follows that cyclic clauses are useless as lemmas for refuting OrdN
n .

Lemma 12. Let R be an NTL(k)-refutation of OrdN
n of size s. Then there is

an NTL(k)-refutation R′ of OrdN
n such that every lemma used in R′ is acyclic,

and |R′| ≤ 2n · s.

Proof. Replace each cyclic lemma used by its derivation of size at most 2n, which
exists by Lemma 11. ��

The final ingredient for our proof is the following lemma showing that a short
acyclic clause can always be falsified by a small ordering restriction.

Lemma 13. If C is an acyclic negative clause of width w(C) ≤ k, then there is
an ordering restriction σ of size |σ| ≤ 2k such that C�σ = 0.
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Proof. Let S be the set of those i ≤ n that are mentioned in C, i.e., such that
x̄i,j or x̄j,i occurs in C for some j. Clearly |S| ≤ 2k. Consider the subgraph G of
G(C) induced by S, which only differs from G(C) by omitting isolated vertices.
Since C is acyclic, so is G. Let ≺ be any topological ordering of G, i.e., a total
ordering of S such that u ≺ v for every edge (u, v) in G. Then for σ := ρ(S,≺)
we have C�σ = 0 by construction, and |σ| ≤ 2k as required. ��

6 Proof of the Lower Bound

We are now ready to plug all ingredients together to prove our lower bound
result, Theorem 4.

Proof. Let k < n/4, and let R be an RTL(k)-refutation of Ordn of size s. By
Lemma 7, there is an NTL(k)-refutation RN of OrdN

n of size |RN | ≤ 2s. Lemma
12 then yields an NTL(k)-refutation R′ of OrdN

n with only acyclic lemmas, of
size |R′| ≤ 4ns.

Let C be the first clause in R′ that is used as a lemma. Then the subtree
R′

C of R′ rooted at C is a tree-like negative derivation of C from OrdN
n , of size

|R′
C | ≤ 4ns. Since C is acyclic, from Lemma 13 we obtain an ordering restriction

σ of size |σ| ≤ 2k < n/2 such that C�σ = 0, and Proposition 9 yields a tree-like
negative refutation R̃ := R′

C�σ of OrdN
n−|σ|+1 of size at most 8ns. By Lemma

10, R̃ is of size at least

|R̃| ≥ 2(n−|σ|)/2 ≥ 2(n−2k)/2 ≥ 2n/4 ,

therefore we obtain 8ns ≥ 2n/4, and thus

s ≥ 2n/4/8n = 2n/4−log n−3 = 2Ω(n)

which proves the claim. ��

7 Implication Graph Formulas

In contrast to our result above, we now give an example where even the use of
very small lemmas gives an exponential speed-up over tree-like resolution. We
show that the implication graph formulas for every graph on n vertices have
RTL(2)-refutations of linear size, whereas it is known that for some graphs they
require exponential size tree-like resolution refutations [3].

Let a pointed graph be a directed acyclic graph with a unique sink t, where
every vertex that is not a source has in-degree 2. The implication graph formula
Imp(G) for such a pointed graph G consists of the source clause xs ∨ys for every
source s, the sink clauses x̄t and ȳt, and the four implication clauses

x̄u ∨ x̄v ∨ xw ∨ yw

x̄u ∨ ȳv ∨ xw ∨ yw

ȳu ∨ x̄v ∨ xw ∨ yw

ȳu ∨ ȳv ∨ xw ∨ yw
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for an inner vertex w with predecessors u and v.
Ben-Sasson et al. [3] show a lower bound for tree-like resolution refutations of

the implication graph formulas for certain graphs:

Theorem 14. There are pointed graphs Gn with n vertices such that tree-like
resolution refutations of Imp(Gn) require size 2Ω(n/ log n).

On the other hand, we have:

Theorem 15. For every graph G with n vertices, there are RTL(2)-refutations
of Imp(G) of size O(n).

Proof. For every vertex w with predecessors u and v, there is a tree-like deriva-
tion of xw ∨ yw from the lemmas xu ∨ yu and xv ∨ yv as follows:

First resolve xv ∨yv with the first two implication clauses, giving x̄u ∨xw ∨yw.
Also, resolve xv ∨ yv with the last two implication clauses to give ȳu ∨ xw ∨ yw.
These two are resolved with xu ∨ yu to obtain xw ∨ yw.

Now these derivations can be plugged together to yield an RTL(2)-derivation
of xt ∨ yt from all the source clauses. Resolving this with the sink clauses gives
the desired refutation. ��

8 Conclusion

We have provided an example of a class of formulas which can be solved quickly
by DLL algorithms with clause learning, but require exponential time when
learning is restricted to short clauses. This rigorous lower bound result supports
the experience made in practice that restricting to short clauses is not a useful
heuristic for deciding which clauses to learn. The hard examples used are the
formulas Ordn based on the ordering principle, which frequently occur as hard
examples in proof complexity.

It would be nice to have another example showing this behavior that has
only short input clauses, but it seems likely that the technique of this paper can
be extended to provide such an example, based on a 3-CNF extension of the
formulas Ordn or a restriction of Ordn to the edges of an expander graph as
used by Segerlind et al. [10]. This is being investigated in ongoing work.

A major problem is to extend the lower bounds to systems with lemmas of
arbitrary length, and thus to separate the systems corresponding to DLL with
clause learning [5, 7] – and thus the algorithm itself – from general dag-like
resolution. For this problem, the techniques used here and in the earlier lower
bound for the pigeonhole principle [5] are insufficient, since they rely heavily on
the proofs being non-regular. But without the regularity restriction, the systems
with arbitrary lemmas are equivalent to general resolution.

Acknowledgments. I thank Jan Hoffmann for helpful discussions about the re-
sults in this paper, and two reviewers for some useful suggestions.
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Improved Conflict-Clause Minimization Leads to
Improved Propositional Proof Traces
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Abstract. Recent empirical results show that recursive, or expensive,
conflict-clause minimization is quite beneficial on industrial-style propo-
sitional satisfiability problems. The details of this procedure appear to be
unpublished to date, but may be found in the open-source code of Min-
iSat 2.0, for example. Biere reports that proof traces are made more com-
plicated when conflict-clause minimization is used because some clauses
need to be resolved upon multiple times during the minimization pro-
cedure as found in MiniSat 2.0. Biere proposes a proof-trace format in
which the set of clause numbers needed for a certain derivation is given,
but their order is not specified. This paper presents a new procedure
for conflict-clause minimization that is slightly more efficient and, more
importantly, discovers a correct order so that each clause used for the
derivation is resolved upon only once. This permits the proof trace to
specify the order in which to use the clauses, greatly reducing the burden
on software that processes the proof trace. The method is validated on
the unsatisfiable formulas used for industrial benchmarks in the verified-
unsatisfiable track of the SAT 2007 competition.

1 Introduction

Sinz and Biere [6] and later Biere [1] describe and discuss a system of proof traces
and checking for Sat solvers based on conflict-driven clause learning, such as
zchaff, minisat, picosat, and many others. In many respects, their proposal is
simply the union of two earlier ground-breaking proposals: Goldberg and Novikov
proposed to output the literals of each derived conflict clause [4], while Zhang
and Malik proposed to output the sequence of clause numbers whose linear
resolution would create each derived conflict clause [9]. The original motivation
for outputting proofs was to provide certificates of correctness that could be
checked offline. Biere argues that proofs have other uses in several applications
[1]. In these contexts, proofs are viewed as explanations, the main goal is to
extract useful information, rather than check correctness. Therefore, the format
should be compact and easy to use. Biere argues that the proof trace should
contain both the conflict clause and the clause numbers needed to derive it.

However, the Sinz and Biere proof-trace format differs in one important re-
spect from other proposals. It produces the unordered set of clause numbers that

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 141–146, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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are sufficient to derive the conflict clause. One reason given is that when conflict-
clause minimization is employed, the solver knows which clauses are necessary
for the derivation, but some of the clauses might be used multiple times and
figuring out a resolution order would entail extra work. Other inference methods
that might appear in the future also might not be amenable to linear derivations.

This short paper shows that it is feasible to produce an ordered sequence, even
when “recursive” conflict-clause minimization is employed. Although our proce-
dure is specific for conflict graphs, the idea may well extend to other settings,
where more clauses are available. The procedure given in this paper has been
“dropped into” MiniSat 2.0, replacing the “recursive” conflict-clause minimiza-
tion in the distribution (called “expensive” in the MiniSat code), and has sped
up the program slightly. But this minor speed-up is really a by-product. The
main motivation is that our procedure is able to discover a correct sequence for
deriving a minimized conflict clause by a linear resolution in which no variable
is resolved upon more than once, and consequently no clause is used more than
once. Such proofs were dubbed trivial resolutions by Beame et al.. who showed
that these proofs are of minimum length among those using only clauses in the
conflict graph [2].

After the original and new methods are described, experimental results are
presented based on the industrial benchmarks used for the SAT–2007 verification
track. See http://www.cse.ucsc.edu/∼avg/ProofChecker/ for details.

2 Conflict Clauses and Conflict Graphs

Leading SAT solvers use a conflict graph data structure to infer conflict clauses.
Readers unfamiliar with conflict graphs and their relationship to conflict clauses
should consult citations in this paragraph. Figure 1 illustrates a conflict graph.
Our notation varies from some others [10,2] to reflect the data structures used by
zchaff, MiniSat, picosat, etc. Arrows indicate the reference direction in the
data structures, and “⊥” is associated with a clause that became empty during
unit-clause propagation, as in the original presentation [5].

An antecedent clause determines the edges leaving the vertex, and vice versa.
In Figure 1, the antecedent clause of “⊥” is

[
e, f , j

]
, and the antecedent clause

of “e” is
[
e, g, k

]
.1 For working through examples, we assume that literals of

antecedent clauses are stored in alphabetical order.
In Figure 1, the 1-UIP cut has the associated 1-UIP conflict clause:

D0 =
[
p, j, k, i, m, r, , q

]
. (1)

The literals of D0 are listed in the order that MiniSat stores them. Notice that
those within a decision level are not in any particular order among themselves.
This clause and Figure 1 are used for running examples in this paper.
1 It is easy to see that the set of antecedent clauses for a particular conflict graph is

renamable Horn, so there is no loss of generality in assuming all vertices correspond
to positive literals.
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4 d w p h g f e �

3 c x q m � k j i

2 b y r

s t u n

1 a z

δ γ β α v

Fig. 1. Conflict graph with 1-UIP cut shown as dotted line. The corresponding conflict
clause is D0 =

[
p, j, k, i, m, r, �, q

]
. Decision levels and decision literals are on the left.

3 Conflict Clause Minimization in MiniSat 2.0

We now explain the clause minimization procedure in MiniSat (and other solvers)
using conflict clause D0 in (1) and Figure 1 as an example. After determining
D0, MiniSat 2.0 tests each literal L in D0, except p, to see if it can be resolved
away without (ultimately) adding any new literals to the resulting clause. Only
antecedent clauses are considered for such resolutions.2 The procedure does not
actually perform any resolutions. Instead, for each candidate literal L in D0,
a depth-first search rooted at L checks whether all paths leaving L encounter
some other vertex in D0.3 If this condition holds, L can be removed. The search
is aborted as soon as it is determined that some path exists that terminates
without meeting D0. The final conflict clause is called D, and is a subset of D0.

In the following, the notation “(in)” means the search backtracks from this
vertex without exploring further, because this vertex is part of D0. First, p is
bypassed because it is never removable. Next, j is checked, generating the search
sequence j, k (in), n, u, t, s, r (in), v, α, β, γ, δ, r (in), z (fail). It is unnecessary
to trace the rest of the path from z to a because D0 has no literals on this decision
level, so this must be a failure path. Therefore, j must be kept in D. When the
search aborts, all other information found during the search is discarded.

Next, k is checked, generating the search sequence k,  (in), n, . . . (the rest
is the same as the j search). Then comes i, generating i, j (in), n, . . . (the
rest is the same as the j search). This repetition shows an inefficiency in the
code, but it is not easy to overcome because the depth-first search is coded in
2 In MiniSat code, the vector reason[] stores what we call the antecedent clause.
3 Actually, the negation of the vertex is in the clause, but there is no confusion in the

simpler wording.
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the old-fashioned manner, without recursion, where the programmer manages
the vertex stack. This style has no convenient access to post-order time for the
vertices (also known as finishing time).

The minimization procedure continues with m. The sequence is m, q (in), s,
r (in), t, s (removable). Thus m can be removed from D0. Notice that upon the
second encounter with s it was remembered that if s is temporarily added to the
clause, it can be removed. The same is remembered about t at this point. As
long as the overall search is successful, it remembers that all the vertices visited
are removable. It is only when the search ultimately fails that the procedure
does not know which vertices are removable and discards all new information.

Next, the search from r proceeds to y and b, and fails, so r must be kept
in D. Next,  is checked, generating the sequence , m (in), s (removable), t
(removable). So  is also removable. Finally, q is checked and must be kept in D.

In summary, the procedure found first that m can be removed, then that 
can be removed. Unfortunately, a resolution derivation that shortens D0 by first
removing m, then removing , is unnecessarily long and does not fit the pattern
of the trivial resolution. Using the orders found in the searches would lead to the
following sequence of resolvents (with abuse of notation): D1 = D0 −m + s + t,
D2 = D1− s, D3 = D2 − t + s, D4 = D3 − s. Finally, D4 is D0 with m removed
and nothing added.

But now it gets worse. To remove , it is necessary to re-introduce m and
remove it all over again: D5 = D4 −  + m + s + t, D6 = D5 −m, D7 = D6 − s,
D8 = D7 − t + s, D9 = D8 − s. The final minimized clause is D = D9. Possibly,
this example can be extended to construct an exponential worst case [7].

This example explains why Sinz and Biere advocated that the trace should
simply specify that D was somehow derived from the antecedents of ⊥, e, f , g,
h, m, s, t, and , without specifying a sequence.

4 New Minimization Procedure

Our new procedure for minimization uses the modern recursive version of depth-
first search (DFS) that provides access to the post-order times of vertices (also
called finishing time) [3]. The DFS can be visualized as someonemoving around the
graph and able to do tasks when they arrive at a vertex either for the first time or
upon backtracking. Initially vertices are marked as in or out of D0. Upon reaching
a vertex L at post-order time, enough information has been gathered to categorize
it as one of the following: keep: L remains in D; removable: L is not in D, but is in
D0 or some intermediate resolvent; poison: L must not enter any intermediate (or
final) resolvent. A decision literal is keep if it is in D0, otherwise poison.

The post-order rules for non-decision literals are straightforward: (1) If L is in
D0 and some successor is poison, keep; (2) if L is not in D0 and some successor
is poison, poison; (3) if all successors of L are keep or removable, L is removable.

The crucial idea is this: at the post-order time for L, if L is found to be
removable, then it is pushed on a stack. (Some removables may be unneeded
because they cannot be reached by a path of removables; they can be removed
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easily by post-processing.) Correctness easily follows using the fact that the top-
to-bottom order of the needed removables is a topological order, as required for
a trivial resolution to reduce D0 to D [7].

A DFS is rooted at each L in D0, but now information is stored for both
failing and successful subsearches, so nothing is discarded and repeated.

Let us trace this procedure on the same example. The notation “↓” means the
vertex is backtracked to. As before, p is bypassed. A DFS is rooted at j, gener-
ating the search sequence j, k, , m, q, x, c (poison), ↓ x (poison), ↓ q (keep),
↓ m, s, r, y, b (poison), ↓ y (poison), ↓ r (keep), ↓ s (removable, push(s)), ↓ m,
t (removable, push(t)), ↓ m (removable, push(m)), ↓  (removable, push()),
↓ k, n, u (removable, push(u)), ↓ n, v, α, β, γ, δ, z (poison), ↓ δ, ↓ γ, ↓ β, ↓ α,
↓ v, ↓ n (all six poison), ↓ k (keep), ↓ j (keep).

A second DFS is rooted at i, but both its successors have been visited, so i is
immediately categorized as keep.

The top-to-bottom order of the removable stack is: u, , m, t, s. Since D0 has
neither u nor u, resolution with the antecedent of u is not needed. The trivial
resolution to reduce D0 to D uses the antecedents of , m, t, s, in that order.

5 Experimental Results

We ran several configurations of MiniSat 2.0 on 17 industrial benchmarks from
the verified-unsatisfiable track of the SAT 2007 competition. At the URL in
Section 1, see minisat-comparison.pdf and cert-poster-sat07.pdf for ad-
ditional data and benchmark information; space constraints prevent including
them here. CPU times are based on Intel XEON 2.00GHz, 4 GB memory.

The modified MiniSat consists of “dropping in” the new recursive conflict-
clause minimization procedure presented in this paper (see MiniSat2ccmin.tar).
This change did not affect the computational results, not even the order of the
literals within any clauses, as was verified by observing that all printed counter
values (in the 100’s per run, including lengths and numbers of conflict clauses
at each restart point) were identical for both versions.

Table 1 shows that, on 16 benchmarks (the 17-th was solved by unit propa-
gation), the modification saved time 9 times, and lost time 7 times. However,
profiling the analyze() percent, the modification lowered this percent 9 times
and raised it 2 times. Most changes were only 1 percent of the total time, but
the larger changes all favored the modified version and were 2, 3, and 13 per-
cent of the total time. This is the most specific data we could get, because the
conflict-clause minimization code is in-line in the original analyze(), which also
computes the conflict clause, the backtrack level, and other related data. As ex-
pected, since no changes were made except in analyze() and its subroutines, the
larger differences in CPU time are almost entirely attributable to the differences
in analyze() percent.

This data provides evidence that our improved procedure for “recursive” con-
flict-clause minimization achieves its primary purpose, which is to enable a proof
trace to show a correct order of resolutions to achieve a trivial resolution deriva-
tion of the minimized conflict clause, in the sense of Beame et al. [2]. Moreover,
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Table 1. MiniSat 2.0 original and modified CPU times and fractions

benchmark CPU CPU CPU percentage analyze analyze
name orig mod mod–orig mod–orig pct orig pct mod
eq.atree.braun.7.unsat 3.39 3.41 0.02 0.59 28 27
eq.atree.braun.8.unsat 38.34 37.77 -0.57 -1.49 22 22
eq.atree.braun.9.unsat 174.71 180.87 6.16 3.46 16 16
AProVE07-21 1369.26 1362.23 -7.03 -0.50 11 11
AProVE07-02 4204.60 4227.81 23.21 0.55 21 20
AProVE07-22 397.68 395.76 -1.92 -0.47 17 16
AProVE07-20 753.64 764.27 10.63 1.40 13 14
AProVE07-15 609.09 611.34 2.25 0.37 21 21
IBM FV 2004··30··.k15 1394.55 1357.30 -37.25 -2.70 15 13
itox vc965 0.25 0.25 0 0 0 0
dated-5-11-u 726.91 738.13 11.22 1.53 8 9
dated-5-15-u 5031.67 4999.84 -31.83 -0.62 20 18
total-5-11-u 84.71 83.81 -0.90 -1.06 14 13
total-5-13-u 206.64 204.36 -2.28 -1.10 13 12
dated-10-15-u 97.12 84.04 -13.08 -14.43 32 19
dspam dump vc973 18202.99 17754.12 -448.87 -2.50 38 35
manol-pipe-c10nidw s 919.38 919.49 0.11 0.01 10 10
TOTAL(17) 34214.88 33724.8 -490.08 -1.44 26 24

this is achieved without increasing the computation time; indeed, modest de-
creases were achieved.

We thank Armin Biere for many helpful email discussions.
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Abstract. We use the notion of  boundary points to study resolution proofs. 
Given a CNF formula F,  a lit(x)-boundary point is a complete assignment 
falsifying only clauses of F  having the same  literal lit(x) of variable x. A  
lit(x)-boundary point mandates a resolution on variable x. Adding the resolvent 
of this resolution  to F eliminates this boundary point. Any resolution proof  has 
to eventually eliminate all boundary points of F. Hence one can study resolution 
proofs from the viewpoint of boundary point elimination.  We use equivalence 
checking formulas to compare proofs  of their unsatisfiability  built by a conflict 
driven SAT-solver and  very short proofs tailored to these formulas. We show 
experimentally that in contrast to proofs generated by this SAT-solver,  almost 
every resolution of  a specialized proof eliminates a boundary point. This  
implies that one may use the share of resolutions eliminating boundary points as 
a metric for proof quality. 

Keywords: SAT-solver, boundary points, resolution, proof quality. 

1   Introduction 

Resolution-based SAT-solvers [4,9,13,16,18,19,20] have achieved great  success in 
numerous applications. Importantly, in many cases, the quality of resolution proofs 
generated by a SAT-solver matters as much as its performance. For example,  in 
bounded model checking [5], a resolution proof is used to identify the part of the 
circuit relevant to a particular property [7].  In interpolation based model checking 
[15], the size of  interpolant strongly depends on that  of the resolution proof  it is 
extracted from. In [10], we showed that  high-quality tests can be obtained from a 
resolution proof. The number of these tests is proportional to the number of resolu-
tions in the proof. So proof reduction means getting  a more compact test set. 

In this paper, we study the relation between resolution and boundary points [12]. 
The motivation here is as follows. To show that a CNF formula is unsatisfiable it is 
sufficient to eliminate all its boundary points. Resolution can be viewed as a method 
of boundary point elimination.  Relating  resolution proofs with boundary point elimi-
nation,  may lead to a) better understanding of resolution proofs; b) identifying proof 
redundancies; c) designing SAT-solvers that generate smaller proofs. 

Given a CNF formula F(x1,..,xn), a non-satisfying complete assignment p is called a 
lit(xi)-boundary point, if it falsifies only the clauses of F that have literal lit(xi). The 
name is due to the fact that for satisfiable formulas the set of such points contain the 
boundary between satisfying and unsatisfying assignments. If F is unsatisfiable, for 
every lit(xi)-boundary point p there is a resolvent of two clauses of F on variable xi 
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that eliminates p (i.e. after adding such a resolvent to F, p is not a boundary point 
anymore).  On the contrary, for a non-empty satisfiable formula F, there is always a 
boundary point that can not be eliminated by adding a clause implied by F. 

To prove that a CNF formula F is unsatisfiable it is sufficient to eliminate all its 
boundary points.  In the resolution proof system [3], one  reaches this goal by adding 
to F resolvents.  If formula F has a lit(xi)-boundary point,  a resolution proof has to 
have a resolution operation on variable xi. The resolvents of  a resolution proof even-
tually eliminate all boundary points. (A formula with an empty clause does not have 
any boundary points.) However, as we show experimentally many resolution opera-
tions of proofs generated by a conflict driven SAT-solver do not eliminate any bound-
ary points (non-boundary resolutions). We use the ratio of boundary and non-
boundary resolutions of a proof as a redundancy measure called SBR metric (Share of 
Boundary Resolutions). 

To check if there is a relation between the value of SBR metric and proof quality 
we computed the values of  this metric for two kinds of proofs for equivalence check-
ing  formulas. (These formulas  describe equivalence checking  of two copies of a 
combinational circuit.)  Namely, we considered short  proofs of linear size particu-
larly tailored for equivalence checking formulas and much longer proofs generated by 
a SAT-solver with conflict driven learning. We showed experimentally that the share 
of boundary resolution operations in high-quality specialized proofs is much greater 
than in proofs generated by the SAT-solver.  This implies that the SAT-solver’s  
proofs  may have some redundancies. 

The contribution of this paper is  threefold. First, we show that one can view reso-
lution as elimination of boundary points. Second, we introduce  the SBR metric that 
can be potentially used as a measure of proof redundancy.  Third, we give some ex-
perimental results about the  relation between SBR -metric and proof quality. 

This paper is structured as follows. Section 2 introduces main definitions.  Some 
properties of boundary points are given in Section 3.  Section 4 views a resolution 
proof as a  process of boundary point elimination. A class of equivalence checking 
formulas and their short resolution proofs are described in Section 5.  Experimental 
results are given  in Section 6.  Some relevant background is recalled in Section 7.  
Conclusions and directions for future research are  listed in Section 8.  

2   Basic Definitions 

Definition 1. A literal of a Boolean variable xi (denoted as lit(xi)) is a Boolean func-
tion of xi. The identity function (denoted  just as xi) is called the positive literal of xi. 
The negation function (denoted as ~xi) is called the negative literal of xi. 

 
Definition 2. A clause is the disjunction of literals where no two (or more) literals of 
the same variable can appear. A CNF formula is the conjunction of clauses. We will 
also view a CNF formula as a set of clauses. 

 
Definition 3. Given a CNF formula F(x1,..,xn), a complete assignment (also called a 
point) is a mapping {x1,..,xn} → {0,1}.  Given a complete assignment p and a clause 
C, denote by C(p) the value of  C when its variables are assigned by p. A clause C  is 
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satisfied (respectively falsified) by a complete assignment p, if  C(p) = 1 (respectively 
C(p) = 0). 
 
Definition 4. Given a CNF formula F, a satisfying assignment p is a complete as-
signment satisfying every clause of  F. The satisfiability problem (SAT) is to find a 
satisfying assignment for F or to prove that such an  assignment does not exist. 
 
Definition 5. Let F be a CNF formula and p be a complete assignment. Denote by 
Unsat(p,F) the set of all clauses of F falsified by p. 
 
Definition 6. Given a CNF formula F(x1,..,xn), a complete assignment p is called a 
lit(xi)-boundary point if  Unsat(p,F) is not empty and every clause of Unsat(p,F) 
contains literal lit(xi). 
 

Example 1. Let F consist of 5 clauses: C1= x2, C2= ~x2 ∨ x3, C3 =~x1 ∨ ~x3,  
C4 = x1 ∨ ~x3, C5 = ~x2 ∨ ~x3.  Complete assignment p1=(x1=0,x2=0,x3=1) falsifies 
clauses C1,C4. So Unsat(p1,F)={C1,C4}. There is no literal shared by the clauses of 
Unsat(p1,F). Hence p1  is not a boundary point. On the other hand, p2= 
(x1=0,x2=1,x3=1) falsifies the clauses  C4,C5 sharing literal ~x3. So p2 is a              
~x3-boundary point. 

3   Basic Properties of Boundary Points 

In this section we give some properties of boundary points.  

3.1   Basic Propositions 

In this subsection, we prove the following propositions.  The set of boundary points 
contains the boundary between satisfying and unsatisfying assignments (Proposi-
tion 1). A CNF formula without boundary points is unsatisfiable (Proposition 2). 
Boundary points come in pairs (Proposition 3). 

 
Definition 7. Denote by Bnd_pnts(F) the set of all boundary points of a CNF formula 
F. We assume that a lit(xi)-boundary point p is specified in Bnd_pnts(F) as the pair 
(lit(xi), p). So the same point p may be present  in Bnd_pnts(F) more than once (e.g. if 
p is a lit(xi)-boundary point and a lit(xj)-boundary point at the same time). 
 
Proposition 1. Let F be  a satisfiable formula whose set of clauses is not empty. Let 
p1 and p2 be two complete assignments such that a) F(p1)=0, F(p2)=1; b) p1 and p2 are 
different only in the value of variable xi. Then p1 is a lit(xi)-boundary point.  

Proof. Assume the contrary i.e. Unsat(p1,F) contains a clause C of F that does not 
have variable xi. Then p2 falsifies C too and so p2 cannot be a satisfying assignment. A 
contradiction. 

Proposition 1 means that the set Bnd_pnts(F) contains the boundary between satisfy-
ing and unsatisfying assignments of a satisfiable CNF formula F.  
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Proposition 2. Let F be a CNF formula that has at least one clause. If 
Bnd_pnts(F) = ∅,   then F is unsatisfiable. 

Proof. Assume the contrary i.e.  Bnd_pnts(F) = ∅ and F is satisfiable. Since F is not 
empty, one  can always find two points p1 and p2 such that F(p1)=0 and F(p2)=1 and 
that are different only in the value of one variable xi of F. Then according to Proposi-
tion 1, p1 is a lit(xi)-boundary point. A contradiction. 
 

Proposition 3. Let p1  be a lit(xi)-boundary point for a CNF formula F. Let p2  be the 
point obtained from p1 by changing the value of xi.  Then p2 is either a satisfying as-
signment or a ~lit(xi)-boundary point. 

Proof. Reformulating the proposition, one needs to show that  Unsat(p2,F) is either 
empty or contains only clauses with ~lit(xi). Assume that contrary, i.e. Unsat(p2,F) 
contains a clause C with no literal of xi. (All clauses with lit(xi) are satisfied by p2.) 
Then C is falsified by p1 too and so p1 is not a lit(xi)-boundary point. A contradiction. 
 

Definition 8. Proposition 3 means that for unsatisfiable formulas every xi-boundary 
point  has the corresponding ~xi-boundary point (and vice versa). We will call such a 
pair of points twin boundary points in variable xi.  
 
Example 2. The point p2= (x1=0,x2=1,x3=1)  of Example 1 is an ~x3-boundary point. 
The point p3=(x1=0,x2=1, x3=0)  obtained from p2 by flipping the value of x3 falsifies 
only clause  C2= ~x2 ∨ x3. So p3 is an x3-boundary point.  

3.2   Elimination of Boundary Points by Adding Resolvents 

In this subsection, we prove the following propositions.  Clauses of a CNF formula F 
falsified by twin boundary points can be resolved (Proposition 4).  Adding such a 
resolvent to F eliminates these boundary points (Proposition 5).  Adding the resol-
vents of a resolution proof eventually eliminates all boundary points (Proposition 6).  
A lit(xi)-boundary point can be eliminated only by a resolution on variable xi (Propo-
sition 7). If formula F has a lit(xi)-boundary point, any resolution proof that F is un-
satisfiable has a resolution on variable xi. (Proposition 8). 

 
Definition 9. Let C1 and C2 be two clauses that have opposite literals of  variable xi 
(and no opposite literals of any other variable). The resolvent C of C1 and C2 is the 
clause consisting of all the literals of C1 and C2 but the literals of xi. The clause C is 
said to be obtained by a resolution operation on variable xi.  C1 and C2 are called the 
parent clauses. 
 
Proposition 4. Let p1 and p2  be twin boundary points of a CNF formula F in variable 
xi.   Let  C1  and C2 be two arbitrary clauses falsified by p1 and p2 respectively. Then 
a) C1 , C2 can be resolved on variable xi; b) C(p1 ) = 0, C(p2) = 0 where C is the resol-
vent of C1  and  C2. 

Proof. Since C1(p1)=0, C2(p2)=0 and p1 and p2 are twin boundary points in xi, C1 and 
C2 have opposite literals of variable xi.  Since p1 and p2 are different only in the value 
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of xi, clauses C1 and C2  can not contain opposite literals of a variable other than xi. 
(Otherwise,  p1 and p2 had to be different in values of at least 2 variables.) Since p1 
and p2 are different only in the value of xi, they both set to 0 all the literals of C1 and 
C2 but literals of xi. So the resolvent C of C1 and C2 is falsified by p1 and p2. 
 
Example 3. Points p2= (x1=0, x2=1, x3=1)  and p3=(x1=0, x2=1, x3=0)  from Exam-
ples 1 and 2 are twin boundary points in variable x3. Unsat(p2, F)={C4,C5} and Un-
sat(p3, F) ={C2}. For example, C4 = x1 ∨ ~x3, can be resolved  with C2=~x2 ∨ x3 on 
variable x3. Their resolvent C= x1 ∨ ~x2  is falsified by both p2 and p3. 
 
Proposition 5. Let p1 and p2 be twin boundary points in variable xi and C1 and C2 be 
clauses falsified by p1 and p2 respectively  Then  adding  the resolvent  C of C1 and C2 
to F  eliminates the boundary points p1  and p2. That  is pairs  (xi,p1)  and (~xi,p2) are 
not in the set Bnd_pnts(F ∧ C) ( here we assume that p1 is an xi-boundary point and p2 
is a ~xi-boundary point of F ). 

Proof. According to Proposition 4,  any clauses C1  and C2   falsified by p1 and p2 
respectively can be resolved in xi and p1 and p2 falsify the resolvent C of C1 and C2.   
Since clause C does not have a literal of xi , p1 is not an xi-boundary point and p2 is not  
a ~xi-boundary point of F ∧ C. 
 
Proposition 6. If  a CNF formula F contains an empty clause, then Bnd_pnts(F) = ∅. 

Proof.  For any complete assignment p, the set Unsat(p,F) contains the empty clause 
of F.  So p can not be a lit(xi)-boundary point. 
 
Proposition 6 works only in one direction, i.e. if Bnd_pnts(F) = ∅, it does not mean 
that F contains an empty clause. Proposition 6 implies that, given an unsatisfiable 
formula F for which Bnd_pnts(F) is not empty , the resovlents of any resolution proof 
of unsatisfiability of F eventually eliminate all the boundary points.   
 
Proposition 7. Let F be a CNF formula and p be a lit(xi)-boundary  point of F.  Let C 
be the resolvent of clauses C1 and C2 of F that eliminates p (i.e. (lit(xi),p) is not in 
Bnd_pnts(F ∧ C)).  Then C is obtained by resolution on variable xi. In other words, a 
lit(xi)-boundary point can be eliminated only by adding to F a resolvent on variable xi. 

Proof. Assume the contrary i.e.  adding C to F eliminates p and C is obtained by 
resolving C1 and C2 on variable xj, j≠ i. Since C eliminates p as a lit(xi)-boundary 
point, it is falsified by p and does not contain  lit(xi).  This means that neither C1 nor 
C2 contain variable xi. Since C is falsified by p, one of the parent clauses, say clause 
C1, is falsified by p too. Since C1 does not contain literal lit(xi), p is not a lit(xi)- 
boundary point of F. A contradiction. 
 
Proposition 8. Let p be a lit(xi)-boundary point of a CNF formula F.  Then any reso-
lution derivation of an empty clause from F has to  contain a resolution operation on 
variable xi.  
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Proof. According to Proposition 6, every  boundary point of F is eventually elimi-
nated in a resolution proof. According  to Proposition 7, a lit(xi)-boundary point can 
be eliminated only by adding to F a clause produced by resolution on variable xi. 

3.3   Boundary Points and Clause Redundancy 

In this subsection, we show that redundant clauses (e.g. conflict clauses) can be used 
in resolutions as parent clauses to eliminate boundary points. 

Definition 10. A clause C of a CNF formula F is called redundant if F \ {C}  →  C. 

Proposition 9. Let C  be  a clause of a CNF formula F.  Let lit(xi) be a literal of C. 
Suppose that no  lit(xi)-boundary point of F  falsifies clause C.  Then C is redundant. 

Proof. Assume the contrary, i.e. C is not redundant. Then there is an assignment p 
such that C is falsified and all the other clauses of F are satisfied. Then p is a lit(xi)-
boundary point. A contradiction. 

Importantly, Proposition 9 works only in one direction. That is the fact that a clause  
C is redundant in F does not mean that no boundary point  of F falsifies C.  Let CNF 
formula F(x1,x2) consist of four clauses: ~x1, x1, x1 ∨ ~x2, x1 ∨ x2.  Although the clause 
x1 is redundant in F, p = (x1=0, x2=0) is an x1-boundary point falsifying x1 (and 
x1 ∨ x2). The resolvent of clauses x1 and ~x1 eliminates p as a boundary point. 

4   Resolution Proofs and  Boundary Points 

In this section, we view construction of a resolution proof as  a process of boundary 
point elimination and  give  a metric for measuring potential proof redundancy.  

4.1   Resolution Proof as  Boundary Point Elimination 

First, we define the notion of a resolution proof [3] and a boundary resolution. 

Definition 11. Let F be an unsatisfiable formula. Let R1,…,Rk be a set of clauses such 
that a) each clause Ri is obtained by resolution operation where a  parent clause is 
either a clause of F or the resolvent of a previous resolution operation; b)  clauses Ri 
are numbered in the order they are derived; c) Rk is an empty clause; Then the set of 
resolutions that produced the resolvents R1,..,Rk is called a resolution proof. We as-
sume that this proof is irredundant i.e. removal of any non-empty subset of these k 
resolvents breaks  condition a). 

Definition 12. Let R1,..,Rk be the set of resolvents forming a resolution proof that a 
CNF formula F is unsatisfiable.  Denote by Fi the CNF formula  that is  equal to F for  
i=1 and  to F ∪  {R1,..,Ri-1} for i =  2,…,k.. In other words,  Fi  consists of the initial 
clauses of F and first i-1 resolvents. We will say that the i-th resolution (i.e. one that 
produces resolvent Ri) is non-boundary if Bnd_pnts(Fi) = Bnd_pnts(Fi+1). Otherwise 
(i.e. if Bnd_pnts(Fi) ⊃ Bnd_pnts(Fi+1), because adding a clause can not create a 
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boundary point), i-th resolution is called boundary. So a resolution operation is 
boundary if adding Ri to Fi eliminates a boundary point.  

In the previous section,  we showed  that eventually all the boundary points of a CNF 
formula F are removed by resolvents. Importantly, a lit(xi)-boundary point mandates a 
resolution on variable xi.  Besides, as we showed in Section 3.3. even redundant 
clauses can be used to produce new resolvents eliminating boundary points. It is im-
portant because, all clauses  derived by resolution (in particular conflict clauses gen-
erated by modern SAT-solvers) are redundant.  So the derived clauses are as good  for 
boundary point elimination as the original ones. 

A natural question arises about the role  of non-boundary resolutions. When an-
swering this question it makes sense to  separate redundant and irredundant formulas. 
(A CNF formula F is said to be irredundant if no clause of F is redundant, see Defini-
tion 10) For a redundant formula, one may have to use non-boundary resolutions. (In 
particular, a heavily redundant formula may not have boundary points at all. In such a 
case, every  resolution operation is non-boundary.) For irredundant formulas the situa-
tion is different. 

Proposition 10. Let F be an irredundant  formula of m clauses. Then F has at least d 
boundary points where d is the total number of  literals in the clauses of F. 

Proof. Let C be a clause of  F. Then there is a complete assignment  p falsifying C 
and satisfying the clauses of F \{C}. This assignment is a lit(xi)-boundary point where 
lit(xi) is a literal of C.  

As far as irredundant formulas are concerned some natural questions arise. Given an 
irredundant formula, can one always build a resolution proof using only boundary 
resolutions? If so, what is the relation between such a limited proof system and gen-
eral resolution? Can general resolution produce proofs shorter than in this limited 
proof system?  

We do not answer the questions above theoretically. Instead we introduce a metric 
measuring the Share of Boundary Resolutions (SBR-metric) to check if proof quality 
depends on the value of SBR metric. (This value is computed as the percent of 
boundary resolutions of a proof). In Section 6, we give some experimental evidence 
that the value of  SBR metric for short specialized proofs for equivalence checking 
formulas is much higher than for proofs generated by a SAT-solver with conflict 
driven learning. 

4.2   SBR Metric and Proof Redundancy 

Although we do not know the nature of non-boundary resolutions we still can argue 
that the low value of SBR metric may mean some proof redundancy. The reason is 
that such a redundancy indeed leads to the appearance of  non-boundary resolutions. 
We give two examples of that below. 

Not sharing resolutions of conflict clause derivations. In a typical SAT-solver  with 
conflict-driven learning, the only type of clauses learned are conflict clauses (this ap-
plies to  the Sat-solver DMRP-SAT that we used in our experiments). On the other 
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hand, a conflict clause is the result of many resolution operations. The intermediate 
resolvents of these operations are usually discarded. It may be the case though that for 
two conflict clauses C1 and C2 resolution proofs of their derivation share some interme-
diate resolvents. When the value of SBR metric is computed, all resolvents are taken 
into consideration.  This lack of sharing resolutions used in conflict clause derivations 
would lead to appearance of  non-boundary resolutions (a resolution deriving a clause 
produced earlier by some other resolution can not eliminate a boundary point).  

Appearance of unsatisfiable subformulas. Even if the  initial unsatisfiable CNF for-
mula F to be solved is irredundant, an unsatisfiable subformula of F inevitably ap-
pears due to the addition of new clauses. (In particular, one can view an empty clause 
as an unsatisfiable subformula of the final  CNF formula.) Let F1 be an  unsatisfiable 
subformula of F.  Let Vars(F) and Vars(F1) denote the sets of variables of F and F1. 
Then no lit(xi)-boundary point exists if xi is in Vars(F) \ Vars(F1). (The set of  clauses 
falsified by p contains at least one  clause of F1 and such a clause does not have a 
literal of xi.) So any resolution on a variable of Vars(F) \ Vars(F1) is non-boundary.  

The appearance of unsatisfiable subformulas may lead to increasing the share of 
non-boundary resolutions in the final proof. For example, instead of  deriving an 
empty clause from the clauses of F1, the SAT-solver may first derive some clauses 
having variables of Vars(F1) from clauses of F \ F1. It is possible since  clauses of 
F \ F1 may contain variables of Vars(F1). When deriving such clauses the SAT-solver 
may  use (non-boundary) resolutions on variables of Vars(F) \ Vars(F1), which  leads 
to redundancy of the final proof. 

5   Equivalence Checking Formulas 

In this section, we introduce the formulas we use in the experimental part of this pa-
per. These are  the formulas that describe equivalence checking of two copies of a 
combinational circuit. In Subsection 5.1 we show how such formulas are constructed. 
In Subsection 5.2. we describe how short proofs of unsatisfiability particularly tai-
lored for equivalence checking formulas can be built. 

5.1   Building Equivalence Checking Formulas 

Let N and N* be two single-output combinational circuits. To check their functional 
equivalence one constructs a circuit called a miter (we denote it as Miter(N,N*)). It is  
a circuit that is satisfiable (i.e. its output can be set to 1)  if and only if N and N* are 
not functionally equivalent. (N and N* are not functionally equivalent if there is an 
input assignment for which N and N* produce different output values.)  Then a CNF 
formula FMiter is generated that is satisfiable if and only if Miter(N,N*) is satisfiable.  
In our experiments we built a miter of two identical copies of the same circuit. In such 
a case Miter(N,N*)  is always unsatisfiable and so is CNF formula FMiter. 

Example 4. Figure 1 shows the miter of copies N and N* of the same circuit. Here g1, 
g1* are OR gates, g2, g2* are AND gates and h is an XOR gate (implementing 
modulo-2 sum). Note that N and N* have the same set of input variables but different 
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intermediate and output variables. Since 
g2⊕g2*  evaluates to 1 if and only if g2 ≠ g2*, 
and N and N* are functionally equivalent, the 
circuit Miter(N,N*) evaluates only to 0.  

A CNF formula FMiter whose satisfiability is 
equivalent to that of Miter(N,N*) is formed as  
FN ∧FN* ∧ Fxor ∧ h. Here FN and FN* are for-
mulas specifying the functionality of N and N* 
respectively. The formula Fxor specifies the 
functionality of the XOR gate h and the unit 
clause h forces the output of Miter(N,N*) to be 
set to 1.  

Since, in our case, the miter evaluates only 
to 0, the formula FM is unsatisfiable. 

Formulas FN and FN* are formed as the con-
junction of subformulas describing the gates of 

N and N*. For instance, FN = Fg1 ∧ Fg2 where, for example, Fg1  =    (x1 ∨ x2  ∨ ~g1) ∧ 
(~x1 ∨ g1) ∧ (~x2 ∨ g1) specifies the functionality of an OR gate. Each clause of Fg1 
rules out some inconsistent assignments to the variables of gate g1. For example, the 
clause (x1 ∨ x2  ∨ ~g1) rules out the assignment x1=0, x2=0, g1=1. 

5.2   Short Proofs for Equivalence Checking Formulas 

For a CNF formula FMiter describing equivalence checking of two copies N,N* of the 
same circuit, there is a short resolution proof  that  FMiter is unsatisfiable. This proof  is 
linear in the number of gates in N and N*. The idea of this proof is as follows. For 
every pair gi, gi* of the corresponding gates of N and N* , the  clauses of CNF for-
mula Eq(gi,gi*) specifying the equivalence of variables gi, gi* are derived. Here 
Eq(gi,gi*) is equal to (~gi ∨ gi*) ∧ (gi ∨ ~gi*). These  clauses are derived according to 
topological levels of gates gi,gi* in Miter(N,N*). (The topological level of a gate gi is 
the length of the longest path from an input to gate gi measured in the number of gates 
on this path.) First, clauses of Eq(gi,gi*) are derived for all pairs of gates gi,gi* of  
topological level 1. Then using previously derived Eq(gi,gi*), same clauses are de-
rived for the pairs of gates gj,gj* of topological level 2 and so on.  

Eventually, the clauses of Eq(gs,gs*) relating the output variables gs, gs* of N and 
N* are derived. Resolving the clauses of Eq(gs,gs*)  and the clauses describing the 
XOR gate, the clause ~h is derived. Resolution of ~h and the unit clause  h of FMiter 
produces an empty clause. 

Example 5. Let us explain the construction of the proof using the CNF FMiter from Ex-
ample 4. Gates g1,g1* have topological level 1 in Miter(N,N*). So first, the clauses of 
Eq(g1,g1*) are obtained. They are derived from the CNF formulas Fg1 and Fg1* describ-
ing gates g1 and g1*. That the clauses of Eq(g1,g1*) can be derived from Fg1 ∧ Fg1* just 
follows from the completeness of resolution and the fact that Eq(g1,g1*) is implied by  
the CNF formula Fg1 ∧ Fg1* . (This implication is due to the fact that Fg1 and Fg1* de-
scribe two functionally equivalent gates with the same set of  input variables). More 
specifically, the clause ~g1 ∨ g1* is obtained  by resolving the clause x1 ∨ x2  ∨ ~g1 of 

x1 x1 x3

g1

g2

g1*

g2*

h

N N*

 

Fig. 1. Circuit Miter(N, N*) 
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Fg1 with the clause  ~x1 ∨ g1*  of Fg1* and  then resolving the resolvent with the clause 
~x2 ∨ g1* of Fg1*. In a similar manner, the clause g1 ∨ ~g1* is derived by resolving the 
clause x1 ∨ x2  ∨ ~g1* of Fg1* with  clauses  ~x1 ∨ g1   and ~x2 ∨ g1 of Fg1. 

Then the clauses of Eq(g2,g2*) are derived (gates g2,g2* have topological level 2).  
Eq(g2,g2*) is implied by Fg2 ∧ Fg2* ∧ Eq(g1,g1*) .  Indeed, g2 and g2* are functionally 
equivalent gates that  have the same input variable x3. The other input variables g1 and 
g1* are identical too due to the presence of Eq(g1,g1*).  So the clauses of Eq(g2,g2*) 
can be derived from clauses of Fg2 ∧ Fg2* ∧ Eq(g1,g1*) by resolution. Then  the clause 
~h is derived as implied by Fxor ∧ Eq(g2,g2*) (an XOR gate produces output 0 when its 
input variables have equal values).  Resolution of h and ~h produces an empty clause. 

6   Experimental Results 

The goal of experiments was to compare  the values of SBR metric for two kinds of 
proofs of different quality. In the experiments we used formulas describing the 
equivalence checking of two copies of combinational circuits. The reason for  using 
such formulas is that one can easily generate high-quality specialized proofs of their 
unsatisfiability (see Section 5).   In the experiments we compared these short proofs 
with ones generated by the SAT-solver DMRP-SAT [11]. 

We performed the experiments on a Pentium-4 PC with  clock frequency of 3 GHz. 
The CNF formulas and proofs of both types we used in the experiments can be 
downloaded from  http://eigold.tripod.com/exper_sat_2009.tar.gz. The time limit in 
all experiments was set to 1 hour. 

Given a resolution proof R of k resolutions that a CNF formula F is unsatisfiable, 
computing the value of SBR metric of R reduces to k SAT-checks. In our experi-
ments these SAT-checks were performed by a version of DMRP-SAT. Let Fi be the 
CNF formula F ∪ {R1,..,Ri-1} where R1,..,Ri-1 are the resolvents generated in the first 
i-1 resolutions. Let C1 and C2 be the clauses of Fi that are the parent clauses of the 
resolvent Ri. Let C1 and C2 be resolved on variable xj. Assume that C1 contains the 
positive literal of xj.  Checking if i-the resolution eliminates an xj-boundary point  
can be performed as follows. First, all the clauses with a literal of xj are removed 
from Fi. Then one adds to Fi the unit clauses that force the assignments setting all 
the literals of C1 and all the literals of C2 but the literal ~xj to 0.  Denote  the result-
ing CNF formula by Gi. 

If  Gi is satisfiable then there is a complete assignment p that is falsified by C1 and 
maybe by some other clauses with literal xj.  So p is an xj-boundary point of Fi. Since 
p falsifies all the literals of C2 but ~xj, it is falsified by the resolvent of C1 and C2.  So 
the satisfiability of Gi means that  i-th resolution eliminates p and so this resolution is 
boundary. If Gi is unsatisfiable, then no xj-boundary point is eliminated by i-th resolu-
tion. All boundary points come in pairs (see Proposition 3). So no ~xj-boundary point 
is eliminated by i-th resolution either. Hence the unsatisfiability of Gi  means that the 
i-th resolution is non-boundary.  

Table 1. shows the value of SBR metric for the short specialized proofs. The first 
column gives the name of the benchmark circuit whose self-equivalence is described 
by the corresponding  CNF formula. The size of this CNF formula is given in the 
second and third columns.  The fourth column of Table 1 gives the size of the proof 
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(in the number of resolutions). The fifth column shows the value of  SBR metric and 
the last column of Table 1 gives the run time of computing this value. These run times 
can be significantly improved if one  uses a faster SAT-solver  and tunes it to solving 
the particular problem of computing the value of SBR metric. (For example, one can 
try to share conflict clauses learned in different SAT-checks.)  

Looking at Table 1 one can conclude that the specialized proofs have a very high 
value of SBR-metric (almost every resolution operation eliminates a boundary point). 
The only exception is the dalu formula (84%). The fact that the value of SBR metric 
for dalu and some other formulas is different from 100% is  probably due to the fact 
that the corresponding circuits have some redundancies. Such redundancies  would 
lead to redundancy of  CNF formulas specifying the corresponding  miters, which 
would lower the value of SBR metric. 

Table 1. Computing value of SBR metric for short specialized proofs 

Name #vars #clauses #resolu-
tions 

#boundary 
resol. % 

run 
time 
(s) 

c432 480 1,333 1,569 95 10.2 
9symml 480 1,413 1,436 100 4.5 
c880 807 2,264 2.469 100 24.6 
alu4 2,369 7,066 8.229 96 270 
c3540 2,625 7,746 9.241 97 1,743 
x1 4,381 12,991 12,885 97 2,890 
dalu 4,714 13,916 15,593 84 2,202 
c6288 4,771 14,278 17,925 100 2,462 

Table 2. Indirect comparison of proofs generated by Minisat and DMRP-SAT 

Minisat (v1.14) DMRP-SAT Name 
#confl. 
clauses 

run time 
 (sec.) 

#confl. 
clauses 

run time 
(sec.) 

c432 809 0.05 374 0.08 
9symml 259 0.03 275 0.08 
c880 6,000 0.29 1,309 0.27 
alu4 2,355 0.33 1,320 1.20 
c3540 22,214 2.65 10,021 7.75 
x1 3,294 0.45 765 1.06 
dalu 4,402 0.94 3,351 4.39 
c6288  * > 3,600   *  > 3,600 

 
Table 2 is meant to show that the proofs generated by  DMRP-SAT have high 

quality (for a SAT-solver with conflict driven learning). Here we compare the proofs 
generated by Minisat (version 1.14) and DMRP-SAT in the number of conflict 
clauses. (Minisat does not generate proofs so we could not compare the actual proof 
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sizes).  Although this is an indirect comparison, it gives an idea of the quality of 
proofs generated by DMRP-SAT. For self-equivalence of a 16-bit multiplier (instance 
C6288), neither SAT-solver finished the formula  within the time limit. 

The values of SBR-metric for the proofs generated by DMRP-SAT are given in Ta-
ble 3. The second column gives the size of resolution proofs generated by DMRP-SAT. 
When computing the size of these proofs we removed the obvious redundancies. 
Namely, the derivation   of the conflict clauses that did not  contribute to the derivation 
of an empty clause was ignored. The third column shows the value of SBR metric and 
the last column gives the run time of computing  this value. In the case  the computation 
did not finish within the time limit, the number in parentheses shows the percent of the 
resolution operations processed before the computation terminated.  

Table 3 shows that the size of the proofs  generated by DMRP-SAT is much larger 
than that of specialized proofs (Table 1, fourth column).  The only exception is the 
instance x1 where the two kinds of proofs have comparable size. Interestingly, x1 is 
the instance with the highest value of  SBR metric (88%) among DMRP-SAT proofs. 
For the rest of the formulas the value of SBR metric is much smaller.  Importantly, 
the value of  SBR metric we give for the formulas for which computation was termi-
nated due to exceeding the time limit  is higher than it should be. Typically, the later a 
resolution occurs in a resolution proof, the more likely it is that this resolution is non-
boundary. So the early termination of SBR metric computation ignored resolutions 
with the highest chances to be non-boundary. 

Table 3. Computing value of SBR metric for proofs generated by DMRP-SAT 

Name #resolu-
tions 

#boundary 
resol. % 

run time 
(s) (% of proof finished) 

c432 7,655 37 48 
9symml 5,317 57 23 
c880 24,478 37 503 
alu4 98,600 36 >3,600 (49%) 
c3540 347,264 54 >3,600 (6%) 
x1 16,259 88 864 
dalu 119,553 40 >3,600 (33.4%) 

 
Summing up, one can conclude that for the formulas we considered in experiments, 

the proofs of poorer quality (generated by DMRP-SAT) have lower values of SBR 
metric. It remains to be seen though whether it  means that these proofs are redundant 
in some way and so can be optimized. 

7   Some Background 

The notion of boundary points was introduced in [12] where they were called essen-
tial points. (We decided to switch to  the term “boundary point” as  more precise.)  
Boundary points were used in [12] to help a SAT-solver prune the search space.  If 
the subspace xi=0  does not contain a satisfying assignment or an xi-boundary  
point, one can claim that the symmetric subspace xi=1 can not contain a satisfying 
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assignment either (due to Proposition 3). The same idea of search pruning  was inde-
pendently described in [17] and implemented in the SAT-solver Jerusat.  The ideas of 
search pruning introduced in [12]  were further developed in [2]. 

In [14] we formulate two proof systems  meant for exploring the  1-neighborhood 
of clauses of the formula to be solved.  The union of the  1-neighborhhoods of these 
clauses is essentially a superset approximation of the set of boundary points. To prove 
that a formula is unsatisfiable it is sufficient to eliminate all boundary points (Proposi-
tion 2). The proof systems of [14]  show that one can eliminate all boundary points 
without generation of an empty clause. So resolution can be viewed as a special case 
of boundary point elimination. 

The results of the present paper can  also be considered as an approach to improv-
ing automatizability of resolution [6]. General  resolution is most likely non-
automatizable [1]. This means that finding short proofs can not be done efficiently in 
general resolution.  A natural way to mitigate this  problem is to look for  restricted 
versions of general resolution that are “more automatizable” i.e. that facilitate finding 
good proofs. Intuitively, boundary resolutions is a tiny part of the set of all possible 
resolutions. So the restriction of resolutions to boundary ones can be viewed as a way 
to make it easier to find  good proofs (assuming that such a restriction does not kill all 
high-quality proofs.)  

8   Conclusions and Directions for Future Research 

We show that a resolution proof can be viewed as the process of boundary point 
elimination. We introduce the SBR metric that is the percent of resolutions of the 
proof that eliminate boundary points (boundary resolutions). This metric can be used 
for estimating proof redundancy. We experimentally show that short  specialized 
proofs for equivalence checking formulas have high values of SBR metric. On the 
other hand, values of this metric for proofs generated by a SAT-solver with conflict 
driven learning are low. This implies that the proofs generated by this SAT-solver 
may have some redundancies. 

The idea of treating resolution as boundary proof elimination has many interesting 
directions for research. Here are a few of them. 

1) Testing further  the conjecture that SBR metric relates to  proof redundancy. 
2) Proving completeness of resolution performing only boundary resolutions for 

irredundant CNF formulas 
3) Answering the question about the nature of non-boundary resolutions. In par-

ticular, is the resolution proof system where only boundary resolutions are al-
lowed less powerful than general resolution? 

4) Designing SAT-solvers that generate proofs with high value of SBR metric. 
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Abstract. We define new encodings from Max-CSP into Partial Max-
SAT which are obtained by modelling the at-most-one condition with the
sequential SAT encoding of the cardinality constraint ≤ 1(x1, . . . , xn).
They have fewer clauses than the existing encodings, and the experimen-
tal results indicate that they have a better performance profile.

1 Introduction

We describe, following our previous results in [2,3,4], novel encodings from Max-
CSP into Partial Max-SAT. In [2,3], we defined a new encoding from CSP into
SAT, called minimal support encoding, and defined the extensions from Max-CSP
into Partial Max-SAT of the direct and support encodings from CSP into SAT, as
well as the extension of the minimal support encoding. The experimental results
for Partial Max-SAT provide evidence that, in general, the minimal support
encoding outperforms the other encodings on both pure random [2,3] and more
structured, realistic instances [4]. In the sequel, when we say direct, support and
minimal support encodings we refer to the corresponding encodings from Max-
CSP into Partial Max-SAT. We also refer to them as the standard encodings.

Recently [4], we have defined new variants of the standard encodings, called
regular direct, regular support and regular minimal support encodings. They are
obtained by modelling the at-least-one (ALO) and at-most-one (AMO) condi-
tions of the corresponding standard encodings using a regular signed encod-
ing [1]. This way, we get encodings with a more compact set of hard clauses,
but we need to introduce auxiliary variables. Fortunately, it is sufficient to limit
branching to non-auxiliary variables [4]. From a practical point of view, the
regular encodings usually outperform the corresponding standard encodings.

In this paper we define new encodings —sequential direct, sequential support
and sequential minimal support —, which are obtained by modelling the ALO
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condition as in the standard encoding, and the AMO condition with the sequen-
tial SAT encoding of the cardinality constraint ≤ 1(x1, . . . , xn) [6]. They have
fewer clauses than the existing encodings, and the experimental results indicate
that they have a better performance profile. In our experiments we solve both
pure random and more structured, realistic instances. We refer to [2,3,4] for basic
definitions of Max-SAT and Max-CSP.

2 Encodings from Max-CSP into Partial Max-SAT

2.1 Standard Encodings

We associate a Boolean variable xi with each value i of the CSP variable X .
If X has a domain d(X) of size m, the ALO clause of X is x1 ∨ · · · ∨ xm,
and ensures that X is given a value. The AMO clauses are the set of clauses
{xi ∨ xj |i, j ∈ d(X), i < j}, and ensure that X takes no more than one value.

Definition 1. The direct encoding (dir) of a Max-CSP instance 〈X ,D, C〉 is
the Partial Max-SAT instance that contains as hard clauses the above ALO and
AMO clauses for every CSP variable in X , and a soft clause xi ∨ yj for every
nogood (X = i, Y = j) of every constraint of C with scope {X, Y }.

In the support encoding from CSP into SAT, besides the ALO and AMO clauses,
there are clauses that encode the support for a value instead of encoding conflicts.
The support for a value j of a CSP variable X across a binary constraint with
scope {X, Y } is the set of values of Y which allow X = j. If v1, v2, . . . , vk are the
supporting values of variable Y for X = j, we add the clause xj∨yv1∨yv2∨· · ·∨yvk

(called support clause). There is one support clause for each pair of variables X, Y
involved in a constraint, and for each value in the domain of X . In the standard
support encoding, a clause in each direction is used: one for the pair X, Y and
one for Y, X [7].

In [2], we defined the minimal support encoding: it is like the support encoding
except for the fact that, for every constraint Ck with scope {X, Y }, we only add
either the support clauses for all the domain values of the CSP variable X or
the support clauses for all the domain values of the CSP variable Y .

Definition 2. The minimal support encoding of a Max-CSP instance 〈X ,D, C〉
is the Partial Max-SAT instance that contains as hard clauses the corresponding
ALO and AMO clauses for every CSP variable in X , and as soft clauses the
support clauses of the minimal support encoding from CSP into SAT.

The support encoding is the Partial Max-SAT instance that contains as hard
clauses the corresponding ALO and AMO clauses for every CSP variable in X ,
and contains, for every constraint Ck ∈ C with scope {X, Y }, a soft clause of
the form SX=j ∨ ck for every support clause SX=j encoding the support for the
value j of the CSP variable X, where ck is an auxiliary variable, and contains a
soft clause of the form SY =m ∨ ck for every support clause SY =m encoding the
support for the value m of the CSP variable Y .
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Example 1. The direct encoding for the Max-CSP instance 〈X ,D, C〉 =
〈{X, Y }, {d(X) = {1, 2, 3}, d(Y ) = {1, 2, 3}}, {X ≤ Y }〉 is as follows:

ALO [x1 ∨ x2 ∨ x3] [y1 ∨ y2 ∨ y3]
AMO [x1 ∨ x2] [x1 ∨ x3] [x2 ∨ x3] [y1 ∨ y2] [y1 ∨ y3] [y2 ∨ y3]
conflict clauses (x2 ∨ y1) (x3 ∨ y1) (x3 ∨ y2)

We get the minimal support encoding if we replace the conflict clauses with
(x2 ∨ y2 ∨ y3), (x3 ∨ y3), and get the support encoding if we replace the conflict
clauses with (x2 ∨ y2 ∨ y3 ∨ c1), (y1 ∨ x1 ∨ c1), (x3 ∨ y3 ∨ c1), (y2 ∨ x1 ∨ x2 ∨ c1).

In the experiments we used the support encoding (supxy), and two variants of
the minimal support encoding (supl and supc): supl is the encoding containing,
for each constraint, the support clauses for the variable that produces a smaller
total number of literals; and supc is the encoding containing, for each constraint,
the support clauses for the variable that produces smaller size clauses; we give
a score of 16 to unit clauses, a score of 4 to binary clauses and a score of 1 to
ternary clauses, and choose the variable with higher sum of scores.

2.2 Regular Encodings

The regular encodings differ in the fact that they encode the ALO and AMO
conditions using a regular signed encoding [1]. To this end, for every CSP variable
X , we associate a Boolean variable xi with each value i that can be assigned
to the CSP variable X in such a way that xi is true if X = i. Moreover, we
associate a Boolean variable x≥

i with each value i of the domain of X such that
x≥

i is true if X ≥ i. Then, the regular encoding of the ALO and AMO conditions
for a variable X with d(X) = {1, . . . , n} is formed by the following clauses [1]:

x≥
n → x≥

n−1 x1 ↔ x≥
2

x≥
n−1 → x≥

n−2 x2 ↔ x≥
2 ∧ x≥

3
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
x≥

3 → x≥
2 xi ↔ x≥

i ∧ x≥
i+1

x≥
2 → x≥

1 · · · · · · · · · · · · · · ·
xn−1 ↔ x≥

n−1 ∧ x≥
n

xn ↔ x≥
n

(1)

The clauses on the left encode the relationship among the different regular literals
of a variable while the clauses on the right link the variables of the form xi with
the variables of the form x≥

i .

Definition 3. The regular direct, support, and minimal support encodings are,
respectively, the standard direct, support, and minimal support encodings from
Max-CSP into Partial Max-SAT but using the regular encoding of the ALO and
AMO conditions.

In [4] we proved that when solving a Max-CSP instance with a regular encod-
ing and a Davis-Logemann-Loveland (DLL) style branch and bound solver, if
branching is performed only on non-auxiliary variables, then the solver finds an
optimal solution. We assume this kind of branching in the rest of the paper.
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3 Sequential Encodings

Our new encodings model the ALO condition as in the standard encoding, and
the AMO condition using the following SAT encoding, based on sequential coun-
ters, of the cardinality constraint ≤ 1(x1, . . . , xn) [6]:

(x1 ∨ s1) ∧ (xn ∨ sn−1)
∧

1<i<n

((xi ∨ si) ∧ (si−1 ∨ si) ∧ (xi ∨ si−1)),

where si, 1 ≤ i ≤ n− 1, are auxiliary variables. We refer to such an encoding as
the sequential encoding of the AMO condition.

Definition 4. The sequential direct, support, and minimal support encodings
are, respectively, the standard direct, support, and minimal support encodings
from Max-CSP into Partial Max-SAT but using the sequential encoding of the
AMO condition.

Example 2. A sequential minimal support encoding for the Max-CSP problem of
the CSP instance from Example 1 is formed by the following clauses:

hard clauses [x1 ∨ x2 ∨ x3] [y1 ∨ y2 ∨ y3]
[x1 ∨ sx

1 ] [x3 ∨ sx
2 ] [x2 ∨ sx

2 ] [sx
1 ∨ sx

2 ] [x2 ∨ sx
1 ]

[y1 ∨ sy
1] [y3 ∨ sy

2 ] [y2 ∨ sy
2 ] [sy

1 ∨ sy
2] [y2 ∨ sy

1 ]
support clauses (x2 ∨ y2 ∨ y3) (x3 ∨ y3)

We get the sequential support encoding if we replace the previous support clauses
with (x2 ∨ y2 ∨ y3 ∨ c1), (y1 ∨ x1 ∨ c1), (x3 ∨ y3 ∨ c1), (y2 ∨ x1 ∨ x2 ∨ c1). Finally,
we get the sequential direct encoding if we replace the previous support clauses
with (x2 ∨ y1), (x3 ∨ y1), (x3 ∨ y2).

In the sequential encodings, the number of clauses for modelling the ALO and
AMO conditions for a CSP variable X with domain d(X) is onO(d(X)). Observe
that, for large domains, there are fewer clauses in the sequential encodings than
in the regular and standard encodings.

Proposition 1. When solving a Max-CSP instance with a sequential encoding
and a DLL style branch and bound solver, if branching is performed only on
non-auxiliary variables, then the solver finds an optimal solution.

4 Experimental Results

We conducted experiments on a cluster with 2 GHz AMD Opteron 248 Proces-
sors, 1 GB of memory. The benchmarks are random binary Max-CSP instances
as the ones solved in [3], as well as the instances of clique trees with different
constraint tightness (Kbtree 10–90) and warehouse location solved in [4], which
are more structured and realistic. We used the solver WMaxSatz [5] because its
code is available, and we had to modify it for implementing a branching scheme
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Table 1. Comparison between branching schemes

s-supl s-dir s-supc s-supxy
Kbtree (t) # nb b nb b nb b nb b
10 50 0.05(50) 0.10(50) 0.03(50) 15.01(50) 0.05(50) 1.24(50) 34.27(50) 89.18(44)
20 50 0.78(50) 46.02(50) 0.36(50) 345.30(49) 0.70(50) 57.07(50) 682.66(36) 0.00(0)
30 50 3.97(50) 559.65(38) 2.92(50) 1440.02(2) 3.78(50) 562.56(40) 0.00(0) 0.00(0)
40 50 20.19(50) 1175.17(3) 31.28(50) 0.00(0) 21.92(50) 1063.29(4) 0.00(0) 0.00(0)
50 50 55.31(50) 0.00(0) 96.69(50) 0.00(0) 48.80(50) 0.00(0) 0.00(0) 0.00(0)
60 50 233.63(50) 0.00(0) 549.40(50) 0.00(0) 345.89(50) 0.00(0) 0.00(0) 0.00(0)
70 50 586.40(44) 0.00(0) 892.17(30) 0.00(0) 1072.85(17) 0.00(0) 0.00(0) 0.00(0)
80 50 0.00(0) 0.00(0) 1252.77(6) 0.00(0) 0.00(0) 0.00(0) 0.00(0) 0.00(0)
90 50 0.00(0) 0.00(0) 0.00(0) 0.00(0) 0.00(0) 0.00(0) 0.00(0) 0.00(0)
Solved 450 344 141 336 101 317 144 86 44

s-supl s-dir s-supc s-supxy
Warehouse # nb b nb b nb b nb b
warehouse 2 0.09(1) 2.37(1) 0.08(1) 2.35(1) 0.09(1) 2.36(1) 0.26(1) 1.34(1)
Solved 2 1 1 1 1 1 1 1 1
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Fig. 1. Results for Random Max-CSP instances

that ignores auxiliary variables. The sequential versions of the encodings dir,
supc, supl and supxy are denoted by s-dir, s-supc, s-supl and s-supxy.

In all the solved benchmarks, we observed that it is better to perform branch-
ing only on non-auxiliary variables. Table 1 compares this branching (nb) with
the normal branching (b) for the instances in [4]. The gains of the new branching
scheme are clear; for example, we solve up to 3 times more instances of clique
trees using the sequential direct encoding s-dir. For the warehouse instances,
the new branching scheme reduces the time needed to solve one instance. In
the rest of experiments we assume that the branching is performed only on
non-auxiliary variables. In all the tables, the cutoff time is of 30 minutes.

The left plot of Figure 1 compares standard, regular, and sequential encodings
of Random Max-CSP instances with the minimal support encoding supc. We
display encoding supc because it is the best performing encoding for this bench-
mark. The instances were obtained with a generator of uniform random binary
CSPs that implements the so-called model B: in the class 〈n, d, p1, p2〉 with n
variables of domain size d, we choose a random subset of exactly p1n(n − 1)/2
constraints (rounded to the nearest integer), each with exactly p2d

2 conflicts
(rounded to the nearest integer); p1 may be thought of as the density of the
problem and p2 as the tightness of constraints. The difficulty of the instances
depends on the selected values for n, d, p1 and p2. We selected values that
allowed to solve the instances in a reasonable amount of time. We observe that
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Table 2. Comparison between sequential encodings and regular encodings

supc supl dir supxy
Kbtree (t) # sequential regular sequential regular sequential regular sequential regular
10 50 1.24(50) 0.36(50) 0.10(50) 0.07(50) 15.01(50) 1.58(50) 89.18(44) 150.22(47)
20 50 57.07(50) 70.91(50) 46.02(50) 57.12(50) 345.30(49) 375.07(48) 0.00(0) 0.00(0)
30 50 562.56(40) 627.38(36) 559.65(38) 664.75(35) 1440.02(2) 0.00(0) 0.00(0) 0.00(0)
40 50 1063.29(4) 1341.48(2) 1175.17(3) 1714.93(2) 0.00(0) 0.00(0) 0.00(0) 0.00(0)
Solved 450 144 138 141 137 101 98 44 47

supc supl dir supxy
Warehouses # sequential regular sequential regular sequential regular sequential regular
warehouse 2 2.36(1) 2.43(1) 2.38(1) 2.46(1) 2.35(1) 2.43(1) 1.34(1) 1.44(1)

Solved instances 2 1 1 1 1 1 1 1 1

the sequential encoding is up to one order of magnitude faster than the standard
and regular encodings. The right plot compares the different sequential encod-
ings (direct, minimal and support) defined in this paper. We observe that the
minimal encoding is the best performing except for large values of p, where the
support encoding dominates. For lower values of p, there is a big gap between
the minimal and support encodings. It is also remarkable the superiority of the
minimal encoding wrt the direct encoding.

Table 2 compares sequential encodings with regular encodings on the instances
used in [4]. Standard encodings are not included because they are worse than
regular encodings [4]. We see that, in general, the sequential encodings outper-
form the regular encodings on both the time needed to solve an instance and
the number of solved instances. We also see that the minimal encodings are the
best performing encodings.

Finally, we notice that our encodings may be easily extended with weigths
because there is exactly one violated clause for every violated constraint, as well
as that the direct encoding may incorporate non-binary constraints. As future
work, we plan to investigate structural properties of encodings that may be useful
to predict their performance.
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Cardinality Networks and Their Applications

Roberto Aśın, Robert Nieuwenhuis, Albert Oliveras, and
Enric Rodŕıguez-Carbonell�

Abstract. We introduce Cardinality Networks, a new CNF encoding of
cardinality constraints. It improves upon the previously existing encod-
ings such as the sorting networks of [ES06] in that it requires much less
clauses and auxiliary variables, while arc consistency is still preserved:
e.g., for a constraint x1 + . . . + xn ≤ k, as soon as k variables among
the xi’s become true, unit propagation sets all other xi’s to false. Our
encoding also still admits incremental strengthening: this constraint for
any smaller k is obtained without adding any new clauses, by setting a
single variable to false.

Here we give precise recursive definitions of the clause sets that are
needed and give detailed proofs of the required properties. We demon-
strate the practical impact of this new encoding by careful experiments
comparing it with previous encodings on real-world instances.

1 Introduction

Compared with other systematic constraint solving techniques, SAT solvers have
many advantages for non-expert users as extremely efficient off-the-shelf black
boxes that moreover require no tuning regarding variable (or value) selection
heuristics. Therefore quite some work has been devoted to finding good propo-
sitional encodings for many kinds of constraints.

A particularly important class of constraints are the cardinality constraints,
i.e., constraints of the form x1 + . . . + xn # k where k is a natural number and
# ∈ {<,≤, =,≥, >}.

Cardinality constraints appear in many practical problem contexts, such as
timetabling, scheduling, or pseudo-boolean constraint solving. For instance,
given an input formula F over n variables x1, . . . , xn, one may be interested
in finding a model of F in which at most k variables are set to true. For this, one
can add the clauses encoding the constraint x1 + . . .+xn ≤ k. Going beyond, for
instance for the min-ones problem for F , that is, finding a model with the mini-
mal number of true variables, one can incrementally strengthen the constraint for
successively lower k until it becomes unsatisfiable. In fact, cardinality constraints
frequently occur in other optimization problems too. For example, the Max-SAT
problem consists of, given a set of clauses S = {C1, . . . , Cn}, finding an assign-
ment A that satisfies the maximal number of clauses in S. One way of doing this is

� Technical Univ. of Catalonia, Barcelona. All authors partially supported by Spanish
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to add a fresh indicator variable xi to each clause, getting {C1 ∨x1, . . . , Cn ∨xn}
and incrementally strengthening the constraint x1 + . . . + xn ≤ k. In general, it
is typical to see situations where n is much larger than k.

This kind of applications of cardinality constraints has been very elegantly
handled in MiniSAT and its extension to pseudo-boolean constraints [ES06].
There, one encoding for cardinality constraints is based on sorting networks with
inputs x1, . . . , xn and output y1, . . . , yn, such that if exactly k input variables
are true, then y1, . . . , yk will become true and yk+1, . . . , yn will be false. For
enforcing the constraint x1 + . . . + xn ≤ k, it then suffices to set yk+1 to false,
and incrementally strengthening the constraint can be done by setting to false
yp’s with successively smaller p.

In [ES06] it is also proved that for the CNF encoding of sorting networks
unit propagation preserves arc consistency. For instance, for a constraint of the
form x1 + . . . + xn ≤ k, as soon as k variables among the xi’s become true, unit
propagation sets all other xi’s to false. The proof of arc consistency given in
[ES06] relies on general properties of sorting networks.

Here we give recursive definitions for this kind of networks that, given se-
quences of input variables, return a sequence of output variables and a set of
clauses. The required arc-consistency properties under unit propagation can be
directly proved by induction from these definitions. Our starting point will be a
deconstruction of the odd-even merge sorting networks of [Bat68], focussing on
their specific use for encoding cardinality constraints in SAT.

For this purpose, and for allowing the reader to become familiar with the
notations and methodology of this paper, in Section 3 we first define Half Merging
Networks and Half Sorting Networks, which require only half as many clauses
as their standard versions while preserving all desired properties.

As said, in many applications, it is typical to find cardinality constraints
x1 + . . . + xn # k where n is much larger than k. This motivated us to look
for encodings that exploit this fact. In Section 4 we introduce Cardinality Net-
works which require O(n log2 k) clauses instead of O(n log2 n) as in previous ap-
proaches. In addition, Cardinality Networks also leverage the advantages from
the use of Half Merging and Half Sorting Networks. All definitions, properties
and proofs in this section and in Section 3 are for cardinality constraints of the
form x1 + . . .+xn ≤ k. Therefore, in Section 5 we extend them to the other cases
such as ≥ and =, and to range constraints of the form k ≤ x1 + . . . + xn ≤ k′.

In Section 6 we demonstrate the practical impact of this new encoding by
careful experiments comparing it with previous encodings on real-world instances
and we conclude in Section 7. Because of space limitation, not all results are
proved in the paper.

2 Preliminaries

Let P be a fixed finite set of propositional variables. If p ∈ P , then p and p are
literals of P . The negation of a literal l, written l, denotes p if l is p, and p if l is
p. A clause is a disjunction of literals l1∨. . .∨ln. A CNF formula is a conjunction
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of one or more clauses C1 ∧ . . . ∧ Cn. When it leads to no ambiguities, we will
sometimes consider such a formula as the set of its clauses.

A (partial truth) assignment M is a set of literals such that {p, p} ⊆ M for
no p. A literal l is true in M if l ∈ M , is false in M if l ∈ M , and is undefined
in M otherwise. A clause C is true in M if at least one of its literals is true in
M . A formula F is true in M if all its clauses are true in M . In that case, M
is a model of F . The systems that decide whether a formula has a model or not
are called SAT solvers.

Most state-of-the-art SAT solvers are based on extensions of the DPLL al-
gorithm [DP60, DLL62]. The main inference rule in DPLL is known as unit
propagation. Given a set of clauses S and an empty assignment M , clauses are
sought in which all literals are false but one, say l, which is undefined (initially
only clauses of size one satisfy this condition). This literal l is then added to M
and the process is iterated until reaching a fix point. If U is the set of all literals
that have been added to the assignment in this process, we will denote this fact
by S |=up U .

In this paper we will work with cardinality constraints a1 + . . . + an # k,
where # ∈ {≤,≥, =}, the ai’s are propositional variables and k is a natural
number. An assignment M satisfies such a constraint if at most (≤), at least(≥)
or exactly (=) k literals in {a1, . . . , an} are true in M . The aim of this paper is,
given a set of cardinality constraints C, to obtain a CNF formula S such that
looking for assignments satisfying C is equivalent to looking for models of S.
Moreover this S should be as small as possible and, whenever a concrete value
for a variable in a constraint can be inferred, this should be detected by unit
propagation on S.

In what follows, we consider variable sequences, or simply sequences, which are
ordered lists of distinct propositional variables, written 〈x1 . . . xn〉, and denoted
by capital letters A, B, C, . . . Unless stated otherwise, these lists always have
length n = 2m, for some m ≥ 0. When necessary these lists will be seen as sets,
so that we can consider subsets of their variables.

Sometimes new fresh variables, that is, distinct new variables, will be intro-
duced, These will always be denoted by the (possibly subscripted or primed)
letters c, d, e.

3 Half Merging and Half Sorting Networks

In this section we introduce Half Merging Networks and Half Sorting Networks,
which are like the Sorting Networks based on odd-even merges of [Bat68, ES06],
but only need half of the clauses. The definitions and properties that are given
will be used later on and allow the reader to become familiar with our notations
and methodology. We remind that all the definitions in this section and in Sec-
tion 4 are designed to be used in constraints of the form x1 + . . . + xn ≤ k, and
that we implicitly assume that all sequences have size 2m for some m ≥ 0. In
Section 5 we explain how to treat the case where n is not a power of two.
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3.1 Half Merging Networks

Given two sequences A and B of length n, the Half Merging Network of A and
B, denoted HMerge(A, B), is a pair (C, S), where C is a sequence of length 2n
and S is a set of clauses, defined as follows.

For sequences of length 1 we define:

HMerge( 〈a〉, 〈b〉 ) = ( 〈 c1 c2 〉, { a∨ b∨ c2, a∨ c1, b∨ c1 } )

For sequences of length n > 1 we define:

HMerge( 〈a1 . . . an〉, 〈b1 . . . bn〉 ) = ( 〈 d1 c2 . . . c2n−1 en 〉, Sodd ∪ Seven ∪ S′ )

recursively in terms of the odd and the even subsequences:
HMerge( 〈a1 a3 . . .an−1〉, 〈b1 b3 . . . bn−1〉 ) = ( 〈d1 . . . dn〉, Sodd ),
HMerge( 〈a2 a4 . . .an 〉, 〈b2 b4 . . . bn 〉 ) = ( 〈e1 . . . en〉, Seven ),

where the clause set S′ is:
⋃n−1

i=1 { di+1 ∨ ei ∨ c2i+1, di+1 ∨ c2i, ei ∨ c2i }.
Example 1. Intuitively, a (Half) Merging Network merges two sequences of input
variables 〈a1 . . . an〉 and 〈b1 . . . bn〉 that are already sorted into a single sorted
output sequence 〈c1 . . . c2n〉, and the required unit propagation is that if a1 . . .ap

and b1 . . . bq are true, then the first p + q output variables will become true
(Lemma 1 below), and (roughly speaking) if in addition cp+q+1 is set to false,
then also ap+1 and bq+1 will become false (Lemma 2).

Let us take HMerge( 〈a1 a2〉, 〈b1 b2〉 ), which is ( 〈d1 c2 c3 e2〉, S) with S
being the set of clauses:

a1 ∨ b1 ∨d2 a2 ∨ b2 ∨e2 d2 ∨ e1 ∨ c3
a1 ∨d1 a2 ∨e1 d2 ∨ c1
b1 ∨d1 b2 ∨e1 e1 ∨ c2

The partial assignments (a1, a2) = (1, 0) and (b1, b2) = (0, 0) cause S to unit
propagate the first output (d1), but not the second one (c2). If we add another 1
to the input, for example (a1, a2) = (1, 1), then both d1 and c2 get propagated,
but not c3. For propagating c3 we need to add another input 1, e.g, setting
(b1, b2) = (1, 0), but (b1, b2) = (0, 1) would not do it, since this propagation
only works if all ones appear as a prefix in the input sequences, which will
always be the case in our uses of HMerge. With inputs (a1, a2) = (1, 0) and
(b1, b2) = (1, 0), and setting c3 to false, unit propagation will set a2 and b2 to
false. Similar properties about propagation of ones and zeros will hold in all the
constructions in this paper and will be precisely stated in each case. ��
Lemma 1. If HMerge( 〈a1 . . . an〉, 〈b1 . . . bn〉 ) = ( 〈 c1 . . . c2n 〉, S ) and
p, q ∈ N with 1 ≤ p, q ≤ n, then S ∪ {a1 . . . ap b1 . . . bq } |=up c1, . . . , cp+q.

Lemma 2. Let HMerge( 〈a1 . . .an〉, 〈b1 . . . bn〉 ) be ( 〈 c1 . . . c2n 〉, S ), and
p, q ∈ N with p, q ≤ n.
If p < n and q < n then S ∪ {a1, . . . , ap, b1, . . . , bq, cp+q+1} |=up ap+1, bq+1.
If p = n and q < n then S ∪ {a1, . . . , ap, b1, . . . , bq, cp+q+1} |=up bq+1.
If p < n and q = n then S ∪ {a1, . . . , ap, b1, . . . , bq, cp+q+1} |=up ap+1.
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Lemma 3. Given A and B sequences of length n, the Half Merging Network
HMerge(A, B) contains O(n log n) clauses with O(n log n) auxiliary variables.

3.2 Half Sorting Networks

Given a sequence A of length 2n, the Half Sorting Network of A, denoted
HSort(A), is a pair (C, S), where C is a sequence of length 2n and S is a set of
clauses, defined as follows.

For sequences of length 2 we define:

HSort( 〈a b〉 ) = HMerge( 〈a〉, 〈b〉 )

For sequences of length 2n > 2 we define:

HSort( 〈a1 . . . a2n 〉 ) = ( 〈 c1 . . . c2n 〉, SD ∪ SD′ ∪ SM )

recursively in terms of two subsequences of size n:
HSort( 〈 a1 . . . an 〉 ) = ( 〈d1 . . . dn〉, SD ),
HSort( 〈 an+1 . . . a2n〉 ) = ( 〈d′1 . . . d′n〉, SD′ ),

and the merge of them
HMerge( 〈d1 . . . dn 〉, 〈d′1 . . . d′n 〉 ) = ( 〈c1 . . . c2n〉, SM ),

Lemma 4. Given a sequence A of length n, the Half Sorting Network HSort(A)
contains O(n log2 n) clauses with O(n log2 n) auxiliary variables.

Similar properties to the ones of Half Merging Networks also hold here, but
without the requirement that the input ones are at prefixes: (i) if any p in-
put variables are set to true, the first p output variables are unit propagated
(Lemma 5), and (ii) if in addition the p+1-th output is set to false, the remain-
ing input variables are set to false (Lemma 6), hence not allowing more than p
input variables to be true.

Fig. 1. HSort with input 〈a1 . . . a8〉 and output 〈c1 . . . c8〉
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Lemma 5. Let HSort(A ) be ( 〈c1 . . . c2n 〉, S ) and let A′ ⊆ A with |A′| = p.
Then,

S ∪ A′ |=up c1, . . . , cp

Lemma 6. Let HSort(A ) be ( 〈c1 . . . c2n 〉, S ) and let A′ �A with |A′|=p < 2n.
Then,

S ∪ A′ ∪ cp+1 |=up aj for all aj ∈ (A−A′)

4 Cardinality Networks

Here we exploit the fact that in cardinality constraints x1 + . . . + xn ≤ k it
is frequently the case that n is much larger than k. We introduce Cardinality
Networks which require O(n log2 k) clauses instead of O(n log2 n) as in previ-
ous approaches. A main ingredient for Cardinality Networks are the Simplified
Merging Networks, which we introduce first.

4.1 Simplified Merging Networks

If we are only interested in the (maximal) n + 1 bits of the output (instead of
the 2n original ones), Half Merging Networks can be further simplified. Given
two sequences A and B of length n, the Simplified Merging Network of A and
B, denoted SMerge(A, B), is a pair (C, S), where C is a sequence of length n+1
and S is a set of clauses, defined as follows. For n = 1, we have

SMerge( 〈 a 〉, 〈 b 〉) = ( 〈 c1, c2 〉, { a ∨ b ∨ c2, a ∨ c1, b ∨ c1 } )

The case n > 1 is defined

SMerge( 〈a1 . . . an〉, 〈b1 . . . bn〉 ) = ( 〈 d1 c2 . . . cn+1 〉, Sodd ∪ Seven ∪ S′ )

recursively in terms of the odd and the even subsequences,

SMerge( 〈a1 a3 . . .an−1〉, 〈b1 b3 . . . bn−1〉 ) = ( 〈d1 . . . dn
2 +1〉, Sodd )

SMerge( 〈a2 a4 . . .an 〉, 〈b2 b4 . . . bn 〉 ) = ( 〈e1 . . . en
2 +1〉, Seven )

where the clause set S′ is:⋃n
2
i=1{ di+1 ∨ ei ∨ c2i+1, di+1 ∨ c2i, ei ∨ c2i }.

Remark. We have defined Simplified Merging Networks with n + 1 outputs be-
cause this n + 1-th bit is needed for the odd recursive case: dn

2 +1 is used in the
clause set S′. But output en

2 +1 from the even subcase is not used, and the n+1-
th bit is not used either in the Cardinality Networks defined below. This fact
can be exploited for a slightly further optimization in our encodings by using
Simplified Merging Networks with n outputs for these subcases, but for clarity
of explanation we have chosen not to do so here.

We now precisely state the propagation properties of Simplified Merging Net-
works. Lemma 7 is the equivalent of Lemma 1, proving that p + q inputs ones
properly placed (e.g. as prefixes in the input sequences), unit propagate the first
p + q outputs. After that, Lemma 8, the equivalent of Lemma 2, proves how
zeros can be propagated from outputs to inputs.
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Lemma 7. If SMerge( 〈a1 . . . an〉, 〈b1 . . . bn〉 ) = ( 〈 c1 . . . cn+1 〉, S ) and
p, q ∈ N with 1 ≤ p + q ≤ n + 1, then S ∪ {a1, . . . , ap, b1, . . . , bq } |=up cp+q.

Proof. (By induction on n). If n = 1, we have

SMerge( 〈 a 〉, 〈 b 〉) = ( 〈 c1, c2 〉, { a ∨ c1, b ∨ c1, a ∨ b ∨ c2 } ).

If p = 0, q = 1 then setting b clearly propagates c1. Similarly, if p = 1, q = 0,
setting a propagates c1. Otherwise, p = 1, q = 1, and a and b propagate c2.

For the induction step (n > 1) we consider four different cases, depending on
whether p and q are odd or even:

CASE 1: p is odd and q even. (Let p = 2p′ + 1 and q = 2q′).
Let us focus on the odd part of SMerge:

SMerge( 〈a1 a3 . . . an−1〉, 〈b1 b3 . . . bn−1〉 ) = ( 〈d1 . . . dn
2 +1〉, Sodd ).

In 〈a1 a2 . . . ap〉 there are p′ +1 odd indices, namely {1, 3, . . . , 2p′ +1}. Similarly,
in 〈b1 b2 . . . bq〉 there are q′ odd indices, namely {1, 3, . . . , 2q′ − 1}. Hence, by
IH we have Sodd ∪ {a1, . . . , a2p′+1, b1, . . . , b2q′−1, } |=up dp′+q′+1 (note that
1 ≤ (p′ + 1) + q′ ≤ n

2 + 1).

Now, let us take the even part of SMerge:

SMerge( 〈a2 a4 . . .an〉, 〈b2 b4 . . . bn〉 ) = ( 〈e1 . . . en
2 +1〉, Seven )

In 〈a2 a4 . . . ap〉 there are p′ even indices, namely {2, 4, . . . , 2p′}. Similarly, in
〈b2 b4 . . . bq〉 there are q′ even indices, namely {2, 4, . . . , 2q′}. Hence, by IH we
have Seven ∪ {a2, . . . , a2p′ , b2, . . . , b2q′ , } |=up ep′+q′ (note that 1 ≤ p′ + q′ ≤
n
2 + 1).

Finally, since 1 ≤ p′ + q′ ≤ n
2 the clause dp′+q′+1 ∨ ep′+q′ ∨ c2p′+2q′+1 belongs

to S, and hence literal c2p′+2q′+1 can be unit propagated, as we wanted to prove.

CASE 2: p is even and q odd. (Symmetric to the previous one).

CASE 3: p and q are odd. (Let p = 2p′ + 1 and q = 2q′ + 1).
We will now use only the odd part of SMerge:

SMerge( 〈a1 a3 . . . an−1〉, 〈b1 b3 . . . bn−1〉 ) = ( 〈d1 . . . dn
2 +1〉, Sodd ).

In 〈a1 a2 . . . ap〉 there are p′ +1 odd indices, namely {1, 3, . . . , 2p′ +1}. Similarly,
in 〈b1 b2 . . . bq〉 there are q′ + 1 odd indices, namely {1, 3, . . . , 2q′ + 1}. Hence,
by IH we have Sodd ∪ {a1, . . . , a2p′+1, b1, . . . , b2q′+1, } |=up dp′+q′+2 (note that,
using that n is even, one can see that 1 ≤ (p′ + 1) + (q′ + 1) ≤ n

2 + 1).
Now, since 1 ≤ p′ + q′ + 1 ≤ n

2 , the clause dp′+q′+2 ∨ c2p′+2q′+2 belongs to S,
the literal c2p′+2q′+2 can be unit propagated.

CASE 4: p and q are even. (Let p = 2p′ and q = 2q′).
We will now only use the even part of SMerge:

SMerge( 〈a2 a4 . . .an〉, 〈b2 b4 . . . bn〉 ) = ( 〈e1 . . . en
2 +1〉, Seven )
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In 〈a2 a4 . . . ap〉 there are p′ even indices, namely {2, 4, . . . , 2p′}. Similarly, in
〈b2 b4 . . . bq〉 there are q′ even indices, namely {2, 4, . . . , 2q′}. Hence, by IH we
have Seven ∪ {a2, . . . , a2p′ , b2, . . . , b2q′ , } |=up ep′+q′ (note that 1 ≤ p′ + q′ ≤
n
2 + 1).

Now, using that n is even, one can see that 1 ≤ p′+q′ ≤ n
2 and hence the clause

ep′+q′ ∨ c2p′+2q′ belongs to S, allowing one to propagate the literal c2p′+2q′ . ��

Lemma 8. Let SMerge( 〈a1 . . .an〉, 〈b1 . . . bn〉 ) be ( 〈 c1 . . . cn+1 〉, S ), and
p, q ∈ N with p + q ≤ n.
If p < n and q < n then S ∪ {a1, . . . , ap, b1, . . . , bq, cp+q+1} |=up ap+1, bq+1.
If p = n and q = 0 then S ∪ {a1, . . . , an, cn+1} |=up b1.
If p = 0 and q = n then S ∪ {b1, . . . , bn, cn+1} |=up a1.

Lemma 9. Given A and B sequences of length n, the Simplified Merging Network
SMerge(A, B) contains O(n log n) clauses with O(n log n) auxiliary variables.

4.2 K-Cardinality Networks

Given a sequence A of length n = m × k with k = 2r and m ∈ N, the k-
Cardinality Network of A, denoted Card(A, k), is a pair (C, S), where C is a
sequence of length k and S is a set of clauses, defined as follows.

For sequences of length k, we define:

Card( 〈a1 . . . ak〉, k ) = HSort( 〈a1 . . . ak〉 )

Fig. 2. Representation of Card(〈a1 . . . a32〉, 8) with output 〈c1 . . . c8〉
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For sequences of length n > k we define:

Card( 〈 a1 . . . an 〉 , k ) = ( 〈 c1 . . . ck 〉, SD ∪ SD′ ∪ SM )

recursively in terms of subsequences of sizes k and n− k:
Card( 〈 a1 . . . ak 〉, k ) = ( 〈d1 . . . dk〉, SD ),
Card( 〈ak+1 . . . an〉, k ) = ( 〈d′1 . . . d′k〉, SD′ ),

and a simplified merge of them (note that its last output is not used)
SMerge( 〈d1 . . . dk 〉, 〈d′1 . . .d′k 〉 ) = ( 〈c1 . . . ck+1〉, SM ),

Lemma 10. Given a sequence A of length n = m×k, the k-Cardinality Network
Card(A, k) contains O(n log2 k) clauses with O(n log2 k) auxiliary variables.

Again, the usual properties of how zeros and ones are unit propagated follow.
Their proofs are analogous to the ones of Lemma 5 and Lemma 6.

Lemma 11. If Card(A, k ) = (〈 c1 . . . ck 〉, S ) and A′ ⊆ A with |A′| = p ≤ k,
then

S ∪ A′ |=up c1, . . . , cp

Proof. Sequence A will be of the form 〈a1 . . . an〉 with n = m× k. We will prove
the lemma by induction on m.

If m = 1, we have Card( 〈 a1, . . . ak 〉, k) = HSort( 〈a1, . . . , ak〉 ). Using
lemma 5 we conclude that {c1, . . . , cp} are unit propagated.

For the induction step (m > 1) we have:

Card( 〈 a1 . . . an 〉 , k ) = (〈 c1 . . . ck 〉, SD ∪ SD′ ∪ SM ), with
Card( 〈 a1 . . . ak 〉, k ) = ( 〈d1 . . . dk〉, SD ),
Card( 〈ak+1 . . .an〉, k ) = ( 〈d′1 . . . d′k〉, SD′ ) and
SMerge( 〈d1 . . . dk 〉, 〈d′1 . . . d′k 〉, ) = ( 〈c1 . . . ck+1〉, SM )

If we now consider the sets AD = A′ ∩ {a1, . . . , ak}, with size |AD| = pD, and
AD′ = A′ ∩ {ak+1, . . . , an}, with |AD′ | = pD′ , by IH we have AD ∪ SD |=up

d1, . . . , dpD and AD′ ∪ SD′ |=up d′1, . . . , d′pD′ . Now, by lemma 7 we know that
SM ∪ {d1, . . . , dpD , d′1, . . . , d′pD′ } |=up c1, . . . , cpD+pD′ , which, since p = pD +
pD′ , concludes the proof. ��

Theorem 1. If Card( 〈a1 . . . an〉, k ) = (〈 c1 . . . ck 〉, S ) and A′ � A with size
|A′| = p < k, then

S ∪ A′ ∪ cp+1 |=up aj for all aj ∈ (A \A′)

Proof. We have that n = m × k, and we will prove the lemma by induction
on m.

If m = 1, we have Card( 〈 a1, . . . ak 〉, k) = HSort( 〈a1, . . . , ak〉 ) and in
this case the theorem amounts to Lemma 6.

For the induction step (m > 1) we have:
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Card( 〈 a1 . . . an 〉 , k ) = (〈c1 . . . ck 〉, SD∪ SD′∪ SM ), with
Card( 〈 a1 . . . ak 〉, k ) = ( 〈d1 . . . dk〉, SD ),
Card( 〈ak+1 . . . an〉, k ) = ( 〈d′1 . . . d′k〉, SD′ ) and
SMerge( 〈d1 . . . dk 〉, 〈d′1 . . . d′k 〉, ) = ( 〈c1 . . . ck+1〉, SM )

If we now consider the sets AD = A′ ∩ {a1, . . . , ak}, with size |AD| = pD, and
AD′ = A′ ∩ {ak+1, . . . , an}, with |AD′ | = pD′ , by Lemma 11 we know that
AD ∪ SD |=up d1, . . . , dpD and AD′ ∪ SD′ |=up d′1, . . . , d′pD′ . Due to these
propagated literals and knowing that p = pD + pD′ ≤ k and both pD < k and
pD′ < k, we obtain SM ∪ {d1, . . . , dpD , d′1, . . . , d′pD′ , cp+1} |=up dpD+1, d′pD′+1
by applying Lemma 8.

Finally these two unit propagations allow us to use the IH to infer that SD ∪
AD ∪ dpD+1 |=up aj for all aj ∈ ({a1 . . . ak}−AD) and also that SD′ ∪ AD′ ∪
d′pD′+1 |=up aj for all aj ∈ ({ak+1 . . . an}−AD′), which concludes the proof. ��

5 Application to SAT Solving and Extensions

In this section we show how to apply the previous constructions in practice and
we further present some extensions:

• Use of Card in practice. Theorem 1 indicates how to apply the con-
struction Card in practice. Assume we are given a formula F to which we
want to impose the cardinality constraint a1 + . . .an ≤ p. We should first
find k, the smallest power of two with k > p and consider the construction
Card(〈a1 . . . an+m〉, k) = ( 〈c1, . . . ck〉, S ). Note that we may need to add m ex-
tra variables to the input sequence to obtain a sequence of size multiple of k,
but these variables are initially set to false and do not enlarge the search space.
Now, the problem amounts to check the satisfiability of F ∧ S ∧ cp+1 since, due
to Theorem 1, as soon as p variables in 〈a1, . . . , an+m〉 are set to true, the re-
maining ones will be unit propagated to false, hence disallowing any model not
satisfying the cardinality constraint.

• Incremental strengthening. Another important feature of these encod-
ings can be exploited in applications where one needs to solve a sequence of
problems that only differ in that a cardinality constraint a1 + . . . + an ≤ p be-
comes increasingly stronger by decreasing p to p′, as it happens in optimization
problems. In this setting, we only need to assert the corresponding literal cp′+1,
and the search can be resumed keeping all lemmas generated in the previous
problems. Most state-of-the-art SAT solvers used as black boxes provide a user
interface for doing this.

• Constraints of the form a1 + . . .an ≥ p. For these type of constraints, we
should first find k, the smallest power of two with k ≥ p. After that, we should
consider a new construction Card≥(〈a1, . . . , an+m〉, k) = (〈c1, . . . , ck〉, S), iden-
tical to Card(A, k), except that its blocks HMerge and SMerge contain, in their
basic case, the clauses {a∨ b∨ c1, a∨ c2, b∨ c2} and, for the recursive case, the
clause set S′ is built from the clauses {di+1 ∨ c2i+1, ei ∨ c2i+1, di+1 ∨ ei ∨ c2i}.
We have the following result:
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Theorem 2. If Card≥ ( 〈a1 . . . an〉, k ) = (〈 c1 . . . ck 〉, S ) and A′ � A with
|A′| = n− p, for some p ∈ N with 1 ≤ p ≤ k, then

S ∪ A′ ∪ cp |=up aj for all aj ∈ (A \A′),

where A′ contains the negation of all variables of A′.

This theorem ensures that, if we set cp to true, as soon as n− p literals are set
to false, the remaining p will be set to true, hence forcing the constraint to be
satisfied.

• Constraints of the form p ≤ a1 + . . .an ≤ q. For these constraints, of
which equality constraints a1 + . . .+an = p are a particular case, we should first
find k, the smallest power of two such that k > q. Then, we will use another con-
struction Card rng(〈a1, . . . , an+m〉, k) = (〈c1, . . . , ck〉, S), identical to Card(A, k),
except that its blocks HMerge and SMerge contain, in their basic and recursive
cases, all 6 mentioned clauses (the ones for Card and the ones for Card≥). This
allows one to avoid encoding the two constraints independently, which would
roughly duplicate the number of variables. For this construction, we have:

Theorem 3. Let Card rng( 〈a1 . . .an〉, k ) = (〈 c1 . . . ck 〉, S ) and A′ � A.

– If |A′| = n− p for some p ∈ N with 1 ≤ p ≤ k then

S ∪ A′ ∪ cp |=up aj for all aj ∈ (A \A′),

– If |A′| = p for some p < k then

S ∪ A′ ∪ cp+1 |=up aj for all aj ∈ (A \A′)

This theorem ensures that, if we set cp and cq+1, then (i) as soon as n − p
variables are set to false, the remaining ones will be set to true and (ii) as soon
as q variables are set to true, the remaining ones will be set to false, which forces
the constraint to be satisfied.

• Constraints a1+ . . .+an ≤ p with p > n
2 . Note that Cardinality Networks

were designed to improve upon Sorting Networks when n is much larger than
p. If p > n

2 we can use the fact that the constraint above can be rewritten as
(1−a1)+ . . .+(1−an) ≥ n−p. The latter constraint, where now n−p < n

2 , can
be encoded using Cardinality Networks by simply changing the input variables
by their negations.

6 Evaluation

We first show some statistics, for a constraint a1 + . . . + an ≤ k, about the
number of variables and clauses1 in Cardinality Networks compared with the
1 Since for every ternary clause there are two binary clauses, the number of literals in

the encodings is 7
3 times the number of clauses.



178 R. Aśın et al.

Sorting Networks of [Bat68, ES06] (figures for our Half Sorting Networks are as
for Sorting Networks, except that the number of clauses is halved). Cardinality
Networks provide a huge advantage for small values of k, whereas for k = n

2 (its
worst case) there is still more than a factor-two advantage due to the use of Half
Sorting/Merging Networks instead of full ones.

Sorting Network Cardinality Network
k=5 k=10 k=15 k=n/2

n vars clauses vars clauses vars clauses vars clauses vars clauses

105 18 · 106 54 · 106 77 · 104 12 · 105 12 · 105 18 · 105 12 · 105 19 · 105 15 · 106 23 · 106

104 15 · 105 45 · 105 77 · 103 12 · 104 12 · 104 18 · 104 12 · 104 19 · 104 12 · 105 19 · 105

103 48150 144403 7713 12065 12223 18825 12857 19771 39919 59879
102 2970 8855 773 1205 1251 1917 1325 2023 2279 3419

We now also assess the practical performance of the encodings. To the best of
our knowledge there is no standard library for SAT benchmarks with cardinality
constraints. However, there exists a very large and diverse source of realistic
instances, namely the ones produced by the msu4 algorithm [MSP08] where
Max-SAT problems are reduced to a series of SAT problems with cardinality
constraints.
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Fig. 3. Times in seconds and logarithmic scale is used

We have made a simple msu4 implementation which, every time a non-trivial
cardinality constraint is used (that is, that cannot be converted into a single
clause or a set of unit literals), also writes the SAT + cardinality constraints
problem into a file. We have run this prototype on all benchmarks used in the
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Fig. 4. Times in seconds and logarithmic scale is used. Best settings on the y-axes.

Partial Max-SAT division of the Third Max-SAT evaluation2. Hence, for every
benchmark in this division (some 1800), we have created a family of SAT +
cardinality constraints problems, usually between 2 and 10, which we believe
constitute a large and diverse enough set of benchmarks. We run each one of
them with Sorting and with Cardinality Networks on a 2Ghz Linux Quad-Core
AMD using our Barcelogic SAT Solver that ranked 3rd in the 2008 SAT-Race3.
Results are plotted in Figure 3, which shows a clear win for Cardinality Networks.
Each cross represents the time to solve a family of benchmarks. Each benchmark
was given 600 seconds and timing out in a single benchmark is counted as a
timeout for the whole family (in the plot, these are the crosses in the vertical or
horizontal lines).

One may wonder where the improvements come from the use of Half Merging/
Sorting Networks (3 clauses instead of 6) or from the asymptotically smaller Cardi-
nality Networks (O(n log2 k) clauses and auxiliary variables vs. O(n log2 n)). The
answer is: both, as one can see from Figure 4, where we also compare with 3-
Sorting: Half Sorting Networks as described in Section 3.2, and 6-Cardinality:
Cardinality Networks with HMerge and SMerge using all 6 clauses instead of only
the 3 mentioned in Section 3.1 and Section 4.1. In particular, using 3 clauses has
beneficial effects for both Sorting Networks and Cardinality Constraints.

2 See http://www.maxsat.udl.cat/08/index.php?disp=submitted-benchmarks
3 See http://baldur.iti.uka.de/sat-race-2008/
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7 Conclusions and Further Work

SAT solvers can be used off the shelf, giving high performance push-button
tools, i.e., tools that require no tuning for variable or value selection heuristics.
In order to exploit these features optimally, it is important to develop a catalogue
of encodings for the most common general-purpose constraints, in such a way
that the SAT solver’s unit propagation can efficiently preserve arc consistency.

The cardinality constraints we have studied here are certainly among the
most ubiquitous ones. Therefore, apart from the aforementioned work [ES06],
they have also been studied elsewhere. For instance in [Sin05] two encodings
are given, one requiring 7n clauses and 2n auxiliary variables, and another one
based on n unary k− bit counters ci denoting the number of true inputs among
x1 . . . xi; this latter encoding preserves arc consistency like ours, but it requires
O(n · k) clauses and new variables; in [BB03] arc consistency is also preserved
but O(n2) clauses and O(n log n) variables are required. In [SL07] the case of
k = 1 is studied, showing how a state-of-the-art SAT solver can be adapted to
diminish the noise introduced by the auxiliary variables.

Our approach is based on precise (recursive) definitions of the generated clause
sets and on inductive proofs for the arc consistency properties, combined with a
careful quantitative and experimental analysis.

We believe that in a similar way it will be possible to go beyond, re-visiting
pseudo-boolean constraints and other important constraints that are well known
in the Constraint Programming community.
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Abstract. This paper answers affirmatively the open question of the
existence of a polynomial size CNF encoding of pseudo-Boolean (PB)
constraints such that generalized arc consistency (GAC) is maintained
through unit propagation (UP). All previous encodings of PB constraints
either did not allow UP to maintain GAC, or were of exponential size in
the worst case. This paper presents an encoding that realizes both of the
desired properties. From a theoretical point of view, this narrows the gap
between the expressive power of clauses and the one of pseudo-Boolean
constraints.

Keywords: Pseudo-Boolean, SAT translation.

1 Introduction

Many practical problems can be expressed as constraint satisfaction problems
and several formalisms for constraint satisfaction have been defined: integer
linear programming (ILP) [7], constraint satisfaction problems (CSP), pseudo-
Boolean constraints (PB) [2], propositional satisfiability (SAT) and Quantified
Boolean Formulae (QBF) to name only a few. These formalisms differ by the
expressivity of their constraints, the power of the inference rules that can be
used and the efficiency of the corresponding solvers.

Complexity theory is a first approach to compare these formalisms. For in-
stance, QBF has a higher complexity than SAT, PB, CSP and ILP. Both SAT,
PB, CSP1 and ILP are NP-complete problems. This implies that, from the point
of view of complexity theory, all these formalisms have the same expressive power
in the sense that there exist polynomial reductions from any of these problems
to another.

The existence of a polynomial reduction from a formalism F to another for-
malism F ′ means that a problem of F can always be solved by translating it into
1 Under the assumption that each constraint of the CSP can be checked in polynomial

time.
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a problem of F ′, and that such an indirect approach only implies a polynomial
overhead which can be considered as negligible for NP problems. This approach
can also be quite interesting in practice if solvers for F ′ are more efficient than
solvers for F . The efficiency of modern SAT solvers explains why SAT has be-
come very popular to encode and solve a number of problems. Some examples
are Model checking [6], Symbolic reachability [1], Planning [8], Scheduling [12],
Diagnosis [10], etc.

There may exist many encodings of a given problem in SAT and these en-
codings are not equivalent regarding SAT solving methods. For example, in [11]
it is shown that a problem can be encoded to SAT in two ways, one that is
exponential for resolution and another which is polynomial although the two
encodings are of polynomial size. Similarly in [4], some difficult benchmarks for
SAT solvers are shown to be easy if encoded in a different way. Thus, to make
the polynomial reduction to SAT a practical approach for solving problems, the
question is to find a polynomial reduction that preserves the basic inferences in a
given problem through the basic inferences used in SAT solvers. More precisely,
this paper focuses on Unit Propagation as the basic mechanism of inference in
complete SAT solvers.

For example, it is known that maintaining Arc Consistency on CSP instances
defined with only constraints in extension is equivalent to applying Unit Propaga-
tion on a polynomial SAT encoding of the constraints named “support encoding”
[9]. Another encoding with the same property is proposed in [3]. These encodings
show that SAT and CSP with only extensional constraints are very close prob-
lems. The same approach is used in this paper to compare the pseudo-Boolean
formalism with the Satisfiability formalism.

Pseudo-Boolean constraints can be seen as an extension of the clauses of
SAT, or as a special case of integer programming constraints. The following
observations suggest that pseudo-Boolean constraints are stronger than SAT
constraints (clauses). While clauses can be considered as constraints defined
in extension (a clause forbids one single partial assignment), pseudo-Boolean
constraints are defined in intention through a mathematical formula. Another
observation is that a SAT encoding of a PB constraint which doesn’t introduce
extra variables requires an exponential number of clauses in the worst case.
Besides, so far, all known SAT encodings of a PB constraint were either of
exponential size or did not allow unit propagation to maintain GAC. This article
presents a polynomial SAT encoding of PB constraints which proves that the
basic inferences on PB constraints (Generalized Arc Consistency) polynomially
reduce to Unit Propagation in SAT. To the best of our knowledge, the existence
of such an encoding was an open question. This result narrows the gap between
the PB and SAT formalisms.

Section 2 introduces the definitions and notations used throughout this paper.
The general idea of the new encoding is to sum the terms on the left side of the
PB constraint and compare it to the right term. The property required for the
encoding of the addition is that it must give a result even when some input
variables are unassigned. To reach this goal, the encoding is based on a unary
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representation of numbers (see section 3). For conciseness, coefficients in the
constraints are decomposed in binary, and a unary representation is used for
each power of two. A kind of carry between unary representations ensures that
the most significant unary representation computes the sum of the coefficients
of the true literals in the constraint. The key point in the encoding is to add
a constant to each side of the PB constraint so that the right term becomes a
multiple of a power of two, which makes the comparator trivial.

This general encoding is detailed in section 4.1. It can be declined in two
different versions: GPW that detects inconsistencies (section 4.2) and LPW that
maintains Generalized Arc Consistency (section 4.3). LPW is the first SAT en-
coding of a pseudo-Boolean constraint of n variables with a maximum coeffi-
cient of amax which is both polynomial (O(n2 log(n) log(amax)) variables and
O(n3 log(n) log(amax)) clauses) and which lets Unit Propagation maintain Gen-
eralized Arc Consistency. Section 5 compares the new method with the previous
encodings of PB constraints into SAT. At last, some perspectives are given.

2 Definitions and Notations

In this paper, we only consider constraints which are defined over a finite set
of Boolean variables xj . Boolean variables can take only two values 0 (false)
and 1 (true). A literal lj is either a Boolean variable xj or its negation xj (with
xj = 1 − xj). A linear pseudo-Boolean constraint is a constraint over Boolean
variables defined by

∑
j aj lj � M where aj and M are integer constants, lj are

literals and � is one of the classical relational operators (=, >,≥, < or ≤).
Without loss of generality, these constraints can be rewritten to use only the less
operator and positive coefficients aj (since −a.x can be rewritten as a.x − a).
A clause is a disjunction of literals. A clause l1 ∨ l2 ∨ . . . ∨ ln is equivalent to
l1 + l2 + . . .+ ln ≥ 1. So clauses are a special case of pseudo-Boolean constraints
where each aj = 1 and M = 1. An assignment is a mapping of Boolean variables
to their value (0 or 1). In the CSP context, an instantiation is a mapping of
variables to a value in their domain.

Unit propagation (UP) is the fundamental mechanism used in most SAT
solvers. Whenever each literal of a clause but one is false, the remaining lit-
eral must be set to true in order to satisfy the clause. The derivation of a literal
l by unit propagation from formula f will be denoted f +UP l. The derivation
of the empty clause is denoted f +UP⊥. Generalized Arc Consistency (GAC)
is one of the fundamental inference rules in CSP. Let scp(C) denote the scope
of a constraint C, which is the set of variables constrained by C. A value a of
a variable X is generalized arc consistent in a constraint C if X 	∈ scp(C) or,
when X ∈ scp(C), if there exists an instantiation I of the other variables in the
scope of C such that I ∪ {X = a} satisfies C. A value a of X is generalized arc
consistent if it is generalized arc consistent in every constraint. A CSP instance
is generalized arc consistent if each value of each variable is generalized arc con-
sistent. Enforcing GAC consists in removing values which are not generalized arc
consistent from the domain of their variable. For example, let us consider the
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PB constraint x1 +2x2 +4x3 < 3, value 1 for x3 is not generalized arc consistent
because no assignment of x1, x2 can satisfy the constraint once x3 = 1. Enforcing
GAC on this constraint will remove 1 from the domain of x3 and hence assign 0
to x3 .

An encoding E of a source language LS to a target language LT is a mapping
of constraints of LS to sets of constraints of LT such that any formula f of LS

is equivalent to E(f) in a generalized sense: any model of f can be extended
to obtain a model of E(f) (and conversely any model of E(f) can be projected
on the vocabulary of f to get a model of f). In the following definitions, we
only consider languages where variables are Boolean2. An encoding E is said to
UP-detect inconsistency if, for any constraint C of the source language and any
assignment A of the source language, C∧A |=⊥⇔ E(C)∧A +UP⊥. An encoding
E is said to UP-maintain GAC if, for any constraint C, any assignment A and
any literal l of the source language, C ∧A |= l ⇔ E(C) ∧A +UP l.

For example, let us consider the pseudo-Boolean constraint x1 + 2x2 + 4x3 <
6. Given the partial assignment {x1 = 1, x3 = 1}, any encoding which UP-
maintains GAC will allow unit propagation to fix x2 = 0. Given the partial
assignment {x2 = 1, x3 = 1}, any encoding which UP-detects inconsistency
must allow unit propagation to produce the empty clause.

Obviously, all things being equal, the more a solver propagates, the more
efficient it is. On the other hand, encodings which UP-maintain GAC generally
produce larger formulae than the other ones because they must encode each
potential implication of a literal. Of course, larger formulae slow down unit-
propagation. It is then not always clear which is the best trade-off between the
size of encodings and their ability to enforce propagations.

3 Unary Representation and Cardinality Constraints

First, let us recall briefly the notion of unary representation of integer intervals.
The details are in [4].

An integer variable u taking its values in the range 0..k is represented by a
vector of k Boolean variables U = 〈u1, ..., uk〉. At any time, only variables on the
left of this vector can be assigned 1, only variables on the right can be assigned
0 and variables in between are unassigned. More formally, U takes its values in a
set Uk ⊂ {0, 1, ∗}k (∗ standing for unassigned) such that there exists two ranks
a and b (0 ≤ a ≤ b ≤ k) having the following property: ui = 1 if i ≤ a, ui =
∗ if a < i ≤ b and ui = 0 if i > b.

An integer u such that u = m is represented by the vector having u1 = u2 =
... = um = 1 and um+1 = ... = uk = 0. The advantage of unary vectors is
that they allow the representation of integer intervals. For example a ≤ u ≤ b is
represented by a vector that assigns 1 to the a first Boolean variables and 0 to
the k − b last ones, the remaining variables being unassigned.
2 However, the generalization to languages where a variable X can take multiple

values vi is straightforward. For example, an encoding E UP-maintains GAC if,
∀C,∀A,∀X,∀v, C ∧ A |= X �= v ⇔ E(C) ∧ E(A) �UP E(X �= v).
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The other advantage of this representation is that it allows to encode an ad-
dition in such a way that unit propagation is able to do the expected inferences,
even when some variables are unassigned. Let U and V be two unary vectors
representing respectively two integers u and v and let W be the unary represen-
tation of their sum w = u + v. The encoding of this addition contains clauses
of the type ua ∨ vb ∨ wa+b stating that whenever u ≥ a and v ≥ b for some
values a and b then w ≥ a + b. We will denote by ψ(U ⊕ V = W ) the conjunc-
tion of all the clauses of that type that ensure that w ≥ u + v through their
unary representations. The sum of integers is naturally extended to the sum of
their representations through the operator ⊕. Formally, for two unary vectors
U = 〈u1, u2, .., uk〉, V = 〈v1, v2, .., vl〉 and W = U ⊕ V = 〈w1, w2, .., wk+l〉 with
the convention u0 = v0 = w0 = 1:

ψ (W = U ⊕ V ) =
k∧

a=0

l∧
b=0

(ua ∨ vb ∨ wa+b)

Some other clauses ensuring that w ≤ u + w are needed to obtain the encoding
of [4] but are omitted because they are not relevant in this paper. Clearly the
number of clauses in ψ (W = U ⊕ V ) is O(n2) when the numbers are of size n.

In [4], the unary representation is used to efficiently encode cardinality con-
straints. The vector of variables involved in the cardinality constraint called
input variables is connected to a unary vector called output vector representing
its number of 1s through a CNF formula called a Totalizer. The Totalizer is in
charge of transforming the input vector in an output vector which contains the
same values but which also satisfies the requirements of the unary representation
(all 1s on the left, all 0s on the right and all unassigned variables in the middle).
In essence, this Totalizer plays the same role as a sorting network.

The Totalizer used in the encoding schemes described in this paper is simpler
than the one used in [4] because we never use the 0s in the output. All is needed
is that the Totalizer generate an output vector with all 1s on the left (as many
as in the input vector) and all other variables unassigned. For any vector X of
Boolean variables, let U(X) denote the vector of the unary representation of the
number of its 1s as enforced by the Totalizer. Let Φ(X) be the Totalizer which
transforms X into U(X). It is built in a recursive manner as described in the
recursive procedure Φ(X) of Algorithm 1. Indeed, the unary representation of
a single variable is the variable itself, the unary representation of the number
of 1s of vector X = 〈x1, x2, ..., xn〉 is the sum of the unary representations
of X1 = 〈x1, x2, ..., x�n/2�〉 and X2 = 〈x�n/2�+1, ...xn〉, and the CNF formula
enforcing this conjunction is ψ(U(X1)⊕U(X2) = U(X)). The whole formula of
the totalizer of some vector X is denoted by Φ(X). It is the conjunction of the
formulae ψ.

The fundamental property of the formula Φ(X) as it will be used later is
that for any partial assignment to the variables X unit propagation enforces
U(X) to be the unary representation of the number of ones in X . The number
of variables created by the encoding is clearly O(n log(n)) and the number of
clauses is O(n2 log(n)) since the procedure makes O(log(n)) recursive calls.
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Algorithm 1. Φ(X)
Require: A vector X = 〈x1, x2, ..., xk〉

if k = 1 then
U(X) ← 〈x1〉
return true

else
U(X) ← 〈u1, u2, ..., uk〉 {ui are obtained from a global unique variable generator}

X1 ← 〈x1, x2, ..., x�n/2�〉
X2 ← 〈x�n/2�+1, ...xn〉
return Φ(X1) ∧ Φ(X2) ∧ ψ(U(X1) ⊕ U(X2) = U(X))

end if

In the rest of the description of the encoding, it is necessary to define an
operator 1

2 on the vectors of unary representations of integers such that for some
vector W = 〈w0, w1, ..., w2i, w2i+1, ...〉, W

1
2 = 〈w1, w3, ..., w2i+1...〉 is the vector

of variables of odd ranks in the original. Clearly if W is the unary representation
of some integer w then W

1
2 is the unary representation of �w

2 �.

4 Global and Local Polynomial Watchdog Encoding
Schemes

We present in this section two SAT encoding schemes LPW and GPW standing
respectively for Local Polynomial Watchdog and Global Polynomial Watchdog.
A watchdog is a formula which will set a Boolean variable to 1 as soon as a
constraint gets falsified. LPW UP-maintains GAC while producing formulae of
polynomial size. GPW, which UP-detects inconsistencies, is more of practical
interest since it produces smaller formulae at the cost of losing the property of
UP-maintaining GAC.

4.1 Polynomial Watchdog

In the following we will consider without loss of generality a unique constraint C
defined by the sequence of positive integer coefficients (ai)i=1..n and an integer
M constraining

∑
i∈I aixi < M where I = {1, 2, ..., n} is a set of indices ranging

from 1 to n the number of Boolean variables involved in this constraint. We
consider only non trivial constraints i.e

∑
i∈I ai > M . For some integer a, let

bj(a) be the value of the bit of rank j in the binary representation of a.
A polynomial watchdog (PW) associated with a constraint C is a CNF formula

denoted by PW (C) based on the following sets of variables: the input variables
{xi|i ∈ I} of the constraint C, and a set of additional variables called encoding
variables. PW (C) has a single output variable ω. The formula PW (C) is built
in such a way that it has the following property: for every partial assignment to
the input variables that violates the constraint C, unit propagation applied to
PW (C) assigns the value 1 to the output variable ω.
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The idea used to construct PW (C) is to decompose each coefficient of the
constraint in its binary representation and sum each bit having the same weight
2k in a single Totalizer. There are as many Totalizers as the number of bits of the
greatest coefficient. Half of the value of the totalizer for weight 2k is computed
with operator 1

2 and integrated in the totalizer for weight 2k+1 (this is a kind
of carry). The value represented by the different Totalizers must be compared
to M . To make this comparison trivial, the constraint is first rewritten so that
the right term becomes a multiple of the weight of the last Totalizer. Once this
is done, the value of the comparison is represented by one single bit of the last
Totalizer. All computations can be performed by unit propagation, even when
some input variables are unassigned.

Let us now detail how the formula PW (C) is built. The binary representation
of the coefficients is considered. Let p be the index of the most significant bit in
the greatest ai. In other words, p is the integer such that p+1 is the number of bits
necessary to represent the largest coefficient, namely p = �log2(maxi=1..n(ai))�.

An important feature used by the Polynomial Watchdog encoding is the tare
which is an integer denoted by T . It turns out that the comparison with the
right side of the constraint is trivial when it is a multiple of 2p. For this reason,
we define the tare T as the smallest integer such that M + T is a multiple of
2p. Let m denote the integer such that M + T = m2p and let tp−1...t1t0 denote
the binary representation of T over p − 1 bits (T < 2p). Considering this, the
constraint can be rewritten to an equivalent form T +

∑
i∈I aixi < m2p.

For every j such that 0 ≤ j ≤ p, let Bj be the set containing the input variables
with the bit of rank j equal to 1 in the binary representation of their coefficient plus
the constant tj (the jth bit of the tare) if tj = 1. More formally Bj = {xi|bj(ai) =
1} ∪ {tj if tj = 1} for 0 ≤ j ≤ p. The sets Bj are called buckets.

Example 1. For the constraint 2x1 +3x2 +5x3 +7x4 < 11, we have p = 2, T = 1
(t0 = 1, t1 = 0) and the buckets are B0 = {1, x2, x3, x4}, B1 = {x1, x2, x4} and
B2 = {x3, x4}. Figure 1 represents the different buckets and generated circuits.

The formula PW (C) is built recursively by cascading p+1 Totalizers (see Section
3). Let PWj(C) denote the Totalizer number j and Sj denote its output. The
CNF encoding of the totalizers and their inputs are defined recursively as follows.
〈Bj〉 is a vector formed by the elements of the bucket Bj taken in an arbitrary
order:

– For j = 0, let PW0(C) = Φ(〈B0〉). The output is S0 = U(〈B0〉).
– For any 1 ≤ j ≤ p, PWj(C) = Φ (〈Bj〉) ∧ ψ(Sj = U(〈Bj〉) ⊕ S

1
2
j−1). The

output unary vector is Sj = U(〈Bj〉) ⊕ S
1
2
j−1 enforced through the formula

ψ(Sj = U(〈Bj〉)⊕ S
1
2
j−1).

The polynomial watchdog of the constraint C can now be defined as: PW (C) =∧p
j=0 PWj(C) The mth variable of the vector Sp is the output variable ω (Sp has

at least m bits because the constraint is not trivial). The algorithm 2 describes
the steps in the computation of the formula PW (C) and Figure 1 shows PW (C)
on the constraint of Example 1.
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Fig. 1. Schematic representation of PW(2x1 + 3x2 + 5x3 + 7x4 < 11)

Algorithm 2. PW(C)
Require: a constraint

∑n
i=1 aixi < M

p ← log2(maxi=1..n(ai))
T ← (m2p − M) s.t. m is the smallest integer having m2p ≥ M
for j = 0 to p do

Bj ← {xi|bj(ai) = 1} ∪ {tj if tj = 1}
end for
F ← Φ(〈B0〉)
S0 ← U(〈B0〉)
for j = 1 to p do

F ← F ∧ Φ(〈Bj〉)
Sj ← U(〈Bj〉) ⊕ S

1
2
j−1

F ← F ∧ ψ(Sj = U(〈Bj〉) ⊕ S
1
2
j−1)

end for
return F

A polynomial watchdog is based on p+1 Totalizers requiring each O(n log(n))
variables and O(n2 log(n)) clauses. Then, in general, a constraint involving n
Boolean variables and having coefficients of at most amax generates at most
O(n log(n) log(amax)) variables and O(n2 log(n) log(amax)) clauses.

Lemma 1. For any partial assignment to the variables of C, Unit Propagation
on PW (C) assigns 1 to ω if and only if this partial assignment is inconsistent
with C.

Proof. Let si be the number of 1s in bucket Bi whose unary representation is
U(〈Bi〉). The lemma follows from the fact that UP enforces at any time Si for

0 ≤ i ≤ p to be the unary representation of �
∑ i

j=0 sj2j

2i �. In particular, for p,
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since �
∑p

j=0 sj2j

2p � = �T+
∑p

j=0 ajxj

2p �, UP assigns 1 to the mth bit ω if and only if
the left side is greater or equal to M + T and hence the constraint is violated.

The fact that Si for 0 ≤ i ≤ p is the unary representation of �
∑ i

j=0 sj2j

2i �
can be proven by induction on i. For i = 0, it is obviously true thanks to
the first Totalizer. Suppose now that the property is true for some i i.e. it is

true that UP enforces Si to be the unary representation of �
∑ i

j=0 sj2j

2i �, since

Si+1 = U(〈Bi+1〉)⊕S
1
2
i , UP will enforce — through the Totalizer Φ(〈Bi+1〉) and

ψ(Si+1 = U(〈Bi+1〉) ⊕ S
1
2
i ) — Si+1 to be the unary representation of si+1 +

� �
∑i

j=0 sj2j

2i �
2 � = si+1 + �

∑ i
j=0 sj2j

2i+1 � = �
∑ i+1

j=0 sj2j

2i+1 �.

4.2 Global Polynomial Watchdog

The Global Polynomial Watchdog (GPW) is an encoding that detects incon-
sistencies. It is based on the PW described in the previous section. It consists
simply in adding the unit clause w. The formula generated to encode a con-
straint C is then GPW (C) = PW (C)∧w. GPW has the same complexity than
PW (C).

Proposition 1. A partial assignment of the variables of a constraint C is in-
consistent with it if and only if unit propagation applied to GPW (C) detects an
inconsistency.

However GPW does not UP-maintain GAC. This can be seen in the following
counterexample. GAC on the partial assignment x3 = 1 on Example 1 assigns
x4 = 0 but UP will not detect such an assignment. Indeed, all what UP will
derive is that the higher bits of U(〈B2〉) and S

1
2
1 cannot be equal to 1 at the

same time. This situation is obtained if x4 = 1 but UP cannot foresee it.
Although GPW does not UP-maintain GAC it is not far from doing it. Indeed,

GAC can be maintained through UP look-ahead. A UP look-ahead consists in
trying to assign 1 to an unassigned input variable and then to run UP. If an
inconsistency is detected, the variable must be assigned 0 otherwise it remains
unassigned. GAC can be maintained through UP look-ahead on the GPW en-
coding but few modern SAT solvers perform such tests.

4.3 Local Polynomial Watchdog

This encoding is analogous to the support encoding [9] applied to pseudo-Boolean
constraints. Each variable x of the encoded constraint is connected to a watchdog
formula that assigns through unit propagation x = 0 when the value x = 1 has
no support.

Consider the constraint
∑

i∈I aixi < M . Let Ik = I\{k} and let Ck be the
constraint defined as

∑
i∈Ik

aixi < M − ak. Clearly, whenever the constraint Ck

is inconsistent with a partial assignment, the variable xk must be fixed to 0.
Consider PW (Ck) the polynomial watchdog encoding of the constraint Ck

and ωk the output variable of this encoding. As described by Algorithm 3,
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Algorithm 3. LPW (C)
Require: a constraint

∑n
i=1 aixi < M

F ← true
for k = 1 to n do

Ck ← ∑
i=1..n,i	=k aixi < M − ak

F ← F ∧ (PW (Ck) ∧ (ωk ∨ xk))
end for
return F

the Local Polynomial Watchdog can now be defined as the CNF: LPW (C) =∧n
k=1 (PW (Ck) ∧ (ωk ∨ xk)).

Theorem 1. Any pseudo-Boolean Constraint of integer weights using n vari-
ables having a maximum weight of amax can be translated into a CNF formula
of O(n2 log(n) log(amax)) variables and O(n3 log(n) log(amax)) clauses such that
Unit Propagation maintains Generalized Arc Consistency.

Proof. The proof follows from the fact that GAC assigns 0 to some xk if and
only if the corresponding Ck is inconsistent with the partial assignment. In this
case UP assigns ωk = 1 and then xk = 0. The complexity comes from the fact
that we have n Polynomial Watchdogs.

4.4 Implementation

The size of the watchdogs used in the two proposed encodings can be reduced by
sharing sub-formulae – both into the same watchdog as well as between different
ones – in a way to reduce the number of clauses. It is even possible to share sub-
formulae between several input constraints. The key of such an optimization
is how to split the input variables of each totalizer into the two sets of input
variables of its sub-totalizers. A first basic implementation has been done, for
validation purpose only. It is based on a static ordering of the variables of the
input constraint, which are sorted in decreasing order of their coefficients. No
extensive experimental evaluations of the LPW end GPW encodings has been
performed yet because the implementation is not yet optimized, and anyway an
extensive evaluation is not the purpose of this paper3.

That said, the first few results suggest that the new encodings could be of
practical interest. For exemple, the following unsatisfiable Bin-packing instance
was encoded using our basic implementation: 16 objects with weights 211, 203,
202, 201, 200, 199, 198, 197, 196, 194, 175, 167, 166, 165, 164, and 162 must
be put into 3 boxes, each with capacity 1000. For each box i and each object
j, a Boolean variable xij denotes whether the object i belongs to the box j.

3 Some tests were done on 1D bin packing instances, randomly generated instances
and hand crafted instances, with the only aim to verify that the size of the LPW
and GPW encodings does not make them intractable. We do not have enough space
to present these experiments.
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Three pseudo-Boolean constraints ensure the capacity requirement of each box,
and 16 additional cardinality constraints ensure that each object belongs exactly
to one box. The BDD encoding of [5] (see section 5) produces 38077 literals in
15637 clauses, and allows minisat to solve the problem within 486 seconds; the
LPW encoding produces 58521 literals in 21615 clauses, and allows minisat to
solve it within 12 seconds; the GPW encoding produces 7108 literals in 2714
clauses, and allows minisat to solve it within 3 seconds; the pseudo-Boolean
solver pueblo [14] solves the initial instance within 23 seconds; minisat+ solves
the initial instance within 8 seconds.

In some cases, our basic version of the LPW encoding seems to produce a
prohibitive number of clauses. For exemple, to put 50 objects into 5 boxes, each
with capacity 1000, it required 2553715 literals in 884945 clauses, while GPW
produced ”only” 95675 literals in 34200 clauses.

5 Related Work

In [16], Warner proposes a linear CNF encoding of pseudo-Boolean constraints.
It uses a binary adder network, which does not allow unit propagation to detect
whether any input constraint is falsified by a given partial assignment.

[4] proposes an encoding which UP-maintains GAC on cardinality constraints.
It is based on an extended version of the totalizers described in section 3 and
requires O(n log n) additional variables and O(n2) clauses of size at most 3 to
encode a constraint with n variables. [13] also introduces an encoding based
on a unary representation but uses a odd-even merge sorting network, thereby
reducing the number of clauses to O(n log2 n).

In [15], Sinz introduces two other encodings. The first one uses a sequen-
tial adder network with a unary representation of integers. It maintains arc-
consistency and, given a cardinality constraint

∑n
j=1 xi < M , it produces a

formula of size O(nM). The second one uses a parallel adder network with a
binary representation of integers. It does not detects local inconsistencies and
produces a formula of size O(n), but smaller than the one produced by Warner’s
encoding.

In 2006, Eén and Sörensson released the pseudo-Boolean solver minisat+ [13],
one of the best performers in the PB’06 competition. It is based on a conver-
sion of pseudo-Boolean constraints to a CNF formula, which is submitted to
the minisat solver. minisat+ uses some heuristics to choose between three en-
coding techniques based respectively on binary decision diagram (BDD), adder
networks, and sorting network. Another variant of BDD based encoding is si-
multaneously (and independently) introduced in [5].

The BDD based encoding transforms each pseudo-Boolean constraint into a
binary decision diagram. Each node in the BDD represents a pseudo-Boolean
constraint and the satisfaction of this constraint is reified by a propositional
variable in the encoding. The root of the BDD represents the constraint to
encode. Each node has at most two children which are obtained by assigning
the first variable of the constraint to the two possible values 0/1 and simplifying
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the resulting constraints. Nodes corresponding to trivial constraints are pruned.
Two nodes can also share a common child. The relation between the truth of
a node and the truth of its children only depends on the variable chosen to
decompose the constraint and the variables corresponding to the nodes. In [13],
this relation is encoded in six ternary clauses. In [5], a slightly different encoding
is used, which translates each node of the BDD into two binary clauses and two
ternary clauses. These two encodings maintain arc-consistency, but can produce
an exponential number of clauses in the worst case [5].

The encoding based on adder networks produces a number of clauses (of length
at most 4) linearly related to the size of the encoded constraint, as [16], but using
a different structure. All the variables with a bit of a given weight in the base 2
representation of their coefficients are bundled in a bucket. The number of bits
set to 1 in each bucket is computed using a binary adders network. The results
are then combined thanks to additional adders. The resulting binary value feeds
a comparator, which is optimized to deal with the constant bound of the con-
straint. Like Warner’s one, this linear encoding does not detect inconsistencies,
then cannot maintain arc-consistency.

In [13], the encoding based on sorting networks is founded on the unary rep-
resentation of numbers [4,13] (see section 3). To compress the representation,
a number is represented by several buckets in unary notation and each bucket
has its own weight. Instead of using weights which are a power of a base b
(1, b, b2, b3, ..), [13] uses a general increasing sequence of positive integers. This is
in fact a generalization of the usual representation of numbers in a base b with
the exception that the ratio of the weights of two successive digits is no more a
constant. The GPW encoding presents similarities with this encodings but there
are several differences: (1) each of our bucket is related to a power of two, while
the encoding used in minisat+ uses arbitrary weights; (2) instead of our total-
izers, minisat+ uses odd even merge sorting networks; (3) minisat+ does not
uses a tare, which is an essential feature of GPW to ensure that the bound of the
constraint is a round number of the weight of the last sorter. As a consequence,
instead of a simple unit clause, a more complex non monotone circuit is used
to establish whether the constraint is satisfied or not. More importantly, it does
not maintain arc-consistency and it is not proved in [13] whether it UP-detects
inconsistency or not.

Let us mention the standard exponential transformation with no auxiliary
variables. Except for the trivial cases (i.e., constraints with only one literal
and constraints that are either impossible to satisfy or to falsify), a constraint∑n

i=1 aixi < M is translated as two sets of clauses. The first one encodes
(xn = 0)∨ (

∑n−1
i=1 aixi < M − an), and the second one encodes

∑n−1
i=1 aixi < M .

Unit resolution achieves the same propagations in this encoding as it does in
the BDD one, then it maintains arc-consistency and detects local inconsisten-
cies. Contrarily to the BDD one, direct encoding does not require additional
variables, but it often produces bigger formulae because each clause corresponds
to a path of the BDD. However, small constraints (with typically less than 6
variables) tend to produce more concise formulae.
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6 Synthesis and Perspectives

This paper provides a theoretical contribution on the encoding of pseudo-Boolean
constraints into CNF formulae. Now, it is known that there exists a polynomial
encoding that allows unit propagation (implemented in all DPLL-based SAT
solvers) to restore generalized arc consistency on the initial constraints. Clearly,
this result opens new questions and new perspectives in the field of indirect
resolution of pseudo-Boolean problems.

The space complexity of the proposed encoding is O(n3 log(n) log(amax)) but
in practice many sub-formulae could be shared by several totalizers – both into
the same watchdog as well as among different ones – in a way to reduce the
number of produced clauses. The key is the order of the variables into the vector
related to each bucket 〈Bj〉. Some work must be done to search for relevant
ordering heuristics.

Another issue is the existence of structurally more concise encodings that
maintain arc consistency. The underlying theoretical aim is to establish the min-
imum size for any such encoding. At this point, it is not known if there is a
gap – in terms of space complexity4 – between encodings which ”only” detect
local inconsistencies and encodings maintaining arc consistency. Furthermore, it
is not clear whether the former outperforms the latter with modern SAT solvers.
Answering these questions will probably require an extensive amount of future
work.

Moreover, the existing encodings could be combined in a way to use a specific
encoding for each individual constraint (and even the possibility to use redun-
dant encodings could be considered). The minisat+ solver always uses such an
approach, but it may be improved and extended to the new encodings introduced
in the present paper. These new encodings could also be improved by using a
sorting network, as in [13], instead of a totalizer.

An even more crucial question is whether solving pseudo-Boolean problems
with SAT solvers is actually relevant. On the one hand, this approach proved
its efficiency (see minisat+ at PB05) despite the fact that state-of-the-art en-
codings are not mature. On the other hand, one can hardly expect a SAT solver
to outperform a native pseudo-Boolean solver when this technology becomes
mature.
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Abstract. This paper describes how term-if-then-else (term-ITE) is handled in
Satisfiability Modulo Theories (SMT) and to decide Linear Arithmetic Logic (LA)
in particular. Term-ITEs allow one to conveniently express verification condi-
tions; hence, they are very common in practice. However, the theory provers of
SMT solvers are usually designed to work on conjunctions of literals; therefore,
the input formulae are rewritten so as to eliminate term-ITEs. The challenge in
rewriting is to avoid introducing too many new variables, while avoiding as often
as possible the exponential explosion that is frequent when a naive approach is
applied. We propose a solution that is based on cofactoring and theory propaga-
tion, which often produces orders-of-magnitude speedups in several SMT solvers
for LA problems.

1 Introduction

Satisfiability Modulo Theories (SMT) solvers find increasing applications in areas like
formal verification in which one needs to reason about complex Boolean combinations
of numerical constraints. The most common approach to this problem leverages the
efficiency of modern propositional satisfiability solvers that work on a propositional
abstraction of the given formula. At the same time, they interact with theory solvers,
which check conjunctions of literals for consistency and learn consequences (new lem-
mas) from them. This approach has come to be known as DPLL(T) [12].

Among the logics for which theory solvers have been developed in recent times,
linear arithmetic is one of the most useful and well-researched. Many current solvers
adopt some variant of the simplex algorithm. In particular, the backtrackable version of
[3] fits well in the DPLL(T) scheme and has shown good results in practice for both
integer and real-valued variables.

The Boolean dimension of many SMT instances, however, continues to pose a chal-
lenge to solvers. In this paper we address this problem. In particular, we focus on those
instances that make extensive use of the term-if-then-else (ITE) operator. This operator
facilitates the analysis of problems in which paths through control-flow graphs must be
translated into SMT formulae. It is not surprising, therefore, that many of the available
benchmark instances for linear arithmetic are rich in term-ITEs. Given a code fragment
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main(void){

t-ite

t-ite

y

=

t-ite

y ≥ 3

1

x = 1

x = 0

x = 2

2

3

∧

F

4

.

.

.
if(x = 0){

y = 1;

}else if(x = 1){
y = 2;

}else if(x = 2){
y = 3;

}else {
y = 4;

}
assert(y ≤ 2);

}

Fig. 1. Verification condition F with term-ITEs

that contains if statements, a verification condition can be naturally formulated with
ITEs as shown in Fig. 1.

Two major approaches can be envisioned to deal with term-ITEs. On the one hand,
one can modify the theory solver to deal with conditional expressions. Without ITEs,
every assignment to an atom of the SMT formula adds to a conjunction of literals that is
analyzed by the theory solver. With ITEs, this is no longer the case. In order to analyze
the atom, the conditional expressions of the ITEs need to be assigned. On the other hand,
one can eliminate all the ITEs from the formula by rewriting. The problem here is that
the rewritten formula may retain a lot of redundancies depending on how one rewrites it.
We address this problem by a procedure based on cofactoring and theory simplification.
Although our approach may cause a blow-up, it often simplifies the formula in practice.
Our approach is applied to linear arithmetic logic in this paper; however, it can be easily
applied to other logics like the logic of equality and uninterpreted function symbols
(EUF), the logic of bit-vector, or the logic of arrays. Only the terminal cases are different
in each logic. Our experiments show that our approach is promising and often speeds
up a solver by orders of magnitude. The experiments also demonstrate the effectiveness
of theory simplification.

The rest of this paper is organized as follows. Section 2 defines notation and sum-
marizes the main concepts. Section 3 discusses motivation and outlines our approach
to the problem. Section 4 presents the simplifications applied before invoking the term-
ITE conversion. Section 5 presents an algorithm for term-ITE conversion with theory
reasoning. After a survey of related work in Sect. 6, experiments are presented in Sect. 7,
and conclusions are offered in Sect. 8.

2 Preliminaries

We consider the satisfiability problem for linear arithmetic logic, which is the quantifier-
free fragment of first-order logic that deals with linear arithmetic constraints. Let VB

be a set of propositional variables and VR be a set of real-valued variables. The formu-
lae in linear arithmetic logic are inductively defined as the largest set that satisfies the
following rules.
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– A propositional variable a ∈ VB is a formula.
– A real number c ∈ R is a (constant) term.
– The product cx of a real number c ∈ R and a real-valued variable x ∈ VR is a term.
– If t1 and t2 are terms, then t1 + t2 is a term.
– If t1 and t2 are terms, and f is a formula, then term-ite(f, t1, t2) is a term.
– If t1 and t2 are terms, and ∼ is a relational operator in {=, 	=, <,≤, >,≥}, then

t1 ∼ t2 is a formula.
– If f1, f2, and f3 are formulae, then ¬f1, f1 ∧ f2, f1 ∨ f2 and ite(f1, f2, f3) are

formulae.

The semantics are defined in the usual way; in particular, ite(f1, f2, f3) is equivalent to
(f1 ∧ f2)∨ (¬f1 ∧ f3). An atomic formula is one of the form t1 ∼ t2. A positive literal
is an atomic formula or a propositional variable; a negative literal is the negation of a
positive literal.

A model for a formula f is an assignment of values to the variables in the formula that
is consistent with the type of each variable and that makes the formula true. A formula
that has at least one model is satisfiable. In recent years, decision procedure for LA,
and other fragments of quantifier-free first-order logic, have been based on the DPLL
procedure. formula F, a propositional abstraction Fb of F is built by substituting each
atomic formula with a new propositional variable. As the DPLL procedure provides a
model for Fb, a theory solver for LA is invoked with the set of atomic formulae that are
assigned. The theory solver checks the feasibility of the set. If the set is feasible, then
the model is also a model in theory. If the set is infeasible, then the explanation of the
infeasibility is returned to the DPLL procedure. The procedure continues until it finds a
complete model, or decides that F is unsatisfiable in the given theory.

3 Term-ITE Conversion

An LA formula can often be expressed more concisely by using term-ITEs. For example,
Fig. 2 shows that the formula f in (a) is equivalent to the more verbose formula f ′ in
(b). Despite the conciseness afforded by term-ITEs, a LA formula with term-ITEs is
often converted into a formula without them, so that the formula may be solved by an
SMT solver based on the propositional abstraction.

3.1 Two Methods for Term-ITE Conversion

A common way to eliminate these term-ITEs is to introduce a fresh constant that re-
places the term-ITE. In particular, an LA formula f(term-ite(g, t1, t2)) is converted to
the equisatisfiable

f(c) ∧ ite(g, t1 = c, t2 = c) , (1)

where c is a constant that does not appear in the given formula. The advantage of this
conversion is that it does not blow up; however, it often retains redundancies in the
converted formula. For example, the formula term-ite(g, 1, 2) = term-ite(h, 3, 4) can
be reduced to ⊥, whereas the conversion generates ite(g, c = 1, c = 2) ∧ ite(h, c =
3, c = 4) that contains a redundancy. To remove the redundancy, additional theory
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ite
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f ′f

=

(b)(a)

Fig. 2. Term-ITE conversion

reasoning is required. A naive approach to the term-ITE conversion will be to combine
every term in the left-hand side of the relational operator with the terms in the right-
hand side depending on the conditional terms of term-ITEs. In particular, an LA formula
f(term-ite(g, t1, t2)) is converted according to following conversion rule [7].

f(term-ite(g, t1, t2)) ⇐⇒ ite(g, f(t1), f(t2)) . (2)

This approach removes the redundancy in the above example on the fly; however, as
Fig. 2 illustrates, the converted formula may grow exponentially large in the worst case.

3.2 Term-ITE Conversion with Cofactors

As an alternative to the approaches described in Sect. 3.1, term-ITE conversion can be
done by computing cofactors.

Definition 1. Let f(x1, ..., xn) be an LA formula, where each xi is a positive literal.
Then,

fxi = f(x1, ..., xi−1,�, xi+1, ..., xn)
f¬xi = f(x1, ..., xi−1,⊥, xi+1, ..., xn)

are the positive and negative cofactors of f with respect to xi.

Theorem 1 (Boole). Let f(x1, ..., xn) be an LA formula. Then f(x1, ..., xn) = (xi ∧
fxi) ∨ (¬xi ∧ f¬xi) = ite(xi, fxi , f¬xi) .

According to Theorem 1, the following rule can be used to rewrite an LA formula:

f(term-ite(g, t1, t2)) ⇐⇒ ite(x, fx(term-ite(g, t1, t2)), f¬x(term-ite(g, t1, t2))) .
(3)
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Fig. 3. Term-ITE conversion with cofactor

By computing the cofactors of f , the conversion may greatly simplify the converted
formula. In Fig. 3, f is simplified to ⊥ using (3). In particular, the cofactors fA ⇐⇒
(term-ite(B, 3, 5) = 4) and f¬A ⇐⇒ (5 = 4) ⇐⇒ ⊥ are first computed. Then f is
simplified to (A ∧ fA), and finally reduced to ⊥ by cofactoring fA with respect to B.

This kind of simplification can often be applied to the LA problems in SMT-LIB
[14]. As the previous example shows, the simplification for equality is easily done
by comparing two constants. On the other hand, if fresh constants are introduced, re-
dundancy may remain in the converted formula: a fresh constant c replaces the term
term-ite(ite(A, B,⊥), term-ite(¬A, x, 3), 5) in f . Then f is rewritten in two steps: first
as

(c = 4) ∧ ite(ite(A, B,⊥), c = term-ite(¬A, x, 3), c = 5) ,

and then as

(c = 4) ∧ (c′ = c) ∧ ite(ite(A, B,⊥), ite(¬A, c′ = x, c′ = 3), c = 5) ,

where c′ is another fresh constant. Removing the redundancy from the converted for-
mula requires theory reasoning. While such reasoning is uncomplicated in this exam-
ple, in general the new constants may make it cumbersome. Although the cofactoring
method may give a huge reduction, it may blow up if there is little simplification. Com-
pared to the approach that introduces a fresh constant, it is more aggressive.

Definition 2. Let x be a literal and h be a formula. We write x |=T h if h is a conse-
quence of x in theory T , and we call h a theory consequence of x.
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The cofactoring method can be further extended with theory reasoning. Using the theory
propagation method [12], an assignment to an atomic predicate may entail assignments
to other atomic predicates. For example, in LA, if we make an assignment to (x <
0) = �, then (x < 3) = � and (x > 1) = ⊥. The following rules show how theory
propagation may help in the simplification of the converted formula:

x |=T h

fx(term-ite(h, t1, t2)) ⇐⇒ fx(t1)
(4)

x |=T ¬h

fx(term-ite(h, t1, t2)) ⇐⇒ fx(t2)
. (5)

As we compute the cofactors in the term-ITE conversion, we make an assignment to
the cofactoring literal. If the cofactoring literal is an atomic formula and the computed
cofactor is also an atomic formula, then theory reasoning can be invoked to check the
relation between these two atoms. The following consequence of Theorem 1 gives an
idea of how this simplification can be done; it will be used in Sect. 5.

Theorem 2. Given a formula f of theory T and a literal xi, if xi |=T fxi , then f ⇐⇒
xi ∨ f¬xi . If xi |=T ¬fxi , then f ⇐⇒ ¬xi ∧ f¬xi .

4 Simple Preprocessing

Before we execute term-ITE conversion for an LA formula f , terminal cases for term-
ITE are detected and basic simplification is carried out. Let a ∈ VB ; let t1, t2, and t3 be
terms and let c1, c2, and c3 be constants. In the LA formula, we detect special cases like
term-ite(�, t1, t2) ⇐⇒ t1, term-ite(⊥, t1, t2) ⇐⇒ t2, term-ite(a, t1, t1) ⇐⇒ t1.
We also simplify nested term-ITEs such as term-ite(a, term-ite(a, t1, t3), t2) ⇐⇒
term-ite(a, t1, t2), term-ite(a, term-ite(¬a, t3, t2), t1) ⇐⇒ term-ite(a, t2, t1). For
arithmetic terms, (0 + t1) ⇐⇒ t1, (0 · t1) ⇐⇒ 0, (1 · t1) ⇐⇒ t1, (−(−t1)) ⇐⇒
t1, (c1 + c2) ⇐⇒ c3, where c3 is the sum of c1 and c2.

204

B 201

203A

t-ite

t-ite

=

⊥

f

202

Fig. 4. Term-ITE conversion with simple check
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Furthermore, if a formula f has a root node that is a relational operator applied to
term-ITEs and has leaves that are all constants, then it can be simplified. For simplicity,
we only check the case where either of the children of the root node is a constant.
Example 1 shows such a case.

Example 1. Let f be a formula shown in Fig. 4. The formula f is an equality with term-
ITEs. As Fig. 4 shows, the terms on the left-hand side of the root node are all constants
and the one on the right-hand side is also a constant. In such a case, we compare all the
constants in the left hand side for equality with the constant on the right, 204. Clearly,
(202 = 204) ⇐⇒ ⊥, (201 = 204) ⇐⇒ ⊥ and (201 = 203) ⇐⇒ ⊥; hence
f = ⊥.

5 Algorithm

We assume that an SMT solver adopts the rewriting procedure. Given an LA formula F

with term-ITEs, an SMT solver converts F into F′ by removing all term-ITEs in F. The
SMT solver then decides the satisfiability of F′. In this section, we describe how F is
converted into F′.

As the pseudocode of Fig. 5 shows, the main function of term-ITE conversion is
called with an LA formula F. The formula F is represented as a directed acyclic graph
(DAG), where each node is a Boolean operator, a relational operator, an arithmetic op-
erator, a term-ITE, or an atom. The conversion is applied to each relational operator
in the DAG, and the procedure ends when F′ no longer contains term-ITEs. The main
function starts by selecting the candidates for the conversion in the DAG. Each can-
didate is a relational operator that has a term-ITE as a descendant, and the candidates
are gathered in F . As Line 4 in Fig. 5 shows, the term-ITE conversion is invoked with
f ∈ F , and all the term-ITEs are removed from f . After the conversion of f , the con-
verted formula f ′ is either a Boolean ITE or an atom. The procedure ends when all
f ∈ F have been considered. At that point, F has been converted into F′, which does
not contain any term-ITEs.

As TermIteConversion is invoked with f ∈ F , a cofactoring variable v is searched
for in f at Line 10. We select an atom as a cofactoring variable that resides in the
conditional term of the term-ITE. With v, we recursively compute the cofactor of f .
In general, the cofactors are computed for the children of f with respect to v, and a
new formula fv is created with new children. As shown in Line 38 of Fig. 6, if f is
a relational operator, we compute the cofactors lv and rv for the children of f . After
computing the cofactors, we check for simple cases with lv and rv . The simple check
detects terminal cases for the terms lv and rv with respect to the type (=, <,≤, >,≥)
of f . Figure 4 shows an example of simplification. If a terminal case is not found, a
new formula fv is generated with type(f), lv and rv. The newly generated formula,
fv is either an atom or a relation operator with term-ITEs. In the latter case, term-
ITE conversion is called with fv, again. In Line 47 of Fig. 6, if fv is an atom, theory
reasoning is done with v. As Theorem 2 shows, if v |=T fv, then f in Line 13 of Fig. 5
is simplified to v∨f¬v . Likewise, if v |=T ¬fv , then f is simplified to ¬v∧f¬v . When
f is either a term-ITE or a Boolean ITE, the cofactor for each term of f is computed as
shown in Line 58 of Fig. 6. As in the cofactoring on the relational operator, a terminal
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case is checked for the conditional term fc. If fc is an atomic predicate, theory reasoning
is done with v and fc using Rules 4–5 of Sect. 3.2. If a terminal case is not found, then
the cofactors for the terms of f are computed to obtain fv .

Example 2. If f is a relational operator such that D(f) contains term-ITEs, we convert
f into f ′ such that there is no term-ITE in D(f ′). In Fig. 7, let A ↔ (x ≥ 50) and
B ↔ (y ≤ 58). We first traverse D(f) to find a cofactoring variable. We pick an atomic

1 TermIteConversionMain (F) {
2 F := GatherCandidateForTermIteConversion (F);
3 for (each f ∈ F in topological order) {
4 f ′ := TermIteConversion (f );
5 F′ := UpdateFormula (F, f ′);
6 }
7 return F′;
8 }

9 TermIteConversion (f ) {
10 while ( v := GetCofactorVariable (f ) ) {
11 fv := CofactorRecur (f , v);
12 f¬v := CofactorRecur (f , ¬v);
13 f := Ite (v, fv , f¬v);
14 }
15 return f ;
16 }

17 CofactorRecur (f , v) {
18 if ( f = v ) {
19 fv := �;
20 } else if ( f = ¬v ) {
21 fv := ⊥;
22 } else if ( is relation(f ) ) {
23 fv := CofactorRelRecur (f , v);
24 } else if ( is term ite(f ) ) {
25 fv := CofactorTiteRecur (f , v);
26 } else { /* +,−,× */
27 C := children(f );
28 For each c ∈ C {
29 d := CofactorRecur (c, v);
30 Add(D, d);
31 }
32 fv := NewFormula (type(f ), D); /* type(f ) is either +,−,×. */
33 SimplifyArithFormula(fv);
34 }
35 return fv;
36 }

Fig. 5. Term-ITE conversion algorithm
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37 CofactorRelRecur (f , v) {
38 lv := CofactorRelRecur (left(f), v);
39 rv := CofactorRelRecur (right(f), v);
40 fv := SimpleCheckWithTerms (type(f ), lv , rv);
41 if ( fv = NoSimplification ) {
42 fv := NewFormula (type(f ), lv , rv);
43 if ( is term ite(lv) or is term ite(rv) ) {
44 fv = TermIteConversion (fv);
45 }
46 }
47 if ( is atom(fv) ) {
48 if ( v |=T fv ) { /* theory reasoning */
49 fv := �
50 } else if ( v |=T ¬fv ) { /* theory reasoning */
51 fv := ⊥
52 }
53 }
54 return fv ;
55 }

56 CofactorTiteRecur (f , v) {
57 fc := CondTerm(f ); ft := ThenTerm(f ); fe := ElseTerm(f );
58 if ( fc = � ) {
59 return CofactorRecur (ft, v);
60 } else if ( fc = ⊥ ) {
61 return CofactorRecur (fe, v);
62 } else if ( is pred(fc) ) {
63 if ( v |=T fc ) { /* theory reasoning */
64 return CofactorRecur (ft, v);
65 } else if ( v |=T ¬fc) ) { /* theory reasoning */
66 return CofactorRecur (fe, v);
67 }
68 }
69 cv := CofactorRecur (fc, v);
70 tv := CofactorRecur (ft, v);
71 ev := CofactorRecur (fe, v);
72 fv := Ite (cv , tv , ev);
73 return fv ;
74 }

Fig. 6. Term-ITE conversion algorithm

formula A as cofactoring variable and compute the cofactors of f with respect to A. As
we proceed, fA = (36 ≤ 55) = � and f¬A is constructed with a new term-ITE. Since
there still exists a term-ITE in D(f¬A), we look for another cofactoring variable in f¬A.
We select B and compute the cofactors for f¬A. As a result, we get f¬AB = (x ≤ 55)
and f¬A¬B = (y ≤ 55). Since A |=T f¬AB and ¬B |=T ¬f¬A¬B, f¬AB = � and
f¬A¬B = ⊥. Finally, the converted formula f ′ gets reduced to ite(A,�, B) as shown
in Fig. 7.
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f

55t-ite

x

36

t-ite

y¬A⊥A B

≤

5536

fA = �

55t-ite

f¬A

B x y

x 55 y 55A � B

≤≤

f¬AB = � f¬A¬B = ⊥

≤≤

f ′

A ⇐⇒ (x ≥ 50), B ⇐⇒ (y ≤ 58)

ite

ite

Fig. 7. Term-ITE conversion

6 Related Work

Early references on the treatment of ITEs are [8], [2] and [7]. For SMT preprocessing,
HTP [13] introduces several preprocessing techniques such as unate predicate detection,
variable substitution and symmetry breaking. Yices [3] uses a Gaussian elimination to
reduce the size of initial tableau of equality constraints. In [17], Yu et al. describes
a static learning technique that analyzes the relationship of the linear constraints. In
Karplus’s technical report [8], a new canonical form for ITE DAGs is introduced using
two-cuts, and ITE normalization using recursive transformation is shown in [11].

7 Experimental Results

We have implemented the algorithm presented in Sect. 5 in Sateen [10, 9, 15], a theorem
prover for quantifier-free first-order logic that combines the propositional reasoning en-
gine of [5, 6] with theory-specific procedures. Experiments are done with the full set of
QF LIA (Quantifier free linear integer arithmetic logic) benchmarks from SMT-COMP
(Satisfiability Modulo Theories Competition) [14]. The experiments were performed
on an Intel 2.4 GHz Quad Core with 4 GB of RAM running Linux. Time out was set
at 1000 seconds. Sateen was compared with Z3.2 [14], MathSAT-4.2[1, 14] and Yices-
1.0.16 [16]. Z3.2 and MathSAT-4.2 are the ones that were submitted to SMT-COMP in
2008. We used most recent version of Yices that is available.

In QF LIA benchmarks, there are two benchmark sets, nec-smt and rings, that are
rich in term-ITE operators. More than 90 percent of the QF LIA benchmarks belong to
those two sets. The instances in the nec-smt set are generated by the SMT-based BMC
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Fig. 9. MATHSAT vs. Sateen on QF LIA
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Fig. 10. YICES vs. Sateen on QF LIA
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Fig. 11. Z3 WITH PREPROCESS vs. Z3 on
QF LIA
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Fig. 12. MATHSAT WITH PREPROCESS vs.
MATHSAT on QF LIA
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engine of F-Soft [4]; the instances in rings encode associativity properties on modular
arithmetic.

Figures 8–10 show scatterplots comparing Z3, MathSAT and Yices to Sateen. Points
below the diagonal represent wins for Sateen. Each scatterplot shows two lines: The
main diagonal, and y = κ · xη , where κ and η are obtained by least-square fitting.
Figure 8 shows that Sateen is often an order of magnitude faster than Z3. In Fig. 9
and 10, Sateen is often a few orders of magnitude faster than MathSAT and Yices.

We further evaluated our preprocessor by generating simplified formulae from the
nec-smt benchmarks and running Z3, MathSAT, and Yices on them. All solvers took less
than a second on each simplified problem. Figures 11–13 show scatterplots comparing
Z3, MathSAT and Yices with preprocessor and without preprocessor. The times for
the solvers with preprocessor include preprocessing time. As Figures 11–13 show, our
preprocessor is also effective for other solvers.

Table 1 shows the number of term-ITE reductions with the simple preprocessing on
randomly selected benchmarks. The first column gives the name of the benchmarks, the

Table 1. Number of term-ITE reduction with simple preprocessing

Benchmark Before S.P. After S.P. rate(%)
bftpd login/prp-74-50.smt 38773 34085 12
checkpass/prp-10-46.smt 17240 14949 13
checkpass/prp-63-50.smt 25376 21893 14

checkpass pwd/prp-38-42.smt 12196 10354 15
getoption/prp-2-200.smt 11269 9791 13

getoption directories/prp-0-110.smt 72892 62457 14
getoption group/prp-72-49.smt 15021 12094 20
handler sigchld/prp-20-46.smt 7800 6824 13

int from list/prp-34-41.smt 7184 5888 18
user is in group/prp-23-48.smt 22549 17939 20
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second one is the initial number of term-ITEs, and the third one is the number of term-
ITEs after the simple preprocessing. The last column gives the rate of the reduction.
On average, we achieved 15% term-ITE reduction with the simple preprocessing of
Section 4.

Finally, we compared our approach to the naive approach of Eq. 2. As Fig. 15 shows,
our approach is significantly better. In addition, we disabled theory simplification in the
algorithm and ran the experiment on the problems where the simplifications play a
significant role. Figure 14 shows that Sateen with theory simplification is consistently
better than the one without simplification.

8 Conclusions

We have presented an algorithm for the term-ITE conversion in first-order theories like
the theory of linear arithmetic. The approach is based on the computation of cofactors
and theory simplification. The simplification is done by detecting special cases in the
formula or using theory propagation on the atomic predicates. Experiments show that
this approach is very effective in most QF LIA benchmarks and often speeds up SMT
solvers. On the other hand, since our approach may still blow up in general, we are
working on combining it with a less aggressive approach, based on (1), that does not
blow up.

Acknowledgment. The authors thank the reviewers for their detailed suggestions.
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Abstract. Most current propositional SAT solvers apply resolution at various
stages to derive new clauses or simplify existing ones. The former happens during
conflict analysis, while the latter is usually done during preprocessing. We show
how subsumption of the operands by the resolvent can be inexpensively detected
during resolution; we then show how this detection is used to improve three stages
of the SAT solver: variable elimination, clause distillation, and conflict analysis.
The “on-the-fly” subsumption check is easily integrated in a SAT solver. In par-
ticular, it is compatible with the strong conflict analysis and the generation of
unsatisfiability proofs. Experiments show the effectiveness of this technique and
illustrate an interesting synergy between preprocessing and the DPLL procedure.

1 Introduction

In the last decade, advances in the satisfiability checking (SAT) of propositional formu-
lae have been achieved through a variety of techniques to efficiently prune the search
space and algorithms to improve the quality of the input formula.

Simplifying the CNF clauses speeds up Boolean Constraint Propagation (BCP) and
accelerates detection of conflicts. Techniques like subsumption, variable elimination,
and distillation have had significant success in practice. Preprocessing may solve some
simple problems by itself, but usually does not remove all redundant clauses. That is
because it has to trade off the reduction in the input formula against to the time spent.

Clause recording adds conflict-learned clauses or, simply, conflict clauses to the orig-
inal SAT instance. Each conflicting assignment is analyzed to identify a subset that is
sufficient to cause the current conflict. The disjunction of the literals in the subset be-
comes a new clause added to the original SAT instance.

Previous work has addressed the quality of conflict clauses [7, 13, 11, 6]. In partic-
ular, strong conflict analysis proposed in [6] generates a second conflict clause that is
often more effective than a regular conflict clause of [13] in escaping regions of the
search space where the solver would otherwise linger for long time. A common thread
of most work on the subject is the search for a balance between a technique’s cost and
its ability of to detect implications—the deductive power of [4].

In this paper we propose an algorithm that detects subsumptions during resolution
during both preprocessing and conflict analysis with the minimal extra effort required
to compare the lengths of operands and resolvent. Our on-the-fly subsumption check
can be easily applied to both strong and regular conflict analysis. We show how this

� This work was supported in part by SRC contract 2008-TJ-1859.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 209–222, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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inexpensive check is used to improve deductive power at three stages of the SAT solver:
variable elimination, clause distillation, and conflict analysis.

Experiments show that the on-the-fly subsumption check proposed produces a great
effect on run time of both the SAT solver and the preprocessing stage. Moreover, the
results illustrate an interesting synergy between preprocessing techniques and on-the-
fly subsumption check in the DPLL procedure.

Related to on-the-fly simplification is the problem of finding compact conflict clauses
after conflict analysis. Conflict clause minimization [2] tests every literal in a newly-
generated conflict clause. It removes any literal in the conflict clause if its negation is
implied by the other literals in the clause. To do this, it also uses a resolution-based
subsumption check (self subsumption) applied to the conflict clause and the antecedent
clause. However, in contrast to on-the-fly simplification, this method does not simplify
existing clauses. The minimization algorithm traverses only the part beyond the UIP in
the implication graph, while our proposed simplification algorithm traverses between
the conflicting clause and the first UIP. Assignment shrinking [7] is a technique to
derive a new conflict clause, which tends to be more compact than the conflict clause.
The algorithm of [7], after generating a conflict learned clause, backtracks to the highest
level to undo all the assignments in the conflict clause. It then starts replicating the
assignments to the literals involved in the previous conflict, until a new conflict occurs.
This may produce a new smaller conflict clause. Since this is an expensive technique,
its invocation is controlled by a criterion based on the length of the conflict clause.

An existing clause may be subsumed by a conflict clause newly found by any of
the conflict analysis algorithms. Hence, one may try to simplify the newly redundant
clauses. On-the-fly simplification algorithm used in [12] can detect the subsumed clause
with a one watched literal scheme, when a new clause is generated by conflict analy-
sis. In spite of the efficiency afforded by the one watched literal scheme, checking the
subsumption relation between clauses requires significant extra work.

The rest of this paper is organized as follows. Background material is covered in
Section 2. In Section 3 we describe the principles of our on-the-fly clause improvement
approach during conflict analysis and present the details of the algorithm. Section 4
discusses how the subsumption check applies to the preprocessing stages, i.e., variable
elimination and distillation of clauses. Section 5 reports results from the implementation
of the proposed approach. We draw conclusions and outline future work in Sect. 6.

2 Preliminaries

In this paper we assume that the input to the SAT solver is a formula in Conjunctive
Normal Form (CNF). A CNF formula is a set of clauses; each clause is a set of literals;
each literal is either a variable or its negation. The function of a clause is the disjunction
of its literals, and the function of a CNF formula is the conjunction of its clauses.

{{¬a, c}, {¬b, c}, {¬a,¬c, d}, {¬b,¬c,¬d}}

corresponds to the following propositional formula:

(¬a ∨ c) ∧ (¬b ∨ c) ∧ (¬a ∨ ¬c ∨ d) ∧ (¬b ∨ ¬c ∨ ¬d).
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Clause γ1 subsumes clause γ2 if γ1 ⊆ γ2. Given γ1 = γ′
1∪{l} and γ2 = γ′

2∪{¬l}, the
resolvent of γ1 and γ2 is γ′

1 ∪ γ′
2 and is implied by {γ1, γ2}. An assignment for CNF

formula F over the set of variables V is a mapping from V to {true, false}. A partial
assignment maps a subset of V . A satisfying assignment for CNF formula F is one that
causes F to evaluate to true. We represent assignments by sets of unit clauses, that is,
clauses containing exactly one literal. For instance, the partial assignment that sets a
and b to true and d to false is written {{a}, {b}, {¬d}} or, interchangeably, a ∧ b ∧
¬d. A literals assigned under the partial assignment may be annotated with a decision
level, the number of following the @ sign. For example, a assigned true at level 1 is
written a@1. A clause γ is asserting under assignment A if all its literals except one (the
asserted literal) are false. We say that an asserting clause is an antecedent of its asserted
literal.

Many successful SAT solvers are based on the DPLL procedure, whose modern in-
carnations are described by the pseudocode of Fig. 1. The solver maintains a current
partial assignment that is extended until it either becomes a total satisfying assign-
ment, or becomes conflicting. In the latter case, the solver analyzes the conflict and
backtracks accordingly. Conflict analysis [10]leads to learning a conflict clause, that
is, a clause computed from repeated applications of resolution to the conflicting clause
and the antecedent clause of the literal in the conflicting clause that was most recently
implied.

1 GRASP DPLL() {
2 while (CHOOSENEXTASSIGNMENT() == FOUND)
3 while (DEDUCE() == CONFLICT) {
4 blevel = ANALYZECONFLICT();
5 if (blevel < 0) return UNSATISFIABLE;
6 else BACKTRACK(blevel);
7 }
8 return SATISFIABLE;
9 }

Fig. 1. GRASP DPLL algorithm

The GRASP DPLL procedure is often applied after a preprocessing phase, which
attempts to remove redundant clauses and literals to speed up SAT solvers. SatELite [1,
9] simplifies a CNF formula by iteratively checking the subsumption relation between
clauses and eliminates variables by resolution. For instance, a ∨ b and a ∨ ¬b ∨ c give
a resolvent a ∨ c that subsumes the latter; this is called self subsumption. Resolution
can also be applied to eliminate variables from the formula. If, for example, a ∨ b,
¬b ∨ c and ¬b ∨ d are the only clauses containing b, then they can be replaced by a ∨ c
and a ∨ d while guaranteeing equisatisfiability. Since the elimination of variables may
increase the number of clauses, it is used in a limited way in preprocessing. In [4], the
CNF formula is distilled to increase its deductive power. The transformation is done by
asserting the negation of each in a clause until either a conflict is found, or one of the
literals of the clause is implied true. In both cases, the distillation procedure analyzes
the implication graph to generate the improved clause.
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Example 1. Consider the following formula:

(a∨b∨¬c)∧(a∨c∨d)∧(b∨c∨e)∧(¬d∨f)∧(¬e∨g)∧(¬f ∨¬g∨h)∧(¬f ∨¬g∨¬h)

Suppose that the decisions {¬a@1,¬b@2} are made by the SAT solver and that the
implications of those decisions are computed. Figure 2 shows the implication graph
that represents the implications derived up to the current decision level. Directed edges
in the graph are labeled with clause numbers. The implications result in a conflict on
variable h, that is, two opposite assignment to h at the same time. Conflict analysis is
therefore invoked. The implication graph in Fig. 2 also shows each resolvent γi that the
conflict analysis generates while traversing backward the implication graph from the
conflicting clause c7. ��

γ4 : (b ∨ c ∨ ¬d)

d@2

e@2

f@2 h@2

¬h@2g@2¬b@2

¬a@1

conflict
6

7

4

5

2

3

¬c@21

γ1 : (¬g ∨ ¬f)γ3 : (¬d ∨ ¬e)

γ2 : (¬e ∨ ¬f)γ5 : (a ∨ b ∨ c)

γ6 : (a ∨ b)

Fig. 2. Implication graph for the first conflict of Example 1

Most conflict analysis algorithms terminate as soon as they find a clause containing a
Unique Implication Point (UIP), that is, a single assignment made at the current level.
For this case, since γ6 contains the first UIP, that is literal b, it is chosen as conflict
clause. However, the UIP is in this case the decision variable. When the first UIP is far
from the conflict in the implication graph, the conflict clause may not be effective in
preventing the SAT solver from repeating the same mistake. Strong conflict analysis [6]
can be a remedy in such cases: It examines intermediate resolvents as UIP-based con-
flict analysis does. Contrary to UIP-based analysis, however, it generates an additional
conflict clause that contains more than one literal assigned at the current decision level.
This additional conflict clause must be one of the intermediate resolvents derived be-
tween the conflict and the first UIP. Usually, the closer to the conflict, the fewer literals
the resolvent contains. Therefore, the additional conflict clause tends to be shorter than
the conflict clause with 1-UIP.

3 On-the-Fly Simplification Based on Resolution

Detecting whether the resolvent of two clauses subsumes either operand is easy and
inexpensive. Therefore, checking on-the-fly for subsumption can be added with almost
no penalty to those operations of SAT solvers that are based on resolution. In this section
we review the basic idea and detail its application to conflict analysis. Later, we discuss
on-the-fly subsumption in preprocessing.

An efficient on-the-fly check for subsumption during resolution is based on the fol-
lowing elementary fact.
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Lemma 1. Let c1 = c′1∪{l} and c2 = c′2∪{¬l} be two clauses. Their resolvent c′1∪c′2
subsumes c1 (c2) iff |c′1 ∪ c′2| = |c1| − 1 (|c′1 ∪ c′2| = |c2| − 1).

Thanks to Lemma 1, it is possible to detect existing clauses that are subsumed by re-
solvents and replace them with the resolvents themselves. Doing so during conflict
analysis is easy because the eliminated literal is the one asserted by the clause itself.
If that literal is kept in first position in the clause [3], it is easily accessed. In variable
elimination, as we shall see, the literal to be removed corresponds to the variable that is
being eliminated. Therefore, it is enough to save its position while scanning a clause. In
summary, the overhead of on-the-fly subsumption check is negligible. The advantages,
on the other hand, may be significant as illustrated by the following example.

Example 2. Consider the following set of clauses:

F = (a ∨ b ∨ ¬c) ∧ (a ∨ b ∨ ¬d) ∧ (c ∨ d ∨ ¬e) ∧ (c ∨ e ∨ f) ∧ (d ∨ e ∨ ¬f) ∧
(¬b ∨ ¬d ∨ e) ∧ (¬d ∨ ¬e)

Suppose that the first decision is to set a to false, and the second decision is to set b to
false. From these decisions literals ¬c, ¬d, and ¬e are deduced at level 2. This partial
assignment, in turn, yields f and ¬f through the fourth and the fifth clause. Analysis of
this conflict produces the implication graph shown in Fig. 3.

f@2

¬f@2

¬c@2

¬d@2

¬e@2

¬a@1

¬b@2 2

1 4

5

3 conflict

Fig. 3. Implication graph of Example 2

Suppose that the fifth clause is the conflicting clause. Conflict analysis goes back
through the implication graph building the resolution tree shown in Fig. 4. The tree is
comprised of leaves, ci, which correspond to the clauses appearing in the implication
graph; intermediate nodes, γi, which are the resolvents, and a root node which is both
a resolvent and the conflict-learned clause. The resolution tree shows that γ2 subsumes
c3, and that γ4 subsumes c1. The subsumed clauses can be strengthened by eliminating
the pivot variable on which they were resolved. In addition to the simplifications, γ4
containing the first UIP subsumes c1; it is not required to add it to the clause data base.
Rather, c1 is strengthened. The simplified CNF is therefore

F ′ = (a∨b)∧(a∨b∨¬d)∧(c∨d)∧(c∨e∨f)∧(d∨e∨¬f)∧(¬b∨¬d∨e)∧(¬d∨¬e)

Then, the solver backtracks to level 1, which is the highest decision level in c1. After
backtracking, b@1 is asserted by c1.

This example shows how the CNF database can be simplified by checking subsump-
tion on-the-fly. First of all, a clause can be shortened when it is resolved during conflict
analysis and it is subsumed by the resolvent. The resolvent may contain a UIP. Then,
the clause that is strengthened can serve as conflict-learned clause. In this case, the SAT
solver has the same deductive power, even without adding conflict clause. ��
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c4 : (c ∨ e ∨ f)
c5 : (d ∨ e ∨ ¬f)

γ1 : (c ∨ d ∨ e)
c3 : (c ∨ d ∨ ¬e)

f

γ2 : (c ∨ d)
c2 : (a ∨ b ∨ ¬d)

d

e

γ3 : (a ∨ b ∨ c)
c1 : (a ∨ b ∨ ¬c)

c

γ4 : (a ∨ b)

Fig. 4. Resolution tree of conflict analysis for Fig. 2

In our solver, conflict analysis based on 1-UIP may be followed by strong conflict anal-
ysis. We now consider the on-the-fly subsumption check with respect to strong conflict
analysis.

Lemma 2. Let C be a clause simplified with the resolvent produced in conflict analysis.
Then C is conflicting at the current level.

Proof. Every resolvent produced in conflict analysis is conflicting at the current deci-
sion level. Therefore, clause C, which is one such resolvent, is also conflicting. ��

Lemma 3. Let C be the clause most recently simplified by on-the-fly subsumption dur-
ing conflict analysis. The subgraph of the implication graph between this clause and the
1-UIP is either a single vertex or a valid implication graph (hence, suitable for strong
conflict analysis).

Proof. The requirement for a valid implication subgraph is that the source vertex be a
clause with at least two literals assigned at the current level. By Lemma 2, C is con-
flicting at the current decision level. If C contains the 1-UIP, the subgraph consists of a
single vertex and strong conflict analysis is not invoked. Otherwise, since the residual
clauses beyond C on the graph were not touched, they are also valid to be examined by
strong conflict analysis. ��

Lemmas 2 and 3 allow us to conclude that on-the-fly subsumption check is compatible
with strong conflict analysis. As an alternative, one could postpone the strengthening of
the clauses until after strong conflict analysis. Our experiments, however, indicate that
it would not be as efficient.



On-the-Fly Clause Improvement 215

1 AnalyzeConflictWithDistill(F , conflicting) {
2 resolvent = conflicting;
3 in CNF resolvent = TRUE;
4 while (!FOUNDUIP(resolvent)) {
5 lit = GETLATESTASSIGNEDLITERAL(resolvent);
6 ante = GETANTECEDENTCLAUSE(lit);
7 var = VARIABLE(lit);
8 resolvent′ = RESOLVE(resolvent, ante, var);
9 if (in CNF resolvent) {
10 if (SIZE(resolvent′ ) < SIZE(resolvent)) {
11 STRENGTHENCLAUSE(resolvent, var);
12 in CNF resolvent = TRUE;
13 if (SIZE(resolvent′ ) < SIZE(ante))
14 DELETECLAUSE(ante);
15 }
16 }
17 else if (SIZE(resolvent′ ) < SIZE(ante)) {
18 STRENGTHENCLAUSE(ante, var);
19 in CNF resolvent = TRUE;
20 }
21 else
22 in CNF resolvent = FALSE;
23 resolvent = resolvent′ ;
24 }
25 if (!in CNF resolvent)
26 ADDCONFLICTCLAUSE(resolvent);
27 blevel = COMPUTEHIGHESTLEVELINCONFLICTCLAUSE(resolvent);
28 return (blevel);
29 }

Fig. 5. Algorithm for conflict analysis with subsumption check

Returning to Example 1, in Fig. 2, γ1, γ2, and γ3 all have a chance to be additional
conflict clauses, since all of them have only two literals, and both literals are assigned
at the current level. The strong conflict analysis, however, dismisses γ1 because it is
too close to the conflicting clause. Therefore, it misses the chance to strengthen c6 and
drop c7. In contrast, on-the-fly subsumption is not constrained to use only one clause
for simplification.

Figure 5 shows the pseudocode of the algorithm that detects and simplifies the sub-
sumed clauses during conflict analysis. The algorithm AnalyzeConflictWithDistill()
keeps checking the subsumption condition whenever a new resolvent is produced as
long as FoundUIP() is false (line 4). By Lemma 1, if the operand exists in the clause
database, that is, the old resolvent with in CNF resolvent = TRUE (line 9) or the an-
tecedent (line 13 and 17), and the new resolvent contains fewer literals than one of
its operands (line 10, 13, and 17), the operand is strengthened for the pivot variable
by StrengthenClause() (line 11 and 18). When both operands are subsumed, only one
of them is selected to survive, and the other is deleted (line 14). If a clause is re-
placed with the resolvent, the flag in CNF resolvent is set to TRUE (line 12, and 19).
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Otherwise,in CNF resolvent is reset to FALSE (line 22), since the new resolvent does
not exist in the clause database yet. At the end of the resolution step (line 25), if the final
resolvent containing the UIP is identified as an existing clause, that is in CNF resolvent
is false, the conflict analysis algorithm refrains from adding a new conflict clause into
the clause database (line 26). Whether a new conflict clause is added or not, the DPLL
procedure backtracks up to the level returned by the conflict analysis (line 28), and
asserts the clause finally learned from the latest conflict.

The pseudocode of Fig. 5 omits some details for the sake of clarity. In the actual
implementation, the implication graph is shrunk with a new conflicting clause by re-
placing the current conflicting clause with a newly strengthened clause, which must be
a new resolvent. The modified graph then is available for strong conflict analysis.

4 Application to Preprocessors

Resolution is the main operation in preprocessing. In this section, we review its appli-
cation to the preprocessors for variable elimination and clause distillation.

To select variables to be eliminated, all the variables are sorted by a metric such that
δ = (|clausesv| ∗ |clauses¬v|) − (|clausesv| + |clauses¬v|), where clausesv stands for
an occurrence list of variable v, and |clauses| represents the length of the list. δ stresses
the fact that the less symmetric occurrence lists are, the earlier the variable should be
selected. The length of a resolvent should also be taken into account, because clauses
may also be lengthened through resolution. This can be harmful to the SAT solver.
Hence, we use an additional criterion, the number of literals of the resolvents, to choose
variables to be eliminated.

To eliminate a variable, resolutions are applied to all the pairs of clauses in the occur-
rence lists of the two literals of the variable. In our variable elimination, all the literals
of each clause are sorted by variable index. Taking the union of two sorted clauses can
be done in linear time by a variation of the merge-sort algorithm. This linear operation
guarantees that all the literals are still sorted after merging. With minor modification
in the algorithm, the linear operation can be also used to check subsumption relation
between two clauses.

A variable is eliminated only when the produced resolvents are fewer than the oc-
currence clauses of the variable. At each resolution operation, we can check if one of
the operands is subsumed by the resolvent, like the on-the-fly subsumption check in
conflict analysis of Sect. 3. A clause can be simplified by the on-the-fly subsump-
tion, regardless of whether the variable is eliminated. The clause simplified by the
on-the-fly subsumption is removed out of the occurrence list. In such a case, the cur-
rent elimination check may benefit from the shortened occurrence list. Every simpli-
fied clause is checked for subsumption to other clauses after the variable elimination
check.

During distillation of clauses, conflict analysis takes the majority of the time. Con-
flict analysis in clause distillation also performs resolutions steps as conflict analysis
in DPLL. Therefore we can increase efficiency in conflict analysis by using on-the-fly
simplification. In the original algorithm of distillation, the clauses of the SAT instance
are distilled only if such conflict clauses are detected. More chances for simplifica-
tions, however, can be produced if we apply on-the-fly simplification. In addition to
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the on-the-fly subsumption check, the distillation procedure is combined with ”regular
subsumption check” used in variable elimination procedure. The clause that is being
distilled may participate in conflict analysis. If a clause that is an antecedent in conflict
analysis contains all the decision variables, then it is the clause being distilled. We can
identify such clauses while scanning the clause for resolution. If such a clause is found,
it can be replaced by the conflict clause. Otherwise, the regular subsumption check can
simplify the clause after distillation procedure.

5 Experimental Results

We have implemented the three applications of on-the-fly subsumption checking pro-
posed in this paper on top of the CirCUs SAT solver [5]. The implemented approaches
are the enhanced variable elimination, the improved Alembic, and on-the-fly simplifi-
cation in conflict analysis.

The benchmark suite is composed of all the instances (no duplication) from the in-
dustrial category of the SAT Races of 2006 and 2008, and the SAT competition of 2007.
We conducted the experiments on a 2.4 GHz Intel Core2 Duo processor with 4GB of
memory. We used 3600 seconds as timeout, and 2GB as memory bound. We tested
MiniSat 2.0 along with CirCUs 2.0 to provide a reference point.

Figure 6(a) shows the CPU time taken by MiniSat and CirCUs with and without
their respective preprocessors. In the plot, to distinguish from SatELite, our variable
elimination algorithm only is named EV, and EV with clause distillation of Alembic is
named EVAL, and OTS stands for on-the-fly simplification. The data points on the plot
show how many instances are solved within the given time bound.

Figure 6(b) details the effect of adding on-the-fly subsumption check to each of the
three steps discussed in this paper. It can be seen that while the overall benefit is clear,
there is no advantage to the application of on-the-fly subsumption to conflict analysis
alone. We investigate this apparent anomaly with the help of Fig. 7, which compares
the number of on-the-fly subsumptions per conflict(Fig. 7(a)) and the average resolu-
tion depth in conflict analysis(Fig. 7(b)) with and without variable preprocessing. The
scatterplot confirms that there is a strong synergy between preprocessing and on-the-fly
subsumption. Further analysis shows that variable elimination is the main responsible
for the marked increase of subsumptions per conflict and for the shortening of reso-
lution steps computed in conflict analysis. The following example sheds light on this
phenomenon.

Example 3. Consider the following clauses:

(¬a ∨ ¬p)1 ∧ (b ∨ ¬p)2 ∧ (a ∨ ¬b ∨ p)3 ∧ (a ∨ ¬q)4 ∧ (¬b ∨ ¬q)5 ∧ (¬a ∨ b ∨ q)6
∧(¬p∨ r)7∧ (¬q∨ r)8 ∧ (p ∨ q ∨ ¬r)9 ∧ (a ∨ ¬s)10 ∧ (b ∨ ¬s)11 ∧ (¬a ∨ ¬b ∨ s)12

∧(¬a ∨ ¬t)13 ∧ (¬b ∨ ¬t)14 ∧ (a ∨ b ∨ t)15 ∧ (¬s ∨ ¬u)16 ∧ (¬t ∨ ¬u)17
∧(s ∨ t ∨ u)18 ∧ (r ∨ u)19 ∧ (¬r ∨ ¬u)20.

Suppose that the SAT solver makes decisions ¬a@1 and ¬b@2. This leads to a con-
flict on c19, with the implication graph shown in Fig. 8. There are no instances of
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Fig. 6. Number of instances solved by various SAT solvers versus CPU time. (a) comparison
of the proposed algorithm to modern SAT solvers; (b) individual contributions of simplification
methods to CirCUs.

on-the-fly subsumption during conflict analysis, even though the learned clause, γ5 =
a ∨ b, subsumes c15: γ5 directly subsumes other resolvents rather than c15.

If we eliminate p, q, s, and t, we get the following clauses:

(a ∨ ¬b ∨ r)1 ∧ (a ∨ b ∨ ¬r)2 ∧ (¬a ∨ ¬b ∨ ¬r)3 ∧ (¬a ∨ b ∨ r)4 ∧ (a ∨ ¬b ∨ u)5
∧(a ∨ b ∨ ¬u)6 ∧ (¬a ∨ ¬b ∨ ¬u)7 ∧ (¬a ∨ b ∨ u)8 ∧ (r ∨ u)14 ∧ (¬r ∨ ¬u)15 .

Figure 9 shows that the conflict-learned clause subsume c2. (It also subsumes c6, but
this is not detected by the algorithm.) This time there are fewer resolution steps, and
this “abridgment” of the process allows the subsumed clause to enter the analysis right
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Fig. 8. Implication graph for the original clauses of Example 3
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Fig. 9. Implication graph for the clauses of Example 3 after elimination

before the subsuming resolvent is computed instead of several steps before. This mech-
anism seems to account for several cases in which variable elimination, and preprocess-
ing in general, increase the frequency of on-the-fly subsumptions. ��

For the purpose of calibration, we also compared CirCUs+EVAL+OTS to Rsat 3.01 [8].
In the comparison, CirCUs+EVAL+OTS solved 240 instances, and Rsat 3.01 solved 256
instances within one hour.

Finally, we report statistics on the performance of the preprocessors. Figure 10(a)
compares the speed of EVAL to SatELite. In this case, SatELite is run on all CNF
formulae, while, in Fig. 6(a), SatELite can be disabled depending on the size of CNF
formulae. This results in a few timeouts, but otherwise the two preprocessors are quite
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Fig. 10. Number of instances simplified by various preprocessors versus CPU time. (a) compari-
son of the proposed preprocessor to SatELite in MiniSat; (b) detailed comparison of the applied
preprocessing techniques.

comparable. It should be noted that the current implementation of Alembic is much
faster than that described in [4]. Figure 10(b), in particular, shows that on-the-fly sub-
sumption significantly contributes to the improved preprocessor speed.

It is also interesting to compare the reductions achieved by the different prepro-
cessors. In Fig. 11, we see that CirCUs’s variable elimination is less aggressive than
SatELite: it eliminates fewer clauses, but almost never increases the number of literals.
Adding Alembic yields the least number of clauses without compromising the good
performance in terms of literals.
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Fig. 11. Ratio of simplification made by various preprocessors on variables, clauses, and literals

6 Conclusions

We have presented a simple, efficient technique to detect subsumption of an operand
by the resolvent of two clauses. This technique can be applied with minimal overhead
to both preprocessing of the CNF formula and to conflict analysis. The effect is to
simplify clauses in such a way that implications are obtained earlier and conflicts are
sometimes avoided. Another beneficial effect is the reduction of the number of added
conflict-learned clauses without detriment for the deductive power. Our experiments
show that the new technique delivers a significant improvement in performance. One
final advantage is its compatibility with advanced conflict analysis techniques and with
the generation of unsatisfiability proofs.
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Abstract. We present a new method to break symmetry in graph color-
ing problems. While most alternative techniques add symmetry breaking
predicates in a pre-processing step, we developed a learning scheme that
translates each encountered conflict into one conflict clause which covers
equivalent conflicts arising from any permutation of the colors.

Our technique introduces new Boolean variables during the search. For
many problems the size of the resolution refutation can be significantly
reduced by this technique. Although this is shown for various hand-made
refutations, it is rarely used in practice, because it is hard to determine
which variables to introduce defining useful predicates. In case of graph
coloring, the reason for each conflicting coloring can be expressed as
a node in the Zykov-tree, that stems from merging some vertices and
adding some edges. So, we focus on variables that represent the Boolean
expression that two vertices can be merged (if set to true), or that an
edge can be placed between them (if set to false). Further, our algorithm
reduces the number of introduced variables by reusing them.

We implemented our technique in the state-of-the-art solver minisat. It
is competitive with alternative SAT based techniques for graph coloring
problems. Moreover, our technique can be used on top of other symmetry
breaking techniques. In fact, combined with adding symmetry breaking
predicates, huge performance gains are realized.

1 Introduction

Satisfiability (SAT) solvers have become very powerful in recent years. Especially
conflict-driven clause learning SAT solvers can effective tackle certain huge prob-
lems. Crucial to strong performance is learning conflict clauses that ensure that
the same search space is not explored multiple times. However, in the presence
of symmetry the effectiveness of conflict clauses is highly reduced: search spaces
could be visited that are symmetric to already refuted areas.

This paper focusses on symmetry in graph coloring problems. In particulary,
we want to break the symmetry that arises by permuting the colors. This can be
broken statically, as a preprocessing step, or dynamically, during the search. A
frequently used static technique assigns a different color to all vertices in a large
� Supported by the Dutch Organization for Scientific Research (NWO) under grant
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clique [19]. Although effective and cheap (a large clique is easy to find), it only
breaks the symmetry partially [15]. A dynamic symmetry breaking technique [10]
adds, besides the conflict clause expressing the conflict, all symmetric conflict
clauses. Yet the number of symmetric conflict clauses grows exponentially with
the number of colors. Here, we present an alternative dynamic technique.

For each conflicting assignment of k colors in the DPLL-tree there exists k!
symmetric conflicting assignments that can be obtained by a permutation of the
colors. At the core of our algorithm is the observation that all these symmetric
conflicting assignments correspond to the same node in the Zykov-tree: a binary
search tree that selects in each node two nonadjacent vertices of the graph being
colored. One branch explores the search space by merging these vertices (the
same color), while the other branch examines the space created by placing an
edge between them (not the same color). We transform each conflicting DPLL-
node to the corresponding Zykov-node and translate the latter back to SAT.

Since the Zykov algorithm branches on merging two nonadjacent vertices or
placing an edge between, new variables are introduced – called merge variables:
these variables represent that two vertices must have the same color (a merge
step) if set to true, while they must be colored differently (adding an edge) if
set to false. The proposed technique converts the original variables in conflict
clauses to merge variables.

The outline of this paper is as follows: Section 2 deals with encoding graph
coloring problems into SAT. Transformation of conflict clauses is explained in
Section 3. Section 4 offers experimental results. Finally, in Section 5 we draw
some conclusions and provide suggestions for future research.

2 Preliminaries

2.1 The Satisfiability Problem

The Satisfiability problem (in short SAT) asks whether there exists an assign-
ment for a given Boolean formula such that it evaluates to true. If such an
assignment does exist, we call the problem satisfiable else the problem is qual-
ified as unsatisfiable. In a more formal setting a formula F = {C1 ∧ . . . ∧ Cm}
consists of conjunction of clauses Ci, while each clause Ci = (li,1 ∨ . . . ∨ li,j)
consists of disjunction of literals. A literal l refers either to a Boolean variable
xi or to its negation ¬xi. A clause is satisfied when at least one of its literals
evaluates to true. Finally, a satisfying assignment satisfies all clauses.

2.2 The k-Coloring Problem

The k-coloring problem deals with the question whether the vertices of a graph
can be colored with k colors such that two connected vertices have a different
color. Or more formal, let ϕcolor be a mapping of vertices v ∈ V onto an integer
in {1, . . . , k}. A graph G = (V, E) is k-colorable, when there exists a ϕcolor to
all vertices such that for every (v, w) ∈ E, ϕcolor(v) 	= ϕcolor(w). The smallest k
for which G is still k-colorable is known as the chromatic number of G or X (G).
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The k-coloring problem can be naturally translated to SAT. We focus on the
widely used direct encoding [14]. It uses Boolean variables xv,i ↔ ϕcolor(v) = i,
which we refer to as color variables. The property that all vertices must be
colored is encoded by the at-least-one clauses, which are of the form:∧

v∈V

(xv,1 ∨ xv,2 ∨ · · · ∨ xv,k) (1)

Further, for each (v, w) ∈ E, k conflicting clauses encode ϕcolor(v) 	= ϕcolor(w):∧
1≤i≤k

∧
(v,w)∈E

(¬xv,i ∨ ¬xw,i) (2)

The above is known as the minimum encoding [9]. The extended encoding adds
redundant clauses which encode that vertices must have at-most-one color:∧

1≤i<j≤k

∧
v∈V

(¬xv,i ∨ ¬xv,j) (3)

Although optional, most complete solvers perform better on instances where
these clauses have been added [14]. Yet for our technique they are not required.

2.3 Zykov Contraction Algorithms

One of the main family of algorithms which determines X (G) for a graph G, or
approximates X (G) is known as Contraction. This family of algorithms is based
on a theorem due to Zykov [20], which states:

X (G) = min(X (G/(v, w)),X (G + (v, w))) (4)

In this theorem, G/(v, w) denotes the graph with vertex v and w contracted,
meaning that vertex w is deleted and all its edges are transferred to v. G+(v, w)
means that an edge is added between vertex v and w, as shown in Figure 1.
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Fig. 1. A Zykov-tree example. The numbers in the vertices refer to their index vi.
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Repeated steps of applying this theorem to a graph G result in a binary tree.
The leaves of this tree are fully connected graphs, which each have a chromatic
number equal to their number of vertices. The chromatic number of G is then
equal to the chromatic number of the graph with the least amount of vertices.

Zykov Contraction can be simulated in a SAT solver by adding redundant
variables and clauses to the CNF translation of a graph coloring problem. Adding
redundant variables and clauses was introduced by Tseitin and is known as
Extended Resolution (ER) [17]. ER is shown to be very powerful in theory [3].

Each step of the Contraction algorithm can be simulated by introducing a
Boolean variable ev,w, referred to as merge variables, which expresses:

ev,w ↔ ϕcolor(v) = ϕcolor(w) (5)
This relation can be translated to CNF using the following clauses:

∧
1≤i≤k

(ev,w∨¬xv,i∨¬xw,i) ∧ (¬ev,w∨xv,i∨¬xw,i) ∧ (¬ev,w∨¬xv,i∨xw,i) (6)

These clauses will propagate the fact that vertices v and w have equal or
unequal colors when ev,w is set. If set to true the clauses simulate merging two
vertices, while setting ev,w to false represents placing an edge between them.

Initially, we studied the use of adding merge variables and the corresponding
clauses to a given formula as a preprocessing step. This turned out to merely
decrease the performance. However, we observed that one could capitalize on the
expressive power of merge variables by strengthening conflict clauses. Therefore,
instead of ER, only the clauses are added which are required for the Tseitin
translation [17] of these learnt clauses.

3 Merge Clauses

A powerful application of simulating Contraction lies in strengthening conflict
clauses in conflict-driven algorithms [11] for graph coloring instances. Simply put,
conflict-driven solvers continue to assign variables until a conflict is detected.
When a conflict is detected, the solver determines an assignment responsible
for this conflict and adds a conflict clause Cconflict to F , where Cconflict is the
negation of the assignments which led to the conflict.

To illustrate the benefits of simulating Contraction, consider the example
conflict, in the 3-coloring instance presented in Figure 2. In the corresponding
SAT instance, a conflict clause for this conflict would be:

(¬x1,1 ∨ ¬x2,1 ∨ ¬x3,2 ∨ ¬x4,2 ∨ ¬x5,3) (7)

Yet, due to the inherent symmetries of a k-coloring instance, any permutation of
colors in a conflicting assignment is also a conflicting assignment. Thus for the
corresponding SAT instance, the following clause is also logically implied by F :

(¬x1,3 ∨ ¬x2,3 ∨ ¬x3,1 ∨ ¬x4,1 ∨ ¬x5,2) (8)

Unfortunately, with a maximum of k! possible permutations it is impractical to
add each implied clause, for almost any k larger than four [10].
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remaining graph remaining graph

/1,2 /3,4 5

6 7

8 9

(v4,v5)

(v2,v5)

Fig. 2. A Zykov Contraction example. The numbers in the vertices refer to the index
vi. The added edges are shown as dashed lines. Vertex v9 is in conflict because it
cannot be colored. The example focusses on the assignment to v1, v2, v3, v4, and v5.

3.1 Transforming Conflict Clauses

Any conflict clause, which consists of negative color literals, such as the clauses
depicted in (7) and (8), encodes a conflicting coloring ϕcolor of a subset of vertices
in G. This encoded coloring corresponds to some node in a Zykov-tree with G as
root. Vertices in this subset that are equally colored in ϕcolor are contracted into
a single vertex and edges are added to induce a clique among these contracted
vertices. This relation exists, because once the vertices are contracted and the
clique is induced, any two vertices equally colored in ϕcolor, will be equally colored
in any coloring of our created clique, because they have been merged. Further-
more, any two vertices that were not equally colored in ϕcolor, will be unequally
colored in any coloring of our clique, because there exists an edge between them.
Thus any coloring of the created clique corresponds to a permutation of ϕcolor
and therefore will, just like ϕcolor, result in a conflict. Therefore, any conflict
clause consisting out of negative color literals can be converted in a correspond-
ing merge clause, denoted by Cmerge, which is a conflict clause consisting out of
merge variables.

Back to the example, consider the conflict depicted in Figure 2 as a node in a
Zykov-tree, in which v1 and v2 are merged, v3 and v4 are merged, and the edges
(v2, v5), (v4, v5) are added. This is represented using merge variables as:

(¬e1,2 ∨ ¬e3,4 ∨ e2,5 ∨ e4,5) (9)

In any merge clause Cmerge, negative literals correspond to contractions of
the equally colored vertices in ϕcolor. For each set of n equally colored vertices
in ϕcolor we will need n− 1 negative merge literals. The positive literals Cmerge
correspond to the edges added to induce a clique. Of course no edges need to be
added between contracted vertices v and w, if such an edge already exists in G.

Unfortunately, in most cases one could choose from many merge variables
to construct a merge conflict clause. In the example, instead of using e2,5 (or
e4,5), one could select e1,5 (or e3,5). The choice of the merge variables influences
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the performance, therefore one would prefer to select the “optimal” candidates.
Heuristics for this selection are discussed in Section 3.2.

Besides Cmerge, one also needs to add the clauses M(Cmerge), which arise
from the Tseitin translation [17], to F . Theoretically, for each introduced merge
variable we could add the full set of clauses described in Section 2.3. Yet, in
practice it suffices to add only the clauses that contain the negation of the
literal of our introduced variable. Only adding these clauses is good practice as
it saves resources [13]. For any Cmerge, M(Cmerge) equals to:∧
1≤i≤k

( ∧
ev,w∈Cmerge

(
(¬ev,w∨xv,i∨¬xw,i)∧(¬ev,w∨¬xv,i∨xw,i)

)
∧
∧

¬ev,w∈Cmerge

(ev,w∨¬xv,i∨¬xw,i)
)

(10)
Thus M(Cmerge) for our example is:

∧
1≤i≤k

( (e1,2 ∨ ¬x1,i ∨ ¬x2,i) ∧ (¬e2,5 ∨ x2,i ∨ ¬x5,i) ∧ (¬e2,5 ∨ ¬x2,i ∨ x5,i) ∧
(e3,4 ∨ ¬x3,i ∨ ¬x4,i) ∧ (¬e4,5 ∨ x4,i ∨ ¬x5,i) ∧ (¬e4,5 ∨ ¬x4,i ∨ x5,i)

)
(11)

3.2 Implementation

We have applied the principal of merge conflict clauses in the conflict-driven
clause learning (CDCL) SAT-solver architecture which we refer to as the CD-

CLmerge algorithm. CDCLmerge is specialized for the k-coloring problem
and uses merge conflict clauses to store conflicts. Its most important feature
is the transformConflict procedure, which transforms the color literals in
a conflict clause to merge literals. In order to make the transformConflict

function properly, we also had to adapt the decide procedure. Algorithm 1 gives
a detailed overview of the CDCLmerge algorithm.

The decide procedure
The proposed transformation to merge clauses requires that all conflicts can be
expressed as a disjunctions of negative color literals and merge literals. This
cannot be guaranteed if the solver branches on negative literals. E.g. consider
the perfect graph of size three. Assigning x1,1 to false, x2,1 to false, and x3,2 to
true results in a conflict which can be expressed as (x1,1 ∨ x2,1 ∨ ¬x3,2). Notice
that this conflict clause cannot be translated to a merge clause is a meaningful
way. Therefore, decide is adapted such that it assigns each decision variable to
true. This heuristic is similar to the one used in minisat which assigns all decision
variables to false [7].

The transformingConflict procedure
The input Cconflict is transformed into Cmerge using the following steps:

1. Positive color literals in Cconflict are replaced by merge and negative color
literals by expanding them into their reason literals. For instance, say the
example conflict clause would have been (x1,3 ∨ x2,2 ∨ x3,3 ∨ x4,2 ∨ ¬x5,3).
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Algorithm 1. CDCLmerge(F)
1: while true do
2: propagate() /* propagate unit clauses */
3: if not conflict then
4: if all variables assigned then
5: return satisfiable

6: end if
7: decide() /*select decision variable. ADAPTED*/
8: else
9: Cconflict ← analyze() /*analyze the conflict*/

10: Cmerge ← transformConflict(Cconflict) /*ADDED*/
11: if top level conflict found then
12: return unsatisfiable

13: end if
14: backtrack(Cconflict) /*backtrack while Cconflict remains unit or falsified*/
15: end if
16: end while

Assume that the same conflicting coloring was its reason. In that case ¬x1,2
will be the reason literal for x1,3. Therefore, we can replace the latter by the
former. This process is iterated while Cconflict contains positive literals.

2. Redundant literals (see Theorem 2 and 3) are removed from Cconflict.
3. Cconflict is split into Ccolor, which consist out of all negative color literals in

Cconflict and Cextra, which consists of all merge literals in Cconflict.
4. Transform Ccolor into a merge clause Czykov by computing the correspond-

ing node in the Zykov-tree. Preliminary tests showed that the performance
improved if the number of introduced variables were kept to a minimum
and introduced variables were reused whenever possible. Therefore, in case
of choice between possible merge literals to use in the transformation to
Czykov, the merge literal is selected which is most frequently used in conflict
clauses. Ties are broken pseudo randomly.

5. Return the union of Czykov and Cextra as the transformed clause Cmerge.

The backtrack procedure
Conflict-driven clause learning SAT solvers backtrack (also known as backjump)
to the lowest decision level where the latest conflict clause is still a unit clause.
In CDCLmerge this aspect of the solving algorithm is not changed. However,
if a conflict clause Cconflict is unit, a corresponding merge clause Cmerge may not
be unit.

Recall the example at the start of this section:

Cconflict ⇔ Cmerge

(¬x1,1 ∨ ¬x2,1 ∨ ¬x3,2 ∨ ¬x4,2 ∨ ¬x5,3) ⇔ (¬e1,2 ∨ ¬e3,4 ∨ e2,5 ∨ e4,5)

Say that variable xv,i is assigned at level v. The backtrack procedure will
jump to level 4. At this level Cconflict is reduced to (¬x5,3), while Cmerge is
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reduced to (e2,5 ∨ e4,5). The reason is that two merge literals refer to vertex v5.
Currently, this problem is solved by changing the decide procedure in such a
way that if the latest merge clause consists of multiple unassigned literals one of
these literals is assigned to false. This is repeated until the merge clause becomes
unit.

Although Cconflict is satisfiability equivalent to Cmerge ∧ M(Cmerge) (see
Theorem 4), the transformation is not arc-consistent under unit propagation [8].
As soon as a merge clause contains multiple literals that refer to the same vertex,
the merge clause will not become unit when the original conflict clause would
be unit. In the example a similar problem would arise in case v2 (or v4) was the
last assigned vertex, because both ¬e1,2 and e2,5 (or both ¬e3,4 and e4,5) occur
in Cmerge.

The lack of arc-consistency is a serious weakness of the current implementa-
tion. We study various options to deal with this weakness. An interesting partial
solution is adding a second merge clause. Back to the example: besides Cmerge,
we could also add (¬e1,2∨¬e3,4∨e1,5∨e3,5). This solves arc-consistency for ver-
tex v2 and v4. However, the problem is still unsolved for vertex v5. In general, a
second merge clause can fix arc-consistency for all vertices that are colored the
same as another vertex in the conflict clause.

3.3 Optimizations

Variable Selection Heuristics
Although merge variables are useful to create merge conflict clauses, they seem
rather weak as decision variables. For instance, if a clique of size k + 1 arises
by assigning some merge variables (i.e. a conflicting assignment), one may not
detect this at the CNF level (no empty clause). Therefore, we only branch on
color (original) variables. This choice is also supported by some experiments.

Finally, we propose a specialized version of the VSIDS activity heuristic [12].
Since merge variables will not be selected as decision variables, it does not make
sense to maintain an activity for them. If a merge variable should have been
increased, we want to bump the activity of the corresponding color variables
instead. This idea have been implemented using an activity counter for vertices
too. Each time a merge variable contributes to a conflict, the activity heuristic
of both corresponding vertices is increased. The selection of decision variables
is narrowed by choosing a variable from the most active vertex. This variant of
VSIDS is inspired by [2].

Symmetry Breaking in the Presence of Unit Clauses
In the presence of symmetry, it is good practice to add symmetry breaking pred-
icates [15]. In case of graph coloring problems, one can search for a large clique
and force all vertices in that clique to a different color – by adding unit clauses
to the formula. Cliques in a graph can be cheaply detected using the algorithm
by M. Trick [21]. In the more general context of CNF formulae, shatter [1] can
be used to compute symmetry breaking predicates.

Apart from symmetry breaking predicates, many structured graph coloring
problems, such as quasi-group instances [9], contain unit clauses. In case the
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symmetry is already partially broken by some unit clauses, it does not make
sense to introduce merge variables.

Regarding the implementation: if unit clause (xu,i) ∈ F and ¬xu,i ∈ Cconflict,
then none of the literals ¬xv,i ∈ Cconflict are replaced by merge literals. Further,
if unit clause (xu,i) ∈ F , then for all positive merge literals eu,w that would have
added, the positive color literal xw,i is added instead.

3.4 Proof of Correctness of Merge Conflict Clauses

Definition 1. Let π : (1, . . . , k) → (1, . . . , k) be a function that is one to one
and onto.

Definition 2. Let Pπ be a function for which holds (with lh,i as literals of Ch):

Pπ(Ch) = (Pπ(lh,1) ∨ . . . ∨ Pπ(lh,i))
Pπ(¬lh,i) = ¬Pπ(lh,i)
Pπ(xv,i) = xv,π(i)
Pπ(ev,w) = ev,w

Theorem 1. If Boolean function F represents a k-coloring problem and clause
Ch is logically implied by F , then for any π, Pπ(Ch) is logically implied by F .

Proof. Every satisfying assignment makes Ch true. Applying π to the satisfying
assignments yields a permutation of them. So, these assignments satisfy Pπ(Ch).

Theorem 2. Let Cconflict be a conflict clause consisting of merge literals and
negative color literals. Let C = {i : ¬xv,i ∈ Cconflict} denote the set of colors used
in Cconflict. A literal ¬xu,i ∈ Cconflict is redundant, if Cconflict does not contain a
literal ¬xv,i (u 	= v) and for each j ∈ C(j 	= i) Cconflict contains a literal ¬xw,j

(u 	= w) such that (u, w) ∈ E (the edge set).

Proof. Cconflict with and without ¬xu,i correspond to the same node in the
Zykov-tree, because ¬xu,i is the only literal assigned to i assures that no merge
steps are required, while no edges have to be added, because for each j ∈ C(j 	= i),
u is already connected to a vertex w with ϕcolor(w) = j.

Theorem 3. Let Cconflict be a conflict clause consisting of merge literals and
negative color literals. A literal ¬eu,v ∈ Cconflict is redundant, if (¬xu,i∨¬xv,i) ∈
Cconflict, while a literal eu,w ∈ Cconflict is redundant, if (¬xu,i∨¬xw,j) ∈ Cconflict.

Proof. Any solution to a graph coloring problem assigns a Boolean value to all
color variables. So, each solution will be a full assignment. Each full assignment
which satisfies ¬eu,v also satisfies (¬xu,i ∨ ¬xv,i), while each full assignment
which satisfies eu,w also falsifies (¬xu,i ∨ ¬xw,j).

Notice that based on this theorem, we can conclude that a formula is unsatisfiable
if a conflict clause only consists of a negative color literal. We refer to a reduced
clause if all redundant literals (based on Theorem 2 and 3) are removed.
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Theorem 4. Let Boolean function F represent a k-coloring problem and let Ch

be a reduced clause logically implied by F . If Ch consists of merge literals and
negative color literals and Cmerge is a corresponging merge clause of Ch, then∧

π1..πk!

Pπi(Ch) is satisfiability equivalent to Cmerge ∧M(Cmerge) (12)

Proof. Recall that any solution must be a full assignment. (UNSAT ⇒ UNSAT)
If a full assignment falsifies

∧
Pπi(Ch), then there exists a πi for which Pπi(Ch) is

falsified. Since Pπi(Cmerge) = Cmerge also representsPπi(Ch), Cmerge∧M(Cmerge)
is falsified as well. (SAT⇒ SAT) If a full assignment satisfies

∧
Pπi(Ch) by merge

literals in Ch, then Cmerge is also satisfied because it contains all merge literals in
Ch. Notice that because Ch is a reduced clause, it either contains zero negative
color literals (in case the former case is applicable) or at least two negative color
literals. A full assignment can only satisfy

∧
Pπi(Ch) if two vertices are assigned

a different color while the corresponding color literals in Ch have the same color
index, or two vertices are assigned the same color while the corresponding color
literals in Ch have the different color index. In both cases Cmerge ∧M(Cmerge) is
satisfied as well.

Thus once we have learnt Cconflict, we could add all clauses Pπi(Cconflict) to F
(Theorem 1). Yet, based on Theorem 4, we add Cmerge ∧ M(Cmerge) instead.
Furthermore, Theorem 4 implies that using merge conflict clauses requires that
every conflict can be expressed into merge literals and negative color literals. In
order to ensure this, the variables selection heuristics of the solver have to be
adapted. This adaptation is described in Section 3.2.

4 Results

All experiments were performed on a 2.0 GHz Intel Core 2 Duo with 1 GB of
DDR2 Memory. Instances were encoded using the extended direct encoding and
we used the method of finding and forcing cliques as symmetry breaking method.

4.1 Medium Sized Random Graphs

This experiment was performed to compare our CDCLmerge implementation,
referred to as MiniColor to the standard distribution of MiniSat2, branching
on positive variables. In this experiment we generated 45 random graphs of
70 vertices, with varying edge probabilities (denoted by Pedge). Per graph, one
SAT instance (G, X (G)) and one UNSAT instance (G, X (G) -1) were created.
Table 1 shows the average solving times and the number of solved instances.

As can be seen in Table 1 the performances on satisfiable instances are on par,
although MiniColor was able to solve one more instance. On the other hand, per-
formance on unsatisfiable instances has significantly improved. Besides solving
more instances, MiniColor was on average one order of magnitude faster.
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Table 1. Average runtimes for medium sized graphs, with a 1200 (s) timeout

SAT instances UNSAT instances
Minisat2 MiniColor Minisat2 MiniColor

|G| |V | Pedge X (G) time (s) # time (s) # time (s) # time (s) #
15 70 0.5 11-12 25.59 15 13.94 15 190.72 14 39.98 15
15 70 0.7 17-18 24.73 13 43.41 14 307.88 8 26.1 14
15 70 0.9 27-28 0.73 15 0.16 15 19.00 13 0.95 15
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Fig. 3. Performance comparison between MiniColor and MiniSat2 on medium sized
random graphs, with a 1200 (s) timeout

4.2 DIMACS Benchmarks

This experiment was executed to compare MiniColor to published results on
graph coloring and to the unmodified MiniSat2 solver. As published benchmark
performances we used the results published in [19] by Van Gelder which, to our
knowledge, present the best broad overview of SAT based graph coloring results.
Of the 27 graphs used in this benchmark set most are relatively easy. However,
the five graphs presented in Table 2 were shown to be particularly difficult.

A comparison of MiniColor with best presented runtimes in [19], denoted by
VanGelder and the runtimes of MiniSat2 on these graphs can be found in Table 3
and 4. For comparative purposes, we scaled the times presented in [19] to what
they would have been if the instances were run on our platform1.

1 The dfmax benchmark takes 12s for r500.5.b on our platform compared to 16.96 in
[19]. For more information of the dfmax benchmark, please check [22].
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Table 2. Difficult DIMACS instances

instance |V | |E| X found clique size
Myciel6 95 755 7 2
Myciel7 191 2360 8 2
abb313GPIA 1557 53356 9 6
DSJC125.5 125 3891 ? 10
DSJC125.9 125 6961 ? 33

Table 3. Runtimes on difficult satisfiable DIMACS in seconds

SAT instances
instance k VanGelder MiniSat2 MiniColor
Myciel6 7 0 0 0.01
abb313GPIA 9 1256 3.63 1.89
DSJC125.5 19 4446 43.46 18.51
DSJC125.9 46 19119 140 16.73

Table 4. Runtimes on difficult unsatisfiable DIMACS in seconds

UNSAT instances
instance k VanGelder MiniSat2 MiniColor

Myciel6 6 2113 3096 1726
abb313GPIA 8 5.63 0.73 0.72
DSJC125.5 12 488 5.85 4.08
DSJC125.9 37 4630 934 53.06

Table 5. Runtimes of MiniColor and MiniSat2 on harder versions of the DIMACS
instances

SAT instances UNSAT instances
instance k MiniSat2 MiniColor k MiniSat2 MiniColor
Myciel7 8 0 0.03 6 6497 1381
DSJC125.5 18 > 19000 > 19000 13 > 19000 2931
DSJC125.9 45 > 19000 1008 38 > 19000 4683

As can be seen in Table 3 and 4, the runtimes of our implementation are vast
improvements over the runtimes of MiniSat2 and those presented in [19]. After
these encouraging results, we tried how our implementation would handle more
difficult coloring of these graphs. As it turned out we could prove that Myciel7 is
not 6 colorable, DSJC125.5 is not 13 colorable and DSJC125.9 is not 38 colorable
within reasonable time. The corresponding runtimes are shown in Table 5.
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5 Conclusions and Future Research

We showed how a SAT conflict-driven solver can be optimized for graph coloring
problems by converting conflict clauses in such a way that they cover all per-
mutations of the colors. This technique can be used in combination with other
optimizations for graph coloring such as adding symmetry breaking predicates.
In fact, the best performances are achieved by this combination.

We introduce new Boolean variables during the search. Although very power-
ful in theory, it is hardly used in practice. Regarding its practical application, we
learnt two lessons. First, the introduced variables should be meaningful within
the context of the problem – in this case, the branches in the Zykov-tree. Second,
reusage of introduced (merge) variables is crucial. Recall that in each conversion
step one can choose from many merge variables. Yet, heuristics that try to min-
imize the number of introduced variables were required to make the technique
competitive.

Although the proposed technique is, as presented, only applicable to graph
coloring problems, we have reason to believe that it can be generalized. Many
multi-valued SAT problems seem fit for this purpose. In particular those con-
sisting of constraints in which variables should either have the same value or
a different one. Examples of such applications are computing Van der Waerden
numbers and Schur numbers. The usefulness of our ideas will depend on whether
they can be generalized successfully.
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Abstract. Minimizing learned clauses is an effective technique to reduce
memory usage and also speed up solving time. It has been implemented
in MINISAT since 2005 and is now adopted by most modern SAT solvers
in academia, even though it has not been described in the literature
properly yet. With this paper we intend to close this gap and also provide
a thorough experimental analysis of it’s effectiveness for the first time.

1 Introduction

Learning clauses [9] is an essential part in modern SAT solvers [6,8,10]. Learning
is used for forward pruning search space and in combination with a conflict-
driven assignment loop [8,9] also allows to skip redundant decisions during back-
tracking. The 1-UIP learning scheme [9] is considered to work best [4,18]. It is
possible to increase the efficiency of the 1-UIP scheme, by removing additional
literals from learned clauses. This can either be done locally [2] or recursively
[11,16]. The latter was first implemented in MiniSAT in 2005 but has not been
properly described in the literature yet.

Learning is usually explained with the help of implication graphs [8], which
has assigned variables as nodes connected through antecedents [8]. The analy-
sis starts with a clause in which all literals are assigned to false, formally the
antecedent of the conflict κ [8], and resolves in antecedents from its implied
[8] variables recursively. Several termination conditions are possible [18]. In the
simplest scheme the process continues until only decisions are left. The standard
algorithm [9] makes sure that learned clauses derived this way contain exactly
one literal from the current decisions level. This is usually referred to as that the
learned clause must be asserting.

If antecedents are resolved in reverse assignment order, the first derived as-
serting clause, is called the first unique implication point (1-UIP) clause [8,9].
Learning 1-UIP clauses is considered to be the best learning scheme [4,18]. In
extensions [4,7,9,13] additional learned clauses are not asserting, and are added
as complement to the 1-UIP clause. However, a proper subset of the 1-UIP clause
will necessarily be more successful at pruning future search. This is our original
motivation for the algorithms in this paper.

The 1-UIP clause is minimized by resolving more antecedents without adding
literals. A similar idea appears in [2], which we call local minimization. A general
version was discovered independently by the first author and implemented in
MINISAT 1.13 [16]. This recursive minimization is now part of many SAT solvers.
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2 Minimization

The example in Fig. 1 applies the original 1-UIP scheme and the decision scheme.
It also explains how the 1-UIP clause can be minimized locally or recursively.
More precisely, the 1-UIP clause can be minimized locally by resolving out a
literal, which has other literals in its antecedent already in the 1-UIP clause.
This gives a first version of an algorithm for locally minimizing learned clauses:

Generate the 1-UIP clause. Apply self-subsuming resolution, in reverse
assignment order, using antecedent clauses for self-subsuming resolution.

This algorithm actually produces a regular and linear resolution derivation of
the minimized clause. In general, resolving antecedents can not introduce cycles,
even if resolved out-of-order with respect to assignment order, in contrast to
[1]. Furthermore, tree-like resolution can be made regular [17]. Thus literals can
actually be deleted in an arbitrary order. This simplifies implementation consid-
erably and results in the following modified algorithm for local minimization:
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Fig. 1. An implication graph with two top-level unit clauses, and four decisions. The
1-UIP scheme, resolves from the antecedent (y ∨ z) of the conflict as few as possible
literals until exactly one literal from the current decision level, the 1-UIP s, is left. The
resulting 1-UIP clause is (d ∨ g ∨ h ∨ i ∨ s). Depending on the definition, e.g. whether
all literals in the derived clause are decisions, or just the UIP on the current decision
level, the decision UIP clause either is comprised of the negations of all the decisions
(c ∨ f ∨ k ∨ r) or is obtained from the 1-UIP clause, replacing s by l ∨ r. In any case,
all four non top-level decision levels are “pulled” into the decision UIP clause, while
the 1-UIP clause allows to jump over the decision level of k. Local minimization of the
1-UIP clause removes i, since its single antecedent literal h already occurs in the 1-UIP
clause. This is an instance of self-subsuming resolution, resolving (d ∨ g ∨ h ∨ i ∨ s)
with (h∨ i) to obtain (d∨ g ∨ h∨ s). No other local minimization is possible. Top-level
assigned literals can be ignored. Thus the nodes d and g together dominate h. As a
consequence h can be deleted using recursive minimization to obtain (d ∨ g ∨ s).
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Generate the 1-UIP clause. Mark all its literals. Remove those implied
variables which have all their antecedent literals marked.

On the current decision level, enforcing traversal in assignment order presents
no overhead, since literals of the current decision level have to be unassigned
anyhow. Traversing the trail [6] backward gives the desired topological ordering.
Traversing all literals on the trail of previous decision levels is more costly.

It is possible to continue resolving out literals, as long all newly introduced
literals are eventually resolved out. A literal can be deleted if its antecedent
literals are, in the implication graph, dominated by other literals from the 1-UIP
clause. The recursive minimization algorithm can be formulated as follows:

Generate the 1-UIP clause. Mark its literals. Implied variables in 1-UIP
clause are candidates for removal. Search implication graph. Start from
antecedent literals of candidate. Stop at marked literals or decisions. If
search always ends at marked literals then the candidate can be removed.

Soundness can be proven by simulating graph traversal with resolution. The
only issue is, if literals are resolved out, not respecting the reverse chronological
assignment order. Again these irregularities can be eliminated by reorganizing
the derivation [17]. The result is a regular tree-shaped resolution derivation.

As optimizations successful removals should be cached and we can terminate
the search through the implication graph early as soon as a literal from a de-
cision level that is not present in the 1-UIP clause is encountered. This early
termination condition can be implemented by marking decision levels of the 1-
UIP clause, if decision levels are represented explicitly in the SAT solver, or as
in MINISAT and PICOSAT, by an over-approximation technique based on signa-
tures as in subsumption algorithms [5].

3 Experiments

To empirically compare the effectiveness of recursive versus local minimization
versus no minimization of learned clauses at all, we used the same set of 100
benchmarks as in the SAT Race’08 [14]. The run times were obtained on our 15
node cluster with Pentium 4 CPUs running at 2.8 GHz with 2 GB main memory.
The space limit was 1.5 GB and the time limit 1800 seconds.

In order to obtain a statistically valid evaluation, we first employed two differ-
ent SAT solvers. Additionally we used two versions of each SAT solver, one with
preprocessing enabled and one version in which it was disabled. Second we use
all 100 SAT Race’08 instances. Third, we injected noise using a random num-
ber generator to influence decision heuristics. The same set of benchmarks was
then run 10 times with different seeds for each of the four configurations, i.e. one
out of two SAT solvers with and without preprocessing. Altogether we have 4000
runs for each of the three variants of the minimization algorithm. The worst case
accumulated execution time would have been 3·4000·1800 seconds = 6000 hours.
Since many instances finished before the time limit was reached it actually only
took 2513 hours of compute time to finish all 12000 runs.
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Table 1. Experiments with MINISAT and PICOSAT on SAT Race’08 benchmarks. The
first column specifies the configuration, e.g. which of the two SAT solvers is used and
whether preprocessing is enabled or disabled. The last three rows summarize these
four configurations. The next column specifies the minimization algorithm: “recur” is
recursive minimization, the default in MINISAT and PICOSAT. Then there are rows with
“local” minimization for each configuration and “none” denotes the base case, in which
learned clauses are not minimized at all. The third column gives the number of solved
instances out of 1000, respectively 4000 in the last three rows. Each row corresponds
to the 10 runs with different seeds over the 100 instances. The next column gives the
improvement in number of solved instances with respect to the base case. The number
of solved instances increases by roughly 10% for recursive minimization, and half that
much for local minimization only. The difference in run-time, shown in the next two
columns, gives a similar picture. The percentage in the 6th column is calculated as
the amount of time the minimizing algorithm finishes earlier relative to the base case.
An unsolved instance contributes 1800 seconds. In the next two columns we report on
memory usage, calculated as the sum of the maximum main memory used in each run,
at most 1.5 GB per run. Half of the memory can be saved using recursive minimization,
with local minimization one quarter. This effect is even more dramatic with respect to
the number of times a run reached the space limit, which is shown in columns 9 and 10
next, particularly in the case of MINISAT. PICOSAT uses more compact data structures
than MINISAT, for instance to store binary clauses [12]. Minimization also reduced the
number of space-outs by more than 60%. Finally, the last column, shows the average
number of deleted literals per learned clause. This is calculated with respect to the
size of the 1-UIP clause, which would have been generated without minimization, even
though the 1-UIP clause is minimized afterwards. This is different from comparing the
average length of learned clauses with and without minimization, since these statistics
are computed within the minimizing solver. This gives an explanation why memory
savings are almost twice as much as savings due to deleted literals only. Minimization
not only saves space, but also reduces the search space.

solved time space out of deleted
instances in hours in GB memory literals

MINISAT recur 788 9% 170 11% 198 49% 11 89% 33%
with local 774 7% 177 8% 298 24% 72 30% 16%

preprocessing none 726 192 392 103

MINISAT recur 705 13% 222 8% 232 59% 11 94% 37%
without local 642 3% 237 2% 429 24% 145 26% 15%

preprocessing none 623 242 565 196

PICOSAT recur 767 10% 182 13% 144 45% 10 60% 31%
with local 745 6% 190 9% 188 29% 10 60% 15%

preprocessing none 700 209 263 25

PICOSAT recur 690 6% 221 8% 105 63% 10 68% 33%
without local 679 5% 230 5% 194 31% 10 68% 14%

preprocessing none 649 241 281 31

recur 2950 9% 795 10% 679 55% 42 88% 34%
altogether local 2840 5% 834 6% 1109 26% 237 33% 15%

none 2698 884 1501 355
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Table 2. Even for 100 benchmarks there is a great variance for different seeds. The
columns are as in Tab. 1. Even though the space reduction and also the percentage
of deleted literals is consistent for different seeds, the run-time and the number of
solved instances vary widely. Both, for MINISAT and PICOSAT, it would be possible
to draw the conclusion that local minimization is better than recursive minimization,
by picking two specific seeds, for instance MINISAT/local/0 vs. MINISAT/recur/2, and
PICOSAT/local/7 vs. PICOSAT/recur/1. The relative space usage is consistent over dif-
ferent runs of the same algorithm, as is the percentage of deleted literals. For empirical
evaluations of heuristics of SAT solvers, we suggest, to enforce identical search behavior
[3], or to use a very large set of benchmarks, definitely more than 100. However, it is
probably necessary to randomize the algorithms and run them with different seeds a
sufficient number of times. Another option is to use secondary statistics directly related
to the proposed heuristics, like the number of deleted literals in our case, in addition
to the number of solved instances, time usage, or a scatter plot.

MINISAT PICOSAT

with preprocessing with preprocessing
seed solved time space mo del seed solved time space mo del

recur 8 82 16 19 1 33% recur 9 79 17 14 1 31%
recur 6 81 17 20 1 33% recur 0 78 18 14 1 31%
local 0 81 16 29 7 16% recur 3 78 18 14 1 31%
local 7 80 17 29 8 15% recur 8 78 18 14 1 31%
recur 4 80 17 20 1 33% recur 2 77 19 14 1 31%
recur 1 79 17 20 1 33% local 7 77 19 19 1 15%
recur 9 79 17 20 1 34% recur 6 77 18 14 1 31%
local 5 78 18 29 7 16% local 3 77 18 18 1 15%
local 1 78 17 29 6 16% recur 7 76 18 14 1 31%
recur 0 78 17 20 1 34% local 4 75 19 19 1 15%
recur 5 78 17 19 1 33% local 1 75 19 19 1 15%
local 3 77 18 31 7 16% recur 4 75 18 14 1 31%
local 8 77 18 30 8 16% recur 5 75 18 14 1 30%
recur 7 77 17 20 1 34% local 2 74 19 19 1 15%
recur 3 77 17 20 1 34% local 8 74 19 19 1 15%
recur 2 77 17 20 2 33% recur 1 74 19 14 1 31%
none 7 76 19 39 9 0% local 5 74 19 18 1 15%
local 2 76 18 31 8 16% local 6 73 20 19 1 15%
local 4 76 18 31 7 16% local 0 73 20 19 1 15%
local 6 76 18 30 7 16% local 9 73 19 19 1 16%
local 9 75 19 29 7 16% none 5 72 21 26 4 0%
none 9 74 19 39 10 0% none 3 72 20 26 3 0%
none 6 73 19 40 12 0% none 7 72 20 26 2 0%
none 3 73 19 39 10 0% none 8 71 21 27 2 0%
none 8 72 20 39 11 0% none 9 71 20 25 3 0%
none 0 72 20 39 11 0% none 1 70 21 27 1 0%
none 1 72 19 39 9 0% none 4 69 21 26 2 0%
none 5 72 19 39 10 0% none 0 69 21 26 4 0%
none 2 71 20 40 11 0% none 6 68 21 26 2 0%
none 4 71 19 39 10 0% none 2 66 22 27 2 0%
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As first SAT solver we use an internal version of MINISAT [6], a snapshot from
November 11, 2008. It is almost identical to the one described in [15] the winner
of the SAT Race’08. It additionally allows to perturbate the initial variable
ordering slightly using a pseudo random number generator. The second SAT
solver is PICOSAT [3] version 880, an improved version of PICOSAT [3]. The major
improvement was to separate garbage collection of learned clauses from restart
scheduling. One out of 1000 decisions is a random decision in PICOSAT. The
seed for the random number generator is specified on the command line. Table 1
shows our main experimental results. In Tab. 2, we focus on two configurations.
More details can be found at http://fmv.jku.at/papers/minimize.7z.

4 Conclusion

In this paper we discussed algorithms for minimizing learned clauses. Our ex-
tensive experimental analysis proves the effectiveness of clause minimization.
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Abstract. Cryptography ensures the confidentiality and authenticity of
information but often relies on unproven assumptions. SAT solvers are
a powerful tool to test the hardness of certain problems and have suc-
cessfully been used to test hardness assumptions. This paper extends
a SAT solver to efficiently work on cryptographic problems. The pa-
per further illustrates how SAT solvers process cryptographic functions
using automatically generated visualizations, introduces techniques for
simplifying the solving process by modifying cipher representations, and
demonstrates the feasibility of the approach by solving three stream ci-
phers.

To optimize a SAT solver for cryptographic problems, we extended the
solver’s input language to support the XOR operation that is common in
cryptography. To better understand the inner workings of the adapted
solver and to identify bottlenecks, we visualize its execution. Finally,
to improve the solving time significantly, we remove these bottlenecks
by altering the function representation and by pre-parsing the resulting
system of equations.

The main contribution of this paper is a new approach to solving
cryptographic problems by adapting both the problem description and
the solver synchronously instead of tweaking just one of them. Using
these techniques, we were able to solve a well-researched stream cipher
26 times faster than was previously possible.

1 Introduction

Cryptographic functions are at the base of computer security with encryption ci-
phers ensuring confidentiality and authenticity. Despite their importance, many
practical cryptographic functions rely on unproven assumptions about the com-
plexity of their underlying mathematical problems. When these assumptions are
found to be incorrect, new theoretical and practical attacks are constructed that
sharpen the understanding of a specific problem and advance the evolution of
cryptography in general. SAT solvers have been shown to be a powerful tool
in testing mathematical assumptions. In this paper, we extend SAT solvers to
better work in the environment of cryptography.

Previous work on solving cryptographic problems with SAT solvers has con-
centrated on the best mathematical representation of ciphers [1]. To further
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improve the potential of SAT solvers, we adapted a SAT solver to better suit
cryptographic problems and then manipulated the representation of some cryp-
tographic problems to best fit this modified solver. We refined SAT solvers to
understand the XOR operation, which is common in cryptography, besides func-
tions in the conjunctive normal form (CNF) that is native to many SAT solvers.
We further added dynamic behavior analysis to more thoroughly understand the
workings of SAT solvers on cryptographic primitives.

To show the effectiveness of our approach, we solved a few different ciphers.
The first two targets, Crypto-1 [2] and HiTag2 [3], are weak stream ciphers,
widely used in electronic payment, access control and car immobilizers. Our third
target, Bivium [4], is a simplified version of the eSTREAM standard stream ci-
pher Trivium [5] known for its simple description. Solving these ciphers with
an unmodified SAT solver and with only basic improvements to their CNF rep-
resentation reveals the secret state within 170 hours for Crypto-1, a week for
HiTag2 and in 242.7 s [6] for Bivium. With our adapted SAT solver and tuned
cipher description techniques, the average attack time on a desktop PC drops to
40 seconds for Crypto-1, 6.5 hours for HiTag2 and 236.5 s for Bivium.

Contributions

We optimize a standard SAT solver for cryptographic problems in Sect. 3. The
SAT solver now handles XOR operations natively to faster solve cryptographic
problems and the solver’s execution is visualized to allow insight into its in-
ner workings. Based on these improvements, guidelines are derived on how to
convert ciphers to a description that can be quickly solved in Sect. 4. Finally,
three ciphers are solved using the adapted SAT solver faster than was previously
possible with other SAT solver-based techniques, in Sect. 5.

2 Background

Our results build on research in stream ciphers, SAT solvers, and algebraic crypt-
analysis. This section presents the current state of research in these areas and
indicates where they connect.

2.1 Stream Ciphers

A stream cipher is a symmetric cryptographic function that allows two parties to
communicate privately when they share a secret key. Stream ciphers produce a
stream of pseudorandom bits (the keystream) given a secret key and a non-secret
random initialization vector (IV ). This key stream is XORed with a message
prior to sending and again XORed after receiving so that the message cannot
be read while in transit.

The stream ciphers discussed in this paper are based on one or more shift
registers with linear or non-linear feedback function as well as a filter function
that maps the register states to keystream bits. Stream ciphers have two phases:
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an initialization phase followed by a keystream generation phase. During initial-
ization, key and IV are typically mixed to become the initial state by shifting
the registers while feeding in a combination of the feedback function and the
filter function. During keystream generation, the registers are shifted and their
feedback function is applied, while the keystream is generated from the state
using the filter function.

2.2 SAT Solvers

Satisfiability solvers are programs that employ highly optimized mathematical
algorithms to decide whether a set of constraints have a solution. This paper only
discusses one widely-used constraint set, the conjunctive normal form (CNF). In
CNF, each element in the constraints, a or ā, is called a literal. A clause is a
disjunction (or-ing) of literals. CNF is a conjunction (and-ing) of clauses. Hence,
the constraints are presented to the SAT solver as an “and of ors”.

SAT solvers are mostly used in electronic design automation (EDA), though
they are also used in a growing number of other domains. State-of-the-art solvers
have been extended or adopted to meet the specific characteristics of different
problem domains, for example temporal induction in [7].

Modern SAT solvers that are based on the DPLL algorithm [8] evolved from
GRASP [9] which introduced learning, and later from from Chaff [10] which
introduced watched literals and dynamic variable ordering. Solvers that employ
these techniques are called conflict-driven SAT solvers. In this paper we extend
MiniSat [11], a conflict-driven SAT solver designed for researchers to adapt it to
different domains.

MiniSat employs a backtracking-based, depth-first search algorithm to find a
satisfying variable assignment for a system of clauses. The algorithm branches
on a variable by guessing it to true or false and examining whether the value
of other variables depends on this guess. The affected variables are then assigned
and the search continues until no more assignments can be made. During this pe-
riod, called propagation, a clause may be found that cannot be satisfied anymore.
If such a conflict is encountered, a learned clause is generated that captures the
wrong guesses that lead to the conflict. The topmost guess allowed by the learned
clause is then reversed and the algorithm continues. The learned clauses trim the
search tree and guide the algorithm in choosing the best next guess. Eventually,
either a satisfiable assignment is found or the search tree is exhausted, meaning
that no solution exists.

2.3 Algebraic Cryptanalysis

Algebraic cryptanalysis is a family of attacks that exploits insufficient complex-
ity in ciphers. These attacks have successfully been applied to break a number
of ciphers secure against other forms of cryptanalysis. In algebraic attacks, equa-
tions are constructed that express the output bits of a cipher in terms of its
inputs, or its state. These equations are then solved and reasoned about with
either dedicated equation solvers such as the F5 algorithm [12], or standard SAT
solvers.
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The first SAT-based cryptanalysis was by Massacci et al. [13], experimenting
with the Data Encryption Standard (DES) using DPLL-based SAT solvers. More
recent work by Courtois and Bard has produced attacks against KeeLoq [1]
and stream ciphers with linear feedback [14]. Algebraic cryptanalysis has also
been used on modern stream ciphers, such as the reduced version of Trivium,
Bivium [4].

3 Adapting the SAT Solver

To take full advantage of the power of SAT solving we adapted and optimized
MiniSat, a state-of-the-art DPLL-based SAT solver, for algebraic cryptanalysis.
We further added visualization to the solver to help identify bottlenecks and
improve the solving by altering the problem representation. Among the many
choices for modern SAT solvers, we chose MiniSat for its competitive perfor-
mance, code availability, and a design that specifically encourages extensions to
its input language.

3.1 XOR Support

Cryptographic building blocks such as filter and feedback functions lead to equa-
tions with many XORs. These XOR constraints, when converted to CNF repre-
sentation without further elaboration, grow exponentially in size. This is because
the XOR constraint’s Karnaugh table contains 2len−1 minterms, and hence needs
2len−1 clauses to describe in CNF.

To circumvent this limitation, previous research extended the Satz solver to
reason about 2- and 3-long XOR constraints, which they called equivalency rea-
soning [15]. For MiniSat, previous research [1, Sect. 6.4] cut up the XOR function
into groups of smaller XORs, each setting an additional variable. The full XOR
was then represented as a XOR of the additional variables.

While cutting up XORs allows MiniSat to work on long XOR chains, this ap-
proach forces the solver to watch and examine many clauses for variable changes,
when in fact only one XOR constraint should be watched. To mitigate this lim-
itation, we implemented the XOR constraint natively into MiniSat. Each XOR
constraint is represented by a single xor-clause. A xor-clause behaves as a reg-
ular clause towards all unchanged parts of the solver: it dynamically changes
appearance when propagating or causing a conflict by appearing as a different
regular clause depending on the current assignment of variables.

For example, the xor-clause a⊕ b⊕ c represents all the regular clauses

a ∨ b ∨ c (1) a ∨ b ∨ c (2)
a ∨ b ∨ c (3) a ∨ b ∨ c (4)

and if, for example a = true and b = true, then it changes its appearance to
the regular clause (2), and causes the propagation c = true just as its regular
representation would. If, however, a = false, b = true and c = true, the xor-
clause changes its appearance to regular clause (1) and causes a conflict just as
its regular representation would.
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Generating a conflicting or propagating clause from a xor-clause is done as
follows. All variables that are assigned to false are included as-is, and all vari-
ables that are assigned to true are included in a negated form. If propagating,
the single unassigned variable is also included, its negation depending on the
values of the other variables in the xor-clause.

Solving cryptographic functions is accelerated considerably by integrating xor-
clauses into MiniSat. For the stream ciphers Crypto-1 and Grain solving is up
to twice as fast with xor-clauses and memory usage is decreased by at least an
order of magnitude.

Besides speeding up the solving, native XOR support leads to more concise
input file and internal data structures, which simplify analyzing the dynamic be-
havior of the solver. Lastly, xor-clauses enable a straightforward implementation
of Gaussian elimination into MiniSat as explained in the next section.

3.2 Gaussian Elimination

Gaussian elimination is an efficient algorithm for solving systems of linear equa-
tions. Since each xor-clause is a linear equation, we can use this algorithm to
solve the system of equations described by the xor-clauses. Some linear problems
with as many as 100 variables can be trivially solved with Gaussian elimination
but take an excessive amount of time when solved with SAT solvers. This phe-
nomenon is due to the fact that SAT solvers solve by guessing variables and
determining if there is any equation that gives a result given the current assign-
ments. If the set of linear equations is dense (i.e. all equations contain many
variables), almost all variables need to be guessed before any equation gives a
result. Thus, for a system with 100 variables, it is not uncommon that 80 vari-
ables need to be guessed before any equation gives a result, i.e. the search space
is on the order of 280. When using Gaussian elimination, on the other hand, the
same problem can be solved in less than 220 operations.

Since Gaussian elimination and the DPLL algorithm (used in MiniSat) are op-
timal for different parts of cryptographic problems, the best results are achieved
by switching between the two. To benefit from Gaussian elimination during
solving, whenever the SAT solver cannot perform any further propagations and
would need to guess a variable, we ask the Gaussian elimination if there is any
information it could extract from the xor-clauses.

Execution of the Gaussian elimination gives one of the following results: either
it finds nothing, or it finds that a variable can be propagated by a combination
of xor-clauses, or it finds that given the current assignments, the system of
equations is unsatisfiable. In the two latter cases, the solver needs the actual
xor-clause, which when evaluated with the variable assignments, gives a unit or
empty clause, respectively. This actual xor-clause is important, as it signals the
solver what variable was propagated by what clause (in case of a propagation),
or what clause caused the conflict (in case of a conflict). To calculate the actual
xor-clauses, we keep two matrixes: one updated with the current assignments,
and one that mirrors the other only with its row-swap and row-xor operations.
Whenever there is a propagation or conflict indicated by the first matrix, the
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second matrix is used to generate the actual xor-clause. For example, if the two
matrixes are:

xor-clauses
with v8 assigned to true

v10 v8 v9 v12 aug⎡⎢⎢⎣
1 − 1 1 1
0 − 1 1 1
0 − 0 1 0
0 − 0 0 0

⎤⎥⎥⎦

actual xor-clauses

v10 v8 v9 v12 const⎡⎢⎢⎣
1 1 1 1 0
0 0 1 1 1
0 1 0 1 1
0 1 0 0 1

⎤⎥⎥⎦
then the second to last row of the first matrix indicates propagation of v12 =
false. The actual xor-clause can be read from the second matrix: it is v8⊕v12⊕1.
The matrix used by the Gaussian elimination algorithm is upper triangular, but
the matrix containing the actual xor-clauses is only upper triangular for the
columns representing variables that are not assigned.

Including Gaussian elimination into MiniSat is based on the idea of SAT Mod-
ulo Theories (SMT). An SMT instance is a generalization of a Boolean SAT in-
stance in which various sets of variables are replaced by predicates from a variety
of underlying theories. Naturally, SMT formulas provide a much richer modeling
language than is possible with Boolean SAT formulas. In essence, xor-clauses
enrich MiniSat’s language, which the Gaussian elimination can understand and
reason about, tightly integrating its conclusions into the DPLL algorithm of
MiniSat.

A trade-off parameter for the Gaussian elimination is the cut-off depth until
which it is worthwhile to execute the algorithm. Cutting off branches at the
top reduces the search space more than cutting at the bottom, but it takes
approximately the same time to execute the algorithm. However, if the cut-off
depth is too shallow, the constant overhead is more than the benefit, but if too
deep, the dynamic overhead is more than the benefit. In the end, we made the
cut-off depth configurable, and ran tests to decide for each cipher which depth
gave the most benefit.

To save time, the matrix is incrementally normalized as the solver travels
down the search tree and assignments are made. We save the matrix at every
search depth, and in case the solver has to jump back (due to a conflict), we
re-load the matrix from the state saved at that depth.

Using Gaussian elimination, solving Bivium and Trivium is faster by 1-5% if
we restrict the search depth to between 1 and 8, depending on the number of
guessed bits. For other instances derived from other ciphers, Gaussian elimina-
tion does not appear to decrease the overall solving time. A comparative figure
for Bivium, showing the speed of solving and the explored search space versus
the depth until which the algorithm was active is present in Fig. 1. It is appar-
ent from the graphs that using Gaussian elimination reduces the explored search
space (in the example, by up to 83%), but the algorithm takes more and more
time to execute as the cut-off depth is increased.
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Fig. 1. Comparison between the time and the number of propagations (∼explored
search space), relative to the depth until which the Gaussian elimination was active.
Each point in the graphs represent 2000 random examples of the Bivium cipher, given
56 randomly guessed state bits.

Apart from the marginal speedup that Gaussian elimination brings, it is a
useful tool for multiple other reasons. First of all, it demonstrates that SAT
solvers ignore certain characteristics of the problem they are dealing with, and
by exploiting these properties the search space could be significantly reduced.
Secondly, the combined solver works much faster on problems that have large
parts that can benefit from Gaussian elimination. Lastly, our implementation of
Gaussian elimination can likely be improved upon leading to greater speedups.

3.3 Dynamic Behavior Analysis

The dynamic behavior of SAT solvers is hard to follow since branching and
propagation occur far too many times to be traceable by hand. Understanding
the solver’s dynamic behavior, however, is essential for estimating a cipher’s
complexity and for improving the solver’s performance.

To better understand how MiniSat reaches solutions, we implemented search
tree tracing into the solver. The output of our MiniSat trace extension can be
analyzed visually and statistically. Visualizing the operation of DPLL-based SAT
solvers was introduced in [16], which our implementation augments in multiple
ways. Our extension allows for variables to be named and for clauses to be
grouped, which is useful when multiple clauses are used to represent one logical
entity (e.g. a feedback function). The calculated statistics include the type of
most conflicted clauses (e.g. filter functions), the average number of propagations
per search tree branch, etc. An example search tree of the Crypto-1 cipher is in
Fig. 2. The visualization allowed us, for instance, to identify the regularly placed
filter function taps of Crypto-1 as its largest weakness over an improved variant
found in HiTag2 tags.

It is clear from the variable branching statistics that during solving, the most
important variables are picked automatically by MiniSat, which are always the
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 s[79]

**96

 s[102]

**87

- s[63]

guess

 s[76]

calc_s[28]

- s[79]

guess

 s[72]

calc_s[31]

 s[75]

calc_s[100]

 s[78]

calc_s[103]

 s[65]

calc_s[30]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[68]

calc_s[10]

 s[79]
 s[63]
 s[104]
 s[60]
 s[103]

calc_s[104]

- s[72]

calc_s[31]

- s[75]

calc_s[100]

 s[78]

calc_s[103]

- s[65]

calc_s[30]

 s[64]

calc_s[3]

 s[99]

**67

 s[63]
 s[103]
 s[60]
 s[104]

calc_s[99]

- s[76]

calc_s[28]

- s[79]

guess

 s[72]

calc_s[31]

- s[75]

calc_s[100]

- s[78]

calc_s[103]

- s[65]

calc_s[30]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

- s[68]

calc_s[10]

 s[79]
 s[103]
 s[60]
 s[104]

calc_s[104]

- s[72]

calc_s[31]

 s[75]

calc_s[100]

- s[78]

calc_s[103]

 s[65]

calc_s[30]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[103]
 s[104]
 s[60]

calc_s[4]

- s[79]

guess

 s[63]

**103

 s[74]

**105

 s[78]

**106

- s[63]

guess

 s[74]

**101

 s[78]

**102

 s[76]

calc_s[28]

 s[75]

**100

- s[74]

guess

- s[72]

calc_s[31]

- s[100]

guess

- s[75]

calc_s[100]

- s[78]

calc_s[103]

 s[65]

calc_s[30]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[75]
 s[74]
 s[79]
 s[63]
 s[60]

- s[103]

calc_s[4]

 s[100]

calc_s[100]

 s[78]

calc_s[103]

- s[65]

calc_s[30]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[74]
 s[63]
 s[79]
 s[60]

- s[103]

calc_s[4]

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

- s[100]

calc_s[100]

- s[68]

calc_s[10]

 s[78]
 s[63]
 s[104]
 s[79]
 s[60]

calc_s[104]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[63]
 s[79]
 s[60]
 s[104]

calc_s[23]

- s[76]

calc_s[28]

 s[78]

**104

- s[74]

guess

- s[72]

calc_s[31]

- s[78]

guess

 s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[78]
 s[74]
 s[79]
- s[63]
 s[60]

- s[103]

calc_s[4]

- s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[74]
 s[79]
 s[60]
- s[63]
- s[103]

calc_s[4]

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
- s[63]
 s[60]
 s[79]

- s[103]

calc_s[23]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

- s[100]

calc_s[100]

 s[68]

calc_s[10]

 s[79]
 s[104]
 s[60]

calc_s[104]

- s[74]

guess

 s[63]

**109

 s[78]

**110

 s[72]

calc_s[31]

 s[78]

**108

- s[63]

guess

 s[76]

calc_s[28]

- s[78]

guess

- s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
 s[63]
 s[60]
- s[79]
 s[74]

- s[103]

calc_s[23]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[100]

calc_s[100]

- s[68]

calc_s[10]

 s[63]
 s[74]
- s[79]
 s[60]

- s[103]

calc_s[24]

- s[76]

calc_s[28]

- s[78]

guess

- s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[100]

calc_s[100]

 s[68]

calc_s[10]

 s[78]
 s[74]
- s[79]
 s[60]

- s[103]

calc_s[24]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[74]
- s[79]
 s[60]

- s[103]

calc_s[23]

- s[72]

calc_s[31]

 s[78]

**112

- s[63]

guess

 s[76]

calc_s[28]

- s[78]

guess

 s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[78]
 s[63]
- s[79]
 s[60]

- s[103]

calc_s[4]

- s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[63]
- s[79]
 s[60]

- s[103]

calc_s[4]

- s[76]

calc_s[28]

- s[78]

guess

 s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[78]
- s[79]
 s[60]

- s[103]

calc_s[4]

- s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[104]
 s[60]

calc_s[4]

- s[63]

guess

 s[74]

**117

 s[103]

**119

 s[78]

**120

 s[76]

calc_s[28]

 s[103]

**116

- s[74]

guess

- s[79]

guess

- s[103]

**101

- s[72]

calc_s[31]

- s[100]

**95

 s[102]

**85

 s[103]
 s[74]
 s[60]
 s[63]

**81

- s[79]

**113

 s[74]
 s[63]
 s[60]

**101

- s[103]

guess

 s[79]

**118

- s[100]

**95

 s[102]

**85

- s[79]

guess

 s[72]

calc_s[31]

 s[75]

calc_s[100]

 s[78]

calc_s[103]

 s[65]

calc_s[30]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[68]

calc_s[10]

 s[79]
 s[103]
 s[60]
 s[63]

calc_s[24]

- s[72]

calc_s[31]

- s[75]

calc_s[100]

 s[78]

calc_s[103]

- s[65]

calc_s[30]

 s[64]

calc_s[3]

 s[99]

**67

 s[103]
 s[63]
 s[60]

calc_s[99]

- s[79]

**113

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

- s[100]

calc_s[100]

- s[68]

calc_s[10]

 s[78]
 s[63]
 s[60]

calc_s[24]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[63]
 s[60]

calc_s[23]

- s[76]

calc_s[28]

 s[103]

**122

- s[74]

guess

- s[103]

guess

- s[100]

**95

 s[102]

**87

 s[103]
 s[74]
 s[60]

**83

- s[79]

**111

 s[74]
 s[60]

**105

- s[103]

guess

 s[79]

**124

- s[100]

**95

 s[102]

**87

- s[79]

guess

 s[72]

calc_s[31]

- s[75]

calc_s[100]

- s[78]

calc_s[103]

- s[65]

calc_s[30]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

- s[68]

calc_s[10]

 s[79]
 s[103]
 s[60]

calc_s[24]

- s[72]

calc_s[31]

 s[75]

calc_s[100]

- s[78]

calc_s[103]

 s[65]

calc_s[30]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[103]
 s[60]

calc_s[4]

- s[79]

guess

 s[78]

**106

 s[72]

calc_s[31]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

- s[100]

calc_s[100]

 s[68]

calc_s[10]

 s[79]
 s[60]

calc_s[24]

 s[78]

**114

- s[72]

calc_s[31]

- s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[60]

calc_s[4]

node66

 s[60]

learnt unit clause

 s[74]

learnt unit clause

- s[74]

guess

 s[103]

**134

 s[63]

**138

 s[79]

**140

 s[78]

**141

- s[103]

guess

 s[63]

**130

 s[79]

**132

 s[78]

**133

- s[63]

guess

 s[79]

**128

 s[78]

**129

 s[76]

calc_s[28]

 s[78]

**127

- s[79]

guess

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[78]
 s[79]
 s[63]
 s[74]

 s[103]

calc_s[23]

 s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[100]

calc_s[100]

 s[68]

calc_s[10]

 s[85]

calc_s[85]

 s[79]
 s[63]
 s[74]
 s[103]

calc_s[25]

- s[72]

calc_s[31]

- s[78]

guess

 s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
 s[63]
 s[74]
 s[103]

calc_s[4]

- s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[63]
 s[103]
 s[74]

calc_s[4]

- s[76]

calc_s[28]

 s[78]

**131

- s[79]

guess

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[100]

calc_s[100]

- s[68]

calc_s[10]

 s[85]

calc_s[85]

 s[78]
 s[79]
 s[74]

 s[103]

calc_s[25]

 s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[79]
 s[103]
 s[74]

calc_s[23]

- s[72]

calc_s[31]

- s[86]

guess

- s[78]

guess

 s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
 s[103]
 s[74]

calc_s[4]

- s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[103]
 s[74]

calc_s[4]

- s[63]

guess

 s[79]

**136

 s[78]

**137

 s[76]

calc_s[28]

 s[78]

**135

- s[79]

guess

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[100]

calc_s[100]

- s[68]

calc_s[10]

 s[85]

calc_s[85]

 s[78]
 s[79]
 s[74]
 s[63]

calc_s[25]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[79]
 s[63]
 s[74]

calc_s[23]

- s[72]

calc_s[31]

- s[78]

guess

 s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
 s[63]
 s[74]

calc_s[4]

- s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[63]
 s[74]

calc_s[4]

- s[76]

calc_s[28]

 s[78]

**139

- s[79]

guess

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[78]
 s[79]
 s[74]

calc_s[23]

 s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[100]

calc_s[100]

 s[68]

calc_s[10]

 s[85]

calc_s[85]

 s[79]
 s[74]

calc_s[25]

- s[72]

calc_s[31]

- s[78]

guess

 s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
 s[74]

calc_s[4]

- s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[74]

calc_s[4]

- s[103]

guess

 s[63]

**145

 s[79]

**147

 s[78]

**148

- s[63]

guess

 s[79]

**143

 s[78]

**144

 s[76]

calc_s[28]

 s[78]

**142

- s[79]

guess

- s[72]

calc_s[31]

- s[78]

guess

 s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
 s[79]
 s[63]

 s[103]

calc_s[4]

- s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[79]
 s[63]
 s[103]

calc_s[4]

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

- s[75]

calc_s[103]

 s[64]

calc_s[3]

 s[99]

calc_s[99]

- s[77]

calc_s[17]

 s[62]

calc_s[2]

- s[100]

calc_s[100]

 s[68]

calc_s[10]

- s[85]

calc_s[85]

 s[78]
 s[63]

 s[103]

calc_s[16]

 s[65]

calc_s[30]

 s[75]

calc_s[103]

 s[64]

calc_s[3]

- s[99]

calc_s[99]

 s[77]

calc_s[17]

 s[62]

calc_s[2]

 s[63]
 s[103]

calc_s[23]

- s[76]

calc_s[28]

 s[78]

**146

- s[79]

guess

- s[72]

calc_s[31]

- s[78]

guess

 s[65]

calc_s[30]

 s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]

 s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[78]
 s[79]

 s[103]

calc_s[4]

- s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

- s[99]

calc_s[99]

- s[77]

calc_s[17]

- s[62]

calc_s[2]

 s[79]
 s[103]

calc_s[4]

 s[72]

calc_s[31]

- s[78]

guess

- s[65]

calc_s[30]

- s[75]

calc_s[103]

- s[64]

calc_s[3]

 s[99]

calc_s[99]
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Fig. 2. Graphviz visualization of an example search for the Crypto-1 cipher’s states.
The tree is read from left to right, top to bottom: the left- and bottommost pen-
tagon is the first conflict clause, the right- and bottommost circle is the satisfying
assignment.

state or key bits. By examining smaller search graphs and the statistics on
the most conflicted clause groups, we further found that once the important
variables have been guessed, the results of these assignments are propagated to
the equations representing the known keystream bits, and if they do not match,
a conflict occurs, a guess is reversed, and the algorithm starts again.

The solver’s strategy is therefore similar to a brute force search in which all
key or state bits are tried. If one or more keystream bits can be evaluated without
knowing all state bits, the SAT solver will evaluate them, and if the equations
do not work out, stop the computation there, effectively doing partial evaluation.
Furthermore, clauses are learnt during the search, which later prune the search
tree, helping to perform partial evaluation.

The lessons learnt from search-tree tracing are as follows. It is best not to
include long initialization sequences (such as that used by Grain) in the equations
since after initialization all keystream bits depend on all key bits. This forces
the solver to calculate a large part of the cipher in an ineffective way, as its
description and subsequent evaluation in the solver is more complicated than
the way the cipher was originally meant to be calculated.

A stream cipher is considered broken if its state can be determined at any point
during keystream generation. Therefore, instead of making initialization part the
problem, its state at a suitable point should be treated as the unknown, as this
is the only possible way to take advantage of the partial evaluation property of
SAT solvers. Although this state is larger than the key for all modern ciphers, it
is relatively easy to solve a large part of it, as the keystream bits depend much
more directly on the selected state’s bits.
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4 Adapting the Cipher Representation

Finding the best representation of stream ciphers in regular and xor-clauses is a
crucial step in breaking a cipher with SAT solvers [1, Sect. 8]. For the techniques
in this paper, a cipher is described as a logical circuit with functions, variables,
the known keystream, and known inputs.

4.1 Logical Circuit Representation

In the logical circuit representation used in our approach, the unknown is the
reference state’s bits, and functions are expressed in regular and xor-clauses,
using variables as input. An example logical circuit for a 3-bit state stream cipher
is given in Fig. 3. In the figure, the cipher produces four keystream bits, and the
shift register is shifted three times, using the feedback function. Functions are
shown as hexagons, variables as simple boxes, and the reference state is marked
in gray.

The depth of a keystream bit is the number of distinct functions (resp.
hexagons) traversed on the way from the keystream bit to the reference state
bits. For example, on Fig. 3. the 1st keystream bit’s depth is one, while the 4th

keystream bit’s is four. Since the solver guesses the reference state’s bits, the
depth of the circuit indicates the number of functions that must be evaluated
by the solver to realize that a wrong guess was made for a given keystream bit.
Therefore, the shallower the overall depth of the circuit, the faster the solving.
The difficulty hidden behind the functions (resp. hexagons) is also relevant, as
when traversed, these must be calculated. If the number and length of clauses
representing these hexagons are large, the solver is slowed down considerably.

State bit 
3

State bit 
4

States

Filter 
Function

Filter

Key 
stream

Feedback 
Function

Feed
back

Filter Filter

Reference state
State bit 

2
State bit 

1
State bit 

5

Feed
back

Feed
back

State bit 
6

Filter

1st bit 2nd bit 3rd bit 4th bit

Fig. 3. Logical circuit representation of an example stream cipher: The cipher has a
3-bit shift register, whose filter function depends on the first two bits in the register,
and whose feedback function depends on the last two bits in the register
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Fig. 4. Clause- and variable-dependency graph of HiTag2. Clause groups are repre-
sented as hexagons, and variables as boxes. The known keystream bits are the 5 final
filter functions at the top, and the feedback functions are the 5 hexagons at the bottom
right.

Finally, the number of reference state bits each keystream bit depends on plays
an important role during solving, as a large part of these must be guessed before
evaluation can take place. This dependency number can be calculated by simply
traversing the graph in a breath-first search fashion from the keystream up. The
lower this number, the faster the solving.

To summarize, when attempting to represent a cipher, the depth of the re-
sulting logical circuit, the number of reference state bit dependencies and the
complexity of the traversed functions’ representations must all be optimized to
maximize solving speed.

4.2 Generating the Logical Circuit Representation

To evaluate the effectiveness of different representations of the same stream
cipher, we extended MiniSat by a tool that generates the logical circuit’s de-
scription. Given some additional information in the input language, the circuit
is visualized with Graphviz or statistically analyzed to calculate keystream bit
depths and state-bit dependencies. In the generated circuit, just as in the search
tree, clauses are grouped into logical elements (such as a filter function), and
variables are named (such as reference state bit). An example visualization of
HiTag2’s logical circuit representation is in Fig. 4.

Having the logical circuit representation allowed us to implement a dependen-
cy-tree walker that removes functions whose output does not contribute to any
keystream bits, e.g. the last feedback function in Fig. 3. The method used is
in essence the same that is used in electric circuit design to remove unused el-
ements, applied to the domain of SAT-based cryptanalysis. Removing useless
functions gives only a minor speedup of about 1%, however, unnecessary func-
tions no longer show up on the dynamic behavior analysis statistics, which helps
in understanding the inner workings of the solver.

4.3 Optimizing the Representation of LFSRs

Most stream ciphers contain one or more linear feedback shift registers (LFSR).
For these ciphers, the state bits not in the reference state can be either be
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deduced by continually applying the forward and backward feedback functions or
be directly calculated from the reference state’s bits. This latter option increases
the interdependency of the resulting equations, which helps the solver generate
learned clauses that are useful for a larger part of the search tree. These learnt
clauses are then used later to avoid useless branches of the search tree, reducing
the overall search time.

To generate r keystream bits, r distinct states are needed since generating the
n-th keystream bit requires the filter function to be applied to the n-th state.
For the solving to be fast, we need to choose the reference state that generates
the least complex logical circuit representation. In particular, we must minimize
both the average depth and the reference state bit dependencies. According to
our experience, this optimal reference state is usually near the r/2-th state. As
an example, if we had taken state 2 (i.e. state bits 2 to 4) as reference in Fig. 3.,
the overall depth of the circuit would have been reduced.

4.4 Optimizing the Representation of Non-linear Functions

For efficient solving, the number of clauses, the average clause length, and the
number of variables should all be low, but often there exists a trade-off between
the three properties.

As an example, the simple GF(2) polynomial

x1 ⊕ x1x2 ⊕ x2x3 ⊕ x1x3

has a Karnaugh table presentation in CNF of

x̄1 ∨ x̄3 x̄2 ∨ x3 x1 ∨ x2

However, the same polynomial can be represented with each non-single monomial
expressed as a function, setting additional variables i1 . . . i3. The polynomial then
becomes

x1 ⊕ i1 ⊕ i2 ⊕ i3

Using this representation, the number of clauses increases to 3 × 3 regular + 1
xor-clause, and the average clause length increases to 4.14. Three extra variables
also need to be added, diluting the possible learnt clauses with extra variables,
thus reducing the effectiveness of learning.

The trade-offs between the two representation methods are complex; from our
experience with Grain, Trivium, Crypto-1 and other ciphers, we find that the
Karnaugh-table representation works well for functions that contain few (up to
5-6) variables and where these variables are often repeated in many monomials.
For instance, solving HiTag2 and Crypto-1 are both sped up by a factor of up
to 9x using the Karnaugh table representation.

When a polynomial can be broken up into sub-functions that do not share vari-
ables among themselves, such as the polynomials representing the filter functions
of Crypto-1 and HiTag2, then these sub-functions must be modelled separately.
This increases the overall depth of the resulting logical circuit, however, the com-
plexity of the individual functions traversed during solving is much lower, which
is crucial for the solver.
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5 Implemented Attacks

The extended SAT solver can solve many stream ciphers. Attacks against three
ciphers have been implemented that are faster than any previous SAT solver-
based attacks. The first two targets, Crypto-1 and its relative HiTag2, are a
weak ciphers used in contactless cards and car immobilizers. The third target,
Bivium, is a simplified version of Trivium, a modern cipher standardized through
the eSTREAM competition. The solving times for Crypto-1, HiTag2, and Bivium
are in Table 1, and their detailed discussion is below.

5.1 Crypto-1 and HiTag2

The Crypto-1 stream cipher [2] is implemented on the NXP Mifare Classic card,
which is widely used for micropayment in public transport and for building access
control. The cipher was designed to have a particularly small hardware footprint
consisting of an 48-bit LFSR and a network of small binary functions that form
the filter function. HiTag2 [3], used in car immobilizers, is a relative of Crypto-1,
and shares its structure but uses different feedback and filter functions.

The security of Crypto-1 has already been broken using MiniSat by Courtois
et al. [17]. They did not publish the details of their attack but only stated that
secret keys can be found within 200 seconds on average on a PC given 56 bits of
keystream. Their attack, however, modifies the equations describing the cipher
by mathematical means, which makes their techniques mostly orthogonal to ours.
With our method, solving Crypto-1 using 56 bits of known keystream takes 40 s,
while solving HiTag2 given the same number of keystream bits takes 214.5 s.

5.2 Bivium

The Bivium stream cipher [4], is a reduced version of the original Trivium cipher,
and is intended to be used solely as a research tool to analyze the original cipher.
The papers that have been published on this cipher [4,6] improve on each other’s
results, the best of which is solving in 242.7 s on a desktop machine.

Bivium can be solved by describing it in MiniSat using the enhancements and
insight presented in this paper. To let the solver finish within reasonable time, we
randomly guessed some randomly picked reference state bits and did a thousand
different runs for each configuration. With this approach the time to solve is
exponential in the number of guessed state bits, as illustrated in Fig. 5. Due to

Table 1. Running times for solving Crypto-1, HiTag2, and Bivium

Vanilla Karnaugh Karnaugh and xor-clause
MiniSat optimization optimizations

Crypto-1 500 s 72 s 40 s
HiTag2 217.8 s 215 s 214.5 s
Bivium 236.7 s 236.7 s 236.5 s



256 M. Soos, K. Nohl, and C. Castelluccia

100

1000

10000

100000

1e+06

40 42 44 46 48 50 52 54 56

T
im

e
(s

)

No. of randomly guessed bits

Fig. 5. Solving the Bivium cipher 1000 times, with randomly selected and assigned
guess bits. The time to solve is exponential in the number of guess bits.

the large amount of random runs for each point, we can safely extrapolate the
graph, giving the result that solving Bivium’s state given 177 keystream bits
takes about 236.5 s.

To generate this result, Gaussian elimination was turned off, as it proved to
slow down the solver if less than 58 reference state bits were guessed – for more
than 58 guessed bits however, Gaussian elimination with cut-off depth 8 gave an
average 5% speedup.

6 Conclusions

SAT solvers are a powerful tool in the analysis of mathematical assumptions,
including cryptographic hardness and complexity assumptions. The full potential
of SAT solving can only be achieved by matching the problem description to the
solver language. For cryptographic ciphers, matching the solver and the problem
requires extensive changes to the solver itself. We implemented several steps
towards a specialized SAT solver for cryptography including native support for
the XOR operation, Gaussian elimination, and logical circuit generation.

The extended solver solves problems from its target domain, simple and com-
plex stream ciphers, faster than any other known SAT-solver based techniques.
The Crypto-1 cipher is solved in 40 seconds, HiTag2 in 214.5 s, while Bivium
takes 236.5 s, 26 times less than the previous best SAT solver-based attack [6].
Stream ciphers can be strengthened against the attacks presented in this paper
through the use of larger states, more complex feedback functions, and through
longer initialization phases.
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design principles. In: Katsikas, S.K., López, J., Backes, M., Gritzalis, S., Preneel,
B. (eds.) ISC 2006. LNCS, vol. 4176, pp. 171–186. Springer, Heidelberg (2006)

6. McDonald, C., Charnes, C., Pieprzyk, J.: Attacking Bivium with Minisat. Technical
Report 2007/040, ECRYPT Stream Cipher Project (2007)
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Abstract. This paper considers two methods for speeding-up stochastic local
search SAT procedures. The first method aims at using the search history (rep-
resented by additional formulas derived at every state of the search process) to
constrain the selection of candidate variables used to navigate through the search
space of truth-value assignments. The second method uses the search history to
allow multiple modifications of the current truth-value assignment in a single
search step. Empirical studies of these two methods have demonstrated their ef-
fectiveness on structured and industrial SAT instances.

1 Introduction

This paper introduces two techniques for improving stochastic local search (SLS) for
models of Boolean formulas in the space of truth-value assignments. Informally speak-
ing, a SLS solver in search state h that falsifies the input formula α selects and moves
to one of the neighboring states of h by changing (’flipping’) the truth-value of one of
the variables of α from that assigned by h to the opposite one. The first speedup tech-
nique proposed in this paper, named candidate variable trimming procedure, narrows
the choice of the next state by disallowing some of the variables of α from being se-
lected for the flip of their truth-values. It is then the purpose of the variable selection
heuristic of the solver to select a variable v that is not blocked by the candidate variable
trimming procedure and to form the next state hv.

The second technique discussed in this paper, named literal commitment strategy,
refines the way the next state of the search for a model of an input formula is selected. In
short, this technique forces a SLS solver to further modify the state hv described above
by flipping the truth-values of some additional variables. These additional variables are
determined by reasoning about the search history represented by additional formulas
that the solver is required to derive from the input formula at every state of the search.

Both techniques are applicable to clausal as well as non-clausal SLS SAT solvers.
When incorporated into the CNF solver UBCSAT ([13]) and into the non-clausal solver
polSAT-N ([12]) they markedly improved the performance of the solvers on structured
and industrial problems. However, the utility of these speed-up techniques for random
SAT instances seems to be less than favorable.
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We assume that the reader is familiar with the fundamental concepts of SLS and
complete backtracking SAT solving methods (as discussed, for instance, in [5,6,9,11]).

The entailment operation of classical propositional logic (CPL) is denoted by +. Let
α be a formula of CPL. V ar(α) denotes the set of all the variables that occur in α.
A truth-value assignment for α is a function h mapping V ar(α) into the set {0, 1} of
truth-values. Since CPL’s semantics allows the unique extension of every truth-value
assignment h to the set of all sub-formulas of α, we shall be making no distinction
between h and its extension. Finally, a truth-value assignment h is a model (resp. a
countermodel) for α, if h(α) = 1 (resp. h(α) = 0).

2 Selecting Candidate Variables

A generic SLS procedure for SAT is presented in Figure 1. For every input formula α,
the domain of a variable selection heuristic is restricted to the set Cand(α, h) of candi-
date variables computed in line (1) for each value of the current truth-value assignment
h. In many clausal SLS systems, such as WalkSAT ([11]), Cand(α, h) is the set of vari-
ables that occur in some conjunct of α that is false under h. In the non-clausal solver
polSAT ([12]), Cand(α, h) is computed based on the structure of α.

procedure SLS-SAT(α)
for i := 1 to MaxTries do

h :=random truth-value assignment
for j := 1 to MaxF lips do

if h(α) = 1 then return h else
(1) compute Cand(α, h) ⊆ V ar(α);
(2) pick v ∈ Cand(α, h) using a variable selection heuristic; h(v) := 1 − h(v);

end if
end for

end for
return ‘satisfying valuation for α not found’

Fig. 1. Generic SLS procedure for SAT

Henceforth, we shall consider SLS procedures S that satisfy the following properties.
Given an input formula α and its countermodel h,

(s1) for every model h′ for α, there exists p ∈ Cand(α, h), such that h′(p) 	= h(p);
(s2) S generates a clause ch such that V ar(ch) ⊆ Cand(α, h), h(ch) = 0, and α + ch.

Each clause ch described in (s2) can be viewed as a partial record of the current state of
the search as represented by h. A solver can keep track of the search history by storing
and maintaining these clauses. Therefore we shall also assume that

(s3) an SLS SAT solver retains clauses ch in a database DB.

Let α be a satisfiable formula and h be one of its countermodels. The property (s1) guar-
antees that there is at least one variable in Cand(α, h) whose flip would bring us closer
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to a model for α. This property does not ensure, however, that the choice of any variable
would have this effect. It is the purpose of the first speed-up technique introduced in this
paper to eliminate some of the variables from Cand(α, h) that, from the point of view
of the current search state, could be considered useless. To describe this elimination
process with sufficient precision, let us introduce the notion of a trace – a partial truth-
value assignment tr that records truth-value assignments made by SLS-SAT in line (2)
by letting tr(v) to be the new (flipped) truth-value of v each time v is selected.

Definition. Let h be a truth-value assignment. A trace through h is a partial truth-value
assignment tr such that for every variable v, if tr(v) is defined, then tr(v) = h(v). By
Lit(tr) we shall denote the set of literals that are true under tr.

We can view DB (cf. (s3)) as a set of constraints on models for α that can be used
to assess the ‘quality’ of this new truth-value assignment by testing the consistency sta-
tus of DB ∪ Lit(tr). Indeed, by (s2), every model for α is a model for DB. So, if
DB∪Lit(tr) is inconsistent, then some of the truth-value assignments made so far and
recorded in tr have to be incorrect. We should therefore block the selection of v if such
a choice leads to the inconsistency of DB ∪ Lit(tr). This can be achieved by ‘trim-
ming’ Cand(α, h) using the candidate variable trimming procedure given in Figure 2.
Let ε denote the trim assignment that is undefined for every variable.

procedure Trim(Cand, h, DB, tr)
Ctemp = ∅;
for every v ∈ Cand do

trtemp = tr; trtemp(v) = 1 − h(v);
if DB ∪ Lit(trtemp) is consistent then Ctemp = Ctemp ∪ {v};

end for
if Ctemp �= ∅ then Cand = Ctemp; else tr = ε;
return Cand and tr;

Fig. 2. Candidate variable trimming procedure

The input to Trim is a set of variables Cand, a truth-value assignment h, a set of
clausal constraints DB, and a trace tr. Trim attempts to remove any v ∈ Cand which
would cause the inconsistency of DB ∪ Lit(trv), where trv is obtained from tr by
assigning 1 − h(v) to v. If every variable in Cand causes such an inconsistency, then
Cand is not modified (however, tr is reset to the empty assignment ε). For efficiency
reasons, the consistency check for DB ∪ Lit(tr) should be done using a tractable (but
incomplete) form of reasoning such as unit propagation.

The Trim procedure can be incorporated into the SLS-SAT algorithm by initializing
DB to ∅ and tr to ε, and by replacing line (2) in Figure 1 with the following code:

(2a) ch :=
∨{vh : v ∈ Cand(α, h)};

(2b) call Trim(Cand(α, h), h, DB, tr);
(2c) pick v ∈ Cand(α, h) using a variable selection heuristic;
(2d) h(v) := 1 − h(v), tr(v) := h(v); DB := DB ∪ {ch};
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where vh denotes the literal ¬v, if h(v) = 1 or v, otherwise. The main novelty of
the resulting SLS algorithm is the restriction of the domain of the variable selection
heuristic used in step (2c) from Cand(α, h) computed in line (1) in Figure 1 to its
subset returned by the call to Trim in step (2b). Let us also point out to the dynamic
process of building the set DB of clauses and the trace tr in steps (2a) and (2d).

3 Literal Commitment Strategy

In a CNF SAT solver built on what is known as the Davis-Putnam-Logemann-Loveland
procedure ([1]), the selection of a decision variable by a decision heuristic is followed
by the assignment of truth-values to additional variables (called implied variables) as a
result of the application of unit propagation and pure literal elimination. Such a solver
is committed to these truth-vale assignments until a contradiction is detected. If one ac-
cepts the view that in a SLS procedure, a trace tr represents the truth-value assignment
choices committed to by the solver, then the literals inferred from DB ∪ Lit(tr) can
be viewed as the extent of such a commitment and the current truth-value assignment
should be modified to reflect it. This strategy for modifying the current truth-value as-
signment beyond a single flip of the selected variable’s truth-value can be implemented
by replacing the assignment h(v) = 1− h(v) in line (2d) with these ones:

tr(v) = 1− h(v) and for every l ∈ UP (DB ∪ Lit(tr)), h(l) = 1,

where UP (DB ∪ Lit(tr)) denotes the closure of DB ∪ Lit(tr) under unit propaga-
tion. We shall call this version of the truth-value assignment modification the literal
commitment strategy.

4 Experimental Evaluation

We performed series of experiments in order to determine the impact of the candidate
variable trimming procedure and the literal commitment strategy on the performance of
SLS SAT solvers. Although the two techniques originated from our research on non-
clausal SLS methods, there is nothing intrinsically ‘non-clausal’ in their formulation.
Hence, we evaluated the two techniques in both clausal and non-clausal settings.

As a base solver for our evaluation in the non-clausal setting we selected the SLS
solver polSAT-N [12]. In polSAT-N the set Cand(α, h) is computed in such a way that
the properties (s1) and (s2) defined in Section 1 are always satisfied. The variable selec-
tion heuristic used in polSAT-N is a non-clausal variant of the Adaptive Novelty+ [7].
By polSAT-N+ we denote the solver which results from the addition of the candidate
variable trimming procedure to polSAT-N. The consistency check in the Trim proce-
dure (Figure 2) is implemented by maintaining the implication graph in which the liter-
als in the trace are used as the source nodes, and the clauses in DB are used to derive the
implications – conflicts in this graph indicate the inconsistency of DB ∪ Lit(trtemp).
The literal commitment strategy can be added to polSAT-N+ by allowing the modifi-
cation of the current truth-value assignment to be carried out using the implied literals
from the graph. We denote the resulting solver by polSAT-N++.
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To evaluate the performance of the proposed techniques in the clausal setting, we
have added the implication graph based candidate variable trimming and literal com-
mitment strategies to the clausal SLS solver UBCSAT [13] – the resulting solver is
denoted as UBCSAT++. Both solvers use Adaptive Novelty+ to select variables.

The evaluation of the solvers is based on the analysis of run-length and run-time
distributions (cf. [6]) on variety of instances from different benchmark classes. The non-
clausal benchmarks are described in detail in [12] – we will only mention that fs-* and
fsf-* are non-clausal extensions of random k-CNFs. As the non-clausal benchmarks
are also available in CNF, we used them for both clausal and non-clausal evaluations.
Additional CNF benchmarks come from SATLIB1 and M.Velev’s website 2. In most
cases the distributions were obtained over 250-1000 tries with the infinite cutoff – cases
when this was not possible are indicated. All experiments were performed on Intel Xeon
X5355, 2.66GHz, 4MB cache, 4GB RAM. The results of our experiments are presented
in Table 1 – the first group of instances in the table are industrial problems, second are
structured and the last are random.

Table 1. The median of the number of flips and the CPU time (sec). Cutoff is infinite – excep-
tions are indicated by the >cutoff and >time values. The “n/a” entry indicates that the non-CNF
version of a benchmark was not available.

non-CNF solvers CNF solvers
polSAT-N polSAT-N+ polSAT-N++ UBCSAT UBCSAT++

flips time flips time flips time flips time flips time
2dlx * 005 > 107 > 281 110375 12.42 44304 6.10 > 108 > 220 8442 0.91
2dlx * 017 2521192 88.10 34539 7.54 22812 6.03 > 108 > 258 1779 0.18
2dlx * 049 1873929 17.70 47666 2.60 20876 0.96 > 108 > 82 5794 0.26
e0ddr2-*-1 n/a n/a n/a 31294564 19.44 8310 1.42
e0ddr2-*-4 n/a n/a n/a 14726114 9.49 657 0.14

parity8.easy 212497 0.45 9215 0.09 5747 0.09 117697 0.03 4706 0.04
parity8.hard 1804016 3.67 25157 0.19 18120 0.27 1029140 0.26 13878 0.10
logistics.d n/a n/a n/a 176000 0.08 2996 0.24

qg2-08 n/a n/a n/a 6221172 22.39 566161 31.37
qg4-09 n/a n/a n/a 120456 0.08 1503 0.05
qg5-11 n/a n/a n/a 8918742 11.56 1278 0.15
par16-1 n/a n/a n/a 113885457 31.50 781092 4.90
par16-4 n/a n/a n/a 396084299 110.53 884731 5.48

fsf-300-*.easy 8384 0.11 14392 0.55 203975 28.17 17055099 6.46 > 107 > 190
fs-200-*.hard 107737 1.93 246087 26.92 > 106 > 136 117011 0.71 5786484 274.90
uf-250-072 n/a n/a n/a 43833 0.02 2241390 10.45
uf-250-093 n/a n/a n/a 125165 0.07 2126147 9.97

The results indicate that the addition of the candidate variable trimming and the lit-
eral commitment strategies to SLS solvers significantly improves their performance on
industrial SAT instances (in some cases by 2-3 orders of magnitude). Similar improve-
ments can also be observed on many structured instances – however, in some cases the
computational cost of the new techniques out-weights the improvement in the number
of search steps on these instances. Finally, on random instances, the strategies in the
current form seem to hurt the performance.

1 http://www.satlib.org
2 http://www.miroslav-velev.com/sat benchmarks.html
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5 Related Work and Final Remarks

The use of the search history, represented by a set DB of clausal constraints and a
trace tr, provides a general direction for enhancing the performance of non-clausal SLS
solvers with clausal techniques for SAT. It defines a class of hybrid SAT solvers whose
main search heuristics still explore the input formula’s original structure. However, at
every step of the search for a model of an input formula α, such heuristics are refined
using the search history. Since every clause in DB is an implicate of α, almost any
speed-up technique developed for clausal SLS systems can be adopted to non-clausal
SLS solvers. These include methods ranging from input formula simplification via the
detection of dependent variables, as described in [3], to expanding DB with conflict
clauses (cf. [9]) when the inconsistency of DB ∪ Lit(tr) is detected.

The research on SAT procedures that combine local search with reasoning (e.g. unit
propagation or resolution) can be traced back to the early 1990’s ([2,14]). Since then,
the list of such hybrid procedures has grown significantly. The speed-up techniques pre-
sented in this paper share features with some of these hybrids, most notably with the
weak commitment search procedure suggested in [14] and subsequently developed in
[8] and [10]. The use of unit propagation to implement the literal commitment in the
context of SLS was previously suggested in [4]. In [10] unit propagation was also pro-
posed in the context of the weak commitment search. The literal commitment strategy
proposed in this paper is modeled after these ideas.

Acknowledgments. We thank the anonymous referees for helpful comments.
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Abstract. This paper is devoted to a rigorous analysis of the GSAT
algorithm in the typical case for the random planted 3-SAT distribution.
GSAT was the first widely appreciated practical heuristic developed for
SAT that was based on the local search principles. We show that for
any constant κ > 0 GSAT, with high probability, solves random planted
3-SAT problems of density ρ = κ lnn. This performance is substantially
better than the performance of the pure Iterative Improvement algorithm
that has a phase transition at ρ = 7

6 ln n and fails for problems of smaller
density.

1 Introduction

The GSAT algorithm was proposed in the early 90s by Selman, Levesque and
Mitchell [13]. This algorithm starts its work with a random assignment and at
every step flips one of the variables that give the maximum increase in the num-
ber of satisfied clauses (the maximum possible increase can happen to be zero or
even negative). If a satisfying assignment is not found for a certain number of steps
then the algorithm restarts. It was demonstrated in the same paper that GSAT
outperformed state-of-the-art systematic search algorithms of the time. Extensive
empirical analysis of GSAT was carried out by Gent et al. [5].

Later many algorithms were built on the basis of GSAT. In particular Gent
and Walsh have experimentally demonstrated [7,6] that greediness is not very
important for success of GSAT. The algorithm they designed, CSAT, starts with
a random assignment and then at every step flips a variable chosen uniformly at
random among ones that give any increase in the number of satisfied clauses. If
no such variable exists then a variable is chosen among those that do not change
the number of satisfied clauses (that is a plateau move is performed). Similarly
to GSAT if a satisfying assignment is not found after a certain number of steps
CSAT restarts.

Worst case efficiency of GSAT applied to SAT when time given to solve the
problem is polynomial is not better than performance of Iterative Improvement
[10] (the basic Local Search algorithm which can be viewed as CSAT with neither
plateau moves nor restarts). It guarantees only k

k+1 -th fraction of clauses to
become satisfied [8,12], where k is the length of the shortest clause. Worst case
efficiency of the GSAT and CSAT algorithms for formulas of bounded clause to
variable ratio in the settings of exponentially long run was studied by Hirsch.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 265–275, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In particular exponential upperbound of the form 2cn, c < 1 was shown for
time of the execution of CSAT as a Monte-Carlo randomized algorithm. This
upperbound was obtained for its execution without use of plateau moves.

Typical case efficiency of SAT algorithms is often studied for two distributions:
random 3-SAT of fixed density and random planted 3-SAT of fixed density. Ran-
dom 3-SAT problem of density ρ = ρ(n) is sampled uniformly at random from
the set of all 3-CNFs with n variables and ρ(n) · n clauses. To sample a random
planted 3-SAT one first fixes a boolean assignment of values to variables and
the 3-CNF is sampled uniformly at random from the set of all 3-CNFs that are
satisfied by this assignment.

A positive result about efficiency of GSAT in the typical case for a random
planted 3-SAT was proven by Koutsoupias and Papadimitriou [11]. It was shown
that for linear density ρ = κn GSAT succeeds with high probability. As in the
proof of the upper bound of the time complexity in [9] plateau and downward
moves were not used in the analysis. Also authors formulated conjecture that
their upper bound is not tight and that GSAT can solve random planted 3-SAT
for a large constant density.

Later Gent [4] has adapted techniques of Koutsoupias and Papadimitriou [11]
to show that even for Stupid Algorithm (i. e. an algorithm that assigns 1 or 0 to
a variable depending on whether this variable occurs more often in positive or
negative literals) there exists a large constant κ0 such that this algorithm can
solve random planted 3-SAT for density κ ln n, for any κ > κ0.

Recently, in a joint work with Bulatov, we have shown [1] that the efficiency
of Iterative Improvement has a phase transition at density ρ0 = 7

6 ln n. That is
for any positive constant ε if we have ρ > ρ0 ·(1+ε) then Iterative Improvement,
with high probability, finds a solution for random planted 3-SAT of density ρ.
For ρ < ρ0 · (1 − ε) Iterative Improvement with high probability fails. It is not
hard to estimate that the constant κ for which the Stupid Algorithm works is
orders larger that 7

6 .
In this paper we show that for any constant κ > 0 GSAT and CSAT can

solve random planted 3-SAT of density ρ = κ ln n without restarts. The result
rigorously proves that using plateau moves substantially increases efficiency of
Iterative Improvement when applied to random 3-SAT with a planted solution.

Note that there are algorithms that were proven to solve random planted 3-
SAT for densities smaller than logarithmic. A spectral heuristic algorithm was
developed by Flaxman [3] with the specific purpose of solving random planted 3-
SAT and its modifications of high constant density. So there exists a constant ρ0
such that spectral heuristic solves random planted 3-SAT of any constant density
ρ, such that ρ > ρ0. Later Feige and Vilenchik [2] developed a more intuitive local
search based algorithm with similar performance on random planted 3-SAT that
was also demonstrated to be robust against a certain type of non-randomness
of the problem. Our goal in this paper is not to develop a better algorithm
for random planted 3-SAT, but to move closer to a theoretical understanding
of specific reasons that make algorithms used in practice to be as efficient as
they are.
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The rest of the paper is organized as follows. In Section 2 we give neces-
sary definitions, in Section 3 we prove the main result, we conclude and discuss
directions of future work in Section 4.

2 Definitions

A literal is a boolean variable or a negation of a boolean variable. A disjunction
of k literals corresponding to distinct variables is called a k-clause. A 3-CNF
is a conjunction of 3-clauses. As we consider only 3-CNFs, we will always call
them just clauses. We assume that variables in the 3-CNF are x1, . . . , xn and we
consider any boolean vector v of dimension n as an assignment {xi = vi}i=1...n.

A random 3-CNF distribution Φ(n, ρ(n)n) is a uniform probability measure
and its state space is a set of all 3-CNFs with n variables and �ρ(n)n� clauses.
In other words a random 3-CNF φ ∈ Φ(n, ρ(n)n) is generated by choosing inde-

pendently uniformly at random �ρn� out of 8
(

n
3

)
all possible clauses.

A random 3-CNF with a planted solution v distribution is obtained from a
random 3-CNF by restricting its state space to a set of 3-CNFs that are satisfied
by v. We can sample random planted 3-CNF φ ∈ Φplant(n, ρ(n)n, v) by choosing

�ρ(n)n� out of all 7
(

n
3

)
clauses that are satisfied by v. It is convenient to assume

that v = (1, . . . , 1) and shorten the notation and the name of this distribution
to Φplant(n, ρn) and random planted 3-CNF respectively.

We call a clause c a (+,−,−) clause if one of its literals is positive and other
two are negative. That is, c is a horn clause.

For φ ∈ Φplant(n, ρn) we say that a statement E(φ) is true with high probability
if probability of the event E(φ) tends to 1 for φ ∈ Φplant(n, ρn), n →∞. We shall
also use standard acronym “whp”.

For arbitrary functions f(n), g(n) we denote equality f(n) = g(n) + o(n) by
f(n) ≈ g(n) and we write f(n) � g(n) if inequality f(n) ≤ g(n) holds for large
enough n.

As it was discussed in [9,1] there are two kinds of local maxima of a random
3-CNF with a planted solution. Some maxima have almost all variables equal to
zero and others have almost all variables equal to one. Maxima that have almost
all variables equal to zero satisfy extremely few clauses. GSAT starts with a
random assignment that has around 7

8 th fraction of clauses satisfied and never
reaches this kind of maxima. So it will be convenient for us to say “assignment
v is a local maximum” for “assignment v is a local maximum of the number of
satisfied clauses that has more than 1

10 th fraction of variables assigned to one”.
Let v′

i be a vector obtained from v by flipping i-th coordinate. Statements “c
is a clause in φ” and “clause c is satisfied by v” we denote by c ∈ φ and c(v)
respectively. The GSAT algorithm is presented at Fig. 1.

3 Main Result

Now the main result of this paper is easy to formulate.
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Input: A 3-CNF φ, integers maxtries, maxflips

Output: fail or an assignment v that satisfies φ
Method:

do maxtries times
pick v uniformly at random
do maxflips times

if v satisfies φ then return v
pick a variable xi such that |{c ∈ φ | c(v′

i)}| is maximal uniformly at random
let v = v′

i

return fail

Fig. 1. The GSAT algorithm

Theorem 1. For any κ > 0, ρ = κ lnn the GSAT algorithm with settings
maxflips= n60/κ+3, maxtries= 1 finds a solution for φ ∈ Φplant(n, ρn) whp.

After O(maxflips×maxtries) steps that did not lead to a solution of the prob-
lem GSAT fails so Theorem 1 means that GSAT finds solution in polynomial
number of steps.

It is sufficient to prove the result for κ < 2, since by Teorem 1 of [1] for κ > 7
6

GSAT will find solution without even switching to plateau moves stage.
Lemmas 1-3 describe relations between variables that are assigned to 0 in a

local maximum and variables that occur in few (+,−,−) clauses. These lemmas
lead to a proof of Lemma 4 that will be the key instrument to prove Theorem 1.
This lemma is formulated in terms of a graph of co-occurrences that we define
later. In terms of the original formula φ Lemma 4 states that when a local maxi-
mum of the number of satisfied clauses is reached we have the following picture.
Clauses containing variables that are still assigned incorrectly fall apart into sev-
eral sub-formulas φ1, . . . , φt. Formulas φ1, . . . , φt are pairwise disjoint, that is no
φi, φj contain a common clause. Moreover these sub-formulas are disjoint with re-
spect to variables, that is no φi, φj refer to a common variable. The lemma also
states that any such sub-formula φi that contains an unsatisfied clause contains
an incorrectly assigned variable that can be flipped by GSAT. In the proof of the
Theorem 1 we apply the Lemma 4 and observe that the landscape of the value
function is with high probability such that from any proper local maximum there
is a finite path along plateau that leads to a higher ground. The path is finite mean-
ing that its length can be bounded by some constant � that does not depend on
n. So with constant probability among next �n
 steps there will be � that will be
made along such a path and a better assignment will be reached.

We will discuss intuition behind Lemmas 1-3 directly before formulating them.
Next we define a graph Gφ of co-occurrences of variables in clauses of φ and
several related notions.

Let φ be a CNF and E be a set of pairs of variables (xi, xj) such that xi

and xj occur in the same clause. We denote a graph ({x1, . . . , xn}, E) by Gφ.
Since formula φ will always be clear from context we will omit upper index φ
and introduce all further notation without it.
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For a graph G = (V, E) and a subset of its vertices X we denote by G|X a
subgraph induced by X , i.e. graph (X, E ∩ X2). Let l ∈ N and El be a set of
pairs of vertices that are connected by paths of length at most l in G. We denote
graph (V, El) by Gl. We denote by NG,d(X) a d-th neighborhood of X in G, i.e.

NG,d(X) = {y | there exists x ∈ X such that (x, y) ∈ Ed}.

Observation 1. For any ρ ≤ 2 ln n whp no two variables occur together in
more than 2 clauses of φ ∈ Φplant(n, ρn). That is, whp any two vertices of G are
connected by at most 2 edges.

Proof. Indeed if we fix two variables and three clauses then probability of the
variables to occur together in these three clauses is O(n−6). There are O(n2)
pairs of variables and O(m3) triples of clauses so applying union bound we con-
clude that probability that there exist such pair and triple is less than O(n−4m3)
which tends to zero for m ≤ 2n lnn. �

We say that a variable is Δ-isolated in φ if it occurs positively in less than Δ
clauses of type (+,−,−). We denote a set of all Δ-isolated variables by IΔ.

Intuitively, our interest in Δ-isolated clauses comes from the fact that in the
case of logarithmic density of the formula extremely few clauses with two or three
positive literals are unsatisfied in a local maximum. This happens because almost
all variables are assigned correctly and probability that a clause has two incorrect
variables is very small. Thus many unsatisfied clauses in a local maximum are
(+,−,−) and variables that are assigned wrong tend to be Δ-isolated variables.
In the first Lemma of this paper we show that Δ-isolated variables do not “flock
together” so with high probability you do not find many of them close to each
other.

Lemma 1. For any κ ∈ R there is a constant l ∈ N such that for any constants
Δ ∈ N, d ∈ N and ρ = κ ln n, φ ∈ Φplant(n, ρn) whp any connected component of
Gd|IΔ contains less than l variables.

Proof. Fix an arbitrary constant r. Let M be a set of r variables. Obviously
the probability of the event

all variables in M are in IΔ

is less than the probability of the event

#(positive occurrences of variables from M in (+,−,−)-clauses) ≤ |M | ×Δ.

The latter probability can be bounded above by

rΔ∑
k=0

(
ρn
k

)( r

n

)k
(

1− 3r

7n

)ρn−k

≤ (1)

rΔ

(
ρn
rΔ

)( r

n

)rΔ
(

1− 3r

7n

)ρn−rΔ

� (2)

rΔρrΔΔ−rΔe−3/7ρr/((rΔ)!) � e−3ρr/14. (3)
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The number of connected sets of variables in Gd can be bounded above by the
number of subgraphs of Gd isomorphic to trees. Since whp maximum degree of a
variable is bounded above by ln2 n the number of subgraphs of size r isomorphic
to trees can be bounded above by n(r ln2d n)r−1 � n2 whp.

Now we apply union bound to the probability of an event that there exists a
connected set M of vertices of Gd

φ of size r such that all variables in M are in
IΔ getting the upper bound

n2e−3κr ln n/14 = eln n(2−3κr/14).

Therefore if we set l = 10/κ then for any constant r, r > l we have the probabil-
ity tending to 0. �

For an assignment v we denote by Wv a set of all variables assigned by v incor-
rectly. I. e.

Wv = {xi | vi = 0}.

In Lemma 2 we show that in a local maximum any connected component of a
graph of co-occurenses of variables assigned incorrectly needs a constant fraction
of its members to belong to IΔ.

Lemma 2. For any κ ∈ R and odd Δ ≥ 11 for ρ = κ ln n, φ ∈ Φplant(n, ρn) whp
for any local maximum v any connected component C of G|Wv contains at least
|C|(Δ−9)

Δ+1 variables from IΔ.

Proof. By Lemma 3 from [1] there exists α such that 0 < α < 1 and any local
maximum contains less than nα zeros. Consider an arbitrary local minimum v
and a connected component C of G|Wv .

Let xi be such that xi ∈ C \ IΔ. Variable xi occurs positively in at least
Δ clauses of type (+,−,−). If clause c is of type (+,−,−), variable xi occurs
positively in c and it is the only variable in c that is assigned to 0 then c is not
satisfied and will become satisfied if xi is flipped. But v is a local maximum and
flipping xi should not increase number of satisfied clauses. If xi has no neighbors
assigned to 0 by v then after flipping xi number of satisfied clauses will increase
by at least Δ. A neighbor xj of xi may decrease this advantage by making one
of (+,−,−) clauses that refer to xi satisfied or by making some other clause
where xi occurs negatively unsatisfied. But each neighbor xj assigned to 0 can
not decrease the advantage of flipping of xi by more than the number of co-
occurences of xi and xj in clauses of φ. By Observation 1 whp no two variables
occur together in more than 2 clauses. So if xi has t neighbors assigned to 0 then
advantage of flipping xi will be at least Δ − 2t. And since the advantage must
be non positive and is an integer number we have t ≥ (Δ + 1)/2.

Therefore xi must have at least (Δ + 1)/2 neighbors in G that are assigned
to zero by v. Obviously all these variables are in C, so degree of xi in G|Wv

is at least (Δ + 1)/2. We can bound average degree of C from below by
(|C \ IΔ| · (Δ + 1)/2) /|C|. Since |C| < nα by Lemma 1(1) from [1] it follows
that average degree of C is less than 5. Thus we have
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(|C \ IΔ| · (Δ + 1)/2) /|C| < 5

and consequently

|C \ IΔ| <
10|C|
Δ + 1

, (4)

|C ∩ IΔ| >
|C|(Δ− 9)

Δ + 1
. (5)

Since inequality (5) was shown for an arbitrary connected component of G|Wv

the Lemma is proven. �

We say that a variable xi is potentially wrong if there is an assignment v such
that it is a local minimum and vi = 0. A set of all potentially wrong variables is
denoted by W , that is

W =
⋃

v is a local maximum
Wv .

In the following lemma we show that for large enough Δ the set of Δ-isolated
variables is dense in the set of potentially wrong variables. Namely that any
potentially wrong variable must have at least one Δ-isolated variable in a finite
distance.

Lemma 3. For any κ ∈ R there is a constant r ∈ N such that for ρ = κ ln n, φ ∈
Φplant(n, ρn), and odd Δ, Δ ≥ 11, whp any xi ∈ W has a Δ-isolated variable at
distance less than r.

Proof. Let l be the number corresponding to κ by Lemma 1, let r = 7l and let

M = {x|x is connected in Gr to some y ∈ IΔ} = NG,r(IΔ).

Consider an arbitrary local maximum v. To prove the lemma we must show that

Wv ⊆M.

For the sake of contradiction let us assume that

there exists xj ∈ Wv \M . (6)

Let C be a connected component of G|Wv containing xj . By Lemma 2 set C

contains at least |C|(Δ−9)
Δ+1 variables from IΔ. For Δ ≥ 11 we have

|C ∩ IΔ| ≥ 1/6|C| (7)

and consequently nonempty C must contain at least 1 variable form IΔ. Now we
take arbitrary xk ∈ IΔ ∩ C and consider a connected component C′ of G2r|IΔ

that contains xk. Note that Lemma 1 implies

|NG,r(C′) ∩ IΔ ∩ C| ≤ |NG,r(C′) ∩ IΔ| ≤ l.
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On the other hand since xj 	∈M ⊇ NG,r(C′) and xj is connected to an element
of C′ we have

|NG,r(C′) ∩ C| ≥ r = 7l.

By definitions of NG,d and Gd any distinct connected components C1 and C2
of G2r |IΔ satisfy

NG,r(C1) ∩NG,r(C2) = ∅.

Therefore if s > 0 is the number of connected components of G2r|IΔ that
intersect with C we have bounds

|IΔ ∩C| ≤ sl (8)

and
|C| ≥ 7sl. (9)

Conjunction of (8) and (9) contradicts (7), therefore assumption (6) was false
and the lemma is proven. �

By now we are in a position to prove the lemma from which the main result will
rather easily follow. As it was discussed in the beginning of the section intuitive
meaning of Lemma 4 is that in a local maximum we have variables assigned
incorrectly split into several finite connected components. Moreover each com-
ponent that contains a variable occurring in an unsatisfied clause contains also
a variable that can be flipped by GSAT.

Lemma 4. For any κ ∈ R there is s ∈ N such that for ρ = κ lnn, φ ∈
Φplant(n, ρn) whp for any local maximum v and any connected component C
of G|Wv the following is true:

– C contains less than s elements,
– if there is an unsatisfied clause containing a variable from C then there is a

variable xj ∈ C such that the number of unsatisfied clauses where xj occurs
equals to the number of clauses that are satisfied only by xj.

Proof. We fix some local maximum v and a connected component C of G|Wv .
By Lemma 3 for Δ = 11 there is a constant r such that whp for every variable

xi ∈ C there is a variable xj ∈ IΔ such that distance between xi and xj is less
than r. Let us denote such xj by xi ↑. It is easy to see that set {xi ↑ |xi ∈
C} ∪ (C ∩ IΔ) is connected in G2r+1|IΔ and by Lemma 1 its size can not be
greater than some constant l. Thus |C ∩ IΔ| < l and by Lemma 2 for Δ = 11
we have |C| < 6l. So we set s = 6l and have the first statement of the Lemma
proven. Note that in the proof of Lemma 2 we set l = 10/κ so here we have
s = 60/κ.

To prove the second statement of the Lemma we consider an arbitrary variable
xj in C and a clause c where xj occurs. We can make the following

Observation 2. For c to be satisfied only by xj in v the following two conditions
are necessary: (a) xj occurs in c negatively, (b) there is a variable xi that occurs
in c positively and such that vi = 0.
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Consider a directed graph

SC = (C, {(xi, xj)|there is a clause c ∈ φ, containing literals xi and ¬xj}).

Assume for the sake of contradiction that for any variable xj ∈ C the number
of clauses that are satisfied only by xj is strictly greater than the number of
unsatisfied clauses where xj occurs. Then for each xj ∈ C there is at least one
clause that is satisfied only by xj . Which by Observation 2 means that the in-
degree of every vertex in SC is at least 1. Set C contains a variable xk that
occurs at some unsatisfied clause c so there must be at least two clauses that are
satisfied only by xk. Thus the in-degree of xk in SC is at least 2 and SC contains
at least |C|+1 edges. If variables are connected in SC they are connected in G|C
and we have that G|C contains at least |C|+ 1 edges.

We finish the proof by showing that for any constants h and q such that h > q
whp there is no set of variables C such that |C| = q and the graph G|C contains

h edges. Indeed there are
(

n
q

)
sets of variables of size q and

(
m
h

)
sets of clauses

of size h. For a given set of clauses of size h the probability to have 2h positions
to be occupied by variables from a given set C, |C| = q can be bounded above
by (3h)2hn−2h. Applying union bound we have that the probability under con-
sideration is less than (3h)2hmhnqn−2h which tends to 0 for any fixed κ if h > q.�

We are now in a position to prove the main result.

Proof. (of Theorem 1) By Lemma 4 once GSAT reaches a local maximum v set
Wv falls apart into several connected components of size at most s. If there are
no more unsatisfied clauses left then the problem is solved and GSAT returns
a satisfying assignment. Otherwise let us consider a connected component C of
G|Wv that contains a variable xi that occurs in an unsatisfied clause.

Now we show that with probability at least n−s after s steps GSAT will be
at some assignment u that satisfies more clauses than v. By Lemma 4 there is
a variable xi1 ∈ C such that the number of clauses that are satisfied only by xi1

equals the number of clauses that contain xi1 and are not satisfied. Thus with
probability 1/n variable xi1 will be the next variable that is flipped by GSAT.
If it happens then for an assignment v′ obtained at the next step there are two
possibilities: 1) v′ is not a local maximum or 2) v′ is still a local maximum. In
case 1) GSAT will increase the number of satisfied clauses at the next step. In
case 2) let C1 be a subset of C \ {xi1} that is a connected component of G|Wv

and contains variable that occurs in an unsatisfied clause. We have |C1| ≤ |C|−1
and with probability 1/n a variable from C1 will be flipped by GSAT at the next
step, which will either lead to an increase of the number of satisfied clauses or
to a new set C2, |C2| ≤ |C| − 2, etc. Size of C is at most s so with probability
greater than n−s after s steps number of satisfied clauses will be increased.

Therefore if GSAT is at a local maximum then in sns+1 steps it will increase
number of satisfied clauses with probability at least 1− (1−n−s)ns+1 ≈ 1− e−n.
So once the local maximum is reached for the first time the problem will be
solved after sns+2 steps with probability at least 1− ne−n. �
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4 Conclusion and Future Work

Note that in no proof we used greediness of GSAT and all the reasoning would
go in the very same way for CSAT. Therefore we can formulate

Corollary 1. For any κ > 0, ρ = κ lnn the CSAT algorithm with settings
maxflips= n60/κ+3, maxtries= 1 finds a solution for φ ∈ Φplant(n, ρn) whp.

Comparing Corollary 1 with Theorem 1 in [1] and noting that CSAT is the
Iterative Improvement (basic Local Search) enhanced with plateau moves and
restarts we can conclude that adding plateau moves to Iterative Improvement
increases its power substantially. The intuitive essence of this conclusion is by no
means novel but now we have it rigorously proven within the context of random
planted 3-SAT.

We believe that the analysis of the landscape of the value function of random
planted 3-SAT carried out in this paper gives more general intuitive under-
standing of the process of the execution of the local search algorithms. Possible
directions of the future work include

– exploration of the efficiency of GSAT for random planted 3-SAT of smaller
densities,

– the analysis of GSAT for the uniform random 3-SAT problem.

It was experimentally shown [13] that GSAT works well for constant densities
for random 3-SAT and this fact must have a theoretical explanation.

Acknowledgement. The author is grateful to his supervisors Andrei Bulatov
and David Mitchell for multiple fruitful discussions of the topic.
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Abstract. SAT and MAX SAT are among the most prominent problems for which
local search algorithms have been successfully applied. A fundamental task for
such an algorithm is to increase the number of clauses satisfied by a given truth
assignment by flipping the truth values of at most k variables (k-flip local search).
For a total number of n variables the size of the search space is of order nk

and grows quickly in k; hence most practical algorithms use 1-flip local search
only. In this paper we investigate the worst-case complexity of k-flip local search,
considering k as a parameter: is it possible to search significantly faster than the
trivial nk bound? In addition to the unbounded case we consider instances with a
bounded number of literals per clause or where each variable occurs in a bounded
number of clauses. We also consider the related problem that asks whether we can
satisfy all clauses by flipping the truth values of at most k variables.

1 Introduction

Local search (LS) is one of the most fundamental algorithmic concepts and has been
successfully applied to a wide range of hard combinatorial optimization problems, most
prominently to Maximum Satisfiability (MAX SAT) and the Travelling Salesperson
Problem (TSP). The basic idea is to move—as long as possible—from a candidate solu-
tion to a “better” neighboring candidate solution. For MAX SAT the candidate solutions
are truth assignments; two truth assignments are k-flip neighbors if they differ in the
values of at most k variables; a truth assignment is better than the other if it satisfies
more clauses. Numerous sophisticated variants of the basic LS algorithm for MAX SAT

have been suggested in the literature; for example LS algorithms that, if stuck at a local
maximum, heuristically move to a non-improving solution. An in-depth coverage LS
algorithms can be found in Hoos and Stützle’s book [6].

The number of k-flip neighbors of a truth assignment on n variables is of order nk, a
size that grows rapidly in k. It is therefore not surprising that most practical algorithms
consider 1-flip neighborhoods only; already 2- or 3-flip neighborhoods are too large for
a brute forth search, as typical instances have tens or hundreds of thousands of variables.

In this paper we study the question of whether the k-flip neighborhood can be ex-
haustively searched in a more efficient way. In particular, we investigate whether the
search can be carried out within a worst-case time bound that is polynomial for fixed k
where the order of the polynomial is independent of k (in contrast to the nk time bound
as required by brute forth search). Problems that admit an algorithmic solution of this

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 276–283, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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type are called fixed-parameter tractable (FPT). Whether or not a problem is fixed-
parameter tractable is studied in the theoretical framework of Parameterized Complex-
ity [2,4,12,14]; we provide some basic definitions and concepts in Section 2.2. We study
the parameterized complexity of LS for MAX SAT in general and for special cases
where clause-size or the number of occurrences of variables are bounded. Furthermore
we study the parameterized complexity of a related problem where we ask whether a
k-flip neighbor of the current truth assignment satisfies all clauses (i.e., if there is a full
solution of distance at most k from the current one). More specifically, we consider the
following two problems and special cases thereof with bounds on clause-size and the
occurrence of variables.

k-FLIP MAX SAT

Instance: A CNF formula F and a truth assignment τ : var(F )→ {0, 1}.
Question: Is there a k-flip neighbor τ ′ of τ that satisfies more clauses of F
than τ?

k-FLIP SAT

Instance: A CNF formula F and a truth assignment τ : var(F )→ {0, 1}.
Question: Is there a k-flip neighbor τ ′ of τ that satisfies all clauses of F ?

The following table summarizes our results (“FPT” indicates fixed-parameter tractabil-
ity, “W[1]-hard” and “W[2]-hard” indicate that the considered problem is most likely
not fixed-parameter tractable, see Section 2.2).

size of clauses occurrence of variables k-FLIP MAX SAT k-FLIP SAT

unbounded unbounded W[1]-hard W[2]-hard
unbounded bounded W[1]-hard W[1]-hard

bounded unbounded W[1]-hard FPT
bounded bounded FPT FPT

Related Work. k-flip LS plays an important role in various theoretical investigations,
for example in Dantsin et al.’s work on worst-case upper bounds for the running time of
3-SAT algorithms [1]. The expected running time for searching 2- and 3-flip neighbor-
hoods on random instances has been investigated by Yagiura and Ibaraki [15]. Johnson,
Papadimitriou, and Yannakakis [8] introduced the class PLS of LS problems for which
local optimality can be verified in polynomial time, and showed that there are complete
problems for this class.

The study of the parameterized complexity of LS was initiated by Fellows [3]. To
date only a handful results are known: Khuller, Bhatia, and Pless [9] investigated the
problem of finding a feedback edge set in a graph that is incident to as few vertices as
possible. They showed that the search for a better solution which can be obtained by
replacing at most k edges of the feedback edge set is fixed-parameter tractable. Marx
[11] studied the parameterized complexity of LS for TSP. He established that finding
a better tour by replacing at most k arcs of a given tour is W[1]-hard, even when the
distance matrix is symmetric and satisfies the triangle inequality. The parameterized
complexity of the important special case where the cities are points in the Euclidean
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plane remains open. Krokhin and Marx [10] investigated the parameterized complexity
of LS for finding a satisfying truth assignment for a Boolean constraint satisfaction in-
stance that sets as few variables as possible to 0. They established a dichotomy theorem
(similar to Schaefer’s Theorem) that exactly characterizes which classes of Boolean
relations allow fixed-parameter tractability and which do not.

2 Preliminaries

2.1 CNF Formulas and Truth Assignments

We consider propositional formulas in conjunctive normal form, CNF formulas, given
as sets of clauses. A clause is a set of literals, a literal is a propositional variable x
(a positive literal) or a negated variable ¬x (a negative literal). A CNF formula F is a
q-CNF formula if each clause of F contains at most q literals. We say that a variable x
occurs in a clause C if x ∈ C or ¬x ∈ C. The variable occurrence of a CNF formula F
is bounded by an integer p if each variable x of F occurs in at most p clauses of F . We
write var(F ) for the set of variables that occur in F . A truth assignment is a mapping
τ : X → {0, 1} defined on a set X of variables. A truth assignment τ satisfies a clause
C if τ(x) = 1 for some x ∈ C or τ(x) = 0 for some¬x ∈ C; τ satisfies a CNF formula
F if it satisfies all clauses of F . Let τ : var(F ) → {0, 1} and τ ′ : var(F ) → {0, 1}
be truth assignments. We define dist(τ, τ ′) = |{ x ∈ var(F ) : τ(x) 	= τ(x′) }| and
sat(τ, F ) = |{C ∈ F : τ satisfies C }|. If dist(τ, τ ′) ≤ k then we say that τ and τ ′ are
k-flip neighbors.

2.2 Parameterized Complexity

An instance of a parameterized problem is a pair (I, k) where I is the main part and k is
the parameter; the latter is usually a non-negative integer. A parameterized problem is
fixed-parameter tractable if there exist a computable function f and a constant c such
that instances (I, k) can be solved in time O(f(k)‖I‖c) where ‖I‖ denotes the size
of I . FPT is the class of all fixed-parameter tractable decision problems.

A parameterized reduction is a many-one reduction where the parameter for one
problem maps into the parameter for the other. More specifically, problem L reduces
to problem L′ if there is a mapping R from instances of L to instances of L′ such
that (i) (I, k) is a yes-instance of L if and only if (I ′, k′) = R(I, k) is a yes-instance
of L′, (ii) k′ = g(k) for a computable function g, and (iii) R can be computed in time
O(f(k)‖I‖c) where f is a computable function and c is a constant.

The Weft Hierarchy consists of parameterized complexity classes W[1] ⊆ W[2] ⊆
· · · which are defined as the closure of certain parameterized problems under param-
eterized reductions (see [2,4,12] for definitions). There is strong theoretical evidence
that parameterized problems that are hard for classes W[i] are not fixed-parameter
tractable. For example FPT = W[1] implies that the Exponential Time Hypothesis
(ETH) fails; that is, FPT = W[1] implies the existence of a 2o(n) algorithm for n-vari-
able 3SAT [4,7].

We establish our hardness results by parameterized reductions from the following
parameterized decision problems (k denotes the parameter).
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INDEPENDENT SET

Instance: A graph G = (V, E), a non-negative integer k.
Question: Is there a set I ⊆ V of size k such that for no edge uv ∈ E we have
both u ∈ I and v ∈ I? (I is an independent set of G.)
Remark: This problem is W[1]-complete, see [2].

HITTING SET

Instance: Finite sets S1, . . . , Sm, a non-negative integer k.
Question: Is there a set H ⊆

⋃m
i=1 Si of size at most k such that H ∩ Si 	= ∅

for all 1 ≤ i ≤ m? (H is a hitting set of S1, . . . , Sm.)
Remark: This problem is W[2]-complete, see [2].

PARTITIONED CLIQUE

Instance: A k-partite graph G = (V, E) with partition V1, . . . , Vk such that
|Vi| = |Vj | for 1 ≤ i < j ≤ k.
Question: Are there k vertices v1, . . . , vk such that vi ∈ Vi for 1 ≤ i ≤ k and
vivj ∈ E for 1 ≤ i < j ≤ k? (The graph K = ({v1, . . . , vk}, { vivj : 1 ≤ i <
j ≤ k } is a clique of G.)
Remark: This problem is W[1]-complete, see [13].

3 W-Hardness

Theorem 1. k-FLIP MAX SAT is W[1]-hard and remains W[1]-hard for 2-CNF
formulas.

Proof. We devise a parameterized reduction from INDEPENDENT SET; let (G, k) with
G = (V, E) be an instance of this problem. We denote the degree of a vertex v ∈ V in
G by d(v) and we let$ = maxv∈V d(v); furthermore we put m = |E|. We construct a
CNF formula F as follows. The variables of F are the vertices of G plus new variables
a1, . . . , a�−1, b1, . . . , bk−1, c1, . . . , cm, and z.

We define the clauses of F in five groups.

1. For each edge uv ∈ E we introduce the clause {u, v}.
2. For each v ∈ V and 1 ≤ i ≤ d(v) − 1 we introduce the clause {¬v, ai}.
3. For each 1 ≤ i ≤ k − 1 we introduce the clause {¬z, bi}.
4. For each v ∈ V we introduce the clause {¬v, z}.
5. For each 1 ≤ i ≤ $− 1, 1 ≤ i′ ≤ k − 1, and 1 ≤ j ≤ m we introduce the clauses
{¬ai, cj}, {¬ai,¬cj}, {¬bi′ , cj}, and {¬bi′ ,¬cj}.

We denote the set of clauses introduced in step i by Fi, 1 ≤ i ≤ 5. Setting F =
⋃5

i=1 Fi

completes the construction of F . Clearly F can be constructed in polynomial time in
terms of the size of G.

Let τ : var(F ) → {0} be the all-0-assignment of F . Observe that τ satisfies all
clauses of F except for the clauses in F1; thus sat(τ, F ) = |F | − |E|.

Claim: G has an independent set of size k if and only if F has a truth assignment τ ′

such that dist(τ, τ ′) ≤ k + 1 and sat(τ ′, F ) > sat(τ, F ).
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We sketch the proof of the claim. Let I be an independent set of G with |I| = k. We
define a truth assignment τ ′ : var(F ) → {0, 1} by setting τ ′(x) = 1 if x ∈ I ∪ {z} and
τ ′(x) = 0 otherwise. By construction we have dist(τ, τ ′) = k + 1; it is easy to verify
that sat(τ ′, F ) = sat(τ, F ) +1, thus one direction of the claim holds. Conversely, let τ ′

be a truth assignment of F with dist(τ, τ ′) ≤ k + 1 and sat(τ ′, F ) > sat(τ, F ). Clearly
τ(ai) = 0 for all 1 ≤ i ≤ $− 1 and τ(bi) = 0 for all 1 ≤ i ≤ k − 1 since otherwise
at least m clauses of F5 would not be satisfied, a deficit that cannot be compensated
elsewhere. By setting τ ′(v) = 1 for a single v ∈ V we can increase the total number of
satisfied clauses at most by one, and this is exactly the case if τ ′(z) = 1 and no clause
of F1 that contains v is already satisfied. On the other hand, τ ′(z) = 1 implies that
all k − 1 clauses in F3 are not satisfied by τ ′. Therefore, the only possibility for τ ′ is
to set z and exactly k independent vertices of V to 1. In other words, G must have an
independent set of size k. Hence the claim is shown true.

We conclude that our construction provides indeed a parameterized reduction from
INDEPENDENT SET to k-FLIP MAX SAT by mapping the instance (G, k) of the former
problem to the instance (F, τ, k + 1) of the latter. ��

Theorem 2. k-FLIP SAT is W[2]-hard.

Proof. The result follows easily by a reduction from HITTING SET. Let (H, k) be an
instance of HITTING SET with H = {S1, . . . , Sm} and X =

⋃m
i=1 Si. We consider

H as a positive CNF formula and let τ : X → {0} be the all-0-assignment on X . It is
evident that H has a satisfying truth assignment τ ′ : X → {0, 1} such that dist(τ, τ ′) ≤
k if and only if H has a hitting set of size at most k. ��

Theorem 3. The problems k-FLIP SAT and k-FLIP MAX SAT remain W[1]-hard if
each variable occurs in at most 3 clauses.

Proof. We devise a parameterized reduction from PARTITIONED CLIQUE; let G =
(V, E) with partition V1, . . . , Vk, |V1| = · · · = |Vk| = n, be an instance of this problem.
We construct a CNF formula F . The variables of F are the vertices and edges of G plus
a new variable z; we define the clauses of F as follows:

1. We introduce the clause {z}.
2. For each 1 ≤ i ≤ k we introduce the clause Ci = Vi ∪ {¬z}.
3. For each v ∈ Vi, 1 ≤ i ≤ k, and each j ∈ {1, . . . , k} \ {i}, we add the clause

Ci,j,v = {¬v} ∪ { vu : u ∈ Vj and vu ∈ E }.

This completes the construction of F .
Let τ : var(F ) → {0} be the all-0-assignment of F . Observe that τ satisfies all

clauses of F except clause {z}. Increasing the number of satisfied clauses is equivalent
to satisfying all clauses of F , thus solutions to SAT and MAX SAT coincide for (F, τ).

Let k′ = k +
(
k
2

)
+ 1.

Claim: G contains a clique on k vertices if and only if F is satisfied by a truth
assignment τ ′ : var(F ) → {0, 1} with dist(τ, τ ′) ≤ k′.

Let K = (V ′, E′) with V ′ = {v1, . . . , vk} and vi ∈ Vi, 1 ≤ i ≤ k, be a clique of G.
Let τ ′ be the truth assignment that sets all variables in V ′ ∪ E′ ∪ {z} to 1 and all other
variables to 0. It is easy to verify that dist(τ, τ ′) = k′ and τ ′ satisfies F . Conversely,



The Parameterized Complexity of k-Flip Local Search 281

let τ ′ : var(F ) → {0, 1} be a truth assignment that satisfies F with dist(τ, τ ′) ≤ k′.
Because of the clause {z} ∈ F clearly τ ′(z) = 1. Because of the clauses Ci it follows
that each set Vi, 1 ≤ i ≤ k, must contain some variable vi with τ ′(vi) = 1. Hence
there is a set V ′ = {v1, . . . , vk}, with vi ∈ Vi and τ ′(vi) = 1 for 1 ≤ i ≤ k. Let
E′ = { e ∈ E : τ ′(e) = 1 }. Since τ ′ sets at most k′ variables to 1, and among these
variables are v1, . . . , vk and z, we conclude that |E′| ≤ k′ − k − 1 =

(
k
2

)
. Because of

the clauses Ci,j,vi it follows that for each vi and each j ∈ {1, . . . , k} \ {i} there is an
edge viuj ∈ E′ for some uj ∈ Vj . Since |E′| ≤

(
k
2

)
it follows that uj = vj . Hence

E′ = { vivj : 1 ≤ i < j ≤ k } and |E′| =
(
k
2

)
; thus K = (V ′, E′) is indeed a clique

of G with k vertices. This completes the proof of the claim.
We conclude that the above construction specifies a parameterized reduction from

PARTITIONED CLIQUE to k-FLIP (MAX) SAT by mapping an instance (G, k) of the
former problem to the instance (F, τ, k′) of the latter.

Next we outline how the reduction can be modified so that each variable occurs in at
most three clauses.

Let F ∗ be the CNF formula obtained from F by replacing variables of F that occur in
more than three clauses by new variables (a separate variable per clause), and by adding
“implication cycles” of binary clauses that ensure that new variables of F ∗ representing
the same variable of F will have the same truth value under any satisfying assignment
of F ∗. Note that the all-0-assignment σ of F ∗ satisfies all but one clause of F ∗. It is
easy to verify that satisfying truth assignments of F that set exactly k′ variables to 1
are in a one-to-one correspondence with satisfying truth assignments of F ∗ that set
exactly k∗ = k2 +

(
k
2

)
+ k + 1 variables to 1. Hence we can map the instance (G, k) of

PARTITIONED CLIQUE to the instance (F ∗, σ, k∗) of k-FLIP (MAX) SAT where each
variable occurs in at most three clauses. Thus the theorem follows. ��
The CNF formulas F and F ∗ as constructed in the proof of Theorem 3 are anti-Horn
(each clause contains at most one negative literal). We can give a dual reduction that
produces Horn formulas (each clause contains at most one positive literal). Hence The-
orem 3 remains valid for Horn and for anti-Horn formulas.

4 Fixed-Parameter Tractability

Theorem 4. Let q be an arbitrary but fixed positive integer. k-FLIP SAT is fixed-
parameter tractable for q-CNF formulas.

This result follows by a straightforward application of the bounded search tree
method [2]; branching on literals of unsatisfied clauses gives a search tree with O(q3)
nodes.

Theorem 5. Let p, q be arbitrary but fixed positive integers. k-FLIP MAX SAT is fixed-
parameter tractable for q-CNF formulas where each variable occurs in at most p
clauses.

The proof of this theorem requires some preparation. Let S denote a finite relational
structure and ϕ a first-order (FO) formula. S is a model of ϕ (in symbols S |= ϕ) if
ϕ is true in S in the usual sense (see, e.g., [4]). We consider the following problem,
parameterized by the length of the considered FO formula ϕ.
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FO MODEL CHECKING

Instance: A finite structure S, a FO formula ϕ.
Question: Does S |= ϕ hold?

We associate with a relational structure S its Gaifman graph G(S), whose vertices are
the elements of the universe of S, and where two distinct vertices are joined by an edge
if and only if they occur together in some tuple of a relation of S. By means of Gaifman
graphs one can associate graph invariants such as maximum degree or treewidth with
a relational structure. Frick and Grohe [5] have shown that FO MODEL CHECKING

for structures of bounded maximum degree is fixed-parameter tractable (they show the
result for classes of structures of “effectively bounded local treewidth” which includes
structures of bounded maximum degree as a special case). In fact, Frick and Grohe’s
result establishes that FO MODEL CHECKING is fixed-parameter tractable for the com-
bined parameter d + k where d bounds the maximum degree of the given structure
and k bounds the length of the FO formula (see [4] for more background and technical
details).

Proof of Theorem 5. Consider an instance (F, τ, k) of k-FLIP MAX SAT where each
clause contains at most q literals and each variable occurs in at most p clauses.

We represent the pair (F, τ) by a relational structure SF as follows. For every vari-
able x of F and every clause C of F , the universe of SF contains distinct elements ax

and aC , respectively. The relations of SF are defined as follows.

V = { ax : x ∈ var(F ) } (variables)
C = { aC : C ∈ F } (clauses)
P = { (ax, aC) : x ∈ var(F ), C ∈ F, and x ∈ C } (positive occurrence)
N = { (ax, aC) : x ∈ var(F ), C ∈ F, and ¬x ∈ C } (negative occurrence)
T = { ax : x ∈ var(F ) and τ(x) = 1 } (variables that are true under τ )

The maximum degree of SF is bounded by the maximum of p and q.
For fixed t, s, u it is not difficult to construct a FO formula ϕt,s,u which states that

there exist t distinct variables x1, . . . , xt and s+u distinct clauses y1, . . . , ys, z1, . . . , zu

such that the clauses yj are exactly those which are not satisfied by τ but are satisfied
after flipping the truth values of the variables xi, and the clauses zj are exactly those
which are satisfied by τ but are not satisfied after the flipping. We define ϕ as the
disjunction of various instances of ϕt,s,u with 1 ≤ t ≤ k and 0 ≤ u < s ≤ p · t.
Clearly the length of ϕ depends on k and p only, and it holds that SF |= ϕ if and only
if (F, τ, k) is a yes-instance of k-FLIP MAX SAT. Consequently Theorem 5 follows by
Frick and Grohe’s result. ��

The proofs of Theorems 4 and 5 show that the considered problems are even fixed-
parameter tractable if p and q are part of the parameter and not constants. That is,
k-FLIP SAT is fixed-parameter tractable for parameter k + p and k-FLIP MAX SAT is
fixed-parameter tractable for parameter k + p + q.
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Abstract. The paper at hand presents a novel and generic approach on
how to combine a SLS and a DPLL solver to create an incomplete hybrid
SAT solver. In our approach, the SLS solver gets supported by a DPLL
solver to boost its performance. In order to develop the idea behind our
approach, we first define the term of a search space partition (SSP) and
explain its construction and use. For testing our new approach, which
utilizes SSPs, we implemented it in the solver hybridGM, using gNovelty+
and March ks. After explaining the implementation details, we perform
an empirical study on several publicly available benchmarks in order to
test the performance of the new hybrid SAT solver. The results indicate
a superior performance of hybridGM over gNovelty+, proving our new
approach to be worthwhile.

1 Introduction

The propositional satisfiability problem (SAT) is one of the most studied NP-
complete problems [1] in computer science. One reason for that is the wide range
of SAT’s practical applications ranging from hardware verification to planning
and scheduling.

Most of today’s SAT solvers’ architectures are based on one of the following
paradigms: DPLL (based on DP [4]) and SLS (based on GSAT [19]). Both
paradigms have quite oppositional benefits and drawbacks. SLS solvers scale very
well on random instances and use comparatively little memory. On the other hand
they can not disclose the unsatisfiability of a problem. In contrast to that, DPLL
solvers are good at solving industrial and structured problems and they can as-
certain if a problem is satisfiable or unsatisfiable, but they have difficulties solving
random instances and use a larger amount of memory than SLS solvers.

Altogether, DPLL and SLS solvers seem to complement each other very well,
and therefore, the idea of combining both approaches seems promising. The ideal
hybrid SAT solver, that follows both paradigms, would be very fast, scale very
well, and would be complete. This is why the construction of hybrid SAT solvers
is an active field of research, that has seen large efforts over the past years.
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2 Related Work

Considerable effort has been undertaken to create hybrid SAT solvers for more
than a decade now. In general, three different approaches to create such hybrid
SAT solvers have emerged.

First, one tries to use a SLS solver to support a DPLL solver ([2,17,5,10,7,8]).
Such a support can come in various ways. In [2], a SLS solver is used to derive
weights for clauses. These clause weights are then used by a DPLL solver to
preferably branch on variables that occur more often in clauses with higher
weights. In [17], a SLS solver is used to find inconsistent kernels in a formula.
This knowledge is then used to narrow the search of a DPLL solver to only the
inconsistent part of a formula. As a result, the global unsatisfiability of a formula
can be shown in less computation time. In [5], a SLS solver is used to determine
an ordering of the branching variables that a DPLL solver should follow. In [8],
a SLS solver is used to identify areas of the search space that are more likely to
contain a solution. These areas are then represented as partial assignments, that
a DPLL solver starts its search with. Confined to such a portion of the search
space, the DPLL solver is usually faster in finding a solution than it would be
when left to itself.

As a second approach, one might be able to use information gathered by DPLL
solvers on a certain formula to support the search of a SLS solver ([14,6,9]). In
[6], a DPLL solver is called whenever the SLS solver has moved into a local
minimum in the search space. The approach adds implied clauses (learned by
the DPLL solver) to modify the search space landscape the SLS solver works
in. This learning process is repeated until the SLS solver is able to move out
of the (former) local minimum. In [9], a DPLL solver will derive implications
between variables when arriving in a certain node of its search tree. With these
implications, a reduced version of the currently investigated formula is created,
consisting of only equivalence classes. When applying the SLS solver on the
reduced formula, it will consider the equivalence classes rather than the original
variables. This in turn helps the SLS solver to concentrate on actually different
variables, when making its choice what variable is to be flipped next. The SLS
solver is then allowed to perform a maximum number of flips for searching a
solution (under the DPLL provided preconditions). If the SLS solver finds a
solution during its search, the algorithm terminates. If the SLS solver used up
its allowed flips and did not find a solution, the DPLL solver comes back into
play and continues traveling down its search tree.

The third approach on creating hybrid SAT solvers is peer-like, where SLS
and DPLL solvers are supposed to benefit equally from each other as presented
in [7,15]. The hbisat solver [7] and its successor hinotos [15] both use a SLS solver
that first tries to solve the formula. When a certain criterion is met (e.g. only a
certain number of unsatisfied clauses remain), a DPLL solver is called, that is
supposed to solve these clauses separately. When the DPLL solver finds a model
for this partial set of clauses, it will return the corresponding assignment to the
SLS solver, that will then use this assignment to continue its search. Eventually,
the SLS solver will be able to find a solution. If this is not the case, the set
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of clauses that the DPLL solver investigates, grows over time. Eventually, the
DPLL solver will be provided with enough clauses to find a contradiction and
deduce the unsatisfiability of the formula or it can provide a solution for the
complete formula.

Despite the efforts undertaken so far, no truly superior hybrid SAT solver has
yet emerged. This is why we think that more effort is needed in this field of
research. This paper is supposed to contribute to these efforts.

3 Preliminary Study

Towards the development of a hybrid SAT solver we started by investigating the
search of a SLS solver, looking for weaknesses. The main goal was to find a way
to support a SLS solver by additionally using a DPLL solver to overcome these
weaknesses and thereby boost the SLS solver’s performance.

Looking at the results of the SLS solvers in the random category of the SAT
2007 Competition, we noticed that the runtime of a SLS solver on formulae of
the same size can vary greatly. To analyze this effect we focused our attention on
the winning SLS solver of the SAT 2007 Competition in the random category,
gNovelty+ [20,18]. Our assumption was that the search space structure of the
hard to solve formulae contained many attractive local minima that were vis-
ited by the SLS solver very often. To verify this assumption we tried to cluster
all points from gNovelty+’s search trajectory. This approach was unsuccessful
because of the too huge amount of data that had to be clustered. Another ap-
proach was to analyze only the points where the objective function had very low
values (i.e. local minima and their close neighborhood). Because the amount of
data was still too large, we used a bloom filter to save all local minima. Then we
checked how many assignments, that gNovelty+ visited, fell in the neighborhood
of the saved local minima. The maximum matching we could reach was 2%. This
indicated that the diversification of gNovelty+’s search is excellent.

The next thing to analyze was if the intensification of gNovelty+’s search
around these local minima was good enough to assure with a high probability
that there are no solutions. To prove this we would have had to search the
complete neighborhood of a local minimum within a certain Hamming distance.
This is possible for small formulae, but for the formulae having thousands of
variables the neighborhood is far too large to be computed in foreseeable time.
Zhang showed in [23] that the Hamming distance between a good local minimum
and the nearest solution is correlated with the quality of that local minimum.
Attempting to find such a correlation we came up with the term of a “search
space partition”. To formalize this we have to give some definitions.

3.1 Search Space Partition (SSP)

Let F be a CNF formula containing n variables {x1, x2, . . . , xn}, xi ∈ B where
B = {0, 1}. A complete assignment of the formula F is α ∈ Bn. The application of
the assignment α on formula F is denoted by F (α) ∈ {0, 1}. A partial assignment
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is β ∈ RBn where RB = {0, 1, ?}. The application of a partial assignment β on F
is denoted by F (β) = F ′, where F ′ is a new formula in which the value of β[i] is
assigned to xi if β[i] ∈ {0, 1} and xi remains unchanged if β[i] =? ∀i ∈ {1, . . . , n}.
Additionally, we assume that the obvious simplifications have been applied to
F (β) = F ′. The number of ?-symbols in β (size of β) is described by |β|?,
representing the number of remaining variables in F ′.

Example 1. For

F = (x1 ∨x2 ∨x5)∧ (x1 ∨x3 ∨x5)∧ (x3 ∨x4 ∨x5)∧ (x2 ∨x3 ∨x4)∧ (x1 ∨x2 ∨x5)

an example for α and β could be α = (1, 0, 1, 1, 0) and β = (?, 1, 1, ?, ?). The
application of α and β on F is: F (α) = 1 and F ′ = F (β) = (x1 ∨ x5) ∧ (x4 ∨
x5) ∧ (x1 ∨ x5).

Definition 1 (flip trajectory of a SLS solver). Given a SLS solver S with
input formula F and a complete starting assignment αs we define the flip tra-
jectory of S(F, αs) as TS(F, αs) = (t1, . . . , tw) where ti ∈ {x1, . . . , xn} denote
the variables being flipped by the SLS-algorithm S, and w is the total number of
flips made, starting with the formula F and the initial assignment αs.

Example 2. Given the formula from example 1 and a starting assignment αs =
(0, 1, 0, 0, 0), a possible flip trajectory that would lead to a satisfying assignment
could be TS(F, αs) = (x1, x5, x3, x2)

Definition 2 (search space partition). We define a search space partition
(SSP) by construction: Given a complete assignment αj, which was visited by S
in the j’th flip of the trajectory, we construct the SSP by starting with k = 0
and β = αj. Then we repeat setting β[tj+k] =? and β[tj−k] =?, where tj±k ∈
TS(F, αs), and increasing k by 1 until |β|? ≥ c · n where c is some constant
c ∈ (0, 1) (to be determined later).

Example 3. Let α7 = (0, 0, 1, 1, 0, 1, 0, 1, 1, 1) be a complete assignment for a
formula F with 10 variables and let the surrounding flip trajectory be

TS(F, αs) = (x2, x6, x1, x9, x1, x6,x1, x3, x9, x1, x1, x8, x3, . . .)

If we set c = 0.5 and start to construct a SSP from position j = 7 in TS(F, αs),
then the first variable that is unassigned in β is x1 (k = 0). In the next
step x3 and x6 get unassigned (k = 1) according to TS(F, αs). This proce-
dure is repeated until |β|? ≥ 5. After five steps the process will stop with
β = (?, 0, ?, 1, 0, ?, 0, ?, ?, 1).

The connection between an assignment and a SSP is as follows. A complete
assignment is a point in the space Bn, whereas a SSP is a set of points (subset
of Bn) of dimension �c · n�, c ∈ (0, 1), that can be characterized by a partial
assignment. Intuitively, the SSP created with the help of a SLS solver can also
be seen as the confidence of the solver, that certain values of its assignment are
set correctly.
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The notation of search space partitions was also used by Wu and Hsiao in
[22], where they propose a simulation-based algorithm for checking the safety
property of digital systems. Although the notion is similar, the concepts are
quite different. The search space in [22] is represented by the internal nodes
of a Boolean circuit. These nodes are joined together to node sets that repre-
sent the search space partition. Because the nodes contained in a node set are
strongly connected with each other by gates, some value combinations can be
dismissed from the search space partition, so that the whole search space gets
smaller. In order to point out the difference to our work, we provide the following
example.

Example 4. Suppose we have a circuit with nine internal nodes denoted by
{n1, . . . , n9} and connected by gates without flip-flops. A possible partitioning
in sets could be: {n1, n2, n3, n4}, {n7, n8} and {n5, n6, n9}. Now suppose that
the nodes n1 and n2 are the inputs of an and-gate, so are n3 and n4. Then from
all possible 24 = 16 inputs of the subset only 9 are valid ones, so that 7 are dis-
missed. Now suppose that for the second set only 3 possible value combinations
are valid and for the third one only 5. The whole search space now contains only
9 · 3 · 5 = 135 possible inputs out of 512.

We instead construct a SSP (which is a partial assignment) by starting from a
complete assignment and then unassigning variables. In our case unassigning 4
variables for an assignment of {n1, . . . , n9} would lead to a SSP containing 16
complete assignments.

4 Explaining the Construction and Use of Search Space
Partitions

As mentioned in section 3 we are interested in the study of local minima and
their neighborhood. Therefore the αj mentioned in the definition of a SSP would
ideally be a local minimum. A SSP created as defined above overlaps with the
Hamming neighborhood of the local minimum but is not the same.

Figure 1 describes how SSPs are created around local minima with exactly
one unsatisfied clause. It has to be mentioned that a SSP can contain multiple
minima.

A local minimum exists, because several variables imply a complex conflict
that cannot be solved by a SLS solver within the next flip. To resolve such a
conflict, the SLS solver would have to flip several of these variables. The variables
that are flipped are determined by the variable selection heuristic of the SLS
solver, which is usually quite reasonable. However, the order and number in
which the variables are flipped (and therefore, the resulting assignments) are
usually determined by the landscape of the objective function. This landscape
will, however, not always guide the right way. Therefore, we can identify probably
conflicting variables in a local minimum by monitoring the flips made by the
SLS solver around the discovered local minimum in the trajectory. Their correct
values are then to be determined.
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Fig. 1. A schematic visual of the objective function and the flips used for the construc-
tion of a SSP

Using this knowledge, we can create a partial assignment by unassigning these
identified variables in the complete assignment of the local minimum, what leads
to a SSP. Given such a SSP, our hybrid strategy consists in calling a DPLL solver,
which will try to resolve the conflict by finding an assignment for the remaining
variables in the SSP. In case the DPLL solver finds an assignment that resolves
the conflict using the unassigned variables, a solution for the complete formula is
found. In case such an assignment does not exist, the conflict can not be resolved
by using only the free variables in the SSP. In this case, the search of the SLS
solver must continue to identify a new local minimum.

All in all, a generic algorithm implementing the above idea would use a SLS
solver to localize good local minima, build a SSP, apply the partial assignment
of the SSP on the formula and try to find a solution for the simplified formula
with a DPLL solver. This process would be repeated until a solution is found
or until another stopping criterion is met. The algorithm can not prove the
unsatisfiability of the problem but it could speed up the SLS solver by finding a
solution sooner.

5 hybridGM

To check if our approach is promising we implemented a hybrid SAT solver which
we call hybridGM. The SLS solver used is gNovelty+. Because we expected that
a SSP does not contain a solution in the majority of cases (which we found
to be true), we needed a solver that can prove the unsatisfiability of a given
(sub-)formula fast and because March ks was the winner of random UNSAT
category of the SAT 2007 Competition [20], we have chosen March ks for the
DPLL component of hybridGM.

When implementing hybridGM two questions arose. First, which local minima
should be used to create a SSP? Using every appearing local minimum in the
objective function leads to an overwhelming workload. Numerous local minima
are discovered by the SLS solver as we have noticed when analyzing the search
trajectory of gNovelty+. To reduce the workload, we confine ourselves to using
only those assignments that leave exactly one clause in the formula unsatisfied.

Second, how large should the SSP be, i.e. how to set c, where |β|? ≥ c · n?
The more variables in β are set to ?, the higher is the probability to resolve all
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conflicts in the corresponding SSP. On the other hand, the less variables in β
are set to ?, the faster the DPLL solver can return a result. Therefore, we have
to compromise between the probability to resolve all conflicts and the runtime
of the DPLL solver.

For initial tests we have chosen |β|? = 0.5 · n. In this case, the DPLL solver
almost instantaneously returns SAT/UNSAT. If it reports UNSAT together with
a unary conflict, we increase c by 0.05.

Listing 1. Pseudocode for hybridGM

INPUT: formula F , cutoff. OUTPUT: model for F or UNKNOWN.
hybridGM(F , cutoff){

α = αs = randomly generated starting assignment;
numFlips = 0; c = 0.5; barrier= 1; collectSSP = FALSE;
while(numFlips < cutoff){

var = pickVar();
append(TgNovelty+(F, αs),var);
α[var] = 1−α[var];
numFlips++;
if (α is model for F ) return α;
if (numUnsatClauses ≤ barrier){

β = α;
collectSSP = TRUE;
j = numFlips; k = 0;

}
if (collectSSP == TRUE){

β[ variableIndex( TgNovelty+(F, αs)[j + k] ) ] =?;
β[ variableIndex( TgNovelty+(F, αs)[j − k] ) ] =?;
k++;

}
if (|β|? ≥ cn){

μ = March ks(F , β);
if (μ is model for F ) return μ;
else if (unaryConflictOccurred() == TRUE) c = c + 0.05;
collectSSP = FALSE;

}
updateParameters(); //noise, scores

}
return UNKNOWN;

}

The framework of hybridGM is that of gNovelty+ with the extension of collect-
ing SSPs when the number of unsatisfied clauses reaches a certain barrier. If
this happens, the number of the flip in the trajectory will be saved in j. This j
is used for the construction of the SSP as given in definition 2. When the size
of the SSP has reached the size of cn then March ks is called with the initial
formula and the partial assignment β. If March ks succeeds in solving the formula
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by extending the partial assignment, the solution is returned, else if March ks
discovers a unary conflict, c is adapted. Finally, the parameters of gNovelty+ are
updated and the search continues until the number of flips reaches the cutoff.
Before presenting the results of the empirical study we first give a short overview
about the solvers gNovelty+ and March ks.

6 The SAT Solvers Used for the Hybridization

6.1 gNovelty+

gNovelty+ [18] is a SLS solver that follows the WalkSAT architecture, and it can
be seen as an improvement of the SLS solver G2WSAT [16]. In its core, gNovelty+
utilizes a gradient-based variable score update scheme to calculate candidate
variables for the next flip of the WalkSAT procedure (as G2WSAT originally
does). However, several improvements over G2WSAT have been introduced for
gNovelty+.

First, the original variable selection heuristic of G2WSAT, called Novelty++,
was replaced by AdaptNovelty+ [12]. Second, gNovelty+ applies a clause weight-
ing scheme quite similar to SAPS (see [13]) but with purely additive weight
update functions [18].

gNovelty+ has proven to be very competitive during the SAT 2007 Compe-
tition when it comes to satisfiable uniform random k-SAT (see [18,20] for more
details). Therefore, it is considered a state-of-the-art SLS SAT solver.

6.2 March ks

March ks [11] is a double look-ahead DPLL solver, that utilizes numerous fea-
tures and performed very well at the SAT 2007 Competition [20]. Originating
from a solver called march, several versions have evolved over time. The first
solver in this line with reasonable performance was March eq.

March eq introduced the equivalency reasoning into the march solver family,
enabling it to find and separately exploit variable equivalences in a searched
instance. March dl is its successor.

March dl introduced the double look-ahead into the march solver family, en-
abling March dl to detect failed literals sooner than March eq. Furthermore,
March dl introduced a new branching strategy called local branching. The suc-
cessor of March dl was March ks [11].

March ks introduced two new features to the march solver family. First, it
used a modified version of the double look-ahead, called adaptive double look-
ahead [11]. Second, March ks makes use of a new backtracking strategy called
distribution jumping.

March ks has proven to be very competitive when it comes to uniform random
k-SAT formulae, and is therefore considered one of todays state-of-the-art DPLL
SAT solvers. For more details on the performance of March ks see [20].
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7 Empirical Study
For the implementation of hybridGM we used the gNovelty+ code, with a
changed smoothing probability from 0.4 to 0.33. The barrier was fixed to one, so
that SSPs are built only when exactly one clause remains unsatisfied. In some
cases when calling March ks and returning the result to gNovelty+ we observed
that a part of the memory allocated by March ks data structure is not released.
This memory leak is very small but if the number of March ks calls gets too
large, we get an out of memory exception. To avoid this case we limited the
number of March ks calls to 5000. Furthermore, we sometimes get a signal 6
abort, which indicates that there are further bugs to be resolved in the code.

We also tested different settings for the border |β|?, i.e. the number of variables
in a SSP, that must be unassigned before March ks examines it. However, we
noticed that an initial value > 0.5·n just raises the calculation times of March ks,
without improving its success rate of resolving all conflicts in a SSP.

7.1 Soft- and Hardware

The gNovelty+ and the adaptg2wsat0 code we used for the comparison was the
one submitted to the SAT 2007 Competition1. The March ks code we used was a
bug-fixed version of the SAT 2007 Competition2. The code of hybridGM can be
downloaded from our website at http://www.uni-ulm.de/in/theo/research/
sat-solving.html.

The solvers were run on a part of the bwGrid, where we were provided with
a total of 140 Intel Harpertown quad-core CPUs with 2.83 GHz and 8 GByte
RAM. The operating system was Scientific Linux.

7.2 The Benchmark Formulae

We used formulae from two benchmark sets to test hybridGM against gNovelty+
and adaptg2wsat0 : the SAT 2007 Competition benchmark [20], and the SATLIB
benchmark [21].

Concerning the SAT 2007 Competition benchmark, we selected numerous
satisfiable random and industrial formulae. First, we randomly picked 24 of the
satisfiable 2 + p formulae of different sizes. Second, we randomly picked 5 small
uniform random 3-SAT formulae with 650 variables. Third, we picked numerous
3−SAT formulae from the large-size category, as well as some 5−, and 7−SAT
formulae from the on-threshold category. Concerning the SAT 2007 Competi-
tion benchmark, we also ran tests on some industrial and crafted instances that
gNovelty+ was able to solve during the SAT 2007 Competition. Concerning the
SATLIB benchmark, we chose some prominent crafted and industrial instances.

7.3 Results
When taking a closer look at table 1, one discoveres that hybridGM dominated
gNovelty+ in several areas. One of these areas is the 2 + p formula set of the

1 http://www.satcompetition.org/2007/winners.tgz
2 http://www.st.ewi.tudelft.nl/sat/Sources/sat2007/march_ks.zip

http://www.uni-ulm.de/in/theo/research/
sat-solving.html
http://www.satcompetition.org/2007/winners.tgz
http://www.st.ewi.tudelft.nl/sat/Sources/sat2007/march_ks.zip
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Table 1. The table presents the results of our empirical study. Each solver performed
100 runs per instance (gNovelty+ and hybridGM were started with the same seed).
Runtimes are given in seconds: mean | median. If the solver was not able to succeed
100 times (each within 2000 seconds), we just give the success rate for the instance
in percent. The hybridGM column also contains a tuple, that presents which compo-
nent found the solution how often within the 100 runs (gNovelty+, March ks). The
gain column represents the speed-up of hybridGM over gNovelty+ (> 1 indicates that
hybridGM was faster or had a better success rate, ≤ 1 indicates the opposite).

Instance gNovelty+ adaptG2-
WSAT0

hybridGM
(gNov,March)

Gain

SAT 2007 Competition random instances

unif2p-p0.7-v3500-c9345-S1286605994-07 91% 16.38 | 11.84 38.96 | 29.72 (20, 80) >1>1>1>1>1>1>1>1>1

unif2p-p0.7-v3500-c9345-S1568322528-08 10% 2.91 | 1.63 9.63 | 7.82 (9, 91) >1>1>1>1>1>1>1>1>1

unif2p-p0.7-v4500-c12015-S1545977164-16 2% 50.64 | 7.84 109.25 | 91.15 (7, 93) >1>1>1>1>1>1>1>1>1

unif2p-p0.7-v4500-c12015-S1973057201-08 25% 138.52 | 42.71 121.52 | 82.44 (23, 77) >1>1>1>1>1>1>1>1>1

unif2p-p0.7-v5500-c14685-S1568197186-18 2.00 | 1.39 0.39 | 0.24 0.46 | 0.42 (37, 63) 4.354.354.35

unif2p-p0.7-v5500-c14685-S915337037-05 95% 3.33 | 1.60 20.51 | 5.79 (24, 76) >1>1>1>1>1>1>1>1>1

unif2p-p0.7-v6500-c17355-S1097641288-15 97.64 | 69.35 3.75 | 1.61 4.31 | 2.57 (20, 80) 22.6522.6522.65

unif2p-p0.7-v6500-c17355-S152598520-02 226.64 | 168.00 10.23 | 1.90 2.17 | 1.66 (27, 73) 104.44104.44104.44

unif2p-p0.8-v1295-c4027-S1679085272-10 0.74 | 0.58 6.06 | 4.20 0.45 | 0.36 (73, 27) 1.641.641.64

unif2p-p0.8-v1295-c4027-S1762612346-15 136.06 | 94.03 1.13 | 0.79 2.65 | 2.20 (9, 91) 51.3451.3451.34

unif2p-p0.8-v1665-c5178-S1363528912-04 20.84 | 16.16 5.11 | 3.33 5.21 | 4.65 (73, 27) 4.004.004.00

unif2p-p0.8-v1665-c5178-S1404069132-16 265.54 | 196.49 5.70 | 3.10 23.56 | 17.24 (13, 87) 11.2711.2711.27

unif2p-p0.8-v2035-c6328-S1703132040-12 1.47 | 1.02 0.74 | 0.32 0.46 | 0.38 (44, 56) 3.203.203.20

unif2p-p0.8-v2035-c6328-S316347254-19 0.75 | 0.48 0.18 | 0.14 0.23 | 0.17 (40, 60) 3.263.263.26

unif2p-p0.8-v2405-c7479-S1163137157-19 8.18 | 6.14 4.00 | 2.27 9.67 | 8.01 (28, 72) 0.85

unif2p-p0.8-v2405-c7479-S183991542-09 33% 33.50 | 21.10 92% (5, 87) >1>1>1>1>1>1>1>1>1

unif2p-p0.9-v1170-c4235-S1575802003-16 0.94 | 0.74 0.31 | 0.24 0.41 | 0.29 (59, 41) 2.292.292.29

unif2p-p0.9-v1170-c4235-S2131244303-19 52.26 | 31.82 1.45 | 1.21 2.80 | 2.07 (30, 70) 18.6618.6618.66

unif2p-p0.9-v630-c2280-S1804595013-08 4.32 | 3.33 0.91 | 0.67 1.72 | 1.35 (31, 69) 2.512.512.51

unif2p-p0.9-v630-c2280-S2099846342-04 0.35 | 0.27 0.14 | 0.10 0.33 | 0.23 (88, 12) 1.061.061.06

unif2p-p0.9-v810-c2932-S1014417748-14 0.12 | 0.08 0.08 | 0.06 0.11 | 0.09 (75, 25) 1.091.091.09

unif2p-p0.9-v810-c2932-S1274825698-06 0.27 | 0.21 0.06 | 0.05 0.15 | 0.10 (59, 41) 1.801.801.80

unif2p-p0.9-v990-c3583-S361865778-09 4.55 | 3.71 2.34 | 1.49 2.37 | 1.67 (67, 33) 1.921.921.92

unif2p-p0.9-v990-c3583-S461590508-14 0.28 | 0.21 0.10 | 0.08 0.23 | 0.18 (56, 44) 1.221.221.22

unif-k3-r4.261-v650-c2769-S1089058690-02 0.25 | 0.16 0.17 | 0.10 0.38 | 0.28 (61, 39) 0.66

unif-k3-r4.261-v650-c2769-S1159448555-06 0.46 | 0.29 0.24 | 0.19 0.67 | 0.53 (76, 24) 0.69

unif-k3-r4.261-v650-c2769-S1172355929-14 0.04 | 0.02 0.02 | 0.02 0.05 | 0.04 (79, 21) 0.80

unif-k3-r4.261-v650-c2769-S1470952774-07 4.31 | 3.42 2.21 | 1.89 7.25 | 5.51 (71, 29) 0.59

unif-k3-r4.261-v650-c2769-S1481730841-18 0.07 | 0.06 0.07 | 0.04 0.09 | 0.07 (76, 24) 0.78

unif-k3-r4.2-v10000-c42000-S1173369833-06 73.87 | 50.01 11% 7.28 | 5.61 (23, 77) 10.1510.1510.15

unif-k3-r4.2-v10000-c42000-S1912540524-08 207.11 | 152.90 1% 16.85 | 14.69 (28, 72) 12.2912.2912.29

unif-k3-r4.2-v10000-c42000-S421554531-04 98.25 | 79.86 7% 11.66 | 9.52 (30, 70) 8.438.438.43

unif-k3-r4.2-v10000-c42000-S597645631-10 101.45 | 77.88 5% 8.01 | 6.37 (31, 69) 12.6712.6712.67

unif-k3-r4.2-v10000-c42000-S657313757-16 98% 0% 59.16 | 46.26 (33, 67) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v10000-c42000-S897388318-05 205.65 | 170.49 2% 22.51 | 19.32 (24, 76) 9.149.149.14

unif-k3-r4.2-v10000-c42000-S971732863-03 64.10 | 42.61 19% 7.54 | 5.85 (37, 63) 8.508.508.50

unif-k3-r4.2-v13000-c54600-S1054448974-13 97% 0% 44.89 | 38.74 (36, 64) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v13000-c54600-S1416986890-04 331.30 | 250.70 0% 22.02 | 17.58 (23, 77) 15.0515.0515.05

unif-k3-r4.2-v13000-c54600-S161446644-14 55% 0% 99% (33, 66) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v13000-c54600-S1890278326-03 98% 0% 35.77 | 30.03 (35, 65) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v13000-c54600-S287388441-16 300.62 | 224.63 0% 18.23 | 15.29 (26, 74) 16.4916.4916.49

unif-k3-r4.2-v16000-c67200-S1099746708-06 23% 0% 79% (24, 55) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v16000-c67200-S1415445307-13 67% 0% 127.96 | 84.56 (35, 65) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v16000-c67200-S1600965758-04 18% 0% 73% (18, 55) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v16000-c67200-S1826381479-08 550.04 | 457.84 0% 38.00 | 33.06 (23, 77) 14.4714.4714.47

unif-k3-r4.2-v16000-c67200-S1980187645-03 42% 0% 416.34 | 344.16 (33, 67) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v16000-c67200-S202413125-05 28% 0% 67% (19, 48) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v16000-c67200-S448238512-10 38% 0% 88% (22, 66) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v16000-c67200-S791125864-16 88% 0% 85.56 | 69.47 (33, 67) >1>1>1>1>1>1>1>1>1
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Table 1. (continued)

Instance gNovelty+ adaptG2-
WSAT0

hybridGM
(gNov,March)

Gain

unif-k3-r4.2-v16000-c67200-S81758219-15 99% 0% 45.38 | 38.10 (27, 73) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v16000-c67200-S886048189-14 87% 0% 33.89 | 31.33 (31, 69) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1106616038-10 74% 0% 92.02 | 70.75 (39, 61) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1172889356-05 15% 0% 99% (27, 72) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1299985238-16 2% 0% 60% (16, 44) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1314701073-08 73% 0% 123.08 | 101.84 (27, 73) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1330787624-15 3% 0% 25% (8, 17) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1496322949-03 24% 0% 97% (35, 62) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1661055114-06 99% 0% 39.10 | 33.75 (27, 73) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1753083943-04 99% 0% 28.23 | 23.99 (38, 62) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v19000-c79800-S1875179522-13 470.69 | 381.00 0% 25.59 | 20.93 (25, 75) 18.3918.3918.39

unif-k3-r4.2-v19000-c79800-S49237390-14 50% 0% 129.71 | 108.21 (30, 70) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v4000-c16800-S1178874381-13 8.11 | 6.02 184.52 | 110.63 4.99 | 4.00 (46, 54) 1.631.631.63

unif-k3-r4.2-v4000-c16800-S1580061366-10 2.51 | 1.98 19.21 | 13.11 1.18 | 1.01 (42, 58) 2.132.132.13

unif-k3-r4.2-v4000-c16800-S1588170820-15 94% 14% 11% (5, 6) ≤ 1

unif-k3-r4.2-v4000-c16800-S1946534526-16 32.55 | 26.42 99% 74.09 | 53.54 (39, 61) 0.44

unif-k3-r4.2-v4000-c16800-S251010207-06 25.84 | 19.71 319.55 | 225.40 12.70 | 9.04 (42, 58) 2.032.032.03

unif-k3-r4.2-v4000-c16800-S313074252-14 8.11 | 5.25 89.64 | 71.40 2.46 | 2.06 (44, 56) 3.303.303.30

unif-k3-r4.2-v4000-c16800-S417670629-08 29.57 | 19.12 98% 20.68 | 14.36 (39, 61) 1.431.431.43

unif-k3-r4.2-v4000-c16800-S440063851-05 2.40 | 1.78 17.06 | 10.64 1.24 | 1.14 (39, 61) 1.941.941.94

unif-k3-r4.2-v4000-c16800-S450187849-03 10% 0% 0% (0, 0) ≤ 1

unif-k3-r4.2-v4000-c16800-S669431406-04 20.39 | 12.51 208.07 | 138.03 6.65 | 5.13 (48, 52) 3.073.073.07

unif-k3-r4.2-v7000-c29400-S102550125-14 42.92 | 31.46 82% 6.85 | 5.70 (28, 72) 6.276.276.27

unif-k3-r4.2-v7000-c29400-S1312035429-13 288.97 | 184.15 1% 246.31 | 160.57 (40, 60) 1.171.171.17

unif-k3-r4.2-v7000-c29400-S2051531193-03 45.65 | 27.33 56% 9.84 | 7.48 (30, 70) 4.644.644.64

unif-k3-r4.2-v7000-c29400-S2118640909-06 23.84 | 17.10 89% 4.03 | 3.08 (38, 62) 5.925.925.92

unif-k3-r4.2-v7000-c29400-S427890210-10 22.69 | 16.40 92% 4.31 | 3.60 (26, 74) 5.265.265.26

unif-k3-r4.2-v7000-c29400-S565127616-04 99% 10% 21.95 | 17.34 (31, 69) >1>1>1>1>1>1>1>1>1

unif-k3-r4.2-v7000-c29400-S56884336-05 137.91 | 94.34 5% 87.66 | 60.91 (30, 70) 1.571.571.57

unif-k3-r4.2-v7000-c29400-S67600799-16 53.26 | 34.62 61% 4.81 | 4.45 (41, 59) 11.0711.0711.07

unif-k3-r4.2-v7000-c29400-S856579407-15 34.58 | 26.92 92% 6.33 | 4.69 (37, 63) 5.465.465.46

unif-k3-r4.2-v7000-c29400-S880121748-08 121.99 | 90.63 15% 25.12 | 17.88 (39, 61) 4.864.864.86

unif-k5-r21.3-v100-c2130-S1047920973-05 0.04 | 0.03 0.05 | 0.04 94% (93, 1) ≤ 1

unif-k5-r21.3-v100-c2130-S1180773190-07 1.28 | 1.05 0.80 | 0.60 93% (93, 0) ≤ 1

unif-k5-r21.3-v100-c2130-S455021619-18 0.02 | 0.02 0.05 | 0.04 0.04 | 0.04 (96, 3) 0.50

unif-k5-r21.3-v100-c2130-S744612847-12 0.06 | 0.04 0.06 | 0.06 0.08 | 0.06 (98, 2) 0.75

unif-k5-r21.3-v100-c2130-S804631280-01 0.11 | 0.09 0.10 | 0.08 0.13 | 0.11 (100, 0) 0.85

unif-k5-r21.3-v110-c2343-S1019153514-04 0.66 | 0.47 0.33 | 0.26 94% (94, 0) ≤ 1

unif-k5-r21.3-v110-c2343-S1813726766-14 0.10 | 0.08 0.11 | 0.09 99% (96, 3) ≤ 1

unif-k5-r21.3-v110-c2343-S1869272420-19 0.05 | 0.04 0.06 | 0.05 99% (95, 4) ≤ 1

unif-k5-r21.3-v110-c2343-S2044406543-15 0.17 | 0.14 0.13 | 0.10 0.20 | 0.17 (98, 2) 0.85

unif-k5-r21.3-v110-c2343-S2094099432-08 0.11 | 0.07 0.11 | 0.09 99% (93, 6) ≤ 1

unif-k5-r21.3-v120-c2556-S1191693850-19 0.14 | 0.11 0.12 | 0.08 98% (96, 2) ≤ 1

unif-k5-r21.3-v120-c2556-S1376493471-11 0.30 | 0.24 0.18 | 0.12 98% (98, 0) ≤ 1

unif-k5-r21.3-v120-c2556-S1615006153-07 0.48 | 0.32 0.40 | 0.26 0.55 | 0.37 (98, 2) 0.87

unif-k5-r21.3-v120-c2556-S340864765-13 1.92 | 1.35 1.50 | 0.82 82% (82, 0) ≤ 1

unif-k5-r21.3-v120-c2556-S429936805-03 0.06 | 0.04 0.06 | 0.06 99% (94, 5) ≤ 1

unif-k5-r21.3-v130-c2769-S1032474357-17 0.55 | 0.42 0.44 | 0.36 99% (99, 0) ≤ 1

unif-k5-r21.3-v130-c2769-S1109841921-18 0.50 | 0.40 0.39 | 0.28 99% (97, 2) ≤ 1

unif-k5-r21.3-v130-c2769-S116991008-16 0.37 | 0.27 0.29 | 0.22 94% (88, 6) ≤ 1

unif-k5-r21.3-v130-c2769-S1284937235-05 0.33 | 0.24 0.27 | 0.18 99% (97, 2) ≤ 1

unif-k5-r21.3-v130-c2769-S1513299405-10 0.38 | 0.31 0.29 | 0.22 99% (93, 6) ≤ 1

unif-k7-r89-v70-c6230-S1084572666-19 1.99 | 1.45 2.43 | 1.98 2.04 | 1.49 (100, 0) 0.98

unif-k7-r89-v70-c6230-S1106151685-15 0.64 | 0.38 1.43 | 1.26 99% (99, 0) ≤ 1

unif-k7-r89-v70-c6230-S1533440099-09 1.13 | 0.79 1.86 | 1.69 98% (98, 0) ≤ 1

unif-k7-r89-v70-c6230-S1635684145-01 0.52 | 0.38 1.28 | 1.15 0.55 | 0.40 (100, 0) 0.95

unif-k7-r89-v70-c6230-S1907907390-05 0.57 | 0.37 1.40 | 1.26 0.61 | 0.40 (100, 0) 0.93

unif-k7-r89-v75-c6675-S1299158672-14 11.33 | 8.29 10.93 | 6.86 98% (98, 0) ≤ 1

unif-k7-r89-v75-c6675-S1534329206-02 2.67 | 2.04 3.02 | 2.17 99% (99, 0) ≤ 1
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Table 1. (continued)

Instance gNovelty+ adaptG2-
WSAT0

hybridGM
(gNov,March)

Gain

unif-k7-r89-v75-c6675-S1572638390-17 9.99 | 7.29 10.98 | 8.39 10.26 | 7.53 (100, 0) 0.97

SAT 2007 Competition industrial instances

vmpc 24 84.41 | 69.67 19.12 | 14.58 160.45 | 117.59 (100, 0) 0.53

vmpc 25 321.18 | 272.56 107.23 | 78.70 92% (92, 0) ≤ 1

vmpc 26 99% 160.83 | 116.69 69% (69, 0) ≤ 1

vmpc 27 93% 95.06 | 56.37 77% (77, 0) ≤ 1

SAT 2007 Competition crafted instances

QG7a-gensys-brn004.sat05-3669.reshuffled-07 59% 36.31 | 31.48 86% (75, 11) >1>1>1>1>1>1>1>1>1

QG7a-gensys-brn100.sat05-3765.reshuffled-07 84% 27.91 | 22.67 95% (86, 9) >1>1>1>1>1>1>1>1>1

QG7a-gensys-ukn001.sat05-3841.reshuffled-07 84% 44.92 | 32.18 85% (81, 4) >1>1>1>1>1>1>1>1>1

QG7a-gensys-ukn005.sat05-3845.reshuffled-07 89% 46.01 | 37.03 85% (77, 8) ≤ 1

sat-grid-pbl-0200.sat05-1339.reshuffled-07 71% 81% 62% (62, 0) ≤ 1

SATLIB industrial instances

bw large.c 4.31 | 2.94 3.49 | 2.72 2.30 | 1.77 (21, 79) 1.871.871.87

bw large.d 21.34 | 15.30 16.11 | 10.63 30.78 | 27.91 (27, 0) 0.69

g125.17 11.00 | 7.50 2.17 | 1.53 6% (6, 0) ≤ 1

g125.18 0.13 | 0.13 0.22 | 0.22 0.16 | 0.16 (100, 0) 0.81

g250.15 0.25 | 0.25 1.07 | 1.07 0.34 | 0.35 (100, 0) 0.74

g250.29 13.92 | 10.11 8.96 | 7.96 14.81 | 13.41 (76, 0) 0.94

qg1-08 202.40 | 166.45 4.53 | 4.31 71% (70, 1) ≤ 1

qg2-08 43% 10.77 | 9.07 5% (5, 0) ≤ 1

qg5-11 2% 64% 5% (5, 0) >1>1>1>1>1>1>1>1>1

qg6-09 92% 2.95 | 1.64 80% (68, 12) ≤ 1

qg7-13 0% 18% 0% (0, 0) ≤ 1

SATLIB crafted instances

par16-1-c 4.49 | 2.96 12.20 | 8.56 70% (66, 4) ≤ 1

par16-2-c 51.64 | 40.79 101.65 | 81.98 66% (52, 14) ≤ 1

par16-3-c 18.24 | 14.20 30.18 | 22.65 99% (96, 3) ≤ 1

par16-4-c 19.77 | 11.30 24.91 | 17.13 97% (96, 1) ≤ 1

par16-5-c 19.21 | 12.32 17.20 | 13.45 98% (95, 3) ≤ 1

par32-1-c 0% 0% 0% (0, 0) ≤ 1

par32-2-c 0% 0% 0% (0, 0) ≤ 1

par32-3-c 0% 0% 0% (0, 0) ≤ 1

par32-4-c 0% 0% 0% (0, 0) ≤ 1

par32-5-c 0% 0% 0% (0, 0) ≤ 1

SAT 2007 Competition random benchmark. Since 2 + p formulae are usually
under-constrained, March ks is able to extend a SSP quite easily to a solution.
When taking a closer look at the hybridGM column in table 1, one can see that
the gain is larger when the number of solutions found by March ks is larger as
well. It is interesting to note, that a call of March ks creates very little overhead.
Furthermore, hybridGM dominates gNovelty+ on large size uniform random 3-
SAT formulae, because of the facts mentioned in section 4.

On smaller random 3-SAT formulae, gNovelty+ and hybridGM perform
equally well (in terms of real time, not gain-factor). In the case of of 5- and
7-SAT instances the created SSP rarely contains a solution so that hybridGM
can not solve these instances faster than gNovelty+. The reason for this has not
yet been discovered. Actually, hybridGM and gNovelty+ also perform similar on
5- and 7-SAT instances apart from the little overhead produced my March ks.
The unsuccessful runs of hybridGM were only due to the little memory leak
of March ks, that unfortunately still exists. That is why we sometimes received
signal 11.
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Concerning the crafted and industrial instances, both gNovelty+ and hy-
bridGM perform quite bad, as expected. gNovelty+ and hybridGM are simply
not designed to solve industrial and crafted formulae. One might think, that
hybridGM should have an advantage over gNovelty+ because it uses March ks.
March ks is a DPLL solver and DPLL solvers usually perform well on crafted
and industrial instances compared to SLS algorithms. However, March ks is a
DPLL solver designed to solve random formulae. Therefore, March ks is not a
big help when trying to solve industrial/crafted instances.

8 Conclusions and Future Work

We have presented a novel and simple approach to create an incomplete hybrid
SAT solver. This approach became manifested in the term of a Search Space
Partition (SSP). We defined this new term, explained how such SSPs are con-
structed and how they are used. We implemented our novel approach in the
hybrid SAT solver hybridGM, utilizing gNovelty+ as the SLS component and
March ks as the DPLL component.

We performed an empirical study to test our new solver against gNovelty+
(and adaptg2wsat0 as a reference solver). This study revealed, that hybridGM
outperforms gNovelty+ on 2+p and large size uniform random 3-SAT formulae,
without experiencing serious losses in other formula categories. We also showed,
that the DPLL component March ks of hybridGM means no further advantage
on (the tested) crafted and industrial instances.

However, several findings of this study raise questions that remain unan-
swered. For example, on uniform random 5- and 7-SAT instances, March ks
almost never finds a solution. Even though we provided an intuitive explana-
tion for this in the previous section, further research is needed to explain this
behavior of hybridGM.

Furthermore, we believe that it would be beneficial to dynamically adapt
the barrier (i.e. the required number of unsatisfied clauses of local minima we
consider for the creation of SSPs) while hybridGM performs a search. This could
be used to control the number of used minima for the construction of SSPs, and
thereby the number of times March ks is called in order to optimize its workload.
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Abstract. The paper develops a new hybrid SAT solver, called MoRsat.
The framework of the solver is based on a look-ahead technique, and its
core is a conflict-driven search. A look-ahead technique is used to split the
original problem to sub-problems, each of them is either solved or aborted
by a conflict-driven DPLL. Aborted sub-problems are solved recursively.
We present new properties of XOR clauses, which are used to incorporate
XOR reasoning into our conflict-driven DPLL. Compared with the latest
versions of Rsat and March, the Gold Medal winners in the industrial and
handmade SAT category of the SAT 2007 competition, MoRsat achieves
remarkable improvements. Moreover, MoRsat can solve some industrial
instances that were not solved in the SAT 2007 competition.

Keywords: Boolean satisfiability (SAT), Conflict-driven, Look-ahead,
XOR reasoning, Hybrid solving technique, search pruning technique.

1 Introduction

A Boolean satisfiability (SAT) problem deals with the following question: For
a given propositional formula, does there exist an assignment of truth values
(1 or 0) to its variables for which each clause in that formula evaluates to be
true. The problem is represented in Conjunctive Normal Form (CNF), in which
a formula is a conjunction of clauses, each clause being a disjunction of Boolean
literals, where each literal is either a variable or the negation of a variable. Many
problems in the application domain such as computer aided design, artificial
intelligence, cryptanalysis, planning, equivalence checking, model checking, test
pattern generation etc., can be formulated as SAT problems. SAT is the first
problem showed to be NP-complete [3]. Since this problem was posed, many
researchers have been involved in studying it. So far, numerous SAT solvers
have been developed. However, many SAT instances still remain unsolvable.

Modern SAT solvers can be divided into three categories: Conflict-driven
(Rsat [1], Minisat [13], vallst, zChaff [5], eSAT), look-ahead (kcnfs, March, OK-
solver) and local search (adaptnovelty, WalkSat, unitwalk, SAPS, PAWS, DLM).
Each has its own strong points. Conflict-driven solvers are superior on industrial
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instances, look-ahead solvers are strong on unsatisfiable random and crafted in-
stances, while local search solvers are very strong on large satisfiable random
instances. We study the challenging subject how to integrate various advantages
of these solvers to build a more efficient SAT solver.

Although both the conflict-driven and look-ahead type of solvers are based
on a DPLL (Davis-Putnam-Logemann-Loveland) procedure, which is a com-
plete, systematic depth-first search process, the features and data structure of
the two categories are very different. The techniques included in conflict-driven
solvers have watched literals scheme [5,6], learning mechanisms, restart strate-
gies, constraint database management (clause deletion mechanisms) and branch-
ing heuristic (variable selection heuristic), while the techniques included in look-
ahead solvers have adaptive double-look [16], pre-selection heuristics for partial
look-ahead, dynamic addition of binary resolvents and time stamp scheme [2,15].
Notice, learning mechanisms in conflict-driven solvers are not compatible with
addition of binary resolvents in look-ahead solvers. Therefore, up to now, no
solver combines the conflict-driven and look-ahead techniques.

The goal of the paper is to provide a framework to boost the performance
of the SAT solver via a combination of the conflict-driven and look-ahead tech-
nique. The basic idea is to use a look-ahead technique to decompose the orig-
inal problem into sub-problems, each of them is either solved or aborted by
a conflict-driven DPLL. Aborted sub-problems are solved in a recursive way.
The look-ahead technique used in this paper is similar to March [2], but simpli-
fied. We removed the double-look and simplified the branch decision heuristic
in March. The conflict-driven technique used in this paper is similar to Rsat
[1], but improved. We improved the restart strategies and constraint database
management. Due to the problem with data structure, existing conflict-driven
solvers are difficult to perform XOR reasoning so that they cannot solve some
well-structured instances. In order to tackle this problem, we present new prop-
erties of XOR clauses, by which we incorporate XOR reasoning and extend the
existing watched literals scheme so that the conflict-driven DPLL can also ana-
lyze efficiently XOR clauses. The resulting hybrid solver is called MoRsat. The
performance of MoRsat is significantly better than Rsat and March, which won
Gold Medals in the industrial and handmade SAT category at the SAT 2007
competition [17], respectively. On the handmade category, MoRsat can outper-
form March. On the industrial category, MoRsat is faster than Rsat in many
instances, and can solve some industrial instances that were not solved in the
SAT 2007 competition. On the random category, MoRsat is slower than March.
However, the number of random instances solved by MoRsat is almost the same
as that solved by March within 5000 seconds.

2 Embedding XOR Reasoning into Conflict-Driven DPLL

In general, conflict-driven solvers, e.g. Rsat [1], MiniSat [13], have difficulties
to solve structured instances such as the 32-bit parity problem. However, look-
ahead solvers such as March [2] can solve them easily. The reason is that the
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parity problem contains many so called XOR (exclusive-or, which is called equiv-
alence in [9,15]) clauses, and the March solver does a considerable amount of
reasoning during the pre-processing phase, and a minimal amount of XOR rea-
soning during the solving phase. To enhance the performance, we decided to
modify the conflict-driven solver and its data structure in such a way that it can
apply also XOR reasoning. During the pre-processing phase, without any modi-
fication, the conflict-driven solver can perform XOR reasoning. However, during
the solving phase, because of the watched-literals scheme and conflict resolv-
ing (clause learning), we need overcome some obstacles, which will be discussed
below.

For the sake of the discussion, we formalize some concepts by notations. A
CNF formula F can be formulated as

F =
m∧

i=1
Ci

where Ci is a clause, which can be denoted by the following notations:

Ci =
k∨

j=1
xj

where xj is a literal, which is either a variable or the negation of a variable. Let
⊕ stand for a XOR operation, i.e. equivalently modulo 2 arithmetic. A XOR
clause is defined as

x1 ⊕ x2 ⊕ · · · ⊕ xn = 1
where xi(i = 1, 2, . . . n) is a literal. This is equivalent to that the sum of
x1, x2, . . . , xn is odd. For any literal x, we have

¬x = x⊕ 1
Hereafter, we will use this formula to denote ¬ (negation) operation. Similarly,
we will use x = x⊕ 0 to denote x itself. By observing the relation between XOR
clauses and CNF clauses, we obtain the following lemma.

Lemma 1. x1⊕x2⊕· · ·⊕xn = 1 iff the CNF formula
∧

y1⊕y2⊕···⊕yn=0

n∨
i=1

(xi⊕yi)

is true, where xi is a literal, and yi is a Boolean constant in {0, 1}.
Proof. It is straightforward. The XOR formula x1 ⊕ x2 ⊕ · · · ⊕ xn = 1 means
that the sum of x1, x2, . . . , xn is odd. In each clause C: (x1 ⊕ y1) ∨ (x2 ⊕ y2) ∨
· · · ∨ (xn⊕ yn), the number of ¬xi = xi⊕ yi is even, since y1⊕ y2⊕ · · · ⊕ yn = 0.
In other words, when the XOR formula holds, for each clause C, there exists
at least one xj such that (xj = 1 ∧ yj = 0) or (xj = 0 ∧ yj = 1). Conversely,
the CNF formula holds, the number of xj = 1 must be odd. Otherwise, setting
yj = 1 when xj = 1 yields that a clause is false, which is contradiction. ��
Clearly, the following lemma holds.

Lemma 2. Suppose y1, y2, . . . , yn are Boolean constants in {0, 1}. If y1 ⊕ y2 ⊕
· · · ⊕ yn = 0, then x1 ⊕ x2 ⊕ · · · ⊕ xn = 1 is equivalent to (x1 ⊕ y1) ⊕ (x2 ⊕
y2)⊕ · · · ⊕ (xn ⊕ yn) = 1, where xi ⊕ yi corresponds to ¬xi when yi = 1, and xi

otherwise.

Unlike the March solver [2], which uses a multiplicative representation to de-
rive an XOR constraint, our solver uses an additive representation to derive an



Building a Hybrid SAT Solver via Conflict-Driven 301

XOR constraint. Based on Lemma 1, the XOR constraints can be recognized
syntactically from the given CNF formula F . This extracting process is very
simple. It can be done by identifying whether for all y1 ⊕ y2 ⊕ · · · ⊕ yn = 0,
(x1 ⊕ y1) ∨ (x2 ⊕ y2) ∨ · · · ∨ (xn ⊕ yn) is in F , where xi ⊕ yi(i = 1, . . . , n) corre-
sponds to ¬xi when yi = 1, and xi otherwise. If it is true, F contains the XOR
constraint x1 ⊕ x2 ⊕ · · · ⊕ xn = 1. Consider the example formula F :

(x1 ∨ x2 ∨ x3) ∧ (¬x1 ∨ ¬x2 ∨ x3) ∧ (¬x1 ∨ x2 ∨ ¬x3) ∧ (x1 ∨ ¬x2 ∨ ¬x3).
We can derive XOR constraint x1 ⊕ x2 ⊕ x3 = 1, since y1 ⊕ y2 ⊕ y3 = 0 implies
in total four cases 〈y1, y2, y3〉 = 〈0, 0, 0〉, 〈1, 1, 0〉, 〈1, 0, 1〉, or 〈0, 1, 1〉, and in each
case, (x1 ⊕ y1) ∨ (x2 ⊕ y2) ∨ (x3 ⊕ y3) ∈ F . In the final implementation, XOR
constraints are extracted by sorting CNF clauses, and counting the number of
negated literals in each clause.

Some instances such as the parity problem contain a large amount of XOR
constraints. Only the extraction operation of XOR constraints is not sufficient
to solve them. Like the March solver [2], we perform additional optimization
operations on detected XOR constraints. These optimization operations include
the separation of independent and dependent variables, XOR constraint substi-
tution, the elimination of tautological XOR constraints, and the shortening of
XOR constraints. For the implementation details of the optimizations, we refer
the reader to [18].

We can store XOR clauses in the same way as CNF clauses. However, this
makes an impact on conflict-driven solvers. The main impact is the watched-
literals scheme and keeping track of implication reasons. In contrast to CNF
clauses, XOR constraints requires more than two watch pointers. In order to
ensure that any truth value change in the watched literals is propagated in XOR
clauses, in addition to two watched literals l1 and l2, we maintain their negations
¬l1 and ¬l2 for each XOR clause. So we use 2× 2 watched literals l1, l2,¬l1 and
¬l2 to watch each XOR cluase, instead of 2 literals.

Conflict-driven solvers use clause learning, which plays a critical role in im-
proving the efficiency of modern SAT solvers. Its goal is to cache “causes of
conflict”, which are derived by resolving the current conflict. To do this, we
need maintain the implication reasons, which are described by the implied lit-
eral and the clause associated with an implication. To record an implication
reason, when a CNF clause becomes implied, that clause will be updated into
the following form: the implied literal followed by the assigned literals with value
0. This technique cannot directly be applied to XOR clauses, since when an XOR
clause becomes implied, the assigned literals in that clause are not necessarily of
value 0. However, we can also maintain the implication reasons of XOR clauses
by making a slight modification: negating the implied literal with value 0 and the
assigned literals with value 1. In detail, first, we swap the implied literal to the
first position and place the other literals after it. Second, change into its negation
when it is either the implied literal with value 0 or an assigned literal with value
1, and do absolutely nothing otherwise. From Lemma2, it is easy to verify that
the original XOR clause and the XOR clause newly created by negation opera-
tions are equivalent. Given an XOR clause C1 : x1⊕ x2⊕ · · · ⊕xn = 1, where x1
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is an implied literal, while the others are assigned. We set y1 to 1 when the value
of x1 is 0, and 0 otherwise, set yi(i = 2, 3, . . . , n) to 1 when the value of xi is 1,
and 0 otherwise. Clearly, y1 ⊕ y2 ⊕ · · · ⊕ yn = 0. The XOR clause newly created
by negation operations is viewed as C2 : (x1⊕y1)⊕(x2⊕y2)⊕· · ·⊕(xn⊕yn) = 1.
From Lemma 2, the clauses C1 and C2 are equivalent. Furthermore, it can be
guaranteed that the implied literal x1 ⊕ y1 (which corresponds to ¬x1 when
y1 = 1, and x1 otherwise) is forced to 1, and all the other literals (xi ⊕ yi) are
assigned to value 0. Therefore, conflict-driven SAT solvers can also use the data
structure of CNF clauses to perform clause learning on XOR clauses.

3 A Variant of Conflict-Driven DPLL

Our SAT solver MoRsat is built on the top of Rsat [14]. We will solve each sub-
problem by an improved Rsat. The core of Rsat is a conflict-driven DPLL solver.
To avoid spending too much time in branches in which finding an answer is very
uncertain, we escape from the morass before the search procedure terminates by
setting a parameter cutoff, which is similar to a timeout parameter. The variant
of conflict-driven DPLL used in our solver may be described in the following
pseudo-code:

Algorithm 1. ConflictDrivenDPLL(F , cutoff)
#conflicts := 0
while true do

if no unassigned vars then return satisfiable
lit := GetBranchLiteral()
F := BCP(F ∪ {lit})
while F contain empty clause do

blevel := AnalyzeConflict()
if blevel = 0 then return unsatisfiable
#conflicts := #conflicts+1
if #conflicts > cutoff then return unknown
F := Backtrack(blevel )
F := BCP(F)

end while
end while

Except that parameter cutoff is used to control the search space, Algorithm
1 is the same as the usual conflict-driven DPLL. Procedure GetBranchLiteral()
is to select a variable unassigned so far, and assign it a value as a return. Here,
various variable selection strategies can be applied. One used in MoRsat is VSIDS
(Variable State Independent Decaying Sum) [5].

Procedure BCP(F) performs Boolean Constraint Propagation on formula F .
In detail, if a clause consists only of literals assigned to value 0 (false) and
one unassigned literal, this procedure fixes that unassigned literal to the value
1 (true) to satisfy that clause. This variable assignment is referred to as an
implication. The clause associated with an implication is said to be a unit clause.
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Procedure BCP carries out repeatedly the identification of unit clauses and the
creation of the associated implications until either no more implications are
found or a conflict (empty clause) is produced.

Procedure AnalyzeConflict() is to determine the depth of the search tree to
which the algorithm should backtrack. This is not a chronological backtrack-
ing. The concrete backtracking depth depends on conflict resolving algorithms
[1,5,13]. When the backtracking level goes beyond the root of the tree, i.e.
blevel = 0, the procedure terminates and indicates that the problem is unsatis-
fiable. The operation of Backtrack(blevel) is to invalidate any implications with
decision levels ≥ blevel to which we backtracked, and flip simply the value of
the decision assignment at that backtracking level. Then, we continue to carry
out BCP with the F in the new state. Another role of AnalyzeConflict() is to
add one or more conflict clauses describing the resolved conflict to the clause
learning database. This is to avoid the repeated search.

The BCP operation is time-consuming. It is reported that about 90% of the
solver’s run time is spent in the BCP process [5]. Therefore, Moskewicz et al. [5]
proposed a BCP optimizing strategy, called the watched-literals scheme, which
has been used by most SAT solvers. This can be traced back to earlier lazy data
structures introduced by Zhang [6] in the solver SATO. This scheme is based on
the fact that any active (i.e., not yet satisfied) clause has at least two unassigned
literals. The basic idea of this scheme is to maintain two special literals to watch
for each active clause. Without the watch scheme, for a clause with n literals, we
need to visit it n−1 times in order to set one of its literals to true. With the watch
scheme, we need to visit it only when one of its two watched litreals is assigned
to false. To achieve this goal, when a clause is visited, we need to perform the
following operation: if a clause is not unit, we choose one non-watched literal to
replace the one just assigned to 0 (false). This is guaranteed that each clause has
still two watched literals. If a clause is unit, we set the other watched literal to
true. The main benefit of the watch scheme is to save the costs of visiting long
clauses and reassigning a variable.

4 A Hybrid SAT Solver

Look-ahead solvers, such as March [2], can easily solve some crafted CNF in-
stances, while conflict-driven solvers cannot. In order to enable our solver to solve
them like look-ahead style solvers, we decided to use a look-ahead technique as
a basic framework to decompose the original problem into sub-problems, each of
them corresponds to a branch of the search space tree. Before entering a branch,
we try to solve it by a conflict-driven DPLL. This search space is limited by the
number of conflicts collected so far. In general, the value of cutoff is restricted to
be very small, but becomes sharply large at some search-tree depth. If the try
fails, we continue to search each branch along the look-ahead framework. Com-
pared with the usual look-ahead framework, our search framework adds only a
call to the conflict-driven DPLL given above. Algorithm 2 shows the pseudo-code
of our SAT solver.
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When calling ConflictDrivenDPLL, we use function cutoff(level) to compute
the value of cutoff, which depends on the current level and the nature of SAT
problems. In our implementation, in most cases, cutoff(level) is set to

cutoff(level ) =

⎧⎨⎩
300000 level = 0

5000 level < 8
130000 level ≥ 8

Up to now, we have no the theoretical evidence that what the optimal value of
cutoff(level) is. Actually, the value of cutoff is adjustable. Based on our observa-
tion and intuition, if the number of assigned variables is less than the number
of variables/4, even if level ≥ 8, it is better to set cutoff to 5000. For large SAT
instances, if the maximal H(xi) value (which is defined in Algorithm 3) is very
small, we tend to set the initial cutoff (i.e. the case of level = 0) to a larger
value, say 500000.

Algorithm 2. SATsolver(F , level)
if F = ∅ then return satisfiable
if empty clause ∈ F then return unsatisfiable
〈lbranch, Ret〉 := LookAhead(F)
if Ret = unsatisfiable then return unsatisfiable
Ret := ConflictDrivenDPLL(F ,cutoff(level))
if Ret 	= unknown then return Ret //either SAT or UNSAT
if SATsolver(F(lbranch=1), level + 1) = satisfiable then return satisfiable
return SATsolver(F(lbranch = 0), level + 1)

Algorithm 3. LookAhead(F)
for each variable xi in P do

F ′ := F(xi = 0)
F ′′ := F(xi = 1)
if empty clause ∈ F ′ and empty clause ∈ F ′′ then return

unsatisfiable
if empty clause ∈ F ′ then F := F ′′

else if empty clause ∈ F ′′ then F := F ′

else H(xi) := ACE(xi,F ,F ′)×ACE(¬xi,F ,F ′′)
end for
vbranch := xi with greatest H(xi)
return GetDirection(vbranch)

In the procedure shown in Algorithm 3, P denotes the pre-selected set, on
which a look-ahead procedure is performed. For small SAT instances, say #var <
10000, P is actually the set of all the unassigned variables. However, for large
SAT instances, performing a look-ahead procedure on all unassigned variables is
very costly. Therefore, in this case, we restrict P to a subset of the unassigned
variables. The selection criterion of the subset depends on the variable ranking.
Variables with the highest ranking are usually selected. The ranking of a variable
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is determined by the number of its occurrences in CNF and XOR clauses. The
higher the number of the occurrences, the higher the ranking.

The notation F(xi=0) denotes the resulting formula after assigning xi to false
and performing iterative unit propagation. F(xi=1) is similar. When the two
look-ahead procedures both result in a conflict (the empty clause is generated),
Algorithm 3 will terminate and indicate that F is unsatisfiable.

We rank variables by a simple heuristics function H(xi), which is defined as
the product of two ACE (Approximation of the Combined lookahead Evaluation)
functions. Our ACE is simpler than that used in March [2,18]. It is defined as

ACE(x,F ,F ′) =
∑

Ci∈CNF(x,F)
CW (size(Ci,F ′)) +

∑
Ci∈XOR(x,F)

XW (size(Ci,F ′))

where CNF(x,F) and XOR(x,F) refer to the set of CNF clauses and the set of
XOR clauses in formula F in which variable x occurs, respectively, size(Ci,F ′)
denotes the length of the clause to which Ci is reduced after an iterative unit
propagation F ′, and weight functions CW (n) and XW (n) are defined as

CW (n) = 52−n

XW (n) = 5.5× 0.85n

where n is the length of the reduced clause. The computational overhead for the
heuristics function H(xi) is very cheap.

The use of watch pointers makes it difficult to compute the length of reduced
clauses. For this reason, we maintain two kinds of data structures: full pointers
and watch pointers. In the full-pointers data structure, each literal is placed in
the watch list. This data structure is used to compute the length of reduced
clauses in the look-ahead procedure. The watch-pointers data structure is used
in the conflict-driven solving procedure. In our implementation, we do not add
any learned clauses to the full-pointers data structure to reduce the maintenance
cost, since maintaining it dynamically is expensive. While computing the length
of reduced clauses, we propagate failed literals, but we do not learn any local
resolvents.

Function GetDirection is used to calculate the branch direction. Its value
is determined by ACE. When ACE(¬v,F ,F(v=1)) ≤ ACE(v,F ,F(v=0)), we
enter first the latter branch F(v=0), otherwise the former. Note that the branch
direction obtained here is opposite to the one used in March [2].

5 Various Optimizations

When solving sub-problems, we use the conflict-driven solver shown above. In
many places, our conflict-driven solver is the same as Rsat. For example, the
conflict resolution scheme (clause learning scheme) and decision heuristic used in
our solver are firstUIP (unique implication points) + conflict clause minimization
and VSIDS (Variable State Independent Decaying Sum), which are the same as
those used in Rsat 2.01 [14]. However, in some places, our solver is different from
Rsat. We made a slight modification and optimization on some strategies such
as restart strategies, clause learning database maintenance etc.
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5.1 Restart Strategies

Like other conflict-driven SAT solvers, our solver has also a “restart” policy.
Many restart policies have been proposed [7]. The restart policy employed in
our solver is a combination of two restart techniques: Geometric series and Luby
et al. series. The first restart policy restarts after every x conflicts. The value
of x is multiplied by y after each restart. Like Minisat [13], we initialize the
parameters of this policy to x = 100 and y = 1.5. The second restart policy
performs restarts according to the Luby series: 1, 1, 2, 1, 1, 2, 3,. . . , multiplied
by a unit-run constant x. In Rsat, x = 512, which is the same as one used in our
solver. Depending on the nature of the instance to be solved, our solver adopts
different restart policies. If the instance to be solved contains XOR clauses, our
solver will adopt Minisat (Geometric) restart policy. Otherwise, it will adopt
the Luby restart policy. This choice is based on the fact that for instances with
XOR clauses, Minisat is faster than Rsat. For example, Minisat can solve two
out of five ezfact64 instaces used in SAT 2007 competition, while Rsat cannot
solve any of them.

5.2 Clause Learning Database Maintenance

Like the restart policy, our clause learning database management is also a com-
bination of two strategies: Minisat [13] strategy and Rsat [1] strategy. When a
problem to be solved contains XOR clauses, we use Minisat strategy to compute
the upper bound of constraint database. In other cases, we use Rsat management
strategy. For instances with XOR clauses, the maximal number of learned clauses
is increased by a factor of 1.04 (which is 1.05 in Minisat) after each restart, while
for instances without XOR clauses, it is increased by a factor of 1.38 (which is 1.5
in Rsat) after each restart. At any time, the maximal number of learned clauses
is limited to 300000. This limitation improves the search efficiency, and reduces
the memory usage. When solving a new sub-problem, we do not clear some
still-relevant clauses added previously to the database to avoid simply repeating
previous analysis. This is similar to a restart process. Like other conflict-driven
solvers, our solver supports also the deletion of added conflict (learned) clauses
to avoid a memory explosion. Furthermore, our deletion strategy is completely
the same as Rsat 2.01 [14].

6 Empirical Evaluation

To measure the efficiency of our solver MoRsat [19], as comparison objects, we
selected two of the most representative solvers. One is the conflict-driven solver
Rsat, which won a Gold Medal for the industrial category at SAT 2007. The
other is the look-ahead solver March, which won a Gold Medal for handmade
SAT category at SAT 2007. We selected the most recent versions, Rsat 3.01
[14] and March ks [2]. All our experiments were done under such a platform:
Intel Core 2 Quad Q6600 CPU with speed of 2.40GHz and 2GB memory. The
instances used in our experiments cover three categories: random, crafted and



Building a Hybrid SAT Solver via Conflict-Driven 307

Table 1. Runtime comparison (in seconds). (The crafted, industrial and random bench-
marks are placed in up, middle, down sub-table. “>5000” shows that the instance
cannot be solved in 5000 seconds.)

Instance Answer MoRsat Rsat 3.01 March ks
cnf-r4-b1-k1.1 SAT 484.45 431.02 >5000
cnf-r4-b1-k1.2 SAT 69.97 213.68 >5000
philips UNSAT 417.47 >5000 177.76
hwb-n26-01 UNSAT 719.33 >5000 761.16
ezfact64-1 SAT02 SAT 89.69 >5000 1002.81
ezfact64-2 SAT02 SAT 98.66 >5000 1667.55
ezfact64-3 SAT07 SAT 194.84 >5000 1862.14
ezfact64-4 SAT07 SAT 136.41 >5000 3069.36
ezfact64-5 SAT07 SAT 76.72 >5000 4625.41
ezfact64-6 SAT07 SAT 342.05 >5000 1609.57
ezfact64-7 SAT02 SAT 1229.06 >5000 >5000
ezfact64-8 SAT02 SAT 528.78 >5000 >5000
ezfact64-9 SAT02 SAT 1268.09 >5000 1846.32
ezfact64-10 SAT07 SAT 869.86 >5000 >5000
par32-1 SAT 1.86 >5000 1.38
par32-2 SAT 0.97 2640.40 1.58
par32-3 SAT 0.38 >5000 0.50
par32-4 SAT 4.16 >5000 0.22
par32-5 SAT 3.95 >5000 0.77
par32-1-c SAT 5.98 >5000 1.34
par32-2-c SAT 2.55 >5000 2.33
par32-3-c SAT 1.06 >5000 2.38
par32-4-c SAT 2.19 >5000 2.21
par32-5-c SAT 9.14 >5000 1.34
lisa21-99-a SAT 4.66 11.83 41.87
pb-s-40-4 SAT 195.22 305.8 402.83
dated-5-15-u UNSAT 405.13 714.32 Out of Memory
dated-5-17-u UNSAT 571.80 762.66 Out of Memory
dated-10-11-u UNSAT 3600.34 3907.44 Out of Memory
dated-10-13-u UNSAT 1711.20 1968.46 >10000
mizh-md5-47-4 SAT 75.08 1975.33 >10000
mizh-md5-47-5 SAT 67.86 1238.24 >10000
AproVE07-01 UNSAT 7098.52 >10000 >10000
AproVE07-27 UNSAT 1881.64 4162.75 >10000
9vliw-m-9stages-iq3-C1-bug1 SAT 123.45 243.73 >10000
9dlx-vliw-at-iq2 UNSAT 1278.59 437.41 >10000
unif2p-p0.7-v3500-c9345
S1286605994 SAT 142.59 622.39 26.63

unif2p-p0.7-v3500-c9345
S1377128774-12 UNSAT 54.38 35.21 17.06

unif2p-p0.7-v4500-c12015
S1311582577-17 UNSAT 2737.67 >5000 580.42
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industrial, analogue to the SAT competition. Most of the instances are from
SAT 2007 competition. Table 1 shows the experimental results of the instances
we tested1. In our experiments, the timeout for each solver was 10000 seconds for
each industrial instance, and 5000 seconds for each crafted or random instance.
All the running times for MoRsat and March include various preprocessing times
such as XOR detection. In our test cases, the preprocessing time for each instance
was very short and never exceeded 10 seconds.

For the crafted category, we selected the following benchmarks:

• DES instances, cnf-r4-b1-k1.1 and cnf-r4-b1-k1.2, contributed by Massacci
(1999) [9]. These are encoding of cryptographic key search and contain XOR
clauses from 4 rounds;

• the philips family submitted by Heule to SAT 2004 [8], which arises from an
encoding of a multiplier circuit provided by Philips;

• the hwb family used in SAT 2007. It consists of equivalence checking problems
that arise in combining two circuits computed by the hidden weighted bit
function - provided by Stanion [10];

• the ezfact64 family used in SAT 2002 and SAT 2007. This family is encoding
of factorization problems contributed by Pehoushek [11].

• the parity32 family contributed by Crawford et al. which arises from the SAT-
encoding of minimal disagreement parity problems [4];

• the lisa21-99-a contributed by Aloul [11];
• the pb-s-40-4 contributed by Pyhala Braun to SAT 2002 [11]. This is another

encoding of factoring problems.

On this category, Rsat was not competitive at all. As a whole, March was also
significantly slower than MoRsat. As shown in Table 1, for ezfact64, MoRsat
solved easily all 10 of the benchmarks, while Rsat could not solve any instance,
and March aborted three. For par32, Rsat could complete only one out of 10
benchmarks. MoRsat again completed all 10 within 10 seconds, and achieved
almost the same performance as March. For most of the other crafted instances,
MoRsat was faster than both Rsat and March.

For the industrial category, all the benchmarks used in our experiments come
from SAT 2007 [17]. They consist of the following instances:

• the dated family contributed by anbulagan;
• the mizh-md5 family from MD5 cryptanalysis contributed by Mironov and

Zhang;
• the AproVE07 family;
• the vliw-sat.4.0 and vliw-unsat.2.0 family from pipelined machine

verification[12].

On this category, March was not competitive at all. It was either out of memory
or timed out on this set. Except for one (9dlx-vliw-at-iq2) of the benchmarks,
MoRsat was faster than Rsat. Particularly for mizh-md5, MoRsat obtained one
1 MoRsat has been submitted to SAT 2009 competition. Therefore, for additional

results we refer to the SAT 2009 competition results.
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to two orders of magnitude performance improvement in comparison with Rsat.
To our best knowledge, up to now, no solver can solve AProVE07-01 in a rea-
sonable time. However, MoRsat solved it in 7098 seconds.

Figure 1 presents a log-log scatter plot comparing the runtimes of MoRsat
and Rsat on some industrial instances, which are from SAT 2007, and cover all
sub-categories except for the IBM benchmark. Points lying above the diagonal
denote instances in which MoRsat outperforms Rsat. As can be seen, for more
than half of instances, MoRsat is faster than Rsat.

For the random category, only three instances were chosen from SAT 2007
[17], as shown in the last three rows of Table 1. Because the empirical results
on other random instances were similar, we omitted them. On this category,
MoRsat outperformed Rsat, but was slower than March. Even so, the number
of instances solved by MoRsat was almost the same as the number of instances
solved by March within 5000 seconds.

In the tested instances, the maximal number of levels required by MoRsat to
find a solution ranges from 0 to 25. On par32 and mizh-md5 benchmarks, the
maximal number of levels is 0. On the ezfact64 benchmark, it is 10. On some
DES instances, it is 25. On the random benchmark, it is about 16. If the maximal
number of levels is too large, say 50, it is difficult to find a solution.

For different instances, the reason why the performance is improved varies.
The improvement on some instances is only due to the XOR handling, e.g.
par32, mizh-md5 etc., while the improvement on other some instances is due to
the hybrid technique of look ahead and conflict driven, and the XOR handling,
e.g. ezfact64, hwb-n26 etc. The reason why we omit comparison with Minisat is
based on two points: 1) Except for instances with XOR constraints, in most cases,
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Fig. 1. Comparing the runtimes of MoRsat and Rsat on some industrial instances from
SAT 2007
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Minisat is not better than Rsat; 2) Our solver inherits many features from Rsat.
In many cases, the performance of our solver is consistent with that of Rsat.

7 Conclusions

The conflict-driven technique seems to pay attention to the local nature, while
the look-ahead technique seems to pay attention to the global nature. We com-
bined them to build a new SAT solver. The proposed solver has a significant
speed-up. The improvement is mainly obtained by the structure of the frame-
work or meta-heuristics. The search framework given in this paper is not only
applicable to the conflict-driven and look-ahead technique, but also to other
techniques. On the other hand, efficiency of solvers based on the framework re-
lies heavily on the state of the art of the basic solving technique. Using a more
efficient conflict-driven and look-ahead technique, without a doubt, a more effi-
cient solver will be obtained. However, it is possible that no matter how much
the existing techniques are improveed, some SAT problems remain still unsolv-
able. Therefore, developing a new search framework, reasoning mechanism and
analysis technique is necessary. This is our future research project.
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Abstract. Restart strategies are an important factor in the perfor-
mance of conflict-driven Davis Putnam style SAT solvers. Selecting a
good restart strategy for a problem instance can enhance the perfor-
mance of a solver. Inspired by recent success applying machine learning
techniques to predict the runtime of SAT solvers, we present a method
which uses machine learning to boost solver performance through a smart
selection of the restart strategy. Based on easy to compute features, we
train both a satisfiability classifier and runtime models. We use these
models to choose between restart strategies. We present experimental
results comparing this technique with the most commonly used restart
strategies. Our results demonstrate that machine learning is effective in
improving solver performance.

1 Introduction

Restarts have been shown to boost the performance of backtracking SAT solvers
(see for example [11],[24]). A restart strategy (t1,t2,t3,...) is a sequence of restart
lengths that the solver follows in the course of its execution. The solver first
performs t1 steps (in case of SAT solvers a step is usually a conflict). If a solution
is not found, the solver abandons its current partial assignment and starts over.
The second time it runs for t2 steps, and so on. Luby, Sinclair and Zuckerman
[16] show that for each instance there exists t∗, an optimal restart length that
leads to the optimal restart strategy (t∗,t∗,t∗,...). In order to calculate t∗, one
needs to have full knowledge of the runtime distribution (RTD) of the instance,
a condition which is rarely met in practical cases.

Since the RTD is not known, solvers commonly use “Universal Restart Strate-
gies”. These strategies do not assume prior knowledge of the RTD and they at-
tempt to perform well on any given instance. Huang [11] shows that when applied
with Conflict Driven Clause Learning solvers (CDCL), none of the commonly
used universal strategies dominates all others on all benchmark families. He also
demonstrates the great influence on the runtime of different restart strategies,
when all its other parameters are fixed.

In this paper we show that the recent success in applying machine learning
techniques to estimate solvers’ runtimes can be harnessed to improve solvers’

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 312–325, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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performance. We start by discussing the different universal strategies and recent
machine learning success in Sect. 2. In Sect. 3 we present LMPick, a restart
strategy portfolio based solver. Experimental results are presented and analyzed
in Sect. 4. We conclude and suggest optional future study in Sect. 5.

2 Background

Competitive DPLL solvers typically use restarts. Most use “universal” strategies,
while some use “dynamic” restart schemes, that induce or delay restarts (such
as the ones presented in [1] and [22]).

Currently, the most commonly used universal strategies fall into one of the
following categories:

– Fixed strategy - ([9]). In this strategy a restart takes place every constant
number of conflicts. While some solvers allow for a very short interval be-
tween restarts, others allow for longer periods, but generally fixed strategies
lead to a frequent restart pattern. Examples of its use can be found in Berk-
Min [8] (where the fixed restart size is 550 conflicts) and Seige [21] (fixed
size is 16000 conflicts).

– Geometric strategy - ([23]). In this strategy the size of restarts grows geomet-
rically. This strategy is defined using an initial restart size and a geometric
factor. Wu and van Beek [24] show that the expected runtime of this strat-
egy can be unbounded worse than the optimal fixed strategy in the worst
case. They also present several conditions which, if met, guarantee that the
geometric strategy would yield a performance improvement. This strategy
is used by MiniSat v1.14 [5] with initial restart size of 100 conflicts and a
geometric factor of 1.5.

– Luby Strategy - ([16]). In this strategy the length of restart i is u · ti when
u is a constant “unit size” and

ti =

{
2k−1, if i = 2k − 1
ti−2k−1+1, if 2k−1 ≤ i < 2k − 1

The first elements of this sequence are 1,1,2,1,1,2,4,1,1,2,1,1,2,4,8,1,1,... Luby,
Sinclair and Zuckerman [16] show that the performance of this strategy is
within a logarithmic factor of the true optimal strategy, and that any uni-
versal strategy that outperforms their strategy will not do it by more than
a constant factor. These results apply to pure Las Vegas algorithms, and
do not immediately apply to CDCL solvers in which learnt clauses are kept
across restarts. The effectiveness of the strategy in CDCL solvers appears
mixed ([11],[20]) and there is still no theoretical work that that analyzes
its effectiveness in such solvers. However, Luby’s restart strategy is used by
several competitive solvers including MiniSat2.1 and TiniSat.

– Nested Restart strategy - ([2]) This strategy and can be seen as a simplified
version of the Luby strategy. After every iteration the restart length grows
geometrically until it reaches a higher bound, at this point the restart size
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is reset to the initial value and the higher bound is increased geometrically.
This strategy is used by PicoSat [2] and Barcelogic1.

Previous work shows that restart strategies perform differently on different data
sets. Huang [11] compares the performance of different strategies both for bench-
mark families and different benchmarks. He shows that there is no one strategy
that outperformed all others across all benchmark families which suggests that
adapting a strategy to a benchmark family, or even a single benchmark, could
lead to performance gain. This suggests that choosing the best strategy from
a set of strategies could improve the overall runtime, and for some benchmark
families, improves it significantly.

Machine learning was previously shown to be an effective way to predict the
runtime of SAT solvers. SatZilla [25] is a portfolio based solver that uses machine
learning to predict which of the solvers it uses is optimal for a given instance.
SatZilla uses an hierarchical approach [26] and can use different evaluation crite-
ria for solver performance. SatZilla utilizes runtime estimations to pick the best
solver from a solver portfolio. The solvers are used as-is, and SatZilla does not
have any control over their execution. SatZilla was shown to be very effective in
the SAT competition of 2007. Two other Machine Learning based approaches
for local search and CDCL are presented in [13] and [3] respectively.

Ruan et al. [19] suggest a way to use dynamic programming to derive dynamic
restart strategies that are improved during search using data gathered in the
beginning of the search. This idea corresponds with the “Observation Window”
that we will discuss in the next section. There are several differences between
this work and ours. One important difference is that their technique chooses a
different instance from the ensemble at each restart. While our intention is to
solve each of the instances in the ensemble, it seems their technique is geared
towards a different goal, where the solver is given an ensemble of instances and
is required to solve as many of them as possible.

Another approach for runtime estimation was presented in our previous work
[10]. In that paper we introduce a Linear Model Predictor (LMP) which demon-
strates that runtime estimation can also be achieved using parameters that are
gathered in an online manner, while a search is taking place, as opposed to
the mostly static features gathered by SatZilla. Another difference between the
methods is the way training instances are used. While SatZilla uses a large num-
ber of instances that are not tightly related, LMP uses a much smaller set of
problems, but these should be more homogeneous.

3 LMPick : A Restart-Strategy Selector

Since restart strategies are an important factor in the performance of DPLL style
SAT solvers, a selection of a good restart strategy for a given instance should
improve the performance of the solver for that instance. We suggest that by
using supervised machine learning, it is possible to select a good restart strategy
1 http://www.barcelogic.org/
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for a given instance. We present LMPick, a machine learning based technique
which enhances CDCL solvers’ performance.

3.1 Restart Strategies Portfolio

LMPick uses a portfolio of restart strategies from which it chooses the best one
for a given instance. Following [11] we recognize several restart strategies that
have shown to be effective on one benchmark family or more. We chose 9 restart
strategies that represent, to our understanding, a good mapping of commonly
used restart strategies.

– luby-32 - A Luby restart strategy with a “unit run” of 32 conflicts. This
strategy represents a Luby restart strategy with a relatively small “unit run”.
This technique was shown to be effective by Huang [11].

– luby-512 - A Luby restart strategy with a “unit run” of 512 conflicts. This
strategy represents a Luby restart strategy with a larger “unit run”. This is
the original restart scheme used by TiniSat, the solver we used in this study.

– Fixed-512 - A fixed restart scheme with a restart size of 512 conflicts. Similar
restart schemes that are used by solvers are BerkMin’s Fixed-550 [8], and
the 2004 version of zChaff, Fixed-700 [17].

– Fixed-4096 - A fixed balance scheme with a restart size of 4096 conflicts.
We chose this restart scheme because it balances the short and long fixed
schemes, and because it performed very well in our preliminary tests.

– Fixed-16384 - A fixed balance scheme with a restart size of 16384 conflicts.
A longer fixed strategy, similar to the one used by Siege [21] (Fixed-16000 ).

– Geometric-1.1 - A geometric restart scheme with a first restart size of 32 con-
flicts and a geometric factor of 1.1. inspired by the one used by Hunag [11].

– Geometric-1.5 - A geometric restart scheme with a first restart size of 100
conflicts and a geometric factor of 1.5. This is the restart scheme used in
MiniSat v1.14 [5].

– Nested-1.1 - A nested restart strategy, with an inner value of 100 conflicts,
an outer value of 1000 values and a geometric factor of 1.1. This strategy is
parameterized as the one used by PicoSAT [2].

– Nested-1.5 - A nested restart strategy, with an inner value of 100 conflicts,
an outer value of 1000 values and a geometric factor of 1.5. Inspired by the
results presented in [22].

3.2 Supervised Machine Learning

Satsifiable and unsatisfiable instances from the same benchmark family tend
to have different runtime distributions [7]. A runtime prediction model that is
trained using both SAT and UNSAT instances performs worse than a homo-
geneous model. It is better to train a layer of two models, one trained with
satisfiable instances (Msat) and the other with unsatisfiable instances (Munsat).
Since in most cases we do not know whether a given instance is satisfiable or
not we need to determine which of the models is the correct one to query for
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Set I:
1. Number of variable
2. Number of clauses

Set II:
3. Number of variable
4. Number of clauses
5. Variable to clauses ratio
6. Number of binary clauses
7. Number of ternary clauses
8. Number of horn clauses
9-12. VCG - Variable nodes degree
statistics: mean, variation coefficient, min
and max
13-16. VCG - Clause nodes degree
statistics: mean, variation coefficient, min
and max
17-20. Number of occurrences in Horn
clauses: mean, variation coefficient, min and
max
21-24. Ratio of positive and negative oc-
currences of variables: mean, variation co-
efficient, min and max
25. Number of assigned variable

Set III:
26-29. Backjump Size: mean, variation coeffi-
cient, min and max
30-33. Search Depth: mean, variation coefficient,
min and max
34-37. log(WBE) value : mean, variation coeffi-
cient, min and max

Set IV:
38. Number of variable
39. Number of clauses
40. Variable to clauses ratio
41. Number of binary clauses
42. Number of ternary clauses
43. Number of horn clauses
44-47. VCG - Variable nodes degree statistics:
mean, variation coefficient, min and max
48-51. VCG - Clause nodes degree statistics:
mean, variation coefficient, min and max
52-55. Number of occurrences in Horn
clauses: mean, variation coefficient, min and max
56-59. Ratio of positive and negative occur-
rences of variables: mean, variation coefficient,
min and max
60. Number of assigned variable

Fig. 1. A list of features used to build models

a given instance according to its probability to be satisfiable. Previous work
([26],[4]) suggests that machine learning can be successfully used for this task
as well. A classifier can be trained to estimate the probability of an instance to
be satisfiable. Some classification techniques perform better than others, but it
seems that for most benchmark families, a classifier with 80% accuracy or more
is achievable.

Using supervised machine learning, we train models offline in order to use
them for predictions online. For every training example t ∈ T , where T is the
training set, we gather the feature vector x = {x1, x2, . . . , xn} using the features
presented in section 3.3. Once the raw data is gathered, we perform a feature
selection. We repeatedly remove the feature with the smallest standardised co-
efficient until no improvement is observed based on the standard AIC (Akaike
Information Criterion). We then searched and eliminate co-linear features in the
chosen set. The reduced feature vector x̂ is then used to train a classifier and
several runtime prediction models. The classifier predicts the probability of an
instance to be satisfiable and the runtime models predict cpu-runtime. LMPick
trains one classifier, but two runtime models for each restart strategy s ∈ S
(where S is the set of all participating strategies) to the total of 2|S| models.
Each training instance is used to train the satisfiability classifier, labeled with
its satisfiability class, and |S| runtime models, for each model it is labeled with
the appropriate runtime.

As the classifier, we used a Logistic Regression technique. Any classifier that
returns probabilities would be suitable. We found Logistic Regression to be a
simple yet effective classifier which was also robust enough to deal with different
data sets. We have considered both Sparse Multinomial Linear Regression [15]
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(suggested to be effective for this task in [25]), and the classifiers suggested by
Devlin and O’Sullivan in [4], but the result of all classifiers were on par when
using the presented feature vector on our datasets.

For the runtime prediction models we used Ridge Linear Regression. Using
ridge linear regression, we fit our coefficient vector w to create a linear predictor
fw (x̂) = wT x̂i. We chose ridge regression, since it is a quick and simple technique
for numerical prediction, and it was shown to be effective in the Linear Model
Predictor (LMP) [10]. While LMP predicts the log of number of conflicts, in this
work we found that predicting cpu-runtime is more effective as a selection crite-
rion for restart strategies. Using the number of conflicts as a selection criterion
tends to bias the selection towards frequent restart strategies for large instances.
This is because an instance with many variables spends more time going down
the first branch to a conflict after a restart. This work is unaccounted for when
conflicts are used as the cost criterion. Hence a very frequent restart strategy
might be very effective in the number of conflict while much less effective in
cpu-time.

3.3 Feature Vector

There are 4 different sets of features that we used in this study, all are inspired
by the two previously discussed techniques - SatZilla [25] and LMP [10]. The first
set include only the number of variables and the number of clauses in the original
clause database. These values are the only ones that are not normalized. The
second set includes variables that are gathered before the solver starts but after
removing clauses that are already satisfiable, shrinking clauses with multiple
appearances and propagating unit clauses in the original formula. These features
are all normalized appropriately. They are inspired by SatZilla and were first
suggested in [18]. The third set include statistics that are gathered during the
“Observation Window”, this is a period where we analyze the behavior of the
solver while solving the instance. The “Observation Window” was first used in
[10]. The way the observation window is used in this study will be discussed
shortly. The variables in this set are the only ones which are DPLL dependent.
The last set includes the same features as the second, but they are calculated
at the end of the observation window. A full list of the features is presented in
Fig. 1. For further explanation about these features see [18] and [10].

1. Gather information for features sets I and II.
2. Run a first restart for 100 conflicts.
3. Run a second restart for 2000 conflicts, this restart hosts the observation

window, during which feature set III is gathered. At the end of the observa-
tion window, feature set IV is gathered.

4. Predict instance’s probability of satisfiability using satisfiability classifier.
5. Predict runtime with each of the Models, weighing according to the proba-

bility of satisfiability.
6. Choose the strategy with the minimal weighted runtime.

Fig. 2. Steps in the operation of a restart strategy portfolio based solver. Features sets
I through IV are presented in Fig. 1.
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3.4 Operation of the Solver

Once all runtime models are fitted and the satisfiability classifier is trained, we
can use them to improve performance for future instances. The steps that are
taken by LMPick are presented in Fig. 2.

Since no prediction can be made before the observation window is terminated,
and since we favor an early estimation, it is important that the observation
window should terminate early in the search. In our preliminary testings we
have noticed that the first restart tends to be very noisy, and that results are
better if data is collected in the second restart onwards. We have tried several
options for the observation window location and size, eventually we opted for a
first restart which is very short (100 conflicts), followed by a second restart (of
size 2000) which hosts the observation window. Hence the observation window
is closed and all data is gathered after 2100 conflicts.

Once the feature vector x is gathered it is used with the classifier to de-
termine the probability of the instance to be satisfiable, P (sat|x). For each
of the strategies, both models are queried and a best strategy sb(x) is picked
using

sb(x) = argmin
s∈S

[P (sat|x) ·Msat,s(x) + P (unsat|x) ·Munsat,s(x)].

The restart strategy which is predicted to be the first to terminate is picked,
and the solver starts following this strategy from the next restart onwards. Al-
though restart strategies are usually followed from the beginning of the search,
we do not want to lose the learned clauses from the first 2100 conflicts. Therefore,
we continue the current solving process and keep the already learnt clauses. We
denote the restart sequence that takes place from the first restart to termination
as LMPicksb

. It is important to note that sb 	= LMPicksb
.

4 Results

4.1 Experiment Settings

In this study we used TiniSat (version 0.22) [12] as the basic solver. TiniSat
is a lightweight DPLL style solver that was first presented in the SAT Race of
2006. TiniSat is a modern solver that uses clause learning and a unique decision
heuristic that generally favours variables from recent assignments (as in BerkMin
[8]) and uses VSIDS [17] over the literals as a backup. We chose to use TiniSat
since (i) it is tuned in a way that would make comparison of restart strategies
more meaningful [11] and (ii) it is a compact and straightforward implementation
which allows for greater ease of use. TiniSat is not equipped with a pre-processor,
and we have not used any in our study. By default, TiniSat uses a Luby restart
strategy with a run unit of 512 conflicts.

All our experiments were conducted on a cluster of 14 Dual Intel Xeon CPUs
with EM64T (64-bit) extensions, running at 3.2GHz with 4GB of RAM under
Debian GNU/Linux 4.0. By implementing a runtime cutoff of 90 minutes per in-
stance, we managed to complete all experiments in approximately 290 CPU days.
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1 int cbmc_function_sat(int x) {
2 int a[ARRAY_SIZE];
3 signed low=0, high=ARRAY_SIZE;
4 while(low<high) {
5 signed middle=low+((high-low)>>1);
6 if(a[middle]<x)
7 high=middle;
8 else if(a[middle+1]>x)
9 low=middle+1;
10 else
11 return middle;
12 }
13 return -1;
14 }

(a) sat

1 int cbmc_function_unsat(int x) {
2 int a[ARRAY_SIZE];
3 signed low=0, high=ARRAY_SIZE;
4 while(low<high) {
5 signed middle=low+((high-low)>>1);
6 if(a[middle]<x)
7 high=middle;
8 else if(a[middle]>x)
9 low=middle+1;
10 else
11 return middle;
12 }
13 return -1;
14 }

(b) unsat

Fig. 3. Code verified byCBMC to generate the bmc dataset. Different instances are made
using different ARRAY SIZE values and a different number of unwinding iterations.

Table 1. Summary of features of datasets. For each dataset the following details are
presented: The dataset’s classification (Class), the number of instances (Ins.) and its
size in MB (all file are zipped). Also, we present the time (in hours) it took for all
9 restart strategies to solve these datasets. We present the mean time (Mean), the
standard deviation (SD) and the minimal and maximal time. Runtime cutoff is 5400
seconds and it is the maximal runtime per instance.

Name Class Ins.
Size Runtime
(MB) Mean SD Min Max

bmc
sat 234 4,420.0 154.42 26.41 127.93 213.27
unsat 237 1,951.7 113.82 18.59 93.48 155.04

velev
sat 72 1,866.2 32.68 3.74 24.77 37.87
unsat 105 953.4 70.74 1.64 68.16 73.29

crypto
sat 139 2.7 140.71 11.54 122.52 164.78
unsat 300 5.5 14.19 1.53 11.61 16.65

rand
sat 457 1.90 76.93 14.98 54.00 105.10
unsat 601 2.3 84.82 10.82 70.87 103.56

4.2 Benchmarks

In this study we used four different distributions of SAT instances. Instances in
each data set are of various difficulty. We have omitted very easy instances that
are solved before the “observation window” terminates.

– bmc: An ensemble of software verification problems generated using CBMC2

verifying the C functions presented in Fig. 3. These two functions are almost
identical, apart for a change in line 8, which causes the sat script to over-
flow. The different instances use different array sizes and different number of
unwindings. This dataset represents an ensemble of problems that are very
similar and generated by the same process. We use 234 satisfiable and 237
unsatisfiable problems.

2 http://www.cprover.org/cbmc/
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– velev: An ensemble of hardware formal verification problems distributed
by Miroslav Velev3. These are well studied verification hardware bench-
marks. This ensemble is not as homogeneous as bmc because it is a union of
many small benchmark families. We use 72 satisfiable and 105 unsatisfiable
instances.

– crypto: An ensemble of problems that are generated as part of an attack on
the Bivium stream cipher, presented by Eibach, Pilz and Völkel [6]. This
ensemble presents some interesting characteristics. While it is generated by
a non-random process, the instances are significantly smaller than common
industrial instances. The satisfiable instances we use were generated with 35
guesses, the unsatisfiable ones were generated with 40 guesses. The reason
for this discrepancy is that unsatisfiable instances are harder to solve in this
benchmark family, and different number of guesses renders the datasets too
easy or too hard. We use 139 sat and 300 unsat instances.

– rand: An ensemble of 457 satisfiable and 601 unsatisfiable randomly gener-
ated 3-SAT problems with 250 to 450 variables and a clause-to-var ratio of
4.1 to 5.0.

Some further data about these data sets is presented in Table 1. We would
like to draw the reader’s attention to the “SD” column. This column presents
the standard deviation observed when the problem is solved by all 9 restart
strategies. A small value indicates that all restart strategies perform on par on
this data set, while a large value indicates that runtimes are scattered.

Each data set is split into training and testing sets. Instances in the training set
are used to train Msat, Munsat and the classifier while the instances in the testing
set are only used to generate the results. We used a 10-fold cross validation
technique after randomly shuffling all instances.

4.3 Restart Strategy Portfolio Performance

Table 2 demonstrates the effectiveness of LMPick. We present the performance
of each of the 9 restart strategies on each of the data sets. We use two matrices:
The number of instances solved within the cutoff time of 90 minutes, and the
total time it took to solved the entire data set. Timed out instances are counted
as contributing 90 minutes to the total runtime. We then present the average
performance achieved by all strategies. This solver (denoted Random-pick) rep-
resents the expected behavior when there is no prior knowledge regarding which
of the strategies is most suitable for a given instance. The last row presents the
results we get using the LMPick process.

This table shows that for all of the data sets LMPick performs better than
using a randomly picked strategy, both for problems solved and for total runtime.
3 http://www.miroslav-velev.com/sat benchmarks.html. We use the following bench-

mark families: vliw sat 2.0, vliw sat 2.1, vliw sat 4.0, vliw unsat 2.0, vliw unsat 3.0,
vliw unsat 4.0, pipe sat 1.0, pipe sat 1.1, pipe unsat 1.0, pipe unsat 1.1, liveness s-
at 1.0, liveness unsat 1.0, liveness unsat 2.0, dlx iq unsat 1.0, dlx iq unsat 2.0, en-
gine unsat 1.0, fvp sat 3.0, fvp unsat 1.0, fvp unsat 2.0, fvp unsat 3.0.
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Table 2. Performance comparison of all strategies over data sets, two metrics (M) are
presented: number of solved instances (S) and total runtime (T, in seconds). Average
solver behaviour (a randomly picked solver) is presented as Rand.. Runtime cutoff is
5400 second. Unsolved instances are considered to contribute 5400 seconds to the total
runtime.

Strategy M
bmc velev crypto random

Total
SAT UNSAT SAT UNSAT SAT UNSAT SAT UNSAT

Luby-32
S 192 220 53 64 67 300 427 561 1884
T 143.26 98.68 37.86 72.30 138.02 16.65 90.34 96.60 693.74

Luby-512
S 196 226 59 64 71 300 431 564 1911
T 132.90 93.48 31.72 71.48 141.19 14.30 74.89 86.44 646.38

Fix-512
S 142 187 58 62 50 300 414 558 1771
T 185.73 134.17 32.66 73.29 164.78 15.94 105.10 103.56 815.24

Fix-4096
S 199 213 59 64 73 300 431 563 1902
T 138.67 110.52 33.02 69.80 136.46 13.57 72.63 83.30 657.97

Fix-16384
S 191 212 61 65 69 300 432 569 1899
T 157.68 119.88 24.77 68.16 147.86 13.10 65.37 72.34 669.17

Geom-1.1
S 189 213 59 64 62 300 432 571 1890
T 127.93 104.83 29.94 69.02 149.69 13.96 68.18 79.44 642.99

Geom-1.5
S 128 174 54 62 84 300 439 573 1814
T 213.27 155.04 37.81 72.62 130.86 12.93 54.00 70.87 747.39

Nest-1.1
S 192 218 61 65 76 300 423 566 1901
T 137.64 107.69 32.49 69.76 134.94 15.65 92.27 94.87 685.31

Nest-1.5
S 179 215 58 63 88 300 434 574 1911
T 152.67 100.12 33.82 70.29 122.52 11.61 69.60 75.93 636.56

Rand.
S 178.67 208.67 58 63.66 62.77 300 429.22 566.56 1862.04
T 154.42 113.82 32.68 70.74 140.71 14.19 76.93 84.82 666.98

LMPick
S 203 221 61 66 72 300 435 571 1929
T 124.57 97.53 28.09 68.98 138.17 12.02 68.00 80.86 618.23

In terms of problem solved, LMPick performs better than any given restart
strategy in two of the cases, and performs on par with the optimal strategy in
two other cases. The “Total” column shows that for these data sets, LMPick
would solve more instances in less time than any single restart strategy.

For the bmc data set, LMPick performs significantly better than any other
restart scheme for satisfiable instances. It solves 4 instances more than the best
strategy (Static-4096 ), and the total runtime shows 19.33% improvement over
the average Random-pick strategy. For unsatisfiable instances, it performs worse.
Although it is second amongst the strategies, it is clearly worse than Luby-512
that solves 6 more instances. Comparing the standard deviation of these two
data sets in Table 1 does not explain this descripency in performance. Both
show large, almost similar, coefficients (sat’s standard deviation is 154.42, and
its variation coefficient is 0.171 while unsat’s standard deviation is 113.82 and
its variation coefficient is 0.1633), this indicates a high potential of improvement
for both data sets. We conjecture that the reason for the poorer performance lies
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Table 3. Accuracy results for the satisfiability classifier. Figures represent the percent
of correctly classified instances.

Class bmc velev crypto rand

SAT 100.00% 97.22% 99.28% 82.49%
UNSAT 83.54% 82.85% 100.00% 94.51%
ALL 91.72% 88.70% 99.77% 89.31%

Table 4. Performance of LMPick ’s chosen restart strategy (sb) in comparison with
other strategies. The figures represent the percent of strategies that outperform sb for
a given data set.

Class bmc velev crypto rand

SAT 30.18% 35.58% 32.24% 39.29%
UNSAT 32.01% 37.05% 14.77% 39.61%

in the fact that both the classifier, and the runtime models are more accurate
for bmc-sat than for bmc-unsat.

Table 3 presents the performance of the satisfiability classifier. The figures in
the table represent the percent of instances that were predicted correctly. It is
important to note that since we did not apply a “winner takes all” approach,
in some of the cases where the classification was correct but not with 100% cer-
tainty, the wrong model was also considered. We can see that for bmc, satisfiable
instances are classifed correctly every time, while unsatisfiable ones are classi-
fied correctly only 83.54% of the times. In order to check the influence of these
classifaction errors on the performance of LMPick for this dataset, we ran an-
other experiment, where we used a classification oracle. LMPick ’s performance
is improved, and it solved 224 instances, which are 3 more than the original
results. This shows the effect of a good classification technique over the overall
performance.

In order for LMPick to enhance the solver’s performance, runtime estimation
models need to perform well. Nevertheless, it is not crucial that each model’s
prediction is accurate. The important factor is the relative order of these predic-
tions. We would prefer the chosen strategy (sb) to be amongst the best strategies
for that instance. Table 4 demonstrates the quality of the chosen strategy sb.
The table presents the percentage of strategies that outperform sb. This table
shows that in all cases sb is better than picking a random strategy, and that for
the crypto-unsat instances it performs very well.

The difference in the performance on the crypto-sat data set is not easily
explained by the data presented so far. While both the classifier and runtime
prediction models perform better than on the velev-sat, the overall performance
is worse. We conjecture that the cause of this difference is the differing likelihood
of an instance being solved by multiple strategies.

Figure 4 compares the 3 non-random satisfiable data sets. In Fig. 4(a) bars
represent the percent of instances in the data set that were solved within the
cutoff time by each number of strategies. There is a clear difference between
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Fig. 4. A comparison of strategies’ performance on three satisfiable data sets. On the
left, bars represent the percent of instances that are solved (within cutoff time) by each
number of strategies, when 0 means all instances that cannot be solved by any of the
strategies and 9 means all instances that are solved by all strategies. On the right the
plot shows the probability of solving a randomly picked instance (within cutoff time) as
a function of the quality of the selection decision, when 1 means the strategy selected
was the best one and 9 means it was the worst.

crypto-sat and the other 2 data sets. While for both industrial verification based
data sets, most instances were solved by the majority of strategies, for crypto-sat
many of the instances are solved by a small set of strategies. The effect of this
difference is demonstrated in Fig. 4(b). This plot presents the probability of a
randomly picked instance being solved within the cutoff time given the quality
of selected strategy. From left to right, the picked strategy shift from best to
worse. If LMPick picks one of the the two best strategies, the probability of
all three data sets is quite similar, but when the chosen strategy is 3rd or 4th,
the probability of solving a crypto-sat instance drops significantly compared to
the other two. Many instances in the crypto-sat data set are only solved within
the cutoff by a small subset of strategies, making this data set harder as a sub-
optimal selection is likely to lead to a timeout.

5 Conclusions and Future Work

Restart strategies have an important role in the success of DPLL style SAT solvers.
The performance of different strategies varies over different benchmark families.
We harness machine learning to enhance the performance of SAT solvers. We have
presented LMPick, a technique that uses both satisfiability classification and
solver runtime estimation to pick promising restart strategies for instances. We
have demonstrated the effectiveness of LMPick and compared its results with
the most commonly used restart strategies. We have established that in many
cases LMPick outperforms any single restart strategy and that it is never worse
than a randomly picked strategy. We have also discussed the influence of different
components of LMPick on its performance.
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While universal restart strategies are more commonly used than dynamic ones,
dynamic strategies are getting more attention lately. An interesting continuation
to this work would be to use machine learning to develop a fully dynamic restart
strategy. Such a strategy could use unsupervised machine learning algorithm to
develop a dynamic restart policy for a benchmark family of problems. Restart
strategies are not the only aspect of SAT solving influencing performance on
different benchmark families. Machine learning can be also used to tune other
parameters that govern the behavior of modern DPLL based solvers, namely,
parameters that are commonly set manually as a result of a trial and error
process, such as decision heuristic parameters, clause deletion policy, etc.
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Abstract. Execution of most of the modern DPLL-based SAT solvers is
guided by a number of heuristics. Decisions made during the search pro-
cess are usually driven by some fixed heuristic policies. Despite the out-
standing progress in SAT solving in recent years, there is still an appeal-
ing lack of techniques for selecting policies appropriate for solving specific
input formulae. In this paper we present a methodology for instance-
based selection of solver’s policies that uses a data-mining classification
technique. The methodology also relies on analysis of relationships be-
tween formulae, their families, and their suitable solving strategies. The
evaluation results are very good, demonstrate practical usability of the
methodology, and encourage further efforts in this direction.

1 Introduction

The propositional satisfiability problem (SAT) is one of the fundamental prob-
lems in computer science. It is the problem of deciding if there is a truth assign-
ment under which a given propositional formula (in conjunctive normal form)
evaluates to true. SAT was the first problem proved to be NP-complete [Coo71]
and it still has a central position in the field of computational complexity. SAT
problem is also very important in many practical domains such as electronic de-
sign automation, software and hardware verification, artificial intelligence, and
operations research. Thanks to recent advances in propositional solving technol-
ogy, SAT solvers (procedures that solve the SAT problem) are becoming a tool
for attacking more and more practical problems.

A number of SAT solvers have been developed. The majority of state-of-
the-art complete SAT solvers are based on the branch and backtrack algo-
rithm called Davis-Putnam-Logemann-Loveland or the DPLL algorithm [DP60,
DLL62]. Spectacular improvements in the performance of DPLL-based SAT
solvers achieved in the last few years are due to (i) several conceptual enhance-
ments on the original DPLL procedure, aimed at reducing the amount of ex-
plored search space (e.g., backjumping, conflict-driven lemma learning, restarts),
(ii) better implementation techniques (e.g., two-watched literals scheme for unit
propagation), and (iii) smart heuristic components (which we focus on in this
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work). These advances make possible to decide the satisfiability of industrial
SAT problems with tens of thousands of variables and millions of clauses.

Complex policies, heuristics that guide the search process, represent impor-
tant parts of modern SAT solvers and are crucial for solver’s efficiency. These
include policies for literal selection, for determining the clause database size,
for choosing restart points, etc. Specific policies are usually parameterized by
a number of numerical and categorial parameters. Single policy with different
parameter values can be treated as different policies. SAT solving process is
completely determined (up to randomized choices) only when all its heuristic
policies are set. Selected combinations of policies specify the solving strategy (or
simply strategy).

Typically, every SAT solver uses a predetermined, hard-coded strategy and
applies it on all its input formulae. However, in recent times, SAT solvers tend
to implement multiple policies and the question arises as to how to choose a
strategy that would give good performance for a specific SAT instance. Address-
ing this question is of crucial importance because the solving time for the same
input formula can vary for several orders of magnitude depending on the solving
strategy used. The problem of adapting a SAT solver to the input formula has
been addressed for the first time only recently. Our approach significantly differs
from the only existing related approach we are aware of (as discussed in Sect. 5).

Propositional formulae can be clustered in families of formulae by their origin
— industrial problems (e.g., FPGA routing), manually crafted problems (e.g.,
graph coloring, Hanoi towers), or random generated problems (e.g., k-SAT). It
is interesting to explore the behaviour of different policies and solving strategies
on families of formulae. The important question is whether one strategy shows
the same or similar behaviour on similar formulae. If this is the case, and if one
can automatically guess a family to which a given formula belongs, then this
could be used for selecting an appropriate strategy for this particular formula.
To implement this approach, one needs (i) a technique for classifying formulae
based only on their syntax; (ii) information about behaviour of different policies
on various families of formulae.

The main message of this work is that intelligent selecting of solving policies,
based on the syntax of the input formula, can significantly improve efficiency of a
SAT solver. The proposed methodology will not lead to optimal performance on
each input formula, but the solving performance will be significantly improved
in average on multiple input formulae. Here, by improving efficiency of a SAT
solver we mean increasing the number of formulae solvable within some time
limit and decreasing the solving time.

The proposed methodology relies on several hypotheses that will be investi-
gated in the rest of the paper:

(H1) Formulae of the same family (i.e., of similar origin) share some syntactical
properties that can be used for automated formula classification;

(H2) For each family of formulae there is only a small number of solving strate-
gies that are appropriate — that show better performance on formulae be-
longing to that family then all other available strategies.
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(H3) For formulae that are syntactically similar, the best strategies are also (in
some sense) similar.

If the above hypotheses hold, then our methodology will be practically applica-
ble. Namely, if the formula is correctly classified then it has a good chance to be
solved by a solving strategy suitable for a family that the formula belongs to.
However, even if the formula is misclassified, it will be solved using a strategy
similar to the optimal one.

The rest of the paper is organized as follows: in Sect. 2, a brief background in-
formation on SAT problem, SAT solvers, and their heuristic components is given.
In Sect. 3, the proposed methodology is described. The experimental results are
given in Sect. 4. In Sect. 5 related work is discussed. In Sect. 6 final conclusions
are drawn and some directions of possible further work are discussed.

2 Background

Most of today’s state-of-the-art solvers are complex variations of the DPLL pro-
cedure. In the rest of the paper, we shall assume that the reader is familiar with
the modern SAT solving techniques. More on these topics can be found, for ex-
ample, in [NOT06, KG07, Mar08, GKSS07]. Although modern SAT solvers share
common underlying algorithms and implementation techniques, their operation
is guided by a number of heuristic policies that have to be selected in order to
define solving strategies. The most important heuristic policies determine: (i)
which literals to choose for branching, (ii) when to apply restarting, and (iii)
when to forget some clauses that are learnt during the solving process. In the
rest of this section, policies that were varied in our experiments will be described.

Literal selection policies. During the DPLL backtrack-search, literals used for
branching should be somehow selected. This is the role of literal selection policies.
Most literal selection policies separately select a variable v (by using a variable
selection policy) and only then choose its polarity, i.e., choose if it should be
negated or not (by using a polarity selection policy).

Some variable selection policies are the following1:

VSrandom — This policy randomly chooses a variable among all variables of the
initial formula that are not defined in the current valuation, i.e., assertion
trail.

VSb,d,init
V SIDS — The goal of this policy (introduced in the solver Chaff [MMZ+01])
is to select a variable that was active in recent conflicts. In order to imple-
ment this, an activity score is assigned to each variable. On every conflict,
the scores of the variables that occur in the conflict clause are bumped, i.e.,
increased by a bump factor given by the parameter b. Also, during the con-
flict analysis process, on each resolution step all variables that occur in the

1 The policy names will be printed in subscripts and their parameters in superscripts.
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explanation clause are bumped. To stimulate recent conflicts, on each con-
flict all the scores are decayed, i.e., decreased by a decay factor given by the
parameter d.

An important aspect of the vsids variable selection policy is how to assign
initial scores to variables. If the parameter init has the value zero, scores of
all variables are set to zero, hence all variables have the same chance to be
selected. If the parameter init has the value freq, the initial score of each
variable is set to its number of occurrences in the initial formula F0.

VSp
random◦ VSx — This compound policy chooses a random variable with prob-
ability p and otherwise uses a given policy here denoted by VSx.

Some polarity selection policies are the following:

PSpositive — Always selects a non-negated literal.
PSnegative — Always selects a negated literal.
PSp

random — A random selection which chooses a non-negated literal with prob-
ability p.

PSinit
polarity caching — When using this policy (introduced in the solver RSAT
[PD07] as phase caching), a preferred polarity is assigned to each variable
and it is used for polarity selection. Whenever a literal is asserted to the
current assertion trail (either as a decision or as a propagated literal), its
polarity defines the future preferred polarity of its variable. When a literal
is removed from the trail (during backjumping or restarting) its preferred
polarity is not changed. If the parameter init has the value pos, then initial
polarities of all variables are positive, it has the value neg then they are
set to negative, and if it has the value freq, then preferred polarity of each
variable is set to the polarity which is more frequent of the two in the initial
formula.

Restart policies. Restart policies determine when to apply restarting. Most
restart policies are based on conflict counting. On each conflict, the counter is
increased. Restarting is applied whenever the counter reaches a certain threshold
value. When this happens, the counter is reset and a new threshold is selected
according to some specific policy. Some possible restart policies are the following:

Rno restart — Restarting is not applied.
Rc0,q

minisat — The initial threshold value is set to c0 and the threshold values form
a geometric sequence with a quotient q [ES04].

Rm
luby — The threshold values are elements of the Luby series [LSZ93] multiplied

by a positive integer m, while the Luby series is:

ti =
{

2k−1 if i = 2k − 1
ti−2k−1+1 if 2k−1 ≤ i ≤ 2k − 1

Its first few elements for m = 1 are 1, 1, 2, 1, 1, 2, 4, 1, 1, 2, 1, 1, 2, 4, 8, 1, ...
Rc0,q

picosat — In this policy (introduced by the solver PicoSAT [Bie08]), restarts
are controlled by two geometric sequences of threshold values — inner and
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outer, both with an initial member c0 and a quotient q. Restarting is ap-
plied when the number of the conflicts reaches the current inner threshold
value, and then the inner threshold value advances to the next element of
the sequence. When the inner threshold exceeds the current outer threshold
value, it is reset to the initial value c0, and the outer threshold advances.

3 Methodology

Our methodology, when applied to a given SAT solver, selects an appropriate
solving strategy (i.e., combination of policies) for each input formula. The pro-
posed methodology can be applied to any DPLL-based SAT solver, provided it
supports multiple policies. In our experiments, the ArgoSAT solver2 was used
since it implements a large number of policies and since its modular architecture
allows easy modification of existing and implementation of new policies [Mar09].

The overall methodology consists of two phases.

Training phase. This phase consists of systematic solving of all formulae from
a representative corpus, by using all candidate solving strategies. This allows
selecting the best solving strategy (the one that solves the most formulae)
for each family of formulae from the corpus. Profiles of all formulae from the
corpus (i.e., their representation suitable for classification) are also computed
in this phase.

Exploitation phase. In this phase, the family of a given formula is guessed and
the strategy that showed the best results on that family during the training
phase is used for its solving.3 After the training, the system implementing the
methodology can be applied both to the formulae from the training corpus
and to some other formulae.

Several issues still need to be addressed, as discussed below.

The choice of candidate solving strategies. In our case candidate strate-
gies are defined as all (60 = 3 · 5 · 4) possible combinations of the given
policies. They are listed in Table 1. Apart from the policies that are sub-
ject to automatic selection, some important policies (e.g., forget and conflict
analysis) are fixed.4 We do not claim that some other policies could not give
better performance. Some of the considered policies are even expected to be
inferior. However, we are proposing a general methodology that can be used
with any input set of policies.

2 http://argo.matf.bg.ac.rs/software/
3 We also tested an alternative approach that does not use information on families.

In that approach, k (k ≥ 1) formulae that are most similar to the input formula are
detected. Then, a solving strategy that occurs most frequently among l (l ≥ 1) best
strategies for each detected formula is chosen. This alternative approach will not be
discussed in more details because it gave inferior results.

4 A MiniSAT-style forget policy [ES04] and 1UIP technique [ZMMM01] for conflict
analysis are used.

http://argo.matf.bg.ac.rs/software/
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Table 1. Overview of policies used in our experiments

Variable selection VSrandom, VS
1.0, 1.0/0.95, freq

V SIDS , VS0.05
random◦ VS

1.0, 1.0/0.95, freq

V SIDS

Polarity selection PSpos, PSneg, PS0.5
random, PSneg

polarity caching, PSfreq

polarity caching

Restart policies Rno restart, R100,1.5
minisat, R512

luby , R100,1.5
picosat

The choice of corpus of formulae for training and evaluation. In our
experiments (both during the training and for testing), the corpus from the
SAT competition in 2002 was used. It consists of a large number of families of
formulae, with many families containing formulae of various difficulty. The
total number of formulae in this corpus is 1964, and we clustered them into
39 families, mostly just by following the directory structure. Since this cor-
pus was systematically solved in the training phase, it can be used both for
testing of hypotheses and for thorough analysis of the proposed methodol-
ogy. For testing of a generalization power of our methodology on a different
corpus, the SAT competition corpus from 2007 was used. Namely, out of 906
formulae in this corpus, only 12 of them also belong to the corpus from 2002.
In addition, the two corpora include significantly different families (although
overlapping exists). Since the SAT2007 corpus was used only for evalua-
tion of our resulting solving system, we do not consider its partitioning into
families.

The choice of relevant features of propositional formulae. In order to
measure the syntactic similarity of propositional formulae (which is nec-
essary for classification), the formulae were represented by using the first
33 features used in [XHHLB08]. These are features that can be calculated
in short time. They include the number of clauses c and variables v in the
input formula, their ratio c

v , fraction of binary, ternary, and Horn clauses,
node degree statistics for variable nodes in variable-clause graph like mean,
variation coefficient, minimum, maximum, and entropy, etc. The vectors of
these features are called the formula profiles or simply profiles.

The choice of methods for classification of propositional formulae. For
classification, the k-nearest neighbour algorithm was used. When given an
unknown instance, this algorithm selects the class that contains the most of
the k instances from the training corpus that are closest to the given one.
A number of distance functions between the profiles were used [TJK06]. For
instance:

d1(P ′,P ′′) =
√∑

i

(P ′
i − P ′′

i )2 d2(P ′,P ′′) =
∑

i

(
P ′

i −P ′′
i√|P ′

iP ′′
i )| + 1

)2

d3(P ′,P ′′) =
∑

i

|P ′
i − P ′′

i |√|P ′
iP ′′

i | + 1
d4(P ′,P ′′) =

∑
i

(
P ′

i − P ′′
i√|P ′

iP ′′
i | + 10

)2

where P ′ and P ′′ are instance profiles.
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4 Experiments and Evaluation

Experiments described in this section test the hypotheses that our approach
relies on (given in Sect. 1), and also demonstrate a good overall quality of our
methodology.

Training Phase. During the training phase, the cutoff time for solving one for-
mula by one strategy was set to 600s. It would be interesting to consider higher
cutoff times as well, but this choice was made with regard to available compu-
tational resources. Since shuffling of clauses and variables of a formula can lead
to big differences in its solving time (up to an order of magnitude), the solving
times associated with the formulae were calculated in the following way. For each
formula, the original and one shuffled variant were solved. If both variants of the
formula were solved within the time limit, the arithmetic mean of their solving
times was associated to the formula. If either variant was not solved within the
cutoff time limit, the formula was considered to be unsolved. The SAT solver
was used on all the formulae from the extended corpus, for all 60 strategies.
The total number of calls to the SAT solver was 235680 (= 1964 · 60 · 2). The
experiments were conducted on an IBM Cluster 1350 cluster computer with 32
processors. The total processor time used was around 1010 days.

Along with solving the formulae, their profiles were computed. The average
profile computation time was 0.39s per formula.

4.1 Testing Hypotheses

Hypothesis (H1). The first hypothesis is that formulae from the same family
share syntactical properties that can be used for automated formula classifica-
tion. In the k-nearest neighbours method, values 1, 3, 5, 7 were used for k. The
best results were obtained for k = 1 with the distance function d3

5. The preci-
sion, a ratio between the number of correctly classified formulae and the total
number of formulae classified, was 98.5%. The arithmetic mean of precisions for
individual families6, was 89.4%. To avoid evaluating on the same data that was
used for training, both statistics were estimated using the leave-one-out proce-
dure. This procedure consists of removing formula from the corpus, computing
the relevant statistic on the rest of the corpus, and returning the formula into
the corpus. This is done for all formulae. The obtained values of the statistic
were averaged at the end to give the final estimate of the statistic on given data.

The results of the classification are outstanding (especially keeping in mind a
rather large number of classes — 39) and show that the first hypothesis of the
methodology is sound. Since the average profile computation time for a formula
is 0.39s and the classification time of a known profile is less than 0.01s, this
5 Therefore, in all experimental results in the rest of the paper, this distance function

will be assumed.
6 Precision alone is not reliable in cases when some families are much larger than the

others (which is the case with the SAT2002 corpus), so a high precision on large
classes can hide a low precision on small classes.
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approach to classification is practically usable for our purposes and may have
applications in other domains too.

Hypothesis (H2). The second hypothesis of our methodology is that there is a
small number of strategies for each family of formulae that show better perfor-
mance on formulae belonging to that family then all other available strategies.
To check this hypothesis, for each strategy and for each family of formulae a
percentage of formulae for which that strategy was better then any other strat-
egy was calculated. The results are shown in a graphical form in Fig. 1. In the
left part of the figure, darker shades correspond to higher values, and lighter
to lower values. The highest value (i.e., percentage) in the table is 30, and the
lowest value is 0. In the right part of the figure, normalized entropies for families
are shown. For simplicity, the results are shown only for families with at least 10
formulae that were solved by at least one strategy. The figure shows that there
is no family with a dominantly best strategy. However, the presented matrix
is sparse and the average normalized entropy for all families is 0.39 — hence,
for each family there is a rather small set of good strategies and therefore, the
second hypothesis can be considered to be justified.

These results also reveal the quality of some strategies. For instance, 15 empty
columns correspond to strategies with VSrandom variable selection policy, which
suggests a poor performance of this policy.

Hypothesis (H3). The third hypothesis of our methodology is that the best
solving strategies for syntactically similar formulae are also similar. Syntacti-
cal similarity between formulae is already defined by the choice of profiles and
the distance function (d3) from Sect. 3. On the other hand, similarity between
strategies can be defined using the edit distance over strategies:

dc(s1s2s3, t1t2t3) =
3∑

i=1

c(si, ti)

where s1s2s3 and t1t2t3 are triples of policies that determine strategies and
c(si, ti) are non-negative numerical costs of switching from policy si to policy ti.

0 0.5 1

Fig. 1. The left part shows percentages of formulae from a family for which a strategy
is better than any other (columns correspond to strategies and rows correspond to
families). The right part shows normalized entropy values for families.
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To analyze the correlation between similarity of formulae and similarity of
their corresponding best strategies, for each two formulae f1 and f2 from the cor-
pus, with best strategies c1 and c2 respectively, values log d3(f1, f2) and dc(c1, c2)
were calculated. Then, the Pearson correlation coefficient between these sets of
values was calculated. The costs in the function dc were manually tuned to
achieve a maximal correlation coefficient. This procedure was legitimate and it
is closely related to the following question: for which group of policies (restart,
variable selection, literal selection) optimal choices differ the least for syntacti-
cally similar formulae? Only formulae solved in more than 2s were included in
the calculation.7

The calculated correlation coefficient was 0.51 with the p-value less then 0.001.
This can be considered a moderate, but important correlation, keeping in mind
the small number of policies that were used in the experiments and the inher-
ent instability of the SAT solving process. Hence, we can consider the third
hypothesis to be justified.

Magnitudes of costs in the function dc, suggest that for syntactically similar
formulae, the optimal restarting policy varies the least (thus being in some sense
the strongest common characteristic of syntactically similar formulae) and the
polarity selection policy varies the most.

4.2 Exploitation Phase

Evaluation of Strategy Selection Method on the SAT2002 Corpus. For evaluation
purposes the proposed strategy selection method was compared to (i) the “best-
fixed” strategy selection method which always uses the best fixed candidate
strategy8, and to (ii) the “oracle” (idealized) strategy selection method which
uses the best candidate strategy for each specific formula. The first one is a fair
choice for the lower bound of required performance and the second one represents
the upper bound for performance because it gives the best possible performance
over the set of candidate strategies on the SAT2002 corpus.

As the main measures of the overall quality of a strategy selection method
the total number of formulae that it solved and its median solving time were
used. There are strong reasons to base the evaluation on median instead on
mean and total solving time. First, one cannot account for the censored data —
solving times over the cutoff limit. If one chooses not to include these data in
the calculation then the mean and total solving time show preference for solvers
that solve less formulae because even if a hard formula is solved its solving time
is typically near the cutoff limit, and thus raises the mean and the total solving
time. On the other hand, if at least half of the formulae were solved, the median
time can be calculated. Also, median time is known to be less sensitive to outliers.

To estimate the performance on the SAT2002 corpus, similarly as in the
leave-one-out procedure, the solving time of each formula was computed for the
7 Trivial formulae cannot discriminate between good and bad strategies. Also, vari-

ation of their solving time due to processor context switching is larger relative to
their solving time.

8 In our case the best strategy was (VS
1.0, 1.0/0.95, freq

V SIDS , PSneg

polarity caching, R100,1.5
minisat).
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Table 2. Comparison of strategy selection methods on SAT2002 corpus

Method Number of solved Median solving
formulae time

“Best fixed” 1073 207.4s
Proposed 1135 92.6s
“Oracle” 1187 45.8s
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Fig. 2. Sorted solving times for differ-
ent ways of choosing the strategy. Ordi-
nal numbers in the sequence of the sorted
solving times of the formulae are shown
on the X axis. Solving times are shown
on the Y axis.
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Fig. 3. Cumulative distribution function
of ranks of chosen strategies for the “best
fixed” method and the proposed method.
Ranks of strategies are shown on the
X axis, while percentage of formulae for
which strategies of that or smaller rank
are chosen is shown on the Y axis.

strategy selected based on the results of the training phase, but with that for-
mula excluded from the corpus. Table 2 shows the results for the two referent
methods and for the one proposed. Important results were achieved, especially
keeping in mind a rapid growth of the sorted solving times of formulae for all
three methods, as shown in Fig. 2. The differences in the numbers of the solved
formulae for all three methods seem small, but would be much higher if numerous
easy formulae were not taken into account.

Given a strategy selection method, it is important to consider how often it
chooses best, good or bad strategies (especially when compared to some other
selection methods). For each formula, candidate strategies can be sorted in as-
cending order according to their corresponding solving times. Each strategy can
be given a rank according to its position in such sequence. A strategy with the
rank 1 is the most desirable for that specific formula. In Fig. 3 we present the cu-
mulative distribution function of the ranks of chosen strategies for the proposed
and for the “best fixed” method. The figure shows that the proposed method
chooses good strategies much more often than the “best fixed” method.

The histogram in Fig. 4 shows the number of formulae solved by the proposed
method in some percentage of a referent time, up to 200%. As a referent time
we use the solving time obtained by the “best fixed” method. Only formulae
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Fig. 4. Histogram of the number of formulae solved by the proposed method in some
percentage of the referent time. Percentage of the referent time is shown on the X axes,
while the number of formulae solved in that percentage of the referent time is shown
on the Y axis.

that were solved either way were considered. 48 formulae are solved in more
than 200% of the referent time. There are 74 formulae that were solved by the
proposed method but not by the “best fixed” method, but only 12 that were
solved by the “best fixed” method and not by the proposed method. It can be
observed that much more formulae were solved faster than slower, compared to
the “best fixed” method.

These results show that the main thesis of this work — that intelligent choos-
ing of the solver’s strategy based on the syntax of the input formula, can signif-
icantly improve efficiency of a SAT solver — is true.

Evaluation of ArgoSmArT system on SAT2007 corpus. Based on the method-
ology described above, we implemented a SAT solving system ArgoSmArT (on
top of the ArgoSAT solver).

For an additional evaluation of the proposed methodology, we used the
SAT2007 corpus and showed that performance improvement achieved on one
corpus is present on a different corpus too.

The formulae from the SAT2007 corpus are much harder then the ones from
the SAT2002 corpus and the median time cannot be calculated, since in cutoff
time of 600s less than a half of the formulae can be solved. Thus, we present 20-th
percentile of the solving times9. The results of the comparison of ArgoSmArT

to its base solver ArgoSAT are shown in Table 3 (ArgoSAT used the best
fixed strategy detected in the experiments on the SAT2002 corpus).

Notice that the performance improvement achieved on the SAT2002 corpus in
the number of solved formulae is also present on the SAT2007 corpus. The im-
provement in the solving time is also significant. As said above, these two corpora
share only 12 formulae, and only one of them was solved by the ArgoSmArT

9 20-th percentile of the solving times is the value that splits the sorted solving times
in two parts, the lower one having 20% of the total number of values.
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Table 3. Results of comparison between ArgoSAT and ArgoSmArT on the SAT2007
corpus

System No. of solved 20-th percentile
formulae of solving time

ArgoSAT 219 311.6s
ArgoSmArT 239 249.5s

within 600s, so the improvement cannot be attributed to overlapping of the
training and the test set.

5 Related Work

Hypotheses like H2 and H3 are already discussed as a basis for instance-based
solving of the algorithm selection problem [SM08]. Algorithm selection for con-
straint satisfaction problems (CSP) based on performance prediction is described
in [LL98]. A reinforcement learning based approach to choose variable selection
policy for CSP, with only preliminary results is described in [XSS09]. In quan-
tified boolean formulae (QBF) solving, multinomial logistic regression was suc-
cessfully used for dynamic, online selection of variable selection policies[SM07].
Strategy selection for MiniSAT based on neural networks that gave limited
results is described in [Kib07].

Features used for classification in this paper are first described in [NBH+04]
for prediction of a solver’s running time and were later used in SATzilla system
[XHHLB08]. SATzilla is the system that uses linear regression predictions of
solver running times to select one of its component solvers for solving an input
formula. As reported in [XHHLB08] for the corpus SAT2007, evaluation on the
random category of SAT instances, demonstrated a significant improvement in
running time. Average running time for SATzilla system was around 90s, while
its best component solver average was 290s. On the crafted category, SATzilla

average was around 150s, compared to its best component solver average of 280s.
For the industrial category, this improvement was smaller, but still significant —
260s compared to 330s. In 27% of cases SATzilla chooses its best component
solver [XHHLB07].

While both SATzilla and ArgoSmArT adjust the solving process to the
input formula, there are important differences between these two approaches.
First, SATzilla is the system that chooses among its component solvers (7
solvers were used at the SAT competition 2007), and these solvers are used as
they are. On the other hand, our approach aims at boosting performance of
just a single, arbitrary, base solver by selecting strategies appropriate for an
input formula (in the current setup it chooses between 21 strategies that happen
to be the best for some of the families from the training corpus). Therefore
these two approaches can be considered complementary. The advantage of the
SATzilla approach, compared to the ArgoSmArT approach, is that it offers
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an estimate of the running time. On the other hand, an important advantage of
ArgoSmArT is that it can detect a family that the input formula belongs to.

Stochastic optimization of SAT solver parameters is described in [HBHH07].
It could be used for finding better strategies within our approach.

6 Conclusions and Future Work

We proposed a methodology for instance-based selection of solving strategies
that can be applied to an arbitrary SAT solver which supports multiple solving
strategies. We showed that the family a formula belongs to can be automatically
recognized and that precision achieved was excellent. Also, we demonstrated that
for each family of formulae, among many possible strategies, just a small number
of strategies is appropriate for its solving. Along with significant correlation
between syntactical similarities of formulae and similarities of strategies most
appropriate for their solving, these conclusions form a firm basis for our strategy
selection methodology.

The methodology was evaluated on two representative corpora. As for the
overall performance, on the SAT2002 corpus a greater number of formulae was
solved and the median time dropped more than 50%. The performance im-
provement was also demonstrated on a corpus different from the one the system
was trained on. Overall, the results obtained are very good and show that the
methodology is practically applicable and that further research in this, still new
field, is feasible. We are planning to work on additional statistical analyzes of
gathered data in order to gain a deeper insight into the nature of our best
strategies and relationships between their component policies. We plan to fur-
ther improve our system by using the stochastic parameter optimization, which
would significantly decrease duration of the training phase. Also, we will try to
combine our approach with the SATzilla approach by training SATzilla to
choose between different strategies of a solver. While inspecting our data we came
across the incompatibility of the MiniSAT forgetting strategy we used with the
fast restarting strategies when forgetting quickly ceases. Impacts of these in-
compatibilities should be investigated and potentially better results achieved
by changing the forget strategy. Also, a deeper analysis of behaviour of best
strategies for k-SAT instances is planned.
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Abstract. In this paper, we present a new class of restart policies, called
width-based policies, for modern clause-learning SAT solvers. The new
policies encourage the solvers to find refutation proofs with small widths
by determining restarting points based on the sizes of conflict clauses
learned rather than the number of conflicts experienced by the solvers.
We show that width-based restart policies can outperform traditional
restart policies on some special classes of SAT problems. We then pro-
pose different ways of adjusting the width parameter of the policies. Our
experiment on industrial problems shows that width-based policies are
competitive with the restart policy used by many state-of-the-art solvers.
Moreover, we find that the combination of these two types of restart poli-
cies yields improvements on many classes of problems.

1 Introduction

Restarting has become an essential component of modern SAT solvers since the
work of Gomes et al [1], which pointed out a problem of backtracking algorithms
on combinatorial problems. In the past, restart policies used by SAT solvers
were mostly static and were based on the number of conflicts experienced by the
solvers (e.g., [2,3,4,5]). The intuition behind these approaches is that conflicts
indicate bad assignments. So, if the solver experiences a lot of conflicts, it might
have made some bad assignments early on and restarting, together with a dy-
namic decision heuristic, may allow these assignments to be fixed. However, this
class of approaches does not take into account the actual search behavior of the
solvers and may yield a bad performance on even some easy problems.

Recently, some researchers tried to improve this idea further by studying
dynamic restart policies. For example, in [6], the notion of agility, which approx-
imates the diversity of the assignments recently explored by the solver, was used
to prevent the solver from restarting too frequently. In [7], the authors argued
that restarts should be triggered based on the number of conflicts experienced
under each search branch and proposed some restart policies based on this idea.

It is well-known that modern clause-learning SAT solvers can be viewed as
resolution engines, which produce refutation proofs on unsatisfiable problems [8].
From this perspective, the class of restart policies based on the number of con-
flicts can be viewed as a way of biasing the solvers to find short unsatisfiable
proofs for unsatisfiable problems.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 341–355, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In this work, we utilize the notion of proof width [9], which can also be used
to measure the quality of resolution proofs, to control restarts in clause-learning
SAT solvers. In particular, we propose a new class of restart policies, called width-
based policies. According to these policies, the solvers maintain a width limit at
any moment and restart as soon as too many clauses of size greater than the limit
are learned. This class of policies simply tries to encourage the solvers to find a
refutation proof with a small width, which could also lead to a small proof. We
demonstrate how simple width-based restart policies with constant width limits
can significantly outperform policies used by state-of-the-art solvers on some
families of SAT problems. Then, we propose a general algorithm for adjusting
the width limits used in such policies. Finally, we evaluate several width-based
policies based on this algorithm on various classes of problems.

The rest of this paper is organized as follows. We review some basic notations
about resolution proofs and modern clause-learning SAT solvers in the next sec-
tion. In Section 3, we review existing restart policies used by leading SAT solvers
and describe width-based restart policies. In Section 4, we present the results
of our empirical studies on some special classes of problems, which demonstrate
the strengths of width-based policies. In Section 5, we describe a general algo-
rithm for adjusting the width limit in width-based policies. Then, we present
experimental results on industrial and crafted problems in Section 6. Finally, we
discuss some related work in Section 7 and conclude in Section 8.

2 Preliminaries

In this section, we discuss some basic notions that form the basis of our later
discussions. First, we review basic notations about resolution and resolution
proofs. Then, we briefly describe how modern clause-learning SAT solvers work
from a resolution perspective. Finally, we point out the relationship between our
work and an existing SAT algorithm based on proof width.

2.1 Resolution Proofs

A resolution between two clauses C1 = (x∨α) and C2 = (¬x∨β) is the derivation
of the clause C = (α∨β). In this case, C is called the resolvent of the resolution.
A resolution proof Π of clause Ck from CNF Δ is a sequence of clauses Π =
C1, C2, ..., Ck, where each clause Ci is either in Δ or is the resolvent of some
clauses preceding Ci. The size of Π is simply the number of clauses in it, while
its width is the size of the largest clause in it. In this work, we are mostly
interested in refutation proofs, which are resolution proofs of the empty clause
(i.e., false) from unsatisfiable CNFs. The width of an unsatisfiable CNF is simply
the smallest width of any of its refutation proofs.

2.2 Modern Clause-Learning SAT Solvers

A typical modern clause-learning SAT solver works by repeatedly making deci-
sions and using unit resolution to derive implications. Upon a conflict, the solver



Width-Based Restart Policies 343

derives a conflict clause to allow unit resolution to see an implication that was
missed earlier. Then, it backtracks, asserts the learned clause, and continues
making decisions. This process is repeated until either a solution is found or the
empty clause is derived. For a more detailed description see [10].

For example, consider the following CNF:

Δ = (¬a ∨ ¬b ∨ c), (¬a ∨ ¬c ∨ d), (¬a ∨ ¬c ∨ e), (¬a ∨ ¬d ∨ ¬e),
(¬a ∨ c ∨ d), (¬a ∨ c ∨ e), (a ∨ ¬b ∨ c), (a ∨ ¬b ∨ ¬c),
(a ∨ b ∨ ¬c), (a ∨ b ∨ e), (a ∨ b ∨ ¬f), (c ∨ ¬e ∨ f).

We can view the execution of a clause-learning SAT solver as a series of decision
making and clause learning. Table 1 shows the sequence of decisions made and
clauses learned by the solver in chronological order. In this example, we assume
that the solver makes decisions in alphabetical order and always sets decision
variables to true. Implications derived by unit resolution after each decision and
after each clause learning are also shown. Lastly, each step is associated with
a level, which is simply the number of decisions currently in effect. After the
first decision (a = true), no implication is derived. However, after setting b =
true, unit resolution will derive implications c, d, e and find that (¬a ∨ ¬d ∨ ¬e)
is falsified (indicated by false in the implication row). From this conflict, the
solver will learn (¬a∨¬c) and backtrack to level 1. Applying unit resolution on
this clause will result in implications ¬c, d, e and another conflict, from which
the solver learns (¬a) and backtracks to the top level (level 0). Asserting (¬a)
produces only one implication. The next decision is b = true, because a is already
set to false. The solver will encounter yet another conflict and derive (a ∨ ¬b).
Asserting this clause at the top level yields a conflict and (a) can be derived.
Since the solver has learned (¬a) and (a), the empty clause (false) can be derived
and the solver can now conclude that Δ is unsatisfiable.

Each conflict clause learned by the solver can be derived by resolving clauses
present in the knowledge base of the solvers at the time of the conflict. Hence,
when a clause-learning solver solves an unsatisfiable CNF, the conflict clauses
learned by the solver can be thought of as traces of the refutation proof produced
by the solver. A full refutation proof can be extracted from any run of clause-
learning SAT solvers (on an unsatisfiable CNF) if the solvers keep track of every
resolution performed during their executions [11].

Figure 1 shows the refutation proof of Δ produced by the solver in the above
example, demonstrating how the conflict clauses come together to form a proof
of the empty clause. The conflict clauses are enclosed in boxes in this figure.
Other clauses in the proof are either original clauses in Δ or are intermediate

Table 1. An execution trace of a typical modern clause-learning SAT solver

Decisions/learned clauses a b (¬a ∨ ¬c) (¬a) b (a ∨ ¬b) (a)
Implications - c, d, e, false ¬c, d, e, false ¬a c, false ¬c, e,¬f, false false

Levels 1 2 1 0 1 0 0



344 K. Pipatsrisawat and A. Darwiche

(¬a v ¬d v ¬e)

(¬a v ¬c v ¬d) (¬a v c v ¬d)

(¬a v ¬c v e)

 (¬a v ¬c) 

(¬a v ¬c v d)

 (¬a) 

(¬a v c v e)

(¬a v c)

(¬a v c v d)

false

(a v ¬b v c)

 (a v ¬b) 

(a v ¬b v ¬c)

 (a) 

(a v b v e)

(a v b v c v f)

(¬e v c v f)

(a v b v c)

(¬f v a v b)

(a v b)

(a v b v ¬c)

Fig. 1. A refutation proof generated by a modern SAT solver. Conflict clauses are
shown in boxes.

resolvents, which are not kept by the solver. The width of this refutation proof
is 4, because the longest clause, (a ∨ b ∨ c ∨ f), contains 4 literals.

2.3 A Width-Based Algorithm for SAT

Galil [12] proposed a SAT algorithm which runs in time exponential in the width
of the CNF formula. This algorithm, which was later reformulated in [13] and [9],
works by deriving all resolvents of size ≤ k, for increasing k. Since there are only
O(nk) clauses of size ≤ k, where n is the total number of variables, this algorithm
works well on formulas with bounded or small widths. Moreover, it was shown
in [9] that this algorithm runs in time that is at most quasi-polynomial in the
size of the smallest tree-like refutation proof (i.e., optimal DPLL).

Nevertheless, one drawback which limits the practicality of this approach is
the amount of memory it requires. Even though the space complexity of the
algorithm is only exponential in the width of the proof, in practice, this could
be a serious limiting factor–especially when compared to the clause-learning
descendants of DPLL, which perform resolution in a more directed way and
keep only a fraction of the resolvents in the knowledge base.

The restart policies that we propose in this work can be thought of as a way to
efficiently combine the benefits of both approaches. In other words, our approach
can be viewed as a way of using the low memory requirement of modern clause-
learning SAT algorithms to loosely imitate the above width-based algorithm.

3 Existing and Width-Based Restart Policies

3.1 Existing Restart Policies

In this section, we briefly review existing restart policies used by state-of-the-art
clause-learning SAT solvers. One common characteristic of these policies is that
they use the number of conflicts experienced by the solver to determine restarting
points. According to these policies, the solvers restart as soon as the number of
conflicts (since the last restart) exceeds the current threshold. Since a typical
clause-learning SAT solver learns one clause per conflict, this class of restart



Width-Based Restart Policies 345

policies can be viewed as a way of roughly enforcing a limit on the size of the
refutation proof currently considered by the solver. For this reason, we will refer
to this class of policies as size-based restart policies. These policies only differ in
the way the size threshold is updated at each restart. In the following discussion,
we group these policies based on their methods of updating the threshold.

1. Arithmetic series: the threshold is increased by a constant amount (≥ 0) at
every restart. This type of policy was used (with different parameters) in
zChaff (2004) [14], Berkmin [4], Siege [10], and Eureka [15].

2. Geometric series: the threshold is multiplied by a constant factor (> 1) at
every restart. This type of policy is used in MiniSat 1.14 and 2.0 [3].

3. Inner-outer geometric series: the solver maintains two thresholds (inner and
outer). The inner threshold is used to trigger restarts and is multiplied by
a constant factor (> 1) at every restart. However, if the value of the inner
threshold exceeds the value of the outer threshold, the inner threshold is
reset back to its minimum value, while the outer threshold is multiplied by
a constant factor (> 1). PicoSAT [16] uses this policy.

4. Luby’s series [5]: the threshold is updated according to the following se-
quence: x, x, 2x, x, x, 2x, 4x, x, x, 2x, x, x, 2x, 4x, 8x, ..., where x is a constant
called Luby’s unit (see [5] for more details). TiniSAT [17] , Rsat [18], and
the latest version of MiniSat [19] use this restart policy.

Clearly, one drawback of these policies is that they are insensitive to the actual
search behavior of the solver. Dynamic policies leverage on additional informa-
tion generated during the execution of the solver to improve performance. In [6],
the diversity of partial assignments current explored by the solver is used to cre-
ate another layer of control, which helps prevent the solvers from restarting too
frequently on some problems. In [7], the number of conflicts experienced below
each search branch is used to determine when to restart.

3.2 Width-Based Restart Policy

Our approach to restart is based on a different model, which does not rely on
the number of conflicts experienced by the solvers. Rather, we pay attention to
the sizes of conflict clauses learned by the solver. If the CNF in question has a
short refutation proof, the well-known result in [9] states that the formula must
also have a refutation proof with a small width. If a formula has a proof with
width k, then we know we can certainly find such a proof in time O(nk). Thus,
enforcing a limit on proof width allows us to bound not just the size of the proof
found, but also the amount of work needed to find such a proof.

In a width-based restart policy, the solver maintains a width limit W at any
given moment. Any conflict clause whose length is greater than the current value
of W is called a violating clause. In the most general form, the solver restarts
as soon as it derives N or more violating clauses since the last time it restarted.
For example, if W = 10 and N = 3, the solver will restart once at least 3 clauses
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of length 11 or greater are derived.1 Note that violating clauses are not deleted
by the solver immediately, but are treated normally just like non-violating ones.
During the execution of the solver, the value of W may be kept constant or
changed based on some criteria. This choice does not affect the completeness of
clause-learning solvers as long as a complete clause-deleting policy is employed.
Note also that, the absence of conflict clauses of size > W does not guarantee
that the width of the refutation proof generated by the solver will be ≤ W .
For instance, consider again the refutation proof in Figure 1. Even though every
conflict clause in this proof has length at most 2, the width of this proof is
actually 4. In general, the clause-learning algorithm may generate some long
intermediate clauses, which do not get learned by the solver. These clauses are
not taken into account in our approach.

4 Potential Benefits of Width-Based Policies

In this section, we demonstrate the potential benefits of width-based restart poli-
cies by comparing them against size-based policies on interesting SAT problems
with relatively small widths. If the width k of an unsatisfiable CNF is given,
one natural restart policy is to restart as soon as a conflict clause of size > k
is learned. To demonstrate the benefits of this approach, we will show that a
width-based policy with an appropriate width limit can significantly outperform
size-based policies used by state-of-the-art solvers. All experiments discussed in
this section were performed on a computer with a 1.83GHz CPU and 1.5GB
RAM. We set the timeout limit to 2000 seconds. We used Rsat [18] (without the
preprocessor) in the following experiments.

In the first experiment, we used the unsatisfiable grid pebbling formulas with
two variables per node as described in [8]. All formulas have a very small constant
width (4). Nevertheless, this family was shown to be difficult for tree-like resolu-
tion [20]. Evaluated in this experiment are size-based policies (using arithmetic,
geometric, and Luby’s series), and a width-based restart policy. An increment of
700 was used for the arithmetic series (like zChaff 2004), a factor of 1.5 was used
for the geometric series (like MiniSAT 1.14), and the Luby’s unit was set to 512
(like TiniSAT, Rsat) for the Luby’s series. The width limit of the width-based
policy was set to 4. Table 2 reports the running time of Rsat with the considered
policies on this set of problems. The first row shows the grid sizes of the grid
pebbling formulas (i.e., the numbers of layers in [8]). Each remaining row shows
the running time of a restart policy on these problems.

Figure 2 (a) is a plot of the running time of all restart policies as functions of
grid size. According to the result, the geometric size-based policy has the worst
performance as it begins to timeout when the grid size is only about 60. The
policy based on Luby’s series starts to timeout when the grid size gets larger than
220. The policy based on arithmetic series performs quite well on these problems
1 We found that restarting only when the solver is not in a conflict state simplifies the

implementation. In this approach, it is possible for the number of violating clauses
to be (usually slightly) greater than N when the solver actually restarts.
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Table 2. Running time (in seconds) of Rsat with different restart policies on unsatis-
fiable grid pebbling formulas of different sizes

Grid size 51 52 53 151 152 153 201 202 203 238 239 240
Arith. 1 1 3 124 111 81 193 225 262 410 477 T/O
Geo. 21 210 379 T/O T/O T/O T/O T/O T/O T/O T/O T/O
Luby 3 3 4 200 87 202 569 903 640 T/O T/O T/O
Width 1 1 1 36 27 21 85 93 108 244 414 257
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Fig. 2. Performance of Rsat with different restart policies on grid pebbling problems. In
both plots, the x-axes represents the grid size. The y-axis of left (right) plot represents
the running time (number of conflicts).

and could solve the problems up to grid size equal to 239, because it has relatively
short restart periods, which are very effective for preventing the solver from
getting stuck deriving long, useless clauses. In any case, the width-based policy
has the best performance on these problems–up to an order of magnitude faster
than the Luby size-based policy and several times faster than the arithmetic
size-based policy. The superiority of the width-based policy becomes even more
apparent when the solvers are compared in terms of number of conflicts needed
to solve the problems (Figure 2 (b)). In our experiment (result not shown here),
Rsat with the width-based restart policy could solve the problem with grid size
equal 500 in 1,373 seconds.

We also experimented with the satisfiable version of the grid pebbling formulas
(as described in [8]). Again, the width-based policy dominates the size-based
policies both in terms of running time and conflicts. For instance, at grid size
equal 260, the arithmetic size-based policy took 421 seconds, the Luby size-based
policy took 922 seconds, while the width-based policy only took 134 seconds (the
geometric size-based timed out for grid size ≥ 150).

Figure 3 shows similar results for the GTn family of unsatisfiable problems [8].
A GTn formula is a formula over ∼ n2 variables whose width is linear in n. In
this case, we use the same set of size-based policies and set the width limit of
the width-based policy to be 20. The result shows that the geometric size-based
policy timed out for n ≥ 21, the arithmetic size-based policy timed out after



348 K. Pipatsrisawat and A. Darwiche

0

500

1000

1500

2000

 10  15  20  25  30

Arithmetic
Geometric

Luby
Width

0.0e0

5.0e5

1.0e6

1.5e6

2.0e6

2.5e6

3.0e6

3.5e6

4.0e6

4.5e6

5.0e6

 10  15  20  25  30

Arithmetic
Geometric

Luby
Width

Fig. 3. (Left) running time of Rsat with different policies on unsatisfiable GTn formulas
as functions of n. (Right) number of conflicts as functions of n.

n = 24, and Luby size-based policy timed out after n = 25. The width-based
policy was able to solve the problem with n = 30 in about 480 seconds. To give a
sense of the hardness of these problems, consider the problem gt-ordering-sat-gt-
040.sat05-1297.reshuffled-07 from the crafted category of the SAT competition
2007. In the competition, this problem was not solved by MiniSat, Rsat, TiniSat,
or PicoSat under a 5000-second timeout. However, it could be solved with a
width-based policy with the width limit set to 20 in 40 seconds.

We found that some industrial problems can also be solved without requiring
any long clauses to be learned. For example, consider the dspam dump fam-
ily from the SAT competition 2007. These problems were generated by CA-
LYSTO [21,22] from a software verification task (NULL-pointer dereferencing)
on a spam filter. Based on our experiment, these unsatisfiable problems could be
easily solved without any long conflict clauses, yet clause-learning solvers may
derive many long clauses. Table 3 shows the information collected from running
Rsat, which uses Luby size-based policy, on selected problems from this fam-
ily.2 The first column shows the names of the problems. The second and third
columns reports the number of variables and clauses. The forth column reports
the size of the largest conflict clause of each refutation proof found by Rsat. The
remaining columns show the running time, the size of the largest conflict clause
learned, and the percentage of conflict clauses longer than the ones needed by
the proof, respectively. Rsat with Luby size-based restart policy took over 2,200
seconds to solve all four problems. Moreover, most of the clauses learned by
the solver were unnecessarily long. Nevertheless, these problems become easy
if a width-based restart policy (with an appropriate width limit) is used. Rsat
using a width-based restart policy with width limit set to 6 can solve all these
problems within 25 seconds (combined).

The results of these experiments show that a width-based restart policy (with
the right width limit) can dramatically reduce the running time of the solver
on some problems. However, in practice, the width of the problem is not known

2 We disabled conflict clause deletion in order to collect some statistics.
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Table 3. Information obtained from the executions of Rsat (using Luby size-based
restart policy) on dspam dump problems from SAT competition 2007

Problem vars clauses largest clause running largest % long
in proof time (s) clause size clauses

dspam dump vc1080 118,298 372,017 4 205 1,147 86.5
dspam dump vc1081 118,426 372,337 3 1,716 2,533 96.6
dspam dump vc1103 280,972 921,211 5 195 1,408 85.9
dspam dump vc1104 280,972 921,147 3 169 1,229 89.1

beforehand and width computation is believed to be very hard [23].3 Therefore,
we need to adjust the width limit dynamically to obtain good performance.

5 Adjusting Width Limits

In this section, we describe a general algorithm for updating the width limit and
propose several methods for updating the width limit. In a general width-based
policy, at any given time, the solver maintains one width limit W and restarts
as soon as it derives N or more conflict clauses with size greater than W . We
consider the following methods for updating W .

1. Arithmetic series: after R restarts at the current limit, W is incremented by
a constant C1.

2. Geometric series: after R restarts at the current limit, W is multiplied by a
constant C2.

3. Inner-outer geometric series: after R restarts at the current limit, W is mul-
tiplied by a constant factor C2. However, as soon as the value of W reaches
V , it is reset to its initial value and V is multiplied by a constant factor C3.

4. Luby series: after R restarts at the current limit, W is updated to be the
next number in the Luby series with unit U .

The values of N, R, U, V, C1, C2, C3 are parameters that need to be fine-tuned for
these policies. Nevertheless, finding optimal values for these parameters is not the
main focus of this work. In subsequent experiments, we set W = 15 (initially),
N = 10, R = 1, U = 6, V = 20 (initially), C1 = 1, C2 = 1.005, C3 = 1.05. One
can certainly envision policies which adjust these parameters dynamically.

In addition to these pure width-based restart policies, we also consider their
combinations with a size-based restart policy. In this case, the proofs explored
by the solvers are loosely bounded both in terms of size and width. For this
combination, we used the size-based restart policy based on Luby’s series, which
has been found to yield good performance on industrial problems [5]. In such a
hybrid policy, the width limit and the size threshold are enforced independently.
That is, the solver restarts based on clause size as described above and, more-
over, if the number of conflicts experienced by the solver (since the last time
it restarted based on number of conflicts) reaches the size threshold, the solver
also restarts (without updating the width limit).
3 The problem of computing width was conjectured to be EXPTIME-complete.
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6 Experimental Results

In this section, we evaluate the performance of the restart policies discussed
in the previous section. All experiments were performed on a computer with a
3.8GHz CPU and 4GB of RAM. The timeout was set to 30 minutes per problem.
The use of proprocessor was diabled in all experiments in order to obtain the
impacts of the restart policies on pure clause-learning solvers.

In the first experiment, we compared the proposed width-based restart policies
against the Luby size-based policy (unit=512) on 175 industrial problems from
the last SAT competition.4 Table 4 reports the number of problems solved by
each policy. According to the table, (pure) width-based policies seem to consis-
tently result in worse performance on satisfiable problems. This could be due to
the significant increase in the number of restarts introduced by the width-based
policies. More frequent restarts cause the solver to remake many decisions and
spending more time in unit propagation.5 For unsatisfiable problems, the results
are more comparable. The geometric width-based policy actually solved 5 more
unsatisfiable problems than the size-based policy. Overall, the performance of the
geometric width-based policy is about the same as that of the Luby size-based
policy. This result demonstrates that width-based policies, could be competitive
to a size-based policy. Note that the parameters used in our experiment were
not fine-tuned. The table also shows that the hybrid policies consistently outper-
formed the Luby size-based policy (except the one with inner-outer width-based
policy, which performed poorly on satisfiable problems). The combination of
the geometric width-based policy and the Luby size-based policy, in particular,
appears to be the best version on this set of problems.

Table 4. Number of industrial problems from the SAT competition 2007 solved by
different restart policies

Policy Solved problems
Total SAT UNSAT

Size-based (Luby,unit=512) 107 49 58
Width-based (Arith.) 100 46 54
Width-based (Geo.) 108 45 63
Width-based (Luby) 103 47 56
Width-based (In-out.) 90 36 54
Width-based (Arith.)+size-based (Luby) 110 48 62
Width-based (Geo.)+size-based (Luby) 115 52 63
Width-based (Luby)+size-based (Luby) 114 54 60
Width-based (In-out.)+size-based (Luby) 106 43 63

4 Obtained from http://www.satcompetition.org.
5 For example, whenever the width-based policy (geo.) solves the problem with the

number of conflicts comparable (within 5%) to that of the size-based policy (Luby),
it makes 42% more decisions on average.
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Table 5. Number of problems solved by different versions of Rsat

Family Total Solved problems
Rsat Rsat-ag Rsat-lc Rsat-ws-1 Rsat-ws-2 Rsat-ws-3

SAT comp. 07 175 107 109 114 115 114 110
SAT-Race’06 100 86 87 84 90 88 84
dlx-iq-unsat-1.0 32 11 12 7 18 14 17
fvp-unsat-1.0,2.0,3.0 32 26 26 26 26 26 26
liveness-sat-1.0 10 5 5 6 7 6 6
liveness-unsat-2.0 9 3 3 3 3 3 3
pipe-ooo-1.0,1.1 29 12 12 11 13 12 13
pipe-unsat-1.0,1.1 27 14 14 13 16 16 16
vliw-unsat-2.0,4.0 13 0 0 0 2 0 0
Total 427 264 268 264 290 279 275

Next, we compare the best policies from the previous experiment against other
dynamic restart policies in order to establish a context for the benefit of width-
based restart policies. This time, we also consider problems from SAT-Race 2006
and some hardware verification problems.6 Considered in this experiment are the
following versions of Rsat.

1. Rsat 2.00 (SAT competition 2007 version) [Rsat]. This version of Rsat uses a
size-based restart policy based on Luby’s series with Luby’s unit set to 512.

2. Rsat with agility-based restart policy [Rsat-ag]. Restart is disabled if the
agility of the solver is greater than 0.25 (as described in [6]).

3. Rsat with local restarts [Rsat-lc]. A restart is triggered only when the number
of conflicts under some search branch exceeds the threshold (as described
in [7]). The Luby’s series (unit=512) is used to update the threshold.

4. Rsat with hybrid restart policies [Rsat-ws-1,2,3]. The Luby size-based policy
is combined with (1) the geometric width-based, (2) the Luby width-based,
and (3) the arithmetic width-based policies.

Table 5 shows the number of problems solved by each solver. Overall, the agility-
based restart policy allows Rsat to solve a few more problems, while local restarts
yield about the same performance as the original Rsat. These techniques seem to
be most effective on problems from the SAT competition and SAT-Race’06.7 The
hybrid restart policies have the best overall performance. Rsat-ws-1,2,3 solved 26,
15, 11 more problems than Rsat, respectively. Clearly, the geometric width-based
and Luby size-based combination (Rsat-ws-1) yielded the best performance. Note
that, in a hybrid policy, number of restarts triggered by width violations usually
dominates size-based restarts.8 Moreover, using width-based restart policies also

6 The hardware verification problems were obtained from http://www.miroslav-
velev.com/sat benchmarks.html

7 We did not optimize the parameters used in these techniques.
8 E.g., on SAT’07 problems, 78% of restarts are width-based, while on SAT-Race’06

problems, 73% of restarts are width-based (based on the execution of Rsat-ws-1).
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Fig. 4. Running time profiles of Rsat with different restart policies on (left) satisfi-
able and (right) unsatisfiable problems. Both x-axes represent the number of solved
problems, while the y-axes represent running time in seconds.

tends to reduce the sizes of clauses learned. On the SAT competition 2007 prob-
lems, the sizes of clauses learned by Rsat-ws-1 is only 76% of those learned by Rsat
on average. On SAT-Race’06 problems, this percentage is 81%.

Figure 4 shows the running time profiles of different versions of Rsat on the
sets of problems in Table 5. For clarity, we show only one profile of Rsat with a
hybrid policy, Rsat-ws-1. The left plot shows the profiles on satisfiable problems,
while the right plot shows the profiles on unsatisfiable problems. The left plot
indicates that Rsat-ws-1 actually performed slightly worse than Rsat on satisfi-
able problems, even though it ended up solving 2 more problems. The right plot,
however, shows that Rsat-ws-1 is the clear winner on unsatisfiable problems.
Rsat-ag and Rsat-lc appear to have comparable profiles to Rsat.

Our experiment on crafted problems from the SAT competition 2007 also
confirms the benefit of the hybrid policy. We compared the performance of Rsat
against the best hybrid policy, Rsat-ws-1. Figure 5 shows the running time pro-
files of these solvers on satisfiable (left) and unsatisfiable (right) problems. Even
though Rsat-ws-1 solved fewer satisfiable problems, it took less time on most
of the ones it solved. Moreover, Rsat-ws-1 solved 7 more unsatisfiable problems
and took less time on those that both versions could solve.

We also tested the hybrid restart policy on MiniSat 2.0 (no preprocessor).
By default, MiniSat uses a geometric size-based restart policy. We added the
geometric width-based policy on top of this to obtain a hybrid policy (geometric
width-based + geometric size-based). Our experiment on the industrial prob-
lems of SAT competition 2007 showed that MiniSat solved 109 problems, while
MiniSat with the hybrid restart policy solved 114 problems.9

9 Here, we used progress saving [24] in both versions of MiniSat as this technique
seems to allow a frequent restart policy to realize its full potential. Without
progress saving, both versions solved fewer problems and the improvement is less
significant.
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Fig. 5. Running time profiles of Rsat with different restart policies on (left) satisfiable
and (right) unsatisfiable problems from the crafted category of SAT’07 competition

7 Related Work

The concept of space-bounded learning has long been studied in CSP [25,26] and
SAT [27]. This approach restricts the algorithm to learning only those constraints
with a limited number of variables. The restart policies we propose still allows
long clauses to be learned, but use restarts to discourage their learning.

A technique in SAT, which tries to achieve similar goals, is known as deci-
sion stack shrinking, which was introduced by JeruSAT [28] and later used by
zChaff2004 [14]. This technique tries to force the solver to discover a conflict at
a lower level, thus deriving shorter a conflict clause. The technique is invoked
whenever a long conflict clause is learned. Upon learning such a clause, the solver
examines the decision levels of the literals in the clause and backtracks to the
lowest level that is sufficiently smaller than the next higher level of any literal
in the conflict clause. The solver then makes assignments in order to falsify the
conflict clause (and run into the same conflict). Since some of the variables unas-
signed by the backtrack may not get assigned by the time the new conflict is
discovered, the size of the decision stack is likely going to reduce, leading to
potentially a shorter conflict clause. Our approach utilizes restarts to direct the
solvers away from undesirable parts of the search space, thus inducing shorter
conflict clauses. Decision stack shrinking, however, aims at improving the quality
of conflict clause learned from a given (or similar) conflict.

8 Conclusions

We presented a new class of restart policies, called width-based restart policies,
for clause-learning SAT solvers. These policies trigger a restart whenever the
number of long clauses learned by the solver is sufficiently large. They can be
thought of as ways to encourage the solvers to discover refutation proofs with
small widths (instead of small sizes as done in traditional policies). Our study
shows that width-based restart policies can be orders of magnitude faster than
policies based on number of conflicts on special classes of problems. We then
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propose a general algorithm for adjusting the width limits of width-based poli-
cies. Our experiment on industrial problems showed that pure width-based poli-
cies are competitive to the policy used by state-of-the-art solvers. Moreover, we
show that width-based policies, when combined with a size-based policy, can
lead to significant improvements on industrial and crafted problems.
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21. Babić, D., Hu, A.J.: Structural Abstraction of Software Verification Conditions.
In: Damm, W., Hermanns, H. (eds.) CAV 2007. LNCS, vol. 4590, pp. 371–383.
Springer, Heidelberg (2007)
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Abstract. Search restarts have shown great potential in speeding up SAT solvers
based on the DPLL procedure. However, most restart policies presented so far do
not take the problem structure into account. In this paper we present several new
problem-sensitive restart heuristics. They all observe different search parameters
like conflict level or backtrack level over time and, based on their development,
decide whether to perform a restart or not. We also present a Java tool to visualize
these search parameters on a given SAT instance over time in order to analyze
existing heuristics and develop new one.

1 Introduction

Randomization and restart policies have been incorporated into SAT solvers since the
mid 90s [1,2]. In a search procedure, a restart cancels the search for a solution after a
certain number of steps, and then starts over again performing another solving attempt.
To prevent the solver from generating the same search tree repeatedly, in early work on
restarts randomization has been added to the decision heuristics of the DPLL procedure,
thus modifying the search tree slightly on each run. With the advent of conflict driven
clause learning (CDCL) SAT solvers [3,4], new ways to modify the search tree (to pre-
vent repeated searches without progress) emerged, as these solvers dynamically com-
pute variable activities, which can be taken into consideration after a restart: variables
with highest activity (i.e. those occurring most frequently in recently learned clauses)
are branched on first. Using learned clauses also allows to carry over results from previ-
ously cancelled attempts, as learned clauses need not be dropped after a restart. So the
time spent in a failed search is not wasted. The theoretical groundwork for restarts was
laid down in the seminal paper by Gomes et al. [6], where they explained the success
of restarts by heavy-tailed distributions, which occur in randomized searches.

Current DPLL SAT solvers implement different restart heuristics or restart schemes.
MiniSat 2.0, the latest publicly available version of the well-known MiniSat [7] solver,
implements the RGR strategy (randomization and geometric restarts) proposed by
Walsh [8], i.e. the n-th restart is performed k · αn−1 steps after the previous restart
(where k = 100 and α = 1.5 by default, and steps refer to the number of conflicts).
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Other, more recent restart schemes are based on Luby sequences [9] or inner/outer
restarts.

However, until recently, restart schemes for DPLL solvers have been static, in the
sense that they are the same for each SAT instance, do not change during search, and
thus are not problem-sensitive.1 To the best of our knowledge, the first attempt to bring
dynamic restart policies to DPLL solvers was made by Biere [12]. His adaptive restart
strategy ANRFA (average number of recently flipped assignments) tries to estimate the
agilityof the on-going search process by taking the number of variable flips (determined
with respect to the memorized phases) into account. A high number of flips indicates
a high agility, which is considered good, whereas a low number of flips might indicate
that the search process got stuck and a restart might be advantageous.

In this paper we present a set of new problem-sensitive restart policies. They are
all based on observing a problem parameter during search and, depending on the de-
velopment of this parameter, decide whether or not to perform a restart. We have also
developed a Java tool for monitoring and visualizing such search parameters over time
for a given SAT instance.

2 Problem-Sensitive Restart Heuristics

Accurately estimating the progress of a search process is a non-trivial task. However,
some search parameters of a CDCL search—like length of learned clauses, search
depth, or backtrack level—give hints whether the search is progressing fast or slowly.
Based on these parameters, we have developed a set of new restart policies, which we
will now describe in more detail. All our strategies are based on observing search pa-
rameters over time. Typically, we average over the last few parameter values that have
occurred at a certain state during the search (in order to obtain more stable results).
To put the most recent values of a search parameter into relation with “typical” values
for the problem instance, we employ a short-term as well as a long-term memory for
each parameter (storing the last L resp. S values for each). The short-term memory
allows computing the current (smoothed) average value of the parameter, whereas the
long-term memory is used to determine an average value over a longer period of time
to compute, in a sense, a “typical” value for the parameter on this instance.

Such averaging over last (temporal) values is also know as moving average (or run-
ning average) in statistics. To compute the moving average of a parameter x, we use an
array to store its L + 1 most recent values xn−L, . . . , xn. The same array can be used
for both the long-term and short-term moving averages. It is used as a cyclic buffer with
a pointer to the most recent entry. New entries move the pointer forward and overwrite
the oldest value. Computing the moving average (An) over the last L values can be
done efficiently (without summing over the whole array) in an iterative manner:

An = An−1 +
xn − xn−L

L
.

During the first L steps we just fill the array with values and, starting with step L+1,
we use it to compute average values and to decide whether to restart or not. We record

1 For local search solvers, problem-sensitive restart policies have been known for some time
[10,11].
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parameter values at each leaf of the search tree (i.e. on each conflict), such that the
notion of step coincides with the number of conflicts. Parameters we found suitable for
monitoring over time include

Conflict level: the height of the search tree when a conflict occurred.
Backtrack level: the height of the search tree to which the solver jumped back.
Length of learned clauses: the length of the currently learned clause.
Trail size: The total number of assigned variables when a conflict occurred (including

variables assigned by unit propagation).

To determine whether we should perform a restart, we selected one of these parameters
and tracked its evolution over time. It is possible to combine several parameters in a
restart heuristic, but we have not made any experiments in this direction so far. We
describe our restart heuristics exemplarily for the parameter conflict level.

Ratio of long term vs. short term average (R): This heuristic assumes that (relative-
ly) low conflict levels are preferable to high conflict levels. The intuition is that
uniformly low conflict levels span up a smaller search space. Moreover, the conflict
clauses produced on lower conflict levels are potentially shorter and thus prune a
larger fraction of the search space. Low conflict levels are determined in relation to
the long-term average value: as soon as the short-term average conflict level (cS)
is much higher (cS/cL ≥ fT ) than the long-term average conflict level (cL), we
perform a restart. Here fT is a fixed threshold factor.

Avoidance of plateaus (P): When during search the same (high) conflict level occurs
over and over again, this could indicate that the search got stuck. To avoid such a
situation, we count the number S of minimal values of the conflict level over the
last L steps. If the minimum occurs more often than a fixed number of times (given
as a fraction of L) and the minimum is larger than a threshold value (cT,min), a
restart is performed.

Preference for high variance (V): Similar to the last heuristic, and related to Biere’s
notion of agility, the intuition behind this restart scheme is to avoid situations
where the conflict level is mainly constant (low variance). We compute the vari-
ance (resp. the standard deviation) over the last L conflict levels by σ2 = 1

L−1 ·∑n
i=n−L+1(xi−μ)2, where μ = 1

L ·
∑n

i=n−L+1 xi is the mean value of the last L
conflict levels. If σ2 is smaller than a threshold value cT,σ , a restart is performed.

3 Experimental Evaluation

We have implemented the restart heuristics mentioned in the previous section on top of
MiniSat 2.0.2 The implementation required only minor modifications, including addi-
tion of the array storing recent versions of a search parameter.3

2 http://minisat.se/downloads/minisat2-070721.zip
3 In CDCL solvers, restarts are often closely tied to the deletion of learned clauses (“garbage

collection”). In our extensions of MiniSat we left the clause deletion intervals unchanged. Also
note that only either the restart intervals or the clause deletion intervals have to be gradually
increased to ascertain completeness of the search procedure.

http://minisat.se/downloads/minisat2-070721.zip
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We have made experiments with all search parameters mentioned in the previous
section, but will report only on results based on the backtrack level as, without further
tuning of the heuristics’ threshold values, further investigation of this parameter seemed
most promising. For heuristic R, we have used a threshold factor of fT = 3.5, and
values L = 30 and S = 7 for long and short term ranges. For restart scheme P, we
have determined best parameters for L and S by a sequence of experiments (using the
manolios benchmark set), which resulted in L = 24 and S = 4 as optimal values.
The restart threshold cT,min was set to 100 · V

C , where V and C denote the number of
variables resp. clauses of the instance. For heuristic V , we have set L to 30 and cT,σ to
1.32 = 1.69. We compared our heuristics with both the original MiniSat 2.0 version4

(denoted by M in the tables) and a restart heuristics that makes (frequent) restarts after
a constant number of 200 steps (denoted by C in the tables).

Table 1. Comparison of problem-sensitive restart strategies

benchmark # instances # solved sat # solved unsat # solved total
family sat unsat total P R V C M P R V C M P R V C M
manolios 0 210 210 – – – – – 166 145 161 158 151 166 145 161 158 151
velev-pipe 0 27 27 – – – – – 16 6 15 16 8 16 6 15 16 8
sat-race-2006 43 57 100 26 29 28 22 36 50 33 48 45 39 76 62 76 67 75
satcomp-07 indust. 68 107 175 36 37 44 40 37 63 51 55 57 53 99 88 99 97 90
satcomp-07 crafted ≥34 ≥95 201 16 17 9 9 22 36 48 15 25 46 52 65 24 34 68
sat-race-2008 48 52 100 24 29 25 22 33 37 27 31 41 30 61 56 56 63 63

Table 1 shows the results of different restart heuristics on a number of benchmark
families. All experiments were performed under SuSE Linux on machines equipped
with an Intel Xeon E5430 processor running at 2.66 GHz and 16 GB of RAM. We set
a time limit of 900 seconds per instance and solver for all of our experiments. The test
set manolios is a parameterized benchmark suite consisting of hard pipelined-machine-
verification problems. The velev-pipe family includes Velev’s pipe-unsat-1.0 and pipe-
unsat-1.1 problem sets.5 The other benchmarks stem from previous SAT Competitions
(2007, industrial and crafted category) and SAT-Races (2006 and 2008).6 Table 1 shows
the number of instances contained in each benchmark package, split into satisfiable and
unsatisfiable instances. The following columns report on the number of instances that
could be solved using the respective heuristics (P, R, V, C, or M), first only counting
satisfiable, then unsatisfiable, and finally all instances. Best results for a benchmark set
are indicated in boldface.

Whereas on satisfiable instances our restart heuristics did not perform better then the
plain Minisat 2.0 RGR heuristic (in general even worse, with the exception of heuristic
V on the SAT Competition 2007 instances, industrial category), on unsatisfiable in-
stances our heuristics were able to outperform the static Minisat scheme. Notable is a

4 As mentioned in the introduction, MiniSat 2.0 implements a RGR strategy, where times be-
tween restarts grows exponentially over time.

5 Available from http://www.miroslav-velev.com/sat_benchmarks.html
6 The SAT-Race 2006 and 2008 instances have been processed with the SatELite preprocessor.

http://www.miroslav-velev.com/sat_benchmarks.html
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100% increase in the number of solved instances for our heuristic P on the velev-pipe
benchmark suite, as well as an increase of almost 10% on the manolios benchmarks.
Considering both satisfiable and unsatisfiable instances, heuristic P still outperforms
MiniSat in the number of solved instances in general.

On selected instances from the manolios and velev-pipe benchmark families, our
restart scheme P considerably outperforms MiniSat, with speed-ups up to a factor of
approximately 167. On average, heuristic P shows a speed-up of more than 38% over
MiniSat 2.0 on these benchmark families. Noteworthy is also the achieved reduction in
search space, measured in number of conflicts, which lies between 42.6% and 99.2%. In
only one case (out of all 42 instances of the manolios benchmark that could be solved
by both heuristics in between 2 and 15 minutes) the number of conflicts was higher
for our strategy P. A reduction in number of conflicts is also typically connected with
shorter proofs of unsatisfiability. This is especially important for algorithms that further
process proofs generated by SAT solvers, like interpolation-based methods [13]. It is
also striking that the number of restarts made by heuristic P is much higher than the
number of restarts made by MiniSat.

We also made experiments comparing heuristic P with the latest, non-public version
of MiniSat (2.1), as used in SAT-Race 2008. MiniSat 2.1 adds a whole set of improve-
ments to version 2.0, including phase memorization, special handling for binary and
blocked clauses, an improved memory manager, and a Luby restart strategy. MiniSat
2.1 has shown to perform considerably better than MiniSat 2.0 in SAT-Race 2008 (81
vs. 59 solved instances). This even holds when MiniSat 2.0 is extended with our new
problem-sensitive restart strategy P. However, on the manolios benchmark family, our
heuristic performs better, even without the other improvements implemented in MiniSat
2.1. Considering only unsatisfiable instances, strategy P is also better on the SAT-Race
2006 instances.

We performed further experiments with a modified version of MiniSat 2.0 imple-
menting the same Luby strategy as in MiniSat 2.1. However, on all benchmark sets,
we obtained better results with our strategy P. In another set of experiments we added
phase memorization to MiniSat 2.0 with Luby strategy and heuristics P. Again, the
results with strategy P were better (in number of solved instances), with the only ex-
ception of the velev benchmark set, where the Luby strategy was able to solve one
instance more.

RViewer: A Tool for Monitoring Search Parameters. To experiment with different
restart heuristics and to visualize search parameters over time we have implemented
a Java tool called RViewer7. RViewer reads a dump file generated by a CDCL SAT
solver, which contains the sequence of search parameters over time, one for each con-
flict. RViewer visualizes the development of the contained parameters during search. It
allows to select one or multiple search parameters for display, computation of the mov-
ing average, zooming in and out, as well as moving through the dump file. RViewer was
of great help in setting up restart policy P and to detect the phenomenon of plateaus for
the backtrack level.

7 RViewer is available for download at http://baldur.iti.uka.de/software/
RViewer

http://baldur.iti.uka.de/software/
RViewer
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4 Related Work and Conclusion

Huang [14] experimentally compares different restart policies, including a whole set of
different RGR strategies, and a strategy based on Luby sequences. All policies exam-
ined in his survey are static ones, but he suggests that “substantial performance gains
may be possible by using appropriate dynamic restart policies.” Kautz et al. [15] give
theoretical and empirical results on context-sensitive restart policies for randomized
search procedures. The notion of context-sensitivity they use differs from our notion of
problem-sensitivity in that their strategies are selected per instance, whereas our strate-
gies are “more dynamic” in that they can also vary during a solver’s run. Related to our
work is that of Haim and Walsh [16], where they estimate the runtime of a SAT solver
based on problem parameters observed during the initial phase of the search.

We have presented different dynamic, problem-sensitive restart heuristics that we
implemented on top of MiniSat 2.0. We obtained good results with our policy P, which
is based on avoidance of plateaus. The phenomenon of plateaus, which we observed
in almost all SAT instances using our tool RViewer, also seems to be new. Directions
for future research include further refinement of dynamic restart policies, especially by
employing a combination of several problem parameters. It would also be interesting
to find a theoretical underpinning why unsatisfiable instances seem to profit most from
dynamic restart policies. A larger set of different restart policies might also be of help
in implementing parallel SAT solvers based on competition parallelism.
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Abstract. We explore random Boolean quantified CNF formulas of the
form ∀X∃Y ϕ(X, Y ), where X has m = 	α log n
 variables (α > 0), Y
has n variables and each clause in ϕ has one literal from X and two
from Y . These (1,2)-QCNF-formulas, which can be seen as quantified ex-
tended 2-CNF formulas, were introduced in SAT’08. It was proved that
the threshold phenomenon associated to the satisfiability of such random
formulas, (1,2)-QSAT, is controlled by the ratio c between the number of
clauses and the number n of existential variables. In this paper, we prove
that the threshold is sharp. For any value of α, we give the exact location
of the associated critical ratio, a(α). At this ratio, our study highlights
the sudden emergence of unsatisfiable formulas with a very specific shape.
From the experimental point of view (1,2)-QSAT is challenging. Indeed,
while for small values of m the critical ratio can be observed experimen-
tally, it is not anymore the case for bigger values of m. For small values of
m we give precise numerical estimates of the probability of satisfiability
for critical (1,2)-QCNF-formulas. These experiments give evidence that
the asymptotical regime is difficult to reach and provide some indica-
tion on the behavior of random instances. Moreover, experiments show
that the computational effort, which is increasing with m, is maximized
within the phase transition.

1 Introduction

In the last decades, numerous experimental studies have provided strong evi-
dence that the difficulty to solve large instances of k-SAT is tightly linked to
a phase transition in the probability that a random instance is satisfiable. As
the clauses-to-variables ratio increases, the vast majority of formulas abruptly
stop being satisfiable at a critical threshold point. The instances that are hard to
solve seem to be located around this critical point. Determining the nature of the
phase transition, locating it, determining a precise scaling window and gaining
a better understanding of the structure of the space of solutions turn out to be

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 363–376, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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challenging tasks, which have aroused a lot of interest and fructuous collabora-
tions among different disciplines, namely combinatorics, probability, computer
science and statistical physics.

Most of the studies have focused on 3-SAT. However, neither the value, nor
even the existence of a critical ratio has been established. In order to gain in-
sight into this hard problem, several researchers turned to studying a tractable
variant: 2-SAT. Chvàtal and Reed [CR92], Goerdt [Goe96] and Fernandez de la
Vega [dlV92] independently proved that 2-SAT exhibits a sharp transition. They
proved that the critical clauses-to-variables ratio is equal to 1. More recently
Bollobàs et al. [BBC+01] determined the scaling window for random 2-SAT.
The reason why so many results could be obtained is the existence of a simple
combinatorial characterization of unsatisfiable 2-CNF formulas [APT79]. On the
one hand, this characterization provides an efficient (linear time) procedure to
decide the satisfiability of 2-CNF formulas, thus allowing simulations at a very
high scale. On the other hand, this characterization enables a direct combinato-
rial attack of random 2-SAT that focuses on the emergence of the most likely un-
satisfiable formulas in the evolution of the random formula (see [CR92, Goe96]).
In comparison, the difficulty to understand the phase transition for 3-SAT can
be explained by the fact that 3-SAT is NP-complete (thus making simulations
hard to run), and lacks a simple characterization of unsatisfiable formulas.

We propose to investigate an intermediate satisfiability problem, (1,2)-QSAT,
which was first introduced by the authors in [CDER08]. This problem concerns
a certain subclass of quantified Boolean formulas. More precisely, we are inter-
ested in (1,2)-QCNF-formulas, namely in formulas of the type ∀X∃Y ϕ(X, Y ),
where X has m variables, Y has n variables, and ϕ(X, Y ) is a conjunction of
3-clauses, each of which containing exactly one universal literal and two existen-
tial ones. This problem has several interesting features, which make it a good
candidate to understand the mechanisms driving phase transitions. The key is
that a (1,2)-QCNF-formula can be seen as an extended 2-CNF-formula. Indeed,
the semantical elimination of the ∀-quantifiers yields the conjunction of 2m exis-
tential 2-CNF formulas. As a first consequence this gives an upper bound for the
complexity of deciding the truth value of such a formula, O(2m|ϕ|). This means
that this problem can be solved in polynomial time when m is of logarithmic
order compared to n (nevertheless, it is worth noticing that, in full generality,
this problem is coNP-complete, see [FKB90]). Thus, the additional parameter of
this problem, m, makes the complexity of the problem scalable to a polynomial
of any degree. Moreover, since it is a quantified satisfiability problem we can
take advantage of competitive QBF solvers for running experiments. As a sec-
ond consequence, it inherits the good combinatorial properties of 2-SAT: there
is a simple combinatorial characterization of unsatisfiable (1,2)-QCNF-formulas.
So, we have here a problem much harder to solve than 2-SAT, and for which we
can nevertheless hope to combine successfully practical and theoretical studies
on random instances.

In [CDER08], we proved that the phase transition for (1,2)-QSAT is controlled
by the clauses-to-existential-variables ratio c. We showed that when m is small
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enough, there is a critical ratio equal to 2, when m is big enough there is a
critical ratio equal to 1. When m is of logarithmic order compared to n, m =
�α ln n� (α > 0), there is an intermediate regime. At this intermediate regime,
we obtained lower and upper bounds for the critical ratio, whenever it exists,
thus showing that it is strictly between 1 and 2. It was left open the nature of
the transition and the exact value of the critical ratio, whenever it exists. It was
also observed that, while the simulations had turned out to be very helpful to
guide the theoretical investigation, they failed in giving a precise location of the
threshold.

In this paper, we get a new upper bound for the threshold, which matches
the lower bound given in [CDER08]. Thus, we prove that the threshold is sharp.
For any value of α, we give the exact location of the associated critical ratio,
a(α). Moreover, we prove the emergence of very typical minimal unsatisfiable
subformulas when entering the unsatisfiability phase.

From the experimental side, we continue our simulations. We run experiments
with a much higher precision than before. While in [CDER08] we used 1000
formulas per data point, we use here 100,000 formulas. As a result, the numerical
estimates that are obtained have a much lower uncertainty. We report extended
simulations for small values of m. They allow to give reliable numerical estimates
of the probability of satisfiability of critical (1,2)-QCNF-formulas (i.e., formulas
having exactly a(α)·n clauses). They indicate that this probability decreases to 0
as m increases. Also, they give strong evidence that, for m ≥ 5, the experiments
are not run at a scale high enough in order to deliver results which also hold
for very large problem instances. Finally they provide evidence that at least
when m ≤ 4 and n is big enough, a random (1,2)-QCNF-formula behaves as the
conjunction of 2m independent random 2-CNF-formulas. Moreover, we measure
the computational effort which is needed to decide the truth value of random
instances. We show that these instances exhibit a now well-known “easy-hard-
easy” pattern.

2 Theoretical Results

2.1 Definition of the Problem and Main Result

A literal is a propositional variable or its negation. The atom of a literal l is
the variable p if l is p or p. Literals are said to be strictly distinct when their
corresponding atoms are pairwise different. A clause is a finite disjunction of
literals. A formula is in conjunctive normal form (CNF) if it is a conjunction of
clauses. A formula is in k-CNF, if any clause consists of exactly k literals. Here
we are interested in formulas of the form

F = ∀X∃Y ϕ(X, Y )

where X = {x1, . . . , xm}, and Y = {y1, . . . , yn}, and ϕ(X, Y ) is a 3-CNF formula
with exactly one universal and two existential literals in each clause. We will call
such formulas (1,2)-QCNFs.
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A truth assignment for the existential (resp. universal) variables, Y (resp. X)
is a Boolean function I : Y → {0, 1} (resp. X → {0, 1}), which can be extended
to literals by I(x) = 1− I(x). A (1,2)-QCNF formula is true (or satisfiable) if for
every assignment to the variables X , there exists an assignment to the variables
Y such that ϕ is true.

We consider formulas built on m universal variables and n existential vari-
ables. Thus we have

N = m

(
n

2

)
23 = 4mn(n− 1)

different clauses at hand. We may establish our result in considering random
formulas obtained by taking each one of the N possible clauses independently
from the others with probability p ∈ ]0, 1[. Let c > 0, it is well known (see
for instance [JLR00, Sections 1.4 and 1.5]) that the threshold obtained in this
model translates to the model alluded to in the introduction – in which L =
�cn� distinct clauses are picked uniformly at random among all the N possible
choices – when p = L

4mn(n−1) . Thus, from now on we shall always suppose that
p = c

4mn , and we continue to denote by Pm,c(n) the probability that a random
formula in this model is satisfiable. We are interested in studying lim

n→+∞ Pm,c(n)

as a function of the parameters m and c. Any value of c such that Pm,c(n) → 1
(resp. such that Pm,c(n)→ 0) gives a lower (resp. upper) bound for the threshold
effect associated to the phase transition.

In [CDER08], it has been established that when m is small enough, actually

when m ≤ log n

log 2
, there is a sharp threshold at c = 2. On the other side, when

m is large enough, actually when m 0 ln n, there is a sharp threshold at c = 1.

Moreover, when m = �α ln n� with α >
1

ln 2
, an upper bound a(α) and a lower

bound b(α) for the location of the transition have been given: a(α) being the

solution of the equation α · H(c) = 1, where H(c) = ln(c) +
(2
c
− 1

)
ln(2 − c)

and b(α) being strictly greater than a(α). Thus the following proposition was
established.

Proposition 1. [CDER08]

For any
1

ln 2
< α, if c < a(α), then P�α ln n�,c −−−−−→

n→+∞ 1

Here, in developing further the techniques used by Chvàtal and Reed [CR92]
and Goerdt [Goe96], we prove the following.

Theorem 1. For any
1

ln 2
< α, if c > a(α), then P�α ln n�,c −−−−−→

n→+∞ 0.

Thus, we can plot in Fig. 1 the evolution of the critical ratio as a function of α.
Our analysis is based on new results about specific minimal unsatisfiable for-

mulas, called pure snakes.
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Fig. 1. Evolution of the critical ratio values

2.2 Pure Snakes

The notion of purity over sets of universal literals is useful to characterize the
truth value of (1,2)-QCNF-formulas. A (multi-)set or sequence of literals is pure
if it does not contain both a variable x and its negation x.

Definition 1. A pure snake of length s + 1 ≥ 4, with s + 1 = 2t, is a set of
s + 1 clauses C0, . . . , Cs which have the following structure: there are s strictly
distinct existential literals w1, . . . , ws, and a pure sequence of s + 1 universal
literals v0, . . . , vs such that, for every 0 ≤ r ≤ s, Cr = (vr ∨ wr ∨ wr+1) with
w0 = ws+1 = wt.

Every (1,2)-QCNF-formula that contains a pure snake is false. Let Xs,k be the
number of pure snakes of length s + 1 with k universal variables in a random
(1,2)-QCNF formula. We obtain

Em,c(Xs,k) = ps+1 · (n)s · 2s ·
(

m

k

)
· 2k · S(s + 1, k) · k! (1)

with S(s + 1, k) denoting the Stirling number of the second kind and (n)s =
n(n− 1) · · · (n− s + 1).

When m = �α ln n�, it appears that long snakes of length 0 ln n have asymp-
totically no chance to appear when α > 1/ ln 2 and c ∈ ]1, 2[. Therefore, in our
study we can focus on snakes of length proportional to ln n. Hence, let us set
β = k/ lnn and γ = (s + 1)/ lnn.

The following proposition shows that the behavior of the average number of
snakes is governed by a continuous function of several real variables. It can be
derived in using the following well-known estimates for binomial coefficients and
precise results on Stirling numbers of the second kind. If 1 ≤ b ≤ a, then√

1
a

(a

b

)b

·
(

a

a− b

)a−b

≤
(

a

b

)
≤
(a

b

)b

·
(

a

a− b

)a−b

. (2)



368 N. Creignou et al.

Moreover, as shown in [Tem93], there exist K > 0 and K ′ > 0 such that, for
1 ≤ b ≤ a,

K

√
b

a

(
ex0 − 1

x0

)b (a

e

)a

xb−a
0 ≤ b!S(a, b) ≤ K ′√b

(
ex0 − 1

x0

)b (a

e

)a

xb−a
0 (3)

where x0 > 0 is a function of b/a defined implicitly for b < a by 1− e−x0 = b
ax0,

and for a = b by x0 = 0. The conventions are that 00 = 1 and e0−1
0 = 1.

Proposition 2. There exist A > 0 and B > 0 such that for any c > 0, for every
positive integers n, m, s and k such that k ≤ min(m, s + 1), it holds that

A (n)s

√
k

ns
√

m(s + 1)
n

g m
ln n

,c(
k

ln n , s+1
ln n ) ≤ Em,c(Xs,k) ≤ B

√
m n

g m
ln n

,c(
k

ln n , s+1
ln n ) (4)

where for any 1 < c < 2 and α > 0, gα,c is a continuous function on Dα =
{(β, γ) | 0 < β ≤ α and β ≤ γ} with a strict and global maximum on Dα, given
by its unique stationary point in Dα. More precisely

max
Dα

gα,c(β, γ) = gα,c(β̂(α, c), γ̂(α, c)) = αH(c)− 1 (5)

with β̂ =
2α(c− 1)

c
, γ̂ =

−2α ln(2− c)
c

, H(c) = ln c +
(2

c
− 1

)
ln(2− c).

This result points out for each α the values of k and s that contribute the most
to the average number.

2.3 Dominant Pure Snakes at the Phase Transition

The proof of our main result (Theorem 1) is obtained in considering pure snakes
of a very specific shape together with a general exponential inequality. More
precisely, let s+1 = �γ̂ ln n� = 2t and k = �β̂ ln n�. From [JLR00, Theorem 2.18
ii)], we know that

Pm,c(n) ≤ Pr(Xs,k = 0) ≤ exp

(
− Em,c(Xs,k)

1 +
∑s

i=1 Nm,s,k(i)ps+1−i

)
(6)

where Nm,s,k(i) denotes the number of pure snakes B of length s + 1 with k
universal variables that share exactly i clauses with a given pure snake A0 of
length s + 1 with k universal variables. Starting from Proposition 2, we can
derive some tight bounds for the quantities appearing in the right-hand side of
(6). Thus, it can be shown that, when α ln 2 > 1 and for any c > a(α), we have
Pm,c(n) = o(1). More precisely we also gain new and interesting information
about the structure of random unsatisfiable formulas at the threshold ratio, as
stated in the following proposition.
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Proposition 3. Let us denote by As,k the event that there exists a pure snake
of length s + 1 with k universal variables. For any α > 1/ ln 2, define:

β(α) =
2α(a(α) − 1)

a(α)
,

γ(α) = −2α ln(2− a(α))/a(α) and

I(α) = [(γ(α) − εn) ln n, (γ(α) + εn) ln n]× [(β(α) − εn) ln n, (β(α) + εn) ln n] .

Then, for any α > 1/ ln 2, there are suitable positive constants C1 and C2,
such that for δn = C1

ln ln n
ln n , εn = C2

√
δn, m = �α ln n� and cn = a(α) + δn:

Pm,cn

⎛⎝ ⋃
(s,k)∈I(α)c

As,k

⎞⎠ = o(1)

and
Pm,cn

(
A�γ(α) ln n�,�β(α) ln n�

)
= 1− o(1) .

Thus we prove that when we enter the phase of unsatisfiability, pure snakes
suddenly appear with a very specific structure, namely their number of universal
variables is β(α) ln n, and their number of existential variables (and hence, their
length) is γ(α) ln n, where β(α) and γ(α) are positive functions of α.

3 Experimental Results

3.1 The Threshold for Small Values of m

Before we start discussing the empirical results, let us first describe how we
ran the experiments. All experiments were conducted according to the same
scheme, which is described with the help of Fig. 2. One experiment consisted
in generating at random (in drawing uniformly and independently) (1,2)-QCNF
formulas over given values of m universal variables and n existential variables,
with a clauses-to-existential-variables ratio indicated by the points. Since we are
interested in the behavior around the crossing point of the curves, we draw them
up to a ratio between 2.1 and 2.2, regardless whether the curves have reached
the x-axis or not. In Fig. 2, we considered successively m = 1, 2, 3 and 4 and
n = 2, 000, 4, 000, 8, 000, 16, 000 and 32, 000. For each of the chosen values
of ratio, a sample of 100, 000 formulas was studied using the QBF solver QuBE
[GNT01], thus computing the truth value of each formula. The proportion of true
(or satisfiable) instances for each considered value of ratio was then plotted.

Let us recall that for constant values of m, the critical ratio is equal to 2. This
can be observed in Fig. 2. Indeed, in each of these figures, the curves sharpen
as n increases and pivot about a single point, thus indicating a critical ratio at
c = 2. Already when m = 4, the crossing point seems to occur before 2.

In Fig. 3, one can observe that the crossing point is moving to the left as
m increases. For m = 7, one can see successive crossings of pairs of curves
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Fig. 2. The satisfiability curves for m = 1, m = 2, m = 3 and m = 4
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Fig. 3. The satisfiability curves for m = 5 and m = 7

for increasing values of n, thus making a rough estimate of the critical ratio
difficult. Observe moreover that the probability of satisfiability exactly at the
critical ratio, i.e., when the number of clauses is 2n, seems to vanish to 0 as
m increases. So, these observations suggest that the critical value is difficult to
estimate from the experiments as m increases for two reasons: the probability of
satisfiability for critical formulas vanishes to 0, while the asymptotical regime is
reached at a higher scale, as m increases.
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This will be confirmed by numerical estimates of the probability of satisfia-
bility for critical formulas as discussed in the next section.

3.2 Numerical Estimates of the Probability of Satisfiability for
Critical (1,2)-QCNF Formulas

Numerical estimates of the probability of satisfiability of a critical random 2-CNF
formula, i.e., a random 2-CNF formulawhose number of clauses is equal to the num-
ber of variables, were given in [DM06]. We give here similar estimates for
(1,2)-QSAT for small values of m. For m = 1 up to 5, we provide precise results
based on numerical estimates of the probability of satisfiability for (1,2)-QCNF-
formulas with n = 2, 000 up to 32, 000 existential variables, with a critical ratio
equal to 2. Recall that, for each size n, we drew at random 100,000 instances and we
determined if they were satisfiable or not. Results from the simulations are plotted
in Fig. 4. It is worth noticing that the high number of instances we used for each
data point is needed in order to get reliable statistics as discussed below.

These estimates indicate that for m fixed and small, the probability of satisfi-
ability of a random critical (1,2)-QCNF-formula is converging to a positive value
as n tends to infinity and that this value decreases as m increases. Moreover,
observe that, for a fixed m, this probability decreases as n increases. For m =1,
this probability of satisfiability seems to have reached a fixed point (at m = 1
the five data points are very close to each other). On the contrary, for m = 5
the probability does still significantly decrease when n is increased and has not
reached a fixed point. This gives evidence that, for m = 5, we have not yet
entered the asymptotical regime.



372 N. Creignou et al.

Table 1.

m n p̂0,m(n) p̂1(n, m) Îm,n fit
1 8000 0.84723 0.84379 ] -0.01203,0.00515 [ y
1 16000 0.84217 0.83879 ] -0.01197,0.00521 [ y
1 32000 0.83856 0.83683 ] -0.01032,0.00686 [ y
1 64000 0.83678 0.83133 ] -0.01404,0.00314 [ y
2 8000 0.71952 0.71298 ] -0.01513,0.00205 [ y
2 16000 0.71008 0.70332 ] -0.01535,0.00183 [ y
2 32000 0.70324 0.69994 ] -0.01189,0.00529 [ y
2 64000 0.6969 0.6962 ] -0.00929,0.00789 [ y
3 8000 0.51781 0.51649 ] -0.00991,0.00727 [ y
3 16000 0.50668 0.50504 ] -0.01023,0.00695 [ y
3 32000 0.49447 0.49337 ] -0.00969,0.00749 [ y
3 64000 0.48683 0.4847 ] -0.01072,0.00646 [ y
4 8000 0.2673 0.2861 ] 0.01021,0.02739 [ n
4 16000 0.25349 0.26775 ] 0.00567,0.02285 [ n
4 32000 0.2461 0.2551 ] 0.00041,0.01759 [ n
4 64000 0.23761 0.24531 ] -0.00089,0.01629 [ y
5 8000 0.07213 0.10304 ] 0.02232,0.03950 [ n
5 16000 0.06411 0.08851 ] 0.01581,0.03299 [ n
5 32000 0.06039 0.07561 ] 0.00663,0.02381 [ n
5 64000 0.05596 0.06914 ] 0.00459,0.02177 [ n

Actually, these estimates give us another important indication on the behav-
ior of random critical instances for small m. Let p0(n) be the probability that a
random 2-CNF formula with n variables and n clauses is satisfiable. Let p1(n, m)
be the probability that a random (1,2)-QCNF-formula with n existential vari-
ables, m universal variables and 2n clauses is satisfiable. For each m > 0, the
semantical elimination of the ∀-quantifiers in such a formula yields the conjunc-
tion of 2m 2-CNF formulas. More precisely, for m = 1, it can be shown that
a random (1,2)-QCNF-formula with parameter c behaves as the conjunction of
two independent random 2-CNF-formula with parameter equivalent (as n goes
to infinity) to c/2. Thus, one has:

p1(1, n)− p0(n)2 −−−−→
n→∞ 0 .

When m ≥ 2, a random (1,2)-QCNF-formula with parameter c behaves as the
conjunction of 2m dependent random 2-CNF-formula with parameter equivalent
to c/2. In fact, each pair of such “half-formulas” contains, roughly, between 0 and
m−1

m c/2 clauses in common. However, it seems plausible that this dependence is
not important concerning satisfiability at the threshold, i.e, at c = 2 for fixed m.
Indeed, for critical 2-SAT, it is plausible that knowing that a formula F is true
(resp. false) does not give a significant hint about the fact that a formula F ′

obtained from F by re-sampling a fixed fraction of its clauses is still true (resp.
false). This would lead (somewhat rashly) to conjecture that p1(m, n)− p0(n)2

m
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goes to zero as n goes to infinity, for fixed m. To support this conjecture, we
give estimations for p1(m, n)− p0(n)2

m

.
For some values of n and m, we drew at random N = 100, 000 conjunctions

of 2m critical 2-CNF-formulas, i.e., with critical ratio c0 = 1. We counted the
proportion p̂0,m(n) of satisfiable conjunctions. Next, for the same values of n
and m, we drew at random N = 100, 000 critical (1,2)-QCNF-formulas, i.e., with
critical ratio c1 = 2. We counted the proportion p̂1(m, n) of satisfiable formulas.
We want to know, on the basis of these estimators, whether it is plausible that
p1(m, n)− p0(n)2

m

goes to zero as n goes to infinity. Hoeffding’s inequality (see
[Hoe63]) implies that for any ε ∈ ]0, 1[, m and n,

Pr

(
|p̂1(m, n)− p̂0,m(n)− (p1(m, n)− p0(n)2

m

)| ≥
√

2
N

log
2
ε

)
≤ ε ,

which gives us the following confidence interval for p1(m, n) − p0(n)2
m

with
security coefficient 1− ε:

Îm,n =

]
p̂1(m, n)− p̂0,m(n)−

√
2
N

log
2
ε
; p̂1(m, n)− p̂0,m(n) +

√
2
N

log
2
ε

[
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Fig. 5. The propagation curves for n = 4, 000; 8, 000; 16, 000 and 32, 000
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Fig. 6. A propagation curve together with satisfiability curves for m = 5 and m = 7

Choosing ε = 0.05, we consider that our conjecture is supported by the simula-
tions if, for n large enough, the interval Îm,n contains zero. This is reported by
a “y” in the column “fit” of Table 1.

We can observe that it fits for m = 1, 2, 3 and 4 for n large enough. The data
starts to diverge for m = 5. There are two possible reasons: either the conjecture
is false for m = 5, or n = 64000 is not large enough to see the convergence
conjectured for this value of m. Notice however that it is close to fit for large n.
In any case, these results support our conjecture that for m small enough (i.e,
at least when m ≤ 4), a critical (1,2)-QCNF-formula behaves as the conjunction
of 2m independent 2-CNF-formulas.

3.3 Where the Hard Instances Are

In [SML96], Selman et al. gave experimental evidence suggesting that there is a
range of the clauses-to-variables ratio, r, within which it seems hard to decide
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whether a randomly chosen 3-SAT instance is satisfiable or not. For r ∼ 4.2,
a satisfying assignment can be found for roughly half the formulas and around
this point the computational effort for finding a truth assignment, whenever one
exists, is maximized. We are interested in knowing whether such a pattern can
also be observed for (1,2)-QSAT.

Measuring the running time of a program is a difficult task in a multi-
core/multi-processor environment, especially if the machine has heavy load.
Therefore, we have to use another measure like the number of branches, the
number of decisions, etc. A measure which is offered by the used solver QuBE
is the number of of propagations of (existential and universal) literals.

In Fig. 5, we find the curves showing the average number of propagations for
a specific n = 4000, 8000, 16000, 32000 and different m. Notice that the scale on
the y-axis is not the same from one figure to the other.

These results appear to be fully consistent with the worst-case complexity
upper bound we have, i.e., the complexity naturally increases with m. Moreover,
there is a peak in the computational effort. Interestingly, Fig. 6 shows that
this peak occurs within the phase transition, i.e., the computational effort for
deciding the truth value of a formula is maximized for when the percentage of
true formulas is between 30 percent and 80 percent.

4 Conclusion

Our study of (1,2)-QSAT turns out to be even more challenging than expected.
At the interesting regime, i.e., when m = �α ln n� with α > 1/ ln 2, we are able
to give the exact location of the threshold as a function of α. Actually, our
study goes beyond this step since we also give precise information on typical
substructures that occur in random formulas just after the phase transition.
Indeed, our analysis shows the emergence of specific minimally unsatisfiable
formulas in evolving random formulas. Hence, we assert that, at the critical
point c, pure snakes of length −2α ln(2 − c)/c logn are the first syndrome of
unsatisfiability.

We have made precise simulations for small m. They have given some indi-
cations on the probability of satisfiability of critical formulas. Obviously getting
precise results as observing the critical ratio, or measuring the width of the tran-
sition from satisfiability to unsatisfiability (see [Wil02]) will require experiments
at a much higher scale, and thus will need more computational power. At the
same time, it is also challenging to find out new forms of simulations, whose
results can guide the theoretical investigations, even if not run at a very high
scale.

Finally, let us emphasize that (1,2)-QSAT is a quantified problem. Therefore,
we can hope that its investigation will enable a better understanding of the typ-
ical behavior of random quantified formulas, and thus support the development
of competitive QBF solvers. Let us recall that (1,2)-QSAT is a problem whose
complexity smoothly interpolates between P and coNP. Moreover experiments
have shown that random instances of (1,2)-QSAT exhibit an “easy-hard-easy”



376 N. Creignou et al.

pattern. The peak of the computational effort occurs within the phase transi-
tion Therefore, in making m varying, we get a whole bunch of instances having
different complexities that we can be used to test and evaluate QBF solvers.
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Abstract. Probabilistic inference techniques can be used to estimate variable
bias, or the proportion of solutions to a given SAT problem that fix a variable
positively or negatively. Methods like Belief Propagation (BP), Survey Propaga-
tion (SP), and Expectation Maximization BP (EMBP) have been used to guess
solutions directly, but intuitively they should also prove useful as variable- and
value- ordering heuristics within full backtracking (DPLL) search. Here we re-
port on practical design issues for realizing this intuition in the VARSAT system,
which is built upon the full-featured MiniSat solver. A second, algorithmic, con-
tribution is to present four novel inference techniques that combine BP/SP models
with local/global consistency constraints via the EMBP framework. Empirically,
we can also report exponential speed-up over existing complete methods, for ran-
dom problems at the critically-constrained phase transition region in problem
hardness. For industrial problems, VARSAT is slower that MiniSat, but compa-
rable in the number and types problems it is able to solve.

Keywords: Probabilistic Inference, Survey Propagation/EMBP, Variable/Value
Ordering Heuristics.

1 Introduction

A variety of message-passing (a.k.a. “propagation”) algorithms have been used to esti-
mate variable “bias,” or the probability of finding each variable set one way or another
if we could somehow sample from the space of solutions to a given SAT instance. In
particular, Belief Propagation (BP) has been used to differentiate solutions where a
variable is constrained to be positive from those where it is negatively constrained [1].
Survey Propagation (SP) extends this model to represent a third probability represent-
ing solutions where the variable is not constrained at all; on hypothetically sampling we
might find that it is set positively or negatively, but flipping it would still result in a so-
lution [2]. Either model can be employed within the Expectation Maximization Belief
Propagation (EMBP) framework, a convergent alternative that accommodates a choice
of consistency constraints for balancing speed and accuracy in estimating bias [3].

While bias estimators produce intuitively useful information about the solutions of
SAT instances, they cannot actually solve a problem on their own. To date they have
all employed a “decimation” framework of computing a single sequence of estimates,

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 377–390, 2009.
c© Springer-Verlag Berlin Heidelberg 2009

http://www.cs.toronto.edu/~eihsu/VARSAT


378 E.I. Hsu and S.A. McIlraith

while setting a block of one or more most strongly-biased variables after each estimate.
Taken with this decimation framework, the probabilistic bias estimators are state-of-the-
art for solving large random problems near the critically-constrained phase transition in
problem hardness [4]. However, this construction cannot backtrack or take advantage of
modern advances in systematic DPLL search like clause learning; the decimation pro-
cess either directly reaches a solution by a series of fortuitous variable assignments, or
it ends in failure without determining satisfiability or unsatisfiability. Toward the upper
reaches of the phase transition threshold, failure occurs about half the time (at α = 4.4
for satisfiable problems). For industrial SAT problems with “real-world” structure, the
combination is entirely unusable [5].

Here we report on the integration of six bias estimators as variable- and value-
ordering heuristics within the full-featured MiniSat backtracking solver [6]. Moving
past basic intuitions and creating a practical solver requires a number of possibly intu-
itive, but still non-obvious design decisions and optimizations, due especially to the high
computational expense associated with bias estimation. A second contribution consists
of four novel estimation techniques whose stand-alone accuracy has been summarized
elsewhere without explanation–here they are presented in full for the first time [5].
In particular, we employ local or global consistency approximations to extend either
the BP or the SP model, producing EMBP-L, EMSP-L, EMBP-G, and EMSP-G. To-
gether with basic BP and SP, these rules drive the resulting VARSAT solver, so-named
in recognition of the variational methods underlying the estimators [7]. VARSAT re-
tains the superior performance of probabilistic techniques on hard random problems,
but represents a first step toward handling industrial problems as well. On the latter, its
performance is comparable to regular MiniSat in that they are both able to solve mostly
the same problems within a given time limit; the main difference is that VARSAT is
slower to solve the same problems.

The following two sections provide further background and formal definitions con-
cerning propagation algorithms and their application to SAT. Next, Section 4 presents the
six bias estimators alongside intuitive explanations of how they work. Then, Section 5
discusses their integration within backtracking DPLL search, and Section 6 summarizes
the main experimental findings. Lastly, Section 7 extracts overall conclusions and dis-
cusses future work.

2 Background

Message-passing algorithms have been applied to a growing variety of combinato-
rial problems [2,8,9,10], augmenting their traditional roles in probabilistic inference
[11,12,13]. The methods all operate by propagating messages between a problem’s
variables, causing them to iteratively adjust their own bias estimates from some ini-
tial randomized values.

The techniques produce “surveys”, representing, informally, the probability that each
variable should be set a certain way if we were to assemble a satisfying assignment.
Thus a propagation algorithm does not output an outright solution to a SAT problem.
Rather, applying a probabilistic method to SAT-solving requires two interrelated design
decisions: a means of calculating surveys, and a means of using the surveys to fix the
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SAT Theory: C1 ∧ . . . ∧ C8

C1 = (x1 ∨ x2 ∨ ¬x3) C2 = (¬x1 ∨ ¬x2 ∨ ¬x4)
C3 = (x1 ∨ ¬x2 ∨ ¬x5) C4 = (¬x1 ∨ x3 ∨ ¬x4)
C5 = (x1 ∨ ¬x3 ∨ x5) C6 = ( x1 ∨ ¬x4 ∨ x5)
C7 = (x2 ∨ x4 ∨ x5) C8 = (¬x3 ∨ x4 ∨ ¬x5)

X1

X2

f7

f1

f3

f2

f4

X3

X4 X5

f6

f5

f8

variable appears
positively in clause:

variable appears
negatively in clause:

Fig. 1. Example 3-SAT Problem: as Factor Graph and as CNF Theory

x1 x2 x3 x4 x5

〈 0, 0, 0, 0, 1 〉
〈 0, 0, 0, 1, 1 〉
〈 0, 1, 0, 0, 0 〉
〈 1, 0, 0, 0, 1 〉
〈 1, 0, 1, 1, 0 〉
〈 1, 0, 1, 1, 1 〉
〈 1, 1, 0, 0, 0 〉
〈 1, 1, 0, 0, 1 〉
〈 1, 1, 1, 0, 0 〉

θ1(+) = 6/9, θ1(−) = 3/9
θ2(+) = 4/9, θ2(−) = 5/9
θ3(+) = 3/9, θ3(−) = 6/9
θ4(+) = 3/9, θ4(−) = 6/9
θ5(+) = 5/9, θ5(−) = 4/9

Fig. 2. Solutions to Example 3-SAT Problem, and Resulting Biases

next variable within an arbitrary search framework. A reasonable strategy for the sec-
ond step is to pick the variable with the most extreme bias, and set it in the direction
of that bias, i.e. “succeed-first” search. But by better understanding the characteristics of
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various survey techniques, we can explore more sophisticated approaches to variable
and value ordering.

Note also that integrating with a solver will mean computing a new survey each time
we fix a single variable; in other words the size of a decimation block will be one. This
is a standard practice for addressing correlations between variables [3]; A single survey
might report that v1 is usually true within the space of solutions, and that v2 is usually
false, even though the two events happen simultaneously with relative infrequency. In-
stead of attempting to fix multiple variables at once, then, we will fix a single first and
simplify the resulting problem. In subsequent surveys the other variables’ biases would
thus be conditioned on this first assignment.

At a high level, propagation techniques accomplish the bias estimation task by pass-
ing messages over a given SAT problem’s “factor graph” representation, as depicted in
Figure 1. Nodes representing variables connect to “factor” nodes representing clauses
in which they appear. Edges can be distinguished, conceptually, by whether the vari-
ables appear as positive or negative literals in the clauses. Thus, for example, we see
that factor f1 realizes the disjunction x1 ∨ x2 ∨ ¬x3.

The example problem has nine solutions, as listed in Figure 2. From this table we
can calculate exact biases by tallying entries along each column: for instance x1 is set
positively in six out of the nine solutions, and negatively in the remaining three. (This
calculation glosses the notion of variables being constrained positively or negatively,
versus merely appearing as such; this is the distinction between BP and SP.)

Conceptually, edges carry clause-to-variable messages in one direction, and variable-
to clause messages in the other. For all the techniques presented shortly, each variable
is first randomly seeded with an initial bias, and informs all of its clauses by passing
variable-to-clause messages along the edges. The clauses compile such reports and de-
termine whether they are poorly supported–that is, they calculate the probability that
their variables will jointly end up failing to satisfy them. From here they signal each
variable as to whether they need their support by passing messages back along the
edges, in the opposite direction. The variables weigh such requests, and begin a new
iteration by updating and reporting their new biases.

Importantly, though, the entire factor graph framework is notional in the sense that it
formalizes the derivation of our bias estimators [5], but they will never actually repre-
sent such a structure in memory, or organize a series of messages. This is crucial to the
efficient implementation of such methods; in the end we will instead use a set of update
rules whereby a given variable’s bias is directly updated via a fixed calculation in terms
of the biases of adjacent variables (that is, those with which it appears together in some
clause.)

3 Definitions

Definition 1 (SAT instance). A (CNF) SAT instance is a set C of m clauses, con-
straining a set V of n Boolean variables. Each clause c ∈ C is a disjunction of literals
built from the variables in V . An assignment X ∈ {0, 1}n to the variables satisfies
the instance if it makes at least one literal true in each clause. The sets V +

c and V −
c

comprise the variables appearing positively and negatively in a clause c, respectively.
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The sets C+
v and C−

v comprise the clauses that contain positive and negative literals
for variable v, respectively. Cv = C+

v ∪ C−
v comprises all clauses that contain v as a

whole.

Definition 2 (Bias, Survey). For a satisfiable SAT instance F , the bias distribution
θv of a variable v represents the fraction of solutions to F wherein v appears positively
or negatively. Thus it consists of a positive bias θ+

v and a negative bias θ−v , where
θ+

v , θ−v ∈ [0, 1] and θ+
v + θ−v = 1. A vector of bias distributions, one for each variable

in a theory, will be called a survey, denoted Θ(F).

Less formally, it is useful to describe a variable as “positively biased” with respect to
a true or estimated bias distribution. This means that under the given distribution, its
positive bias exceeds its negative bias. Similarly the “strength” of a bias distribution
indicates how much it favors one value over the other, as defined by the maximum
difference between its positive or negative bias and 0.5.

4 Probabilistic Methods for Estimating Bias

In this section we present six distinct propagation methods for measuring variable bias:
Belief Propagation (BP), EM Belief Propagation-Local/Global (EMBP-L and EMBP-
G), Survey Propagation (SP), and EM Survey Propagation-Local/Global (EMSP-L and
EMSP-G). These methods represent the space of algorithms defined by choosing be-
tween BP and SP and then employing one of them either in original form, or by applying
a local- or global-consistency transformation based on the Expectation Maximization
framework. The EM-based rules represent a secondary contribution of this work; they
have been studied empirically without explanation [14] but have not been presented up
to this point. (Complete derivations are available online [5].)

On receiving a SAT instance F , any of the propagation methods begins by formu-
lating an initial survey at random. For instance, the positive bias can be randomly gen-
erated, and the negative bias can be set to its complement: ∀v, θ+

v ∼ U [0, 1]; θ−v ←
1 − θ+

v . Each algorithm proceeds to successively refine its estimates, over multiple it-
erations. An iteration consists of a single pass through all variables, where the bias for
each variable is updated with respect to the other variables’ biases, according to the
characteristic rule for a method. If no variable’s bias has changed between two succes-
sive iterations, the process ends with convergence; otherwise an algorithm terminates
by timeout or some other parameter. EM-type methods are “convergent”, or guaranteed
to converge naturally, while regular BP and SP are not [3].

The six propagation methods are discussed elsewhere in greater theoretical detail
than space permits here [3,2]. But for a practical understanding, they can be viewed as
update rules that assign weights (ω+

v and ω−
v ) toward a variable’s positive and negative

biases–plus a third weight (ω∗
v) for the “joker bias” (described below) in the case of

SP-based methods. The rules will make extensive use of the formula σ(v, c) in Figure
3(a). In doing so they express the probability that variable v is the “sole-support” of
clause c in an implicitly sampled configuration of all the variables: every other variable
that appears in the clause is set unsatisfyingly. From a generative statistical perspective,
the probability of this event is the product of the negative biases of all other variables
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σ(v, c) �
∏

i∈V +
c \{v}

θ−
i

∏
j∈V −

c \{v}
θ+

j

(a) σ(v, c): v is the sole support of c.

θ+
v

′ ← ω+
v

ω+
v + ω−

v
θ−

v
′ ← ω−

v

ω+
v + ω−

v

(b) Bias normalization for BP methods.

θ+
v

′ ← ω+
v

ω+
v + ω−

v + ω∗
v

θ−
v

′ ← ω−
v

ω+
v + ω−

v + ω∗
v

θ∗
v
′ ← ω∗

v

ω+
v + ω−

v + ω∗
v

(c) Bias normalization for SP methods.

Fig. 3. Formula for “sole-support”; normalizing rules for BP and SP families of bias estimators

that appear in the clause as positive literals, and the positive biases of all variables that
are supposed to be negative.

The six sets of update rules produce intermediate “weight” values for each variable,
by consulting the current biases of its surrounding variables. In the case of BP-based
methods, each variable has two weights: one toward the positive, and one toward the
negative; introducing the SP model will add a third weight toward the unconstrained
state. Such weights are then normalized into proper probabilities as depicted in Figures
3(b) and 3(c), depending on whether we are using the BP or SP model. This probabil-
ity constitutes a new estimated bias distribution for each variable, completing a single
iteration of the algorithm. The update rules are presented below in Figures 4 and 5.

BP can be viewed at first as generating the probability that v should be positive according
to the odds that one of its positive clauses is completely dependent on v for support.
That is, v appears as a positive literal in some c ∈ C+

v for which every other positive
literal i turns out negative (with probability θ−i ), and for which every negative literal ¬j
turns out positive (with probability θ+

j ). This combination of unsatisfying events would
be represented by the expression σ(v, c). However, a defining characteristic of BP is its

ω+
v =

∏
c∈C−

v

(1 − σ(v, c))

ω−
v =

∏
c∈C

+
v

(1 − σ(v, c))

(a) Regular BP update rule.

ω+
v = |Cv| − ∑

c∈C−
v

σ(v, c)

ω−
v = |Cv| − ∑

c∈C
+
v

σ(v, c)

(b) EMBP-L update rule.

ω+
v = |C−

v |
[ ∏

c∈C−
v

(1 − σ(v, c))

]
+ |C+

v |

ω−
v = |C+

v |
[ ∏

c∈C+
v

(1 − σ(v, c))

]
+ |C−

v |

(c) EMBP-G update rule.

Fig. 4. Update rules for the Belief Propagation (BP) family of bias estimators
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assumption that every v is the sole support of at least one clause. (Further, v cannot be the
only hope of support both a positive and a negative clause simultaneously, since we are
sampling from the space of satisfying assignments.) Thus, we should view Figure 4(a)
as weighing the probability that no negative clause needs v (implying that v is positive
by assumption), versus the probability that no positive clause needs v for support.

EMBP-L is the first of a set of update rules derived using the EM method for maximum-
likelihood parameter estimation. This statistical technique features guaranteed conver-
gence, but requires a bit of invention to be used as a bias estimator for constraint
satisfaction problems [13,9]. Resulting rules like EMBP-L are variations on BP that
calculate a milder, arithmetic average by using summation, in contrast to the harsher
geometric average realized by products. This is one reflection of an EM-based method’s
convergence versus the non-convergence of regular BP and SP. All propagation meth-
ods can be viewed as energy minimization techniques whose successive updates form
paths to local optima in the landscape of survey likelihood [3]. By taking smaller, arith-
metic steps, EMBP-L (and EMBP-G) is guaranteed to proceed from its initial estimate
to the nearest optimum; BP and SP take larger, geometric steps, and can therefore over-
shoot optima. This explains why BP and SP can explore a larger area of the space of
surveys, even when initialized from the same point as EMBP-L, but it also leads to their
non-convergence. Empirically, EMBP-L and EMBP-G usually converge in three or four
iterations for the examined SAT instances, whereas BP and SP typically require at least
ten or so, if they converge at all.

Intuitively, the equation in Figure 4(b) (additively) reduces the weight on a variable’s
positive bias according to the chances that it is needed by negative clauses, and vice-
versa. Such reductions are taken from a smoothing constant representing the number
of clauses a variable appears in overall; highly connected variables have less extreme
biases than those with fewer constraints.

EMBP-G is also based on smoother, arithmetic averages, but employs a broader view
than EMBP-L. While the latter is based on “local” inference, resembling generalized
arc-consistency, the derivation of EMBP-G uses global consistency across all variables.
In the final result, this is partly reflected by the way that Figure 5(c) weights a variable’s
positive bias by going through each negative clause (in multiplying by |C−

v |) and uni-
formly adding the chance that all negative clauses are satisfied without v. In contrast,
when EMBP-L iterates through the negative clauses, it considers their satisfaction on an
individual basis, without regard to how the clauses’ means of satisfaction might interact
with one another. So local consistency is more sensitive to individual clauses in that it
will subtract a different value for each clause from the total weight, instead of using the
same value uniformly. At the same time, the uniform value that global consistency does
apply for each constraint reflects the satisfaction of all clauses at once.

SP can be seen as a more sophisticated version of BP, specialized for SAT. To eliminate
the assumption that every variable is the sole support of some clause, it introduces the
possibility that a variable is not constrained at all in a given satisfying assignment.
Thus, it uses the three-weight normalization equations in Figure 3(c) to calculate a
three-part bias distribution for each variable: θ+

v , θ−v , and θ∗v , where ‘*’ indicates the
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(a) Regular SP update rule.
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(b) EMSP-L update rule.
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(c) EMSP-G update rule.

Fig. 5. Update rules for the Survey Propagation (SP) family of bias estimators

unconstrained (a.k.a “joker”) state. Thus, in examining the weight on the positive bias in
Figure 5(a), it is no longer sufficient to represent the probability that no negative clause
needs v. Rather, we explicitly factor in the condition that some positive clause needs v,
by complementing the probability that no positive clause needs it. This acknowledges
the possibility that no negative clause needs v, but no positive clause needs it either.
As seen in the equation for ω∗

v , such mass goes toward the joker state. (The parameter
ρ = 0.95 is an optional smoothing constant explained in [15].)

For the purposes of estimating bias and finding backbones, any probability mass
for θ∗v is evenly distributed between θ+

v and θ−v when the final survey is compiled.
This reflects how the event of finding a solution with v labeled as unconstrained indi-
cates that there exists one otherwise identical solution with v set to true, and another
with it set to false. So while the “joker” state plays a role between iterations in set-
ting a variable’s bias, the final result omits it for the purposes of bias estimation. (One
point of future interest is to examine the prevalence of lower “joker” bias in backdoor
variables [16].)

EMSP-L and EMSP-G are analogous to their BP counterparts, extended to weight
the third ’*’ state where a variable may be unconstrained. So similarly, they can be
understood as convergent versions of SP that take a locally or globally consistent view
of finding a solution, respectively.
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5 Practical Design Considerations

In this section we discuss the most salient design considerations for integrating the
rules of the previous section within MiniSat, a backtracking DPLL solver that integrates
clause learning, restarts, and pre-processing with a built-in ordering heuristic based on
VSIDS [6]. In short, the efficient operation of VARSAT hinges upon the interaction of
five principle design decisions: a branching strategy for ordering variables and values,
a threshold for deactivating the entire bias estimation apparatus, the decimation block
size for fixing variables on completing a survey, a policy for using learned clauses in
surveys, and finally, the choice of bias estimation technique.

Other than the choice of branching strategy, all of these decisions seek a profitable
sacrifice in accuracy in return for spending less time on computing surveys. Here it is
important to note that in searching for a satisfying solution, robustness is more impor-
tant than pure accuracy. Even if our bias estimator instructs us to set a variable positively
when its true bias is 90% negative, there still exists some set of solutions in the resulting
subproblem. Thus our system would always proceed directly to a solution without even
backtracking, so long as we never set a variable to a polarity for which it has a true bias
of zero.

5.1 Branching Strategy

We tested several branching strategies for using surveys as variable- and value-ordering
heuristics. In addition to the “conflict-avoiding” strategy of setting the most strongly
biased variable to its stronger value, we also tried to “fail-first” or streamline a prob-
lem via the “conflict-seeking” strategy of setting the strongest variable to its weaker
value [17].

Additional approaches involved different ways of blending the two: for instance,
one strategy might involve triggering propagations and building up a strong database
of learned clauses by seeking conflicts, and then trying to find a solution within this
greatly restricted search space by switching to conflict avoidance. A second motivator
for seeking conflicts is unsatisfiable problems. While surveys are not well-defined for
such problems, seeking conflicts can lead to shorter proofs of unsatisfiability and thus
faster run-times; since we must account for the entire breadth of the search tree, we
should order variables so that conflicts occur on the shallowest subtrees possible.

For mixtures of satisfiable and unsatisfiable problems like those comprising the test
cases for recent SAT-Solving contests, it turns out that the single best strategy is the
(presumably) most intuitive one of avoiding conflicts.

5.2 Deactivation Threshold

A second consideration when integrating with a backtracking solver is that any of the
six bias estimators can be governed by a “threshold” parameter expressed in terms of
the most strongly biased variable in a survey. For instance, if this parameter is set to 0.6,
then we only persist in using surveys so long as their most strongly biased variables have
a gap of size 0.6 between their positive and negative bias. As soon as we receive a survey
where the strongest bias for a variable does not exceed this gap, then we deactivate the
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bias estimation process and revert to using MiniSat’s default variable and value ordering
heuristic until the solver triggers a restart. (Note that setting this parameter to 0.0 is the
same as directing the solver to never deactivate the bias estimator.)

The underlying motivation is that problems should contain a few important variables
that are more constrained than the rest, and that the rest of the variables should be easy
to set once these few have been assigned correctly. The aim is to detect and fix the first
type of variable via strong bias estimates, and then solve the resulting subproblem using
DPLL search alone with a default ordering heuristic. For various theoretical reasons,
the divide between a small number of constrained variables and a large number of less
important ones is thought to be of special relevance within the phase-transition region
in hardness for random problems [18]. For industrial and crafted problems, the hope
is that a similar distinction exists; but here the exact ratio eludes formal analysis. Most
generally, surveys are highly valuable but also very expensive; they can take the majority
of a solver’s total runtime depending on how this parameter and others are set. So it is
critical to stop computing surveys after the most important decisions have been made.

For typical SAT contest problems, we have found .9 to be a good value in com-
bination with the other settings decided in this section. This will typically result in
the execution of about one survey per thousand variables before deactivation, for large
problems with tens of thousands of variables and up1 (Each time the solver performs
a restart in solving a given problem, the bias estimation module is re-instated if it was
previously deactivated.)

5.3 Decimation Block Size

Another way to mitigate the high cost of computing surveys is to use a large decimation
block size, meaning that we can set a number of variables at once each time we complete
a survey. The problem is then simplified via unit propagation and we compute a new
survey on the resulting sub-problem.

Under preliminary investigation we have found that it is still better to use a block size
of 1, though this issue is not fully resolved due to the many combinations of settings
for the other parameters discussed so far. As mentioned previously, the motivation for
a small decimation size is to account for correlations between variable biases. When
setting a block of multiple variables, we are approximating a joint probability over
their mutual configuration by the product of their individual marginal probabilities. If
we instead set a single variable and compute a new survey, the resulting values are
conditioned upon our previous decision. At this point it seems that the extra accuracy
provided by this property is worth the greater computational cost.

5.4 Integrating Learned Clauses

Integrating learned clauses into surveys represents another balance between accuracy
and runtime efficiency. On the one hand, learned clauses are all implied by a theory,
and their influence is already implicitly captured by the original clauses of a problem.

1 For the smaller problems considered in Figure 6, surveys typically wound up running over
approximately a tenth of the total variables in a problem.
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On the other, they may provide especially useful information about the specific area
of the search space that a solver is currently exploring. There is an extra cost in run-
time because update rules must now iterate through additional clauses when estimating
biases; at an implementational level there is also the overhead of managing memory for
registering learned clauses to be used in surveys, and for unregistering them when they
are periodically purged.

The tradeoff is accomplished by a parameter that states the maximum size that a
learned clause can have if it is to be used in surveys. (Shorter clauses are more valuable
in the sense that they contain more information, and they are also faster to process since
they appear in the update rules of fewer variables.) In practice we have found it best
to integrate all learned 4-clauses and below into survey computations. For the SAT-
contest problems considered, though, very few such clauses are ever learned, and the
improvement over not using any learned clauses at all is small.

5.5 Bias Estimation Technique

Finally, the choice of bias estimator represents a tradeoff between runtime and various
types of accuracy. This decision has the most interaction with the way the other design
issues are resolved. For instance, suppose we are decimating one variable at a time
and are seeking solutions by branching on the one with strongest estimated bias. Then
it does us no good if our chosen estimator has excellent accuracy on the majority of
the variables if it often happens that the one variable with strongest estimated bias is
guessed incorrectly.

For random problems, stronger global constraints and the richer SP model make
EMSP-G the best bias estimator, despite the greater cost of computing such constraints
and performing three updates per variable instead of two. For industrial problems from
recent SAT contests, the global constraints are still valuable but the SP model no longer
seems to be worthwhile–here EMBP-G is the method of choice.

6 Empirical Performance

Here we briefly summarize the empirical performance of the completed VARSAT sys-
tem. More in-depth studies of the individual bias estimators and parameter settings are
detailed online [5], while performance on specific data sets will be available when the
2009 SAT contest is completed.

Figure 6 compares VARSAT’s heuristic strategy with the default strategy of Min-
iSat 2.0, on hard random problems of increasing size. Here EMSP-G was used as the
bias estimator, with deactivation threshold 0.6, to perform conflict-avoiding search with
decimation block size of one and no learned clauses consulted in forming surveys.

For each problem size marked in the graph, the two solvers were run on 1000 satis-
fiable instances that were randomly generated with a clause-to-variable ratio of 4.11–
such problems approach the hard region of the satisfiability phase transition. The av-
erage runtime on such problems is plotted in log-scale. The last two data points for
default MiniSat represent lower bounds; on a percentage of the runs MiniSat timed out
by failing to solve an instance within 10,800 seconds (three hours.)
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However, the real strength of MiniSat and other DPLL-based solvers is on industrial
problems. While the results of this year’s contest remain to be seen, it is possible to per-
form a comparison using last year’s data sets. Here the best configuration of VARSAT
was to use EMBP-G with a deactivation threshold of 0.9, and the other parameters re-
maining the same. On running the two solvers on a collection of 125 past problems
with a timeout of 15 minutes, they were both able to solve 65 of them, and both failed
to solve 46. Of the former, MiniSat was generally faster though both were within the
time limit. Additionally, there were 4 problems that only VARSAT could solve, com-
pared to 10 for MiniSat. Other comparisons suggest that the performance of VARSAT
relative MiniSat improves given a longer timeout–on the larger problems, bias estima-
tion takes up more than 99% of runtime, and just initializing the appropriate structures
can take minutes under the current implementation.

7 Conclusions and Future Work

The main finding of this work has been that probabilistic message-passing techniques
can be successfully integrated within a backtracking search framework, in order to
achieve completeness and also in order to handle industrial problems. This is contin-
gent on a number of design decisions that primarily trade accuracy for time. A second
contribution is four novel bias estimators, two of which (EMBP-G and EMSP-G) have
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proved to be the most useful within the resulting VARSAT solver. Integrating message-
passing with DPLL combines the best properties of random-walk based methods (good
performance on random problems) with backtracking methods (completeness), but in
a very simple sense. In terms of raw performance, VARSAT is comparable but still
generally slower than MiniSat on non-random problems.

However, the overall framework is new and not close to fully explored. The param-
eters discussed in Section 5 produce a complex of combinations and interactions that
should be resolved more systematically according to the type of problem being solved.
Statistical analysis provides one automated means for doing so [19,20]. Unsatisfiable
problems are such a type of especial future interest; while the scheme presented here
works reasonably well on satisfiable and unsatisfiable problem instances alike, the ac-
tual semantics of bias over the latter type of instance eludes easy definition. At any rate
it appears likely that a specialized set of parameter settings will improve future efforts
to apply VARSAT to unsatisfiable problems.

Another task is to speed up the bias estimation process by better optimizing its code
at an implementational level, possibly to include porting it to alternative hardware [21].
Algorithmically, an additional possibility is to use only a portion of a variable’s clauses
in estimating its bias.

There are interesting abstract similarities with other problem-solving methodologies
for constraint satisfaction. Bias measures the probability of a variable setting given
satisfaction, while many local search methods maximize the probability of satisfaction
given a certain variable setting [22]. Thus, the two targets are directly proportional
via Bayes’ Rule and techniques for one can be applied to the other. Another line of
similar research calculates exact solution counts for individual constraints as a means
of ordering variables and values [23]. Fundamentally, such an approach represents an
exact and localized version of the approximate and interlinked techniques studied here.
Finally, another means to making incomplete search complete is to define a gradient
function for local search and register local minima by adding successive constraints
until the resulting problem is convex [24]. The probabilistic (marginal computation)
methods presented here are not strictly related to local search, but they are very similar
to gradient-based (MAP-computation) methods that follow the same framework [7].

Future applications of bias estimation include query answering and model counting.
In the case of model counting, one detail omitted from discussion is that the normal-
ization value ω+

v + ω−
v in Figure 3(b) (in fact, the log-partition function of a specific

Markov Random Field) is proportional to the number of solutions for a given problem.
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Abstract. We present an extension of Q-Unit resolution for formulas
that are not completely in clausal form. This b-unit resolution is applied
to different classes of quantified Boolean formulas in which the existen-
tial and universal variables satisfy the Horn property. These formulas are
transformed into propositional equivalents consisting of only polynomi-
ally many subformulas. We obtain compact encodings as Boolean circuits
and show that both representations have the same expressive power.

1 Introduction

Recently, there has been growing interest [7, 8] in non-clausal or structural quan-
tified Boolean formulas (QBF or QBF∗ if free variables are allowed). Accordingly,
we present an extension of Q-Unit resolution, denoted b-unit resolution, for for-
mulas that are not completely in clausal form. We relate the idea to Boolean
circuits which have the ability to use intermediate results in multiple places by
fan-out, so that we avoid copying of resolvents in our b-unit resolution.

We begin with some definitions. A QBF∗ formula Φ is satisfiable if there is a
truth assignment v to the free variables z such that Φ is true after substituting the
truth values v for the free variables. For Φ∈QCNF∗, we write Φ = Q

∧
i(φ

b
i ∨φf

i ),
where the b-part φb

i is a clause over bound variables and the f-part φf
i is a clause

over free variables. QHORN∗ is the set of quantified Horn formulas with free
variables, i.e. formulas Qφ where φ is a Horn formula. QHORNb is the set of
formulas where each b-part φb

i is a Horn clause and φf
i an arbitrary clause over

free variables. QHORN+ (QHORN−) is the subset of QHORNb for which the
f-part of each clause is a disjunction of positive (negated) variables.

A circuit is a DAG with one outgoing edge and multiple input nodes labeled
with Boolean variables. The other nodes are AND-, OR-, and NOT-gates that
each have two (AND and OR) or one (NOT) incoming edges. The fan-out of a
circuit is the maximum number of outgoing edges of the AND- and OR-gates.
We can transform in linear time any circuit into standard form, where the inner
nodes are only AND- and OR-gates and the inputs are variables x and/or negated
variables ¬x. Subsequently, we focus on the class C of circuits in standard form.

A monotone propositional formula contains no negations. Anti-monotone for-
mulas are negated monotone formulas. Analogously, monotone circuits Cmon

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 391–397, 2009.
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have only non-negated variables as inputs. Anti-monotone circuits Canti−mon

have only negated inputs ¬x. Suppose we have Horn clauses (α1 → x), ...,
(αn → x). We can combine these into ((α1 ∨ . . .∨αn)→ x), which is not a Horn
clause, but (α1∨. . .∨αn) is monotone and thus equivalent to a monotone circuit.
More generally, we introduce C-Horn clauses (c → z), where c is a monotone
propositional formula and z a variable. (c → z) can be represented as a circuit
(z ∨ ¬c) with monotone c. This non-standard circuit can be transformed into
(z ∨ c′) in standard form, where c′ ≈ ¬c and c′ is anti-monotone. A conjunction∧

i(ci → zi) of circuits that represent C-Horn clauses is called a CHorn circuit.
For i = 1, 2, let Φi(z) be a propositional formula over variables z, a QBF∗

formula with free variables z, or a circuit with input variables z. Then Φ1 and
Φ2 are equivalent (Φ1 ≈ Φ2) if and only if for every truth assignment v over
z we have v(Φ1) = v(Φ2). The size |c| of a circuit c is the number of gates.
For a formula Φ, |Φ| is its length. The usual definition is to count the number of
occurrences of variables, including the prefix. Without multiple negations (¬¬x),
this differs only by a constant factor from the number of operators.

Definition 1. For classes A, B of propositional or QBF∗ formulas or circuits,
we let A ≤r

p B if and only if there is a polynomial q such that for any α ∈ A
there is β ∈ B with α ≈ β and |β| ≤ q(|α|). A =r

p B if A ≤r
p B and B ≤r

p A.

2 Extensions of Unit Resolution

It is well known that unit resolution is complete for Horn formulas. Q-Unit reso-
lution [5] extends the idea to QCNF∗ by resolving on free and existential literals
where one of the parent clauses has exactly one such literal. This is correct and
refutation-complete [5] for formulas Φ = Q(α1∧ . . .∧αm) with free variables z in
which for every clause αi the existential and free literals form a Horn clause, i.e.
after eliminating all universals the clause is in HORN. Such formulas are called
quantified extended Horn (QEHORN∗). The satisfiability problem for this class
has been shown to be PSPACE-complete in general and coNP-complete for a
fixed number of prefix alternations (∀∃)k, k ≥ 1 [4]. There exist QEHORN for-
mulas for which every resolution refutation requires exponentially many steps [5].

We now present an extension of Q-Unit resolution for formulas that are not
completely in clausal form. Let Φ = Qv1 . . . Qvn

∧
i(φ

b
i∨αi) be in QBF∗, where φb

i

is a Horn clause over bound variables and αi an arbitrary propositional formula
over free variables. Then Φ is not in QHORNb if αi is not a disjunction of literals.
But φb

i is a Horn formula on which we can apply unit resolution.

Definition 2. We say that (L ∨ α) is a b-unit clause if L is a literal over an
existentially quantified variable and α is a formula over free variables.

Let (L∨α1) be a b-unit clause, (¬L∨ β) a Horn clause over bound variables,
and α2 a formula over free variables. Then we define b-unit resolution as

(L ∨ α1), (¬L ∨ β ∨ α2) | 1
b-Unit-Res (β ∨ α1 ∨ α2) .
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Q-Unit resolution is only refutation complete in combination with universal re-
duction, that is, the removal of universals that do not dominate any existential in
the same clause. We also have to be careful not to resolve clauses with tautolog-
ical universals. Such blockings usually require detours in resolution derivations,
making them longer. While ∃-unit clauses in Q-Unit resolution may have an ar-
bitrary number of universals, our definition of b-unit resolution avoids these dif-
ficulties by requiring that b-unit clauses have exactly one bounded literal which
is existential. This is justified by the following result on QHORNb formulas.

It has been shown in [3] that any QHORN∗ formula Φ can be transformed
into an equivalent Φ′ ∈ ∃HORN∗, such that the length of Φ′ and the time
for executing the transformation are less than quadratic in |Φ|. That proves
QHORN∗ =r

p ∃HORN∗. A careful analysis of the transformation shows that the
free parts of the clauses remain unchanged. Thus, ∃HORN− =r

p QHORN−. For
Φ ∈ QHORN+, we substitute the positive occurrences of free variables by their
complements. Then the formula is in QHORN− and has an equivalent formula
in ∃HORN− of at most quadratic length. We reverse the substitution and obtain
a formula in ∃HORN+ equivalent to Φ and with length at most quadratic in |Φ|.

For QHORNb ≤r
p ∃HORNb, let Φ(z) = Q (

∧
1≤i≤m(φb

i ∨ φf
i )) be a QHORNb

formula. We introduce for each clause a new variable wi and replace φf
i with

¬wi. We get the QHORN− formula Φ(w) = Q
∧

1≤i≤m(φb
i ∨ ¬wi). Because of

∃HORN− =r
p QHORN−, there is an ∃HORN− formula Φ′(w) = ∃y

∧
j(ϕ

b
j ∨ϕf

j )
of quadratic length with Φ(w) ≈ Φ′(w). For 1 ≤ i ≤ m, we now replace ¬wi

with φf
i and obtain for (ϕb

j ∨ ¬wi1 ∨ · · · ∨ ¬wir ) the clause (ϕb
j ∨ φf

i1
∨ · · · ∨ φf

ir
).

The result is equivalent to Φ and is in ∃HORNb with length polynomial in |Φ|.

Lemma 1. ∃HORN◦ =r
p QHORN◦ for ◦ ∈ {∗, b, +,−} by polynomial-time

transformations.

Each step of b-unit resolution can be simulated by a series of regular Q-Unit
resolution steps. Let Qφ = Q(φ′ ∧ (L ∨ α1) ∧ (¬L ∨ β ∨ α2)) be the formula
which contains the two extended clauses to be resolved. Then we transform
(L ∨ α1) into an equivalent conjunction of clauses (L ∨ α1,1) ∧ ... ∧ (L ∨ α1,r),
and similarly (¬L ∨ β ∨ α2) into (¬L ∨ β ∨ α2,1) ∧ ... ∧ (¬L ∨ β ∨ α2,s). Now
we perform all possible Q-Unit resolutions over L. The definition of Q-Unit
resolution implies Qψ ≈ Q(ψ∧σ) for every resolvent σ [6]. In our case, it follows
that Qφ ≈ Q(φ

∧
i,j(β ∨ α1,i ∨ α2,j)). Since all resolvents contain β, we pull it

out
∧

i,j(β ∨ α1,i ∨ α2,j) ≈ β ∨
∧

i,j(α1,i ∨ α2,j). Now we can reverse the CNF
transformation of α1 and α2: β ∨

∧
i,j(α1,i ∨ α2,j) ≈ β ∨

∧
i(α1,i ∨

∧
j α2,j) ≈

β ∨
∧

i(α1,i ∨α2) ≈ β ∨α1 ∨ α2, which is the b-unit resolvent as defined above.

Proposition 1. Let Φ = Qφ be a QBF∗ formula, and let σ be a b-unit resolvent
Φ | 1

b-Unit-Res σ. Then we have Qφ ≈ Q(φ ∧ σ).

So, b-unit resolution is a way to perform multiple unit resolution steps at once.
We attempt to make even more use of this capability by actively combining
multiple b-unit clauses with the same bound variable into a larger b-unit clause.
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Definition 3. Let ϕ = {F1,1 → x1...Fr1,1 → x1, ..., F1,m → xm...Frm,m → xm}
be a set of b-unit clauses. Fi,j contains only free variables, and xj is bound.

We define cmb(ϕ) := {(F1,1∨. . .∨Fr1,1)→ x1, . . . , (F1,m∨. . .∨Frm,m)→ xm}.

3 Structure of Resolvents and Circuits

We now want to derive by b-unit resolution from a given ∃HORN∗ formula a
quantifier-free formula (F → z) where F is a monotone propositional formula.
While F may have exponential size, we show that it essentially consists of only
at most quadratically many different subformulas, because it can be derived
by a quadratic number of b-unit resolution steps, where each resolvent can be
represented by a linear-size circuit. By fan-out greater than 1, the substitution
of one resolvent into another one can be performed without copying. The ability
of b-unit resolution to work on non-CNF avoids subformulas being torn apart
by repeated CNF transformation. The following example illustrates the idea:
Let Φ = ∃x1∃x2∃x3∃y (¬y∨z)∧(a → x1)∧(b → x1)∧(c∧x1 → y)∧(d∧x1 → x3).
Φ contains the b-units T (0) := {(a → x1), (b → x1)}. We combine these into
G(0) := {(a∨b)→ x1}. Then we resolve the units in G(0) with the clauses in Φ by
b-unit resolution and get T (1) := {(c∧(a∨b)→ y), (d∧(a∨b)→ x3)}∪T (0). The
combined b-units are G(1) := {((a∨b) → x1), (c∧(a∨b) → y), (d∧(a∨b) → x3)}.
Further propagation does not lead to new combined b-units. Finally, we resolve
on the clause (¬y∨z) with negative b-part and get T f = ((c∧(a∨b)) → z) ≈ Φ.
This leads to the algorithm in Listing 1.

Listing 1. ∃HORN∗ to CHorn Transformation

Input Φ(z) = ∃xφ ∈ ∃HORN∗ with free variables z = z0, . . . , zm

and n clauses, each containing a bound variable.

Φb = ∃xφb is unsatisfiable, φ contains exactly one clause
φ1 = (B1 → z0) whose bound part is a negative clause;

T (0) := {(F → x) ∈ φ | x bound, F has only (positive) free vars};
G(0) := cmb(T (0));
for each (F → x) ∈ G(0)

build a monotone circuit cx(0) ≈ F with output labeled x;
for (k = 0 to n) {

T (k + 1) := {ψ[x1/F1, . . . , xr/Fr] → x | (ψ → x) ∈ φ, (Fi → xi) ∈ G(k),
x1, . . . , xr are the bound variables in ψ, x is bound}

for each (ψ′ → x) ∈ T (k + 1)
build a monotone circuit cψ′(k + 1) ≈ ψ′ = ψ[x1/F1, . . . , xr/Fr]
with output labeled ψ′ by reusing the circuits cxi(k);

G(k + 1) := cmb(G(k) ∪ T (k + 1));
for each (F → x) ∈ G(k + 1)
build a monotone circuit cx(k + 1) ≈ F with output labeled x
by reusing the circuits cxi(k) and cψ′

j
(k + 1);

}

T f := (B1[x1/F1, . . . , xr/Fr] → z0)
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where x1, . . . , xr are the bound variables in the distinguished
clause (B1 → z0) and (Fi → xi) ∈ G(n + 1);

combine circuits cx1(n + 1), · · · , cxr (n + 1) by AND−gates into a
monotone circuit cΦ ≈ B1[x1/F1, . . . , xr/Fr];

Output CHorn circuit c ≈ z0 ∨ ¬cΦ. It follows that c ≈ Φ(z).

The algorithm requires some initial transformations. Each Φ = Q
∧

i(φ
b
i∨φf

i ) can
be converted in polynomial time into an equivalent formula such that every f-part
contains at most one literal. Let φf

i = (α ∨ β) and φb
i = (ϕ1 ∨ϕ2) where ϕ1 and

ϕ2 contain the negative and the positive literals, respectively. Then we introduce
a new bound variable y and replace φi with (ϕ2 ∨¬y ∨α) and (ϕ1 ∨ y ∨ β). The
monotone or anti-monotone structure of the f-parts and the Horn structure of
the b-parts is preserved. So we assume that the clauses in QHORN∗ (QHORN+,
QHORN−, QHORNb) formulas contain at most one free literal such that the
complete clause is a Horn clause (the f-part is a positive literal, the f-part is a
negative literal, the f-part is an arbitrary free literal). Clauses φj = φf

j can be
shifted before the prefix, such that Φ ≈ φj ∧ Q

∧
i�=j φi. We therefore focus on

formulas in which every clause contains a bound variable. We also require that
every bound variable has at least one positive and one negative occurrence.

We can decide in linear time whether the conjunction Φb :=
∧

i φb
i of all b-

parts is satisfiable, because Horn satisfiability is solvable in linear time. If Φb is
indeed satisfiable, Φ(z) is true for any truth assignment to the free variables and
can be replaced by (z ∨ ¬z). Hence, we assume that Φb is unsatisfiable. Since
any minimal unsatisfiable Horn formula contains exactly one negative clause in
addition to the mixed clauses, we divide the formula into multiple subformulas
that each contain a single negative clause φb

i . Suppose Φ has the negative b-parts
φb

1, . . . , φ
b
r. Let φ′ := φ−{φ1, . . . , φr}. Then ∃xφ ≈ ∃x(φ′∧φ1)∧ . . .∧∃x(φ′∧φr).

The clauses φi have the form φi = (¬xj1 ∨ . . .∨¬xjs ∨ ¬zk1 ∨ . . .∨ ¬zkt ∨ z0)
for free variables zk1 , . . . , zkt , z0. W.l.o.g., we assume φi = (¬xj1 ∨ . . .∨¬xjs ∨z0)
without negative free variables. If that were not the case for some φi, we could
split it into (¬xj1 ∨ . . .∨¬xjs ∨¬zk1 ∨ . . .∨¬zkt ∨ x̃) and (¬x̃∨z0) by introducing
a new bound variable x̃. Now the only clause with negative b-part is (¬x̃ ∨ z0).

From Listing 1, it is clear that the size of the circuit cΦ → z0 is polynomial
in |φ|, because the number of b-units in T (i) and G(i), 0 ≤ i ≤ n + 1, is
each bounded by the number of clauses in Φ, and each circuit that represents
one of these b-units has linear size due to the reusing of existing circuits. The
equivalence of Φ and T f follows in the direction from left to right immediately
from Proposition 1. In the other direction, it is possible to show that for truth
assignments V with V |= T f , V implies enough left hand sides of b-unit clauses
(Fi → xi) ∈ G(n + 1) such that φ is satisfied by V and xi = 1 for these xi.

Theorem 1. Let Φ = ∃xφ be the input to the transformation in Listing 1.
In polynomial time, the algorithm computes T f with T f ≈ ∃xφ. T f can be
represented by a CHorn circuit of polynomial size, and thus, ∃HORN∗ ≤r

p CHorn.
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Any Φ ∈ ∃HORN− is in ∃HORN∗ without positive free literals. Then the algo-
rithm produces a disjunction of anti-monotone circuits c1, . . . , cr. The disjunction
of anti-monotone circuits is again anti-monotone, so ∃HORN− ≤r

p Canti−mon.
For Φ ∈ ∃HORN+, we replace the free literals with their complements and

obtain a formula in ∃HORN− and then an equivalent anti-monotone circuit.
We reverse the substitution and obtain a monotone circuit. Then ∃HORN+ ≤r

p

Cmon.
For Φ ∈ ∃HORNb, the f-parts φf

i are arbitrary clauses over free variables. For
each φi, we choose a new variable wi that replaces φf

i . The result is in ∃HORN+,
and there is an equivalent monotone circuit c. For each φf

i , we build an equiva-
lent circuit ci with output yi and connect it to the input wi of c. The new circuit
is equivalent to Φ, and its size is polynomial in |Φ|. Thus, ∃HORNb ≤r

p C.
The well-known transformation of circuits to formulas [1, 2] produces ∃HORNb

formulas. A close look at these for monotone, anti-monotone and CHorn circuits
shows that the above polynomial-size relations also hold in the other direction.

Theorem 2. (Quantified Horn Formulas and Circuits)
By polynomial-time transformations, we have:

1. QHORN+ =r
p ∃HORN+ =r

p Cmon

2. QHORN− =r
p ∃HORN− =r

p Canti−mon

3. QHORN∗ =r
p ∃HORN∗ =r

p CHorn

4. QHORNb =r
p ∃HORNb =r

p C

The latter constitutes an alternative proof to an earlier result ∃HORNb =r
p C

by Anderaa and Börger [1], which is based on the fact that Horn satisfiability is
solvable by a polynomial-time deterministic Turing machine, which in turn can
be encoded by a uniform family of polynomial-size circuits.

4 Conclusion

By developing b-unit resolution for formulas that are not completely in clausal
form, we have shown that various classes of quantified Boolean formulas in which
the bound variables satisfy the Horn property can be transformed into quantifier-
free formulas consisting of only polynomially many subformulas. These have com-
pact encodings as circuits, and vice versa, which shows that both representations
have the same expressive power, even if universal quantifiers are allowed.
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Abstract. Different quantifier types in Quantified Boolean Formulae
(QBF) introduce variable dependencies which have to be taken into con-
sideration when deciding satisfiability of a QBF. In this work, we focus on
dependencies based on syntactically connected variables. We generalize
our previous ideas for efficiently representing dependency sets of univer-
sal variables to existential ones. We obtain a dependency graph which
is applicable to arbitrary QBF solvers. The core part of our work is the
formulation and correctness proof of a static and compact, tree-shaped
connection relation over equivalence classes of existential variables. In
practice, this relation is constructed once from a given QBF and al-
lows to share connection information among all variables. We report on
practical aspects and demonstrate the effectiveness of our approach in
experiments on structured formulae from QBF competitions. Further, we
show by example that the common approach of quantifier scope analysis
is not optimal among syntactic methods for dependency computation.

1 Introduction

In the logic of Quantified Boolean Formulae (QBF), variables can be existen-
tially or universally quantified. This extends propositional logic (SAT), where
all variables are existentially quantified, and renders the decision problem of
QBF PSPACE-complete [26]. Whereas QBF is not more expressive than SAT,
relevant problems from formal verification [6,11,19] often can be encoded more
compactly in QBF than in SAT.

The two quantifier types in QBF introduce dependencies between differently
quantified variables. For example, if (the value of) an existential variable y de-
pends on (the value of) a universal variable x, then a search-based QBF solver
must not assign y before x to ensure soundness.

Example 1. In the satisfiable QBF ∀x∃y. (x∨¬y)∧ (¬x∨ y), y depends on x. If
erroneously y is assigned before x then satisfiability can not be concluded.

Dependencies limit the solver’s freedom to assign variables and thus influence its
performance negatively and complicate the integration of unit propagation and
learning as reported in [16,17,18,21,28]. The problem of determining smallest
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possible dependency sets is therefore closely related to the practical applicabil-
ity of QBF solvers. This also applies to memory-bound solvers which eliminate
variables, for example by expansion [7,8] or skolemization [5,20].

Identifying dependencies in QBFs has been addressed in various ways in pre-
vious approaches. Most QBF solvers process formulae in prenex conjunctive
normal form (PCNF), where all quantifiers occur in the quantifier prefix and
the quantifier-free part of the formula is in CNF. For example, in search-based
solvers like [10,14,28], dependencies are given by the total linear quantifier order-
ing in the prefix. Strategies for converting QBFs into PCNF were suggested in
[12] to produce optimal prefixes with respect to the number of quantifier alter-
nations. As a more powerful approach, mini-scoping was used in [2] to minimize
quantifier scopes by shifting quantifiers from the prefix into the formula. Mini-
scoping results in a tree shaped dependency relation, which follows the formula
structure.

By a similar approach in [4], syntactic quantifier trees were extracted from
a PCNF to be used instead of the linear prefix. In expansion-based solvers like
[7,8], dependencies are identified by variable connections. A partial quantifier
ordering was derived in [18] by analyzing the quantifier scope structure in non-
PCNF formulae prior to conversion into PCNF. Again this results in a tree-
shaped prefix which leaves more freedom for choosing decision variables. The
same method can implicitly be applied in non-PCNF solvers [13]. All of these
approaches mentioned so far are based on syntactic analysis of the QBF.

Informally, y depends on x in a QBF if reordering the quantifiers of x and y
in the prefix changes satisfiability. For example, the formula in Ex. 1 becomes
unsatisfiable under the prefix ∃y∀x. Dependencies were formalized in [25] in
terms of dependency schemes. A dependency scheme for a QBF is a binary
relation D on the set of variables where (x, y) ∈ D if y depends on x. In practice,
D must be computed according to some strategy which influences the quality of
D. Trivially D could be defined to correspond to the prefix: (x, y) ∈ D if y occurs
to the right of x in the prefix and is quantified differently. Such trivial dependency
scheme is usually too restrictive. The goal is to minimize dependencies.

Since the problem of computing the optimal, that is the smallest, dependency
scheme is PSPACE-hard [25], a trade-off has to be found between efficiency (poly-
nomial time computation) and optimality (non-optimal over-approximation). In
this work we focus on dependency computation for QBFs in PCNF by the stan-
dard dependency scheme Dstd defined in [25], which is another syntactic ap-
proach based on variable connections [7,8]. As we show, Dstd can be efficiently
represented as a compact graph. This first result gives a structural characteriza-
tion of the standard dependency scheme. We then show how this graph can be
constructed and give experimental results.

Before elaborating our ideas, we review dependency computation by mini-
scoping [2,4] and point out two drawbacks compared to our approach using Dstd.
While considering QBFs in PCNF, we argue that our results can be extended to
QBFs with tree-shaped prefixes. Thus they are also applicable to solvers using
quantifier scope analysis [4,13,18]. Again, using a less restrictive (that is smaller)
dependency relation provides more flexibility.
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1.1 Motivation

Mini-scoping was applied in various contexts as a syntactic method for depen-
dency computation [2,4,5,7,8,12]. By rule (Qx. (φ∧ψ)) ≡ (Qx. φ)∧ψ where x 	∈
Var(ψ), Q ∈ {∀, ∃}, quantifiers are shifted from the prefix into the formula.
Their scopes are reduced to a subset of clauses. This produces a syntactic quan-
tifier tree (parse tree) similar to [4]. For a quantifier tree and a variable x, all
differently quantified descendants of x are regarded as depending on x.

Example 2. Consider the QBF ∃a, b∀x, y∃c, d. (a∨x∨c)∧(a∨b)∧(b∨d)∧(y∨d).
Minimizing ∃c, ∃d, ∀x and ∀y yields ∃a, b. (∀x∃c. (a∨x∨c))∧(a∨b)∧(∀y∃d. (b∨
d)∧ (y∨d)). Now there is the non-deterministic choice whether to first minimize
∃a and then ∃b or vice versa. Fig. 1 shows the quantifier trees for the two alter-
natives. Dependency schemes resulting from the trees (left and middle) are Dl =
{(a, x), (x, c), (a, y), (b, y), (y, d)} and Dm = {(b, x), (a, x), (x, c), (b, y), (y, d)}.

Apart from non-determinism, which has already been reported in [4,12,13,18],
mini-scoping as well as quantifier scope analysis [13,18] is not optimal among
syntactic methods for dependency computation. At this point, we informally
introduce Dstd and report its advantage over mini-scoping and scope analysis.

The standard dependency scheme Dstd, which is the focus of our work, was
defined in [25] and is based on ideas from expansion-based solvers [7,8]. Depen-
dencies are identified by analyzing connections between variables in a PCNF
over sequences of clauses as follows.

Definition 1 (X-path). For x, y ∈ V , where V is the set of variables in the
PCNF, and X ⊆ V , an X-path between x and y is a sequence C1, . . . , Ck of
clauses such that x ∈ C1, y ∈ Ck and Ci ∩ Ci+1 ∩X 	= ∅ for 1 ≤ i < k.

Example 3. For the formula from Ex. 2, there are X-paths between b and y for
X = {d} and clauses (b ∨ d) and (y ∨ d), and between a and y for X = {b, d}
and clauses (a ∨ b), (b ∨ d) and (y ∨ d).

Definition 2 (Dstd informally). (x, y) ∈ Dstd whenever x and y are quanti-
fied differently and there is an X-path between x and y where X is the set of
existential variables to the right of, but not adjacent to x in the quantifier prefix.
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Fig. 1. Two possible quantifier trees for the QBF ∃a, b∀x, y∃c, d. (a∨ x∨ c)∧ (a∨ b)∧
(b ∨ d) ∧ (y ∨ d) obtained by mini-scoping (left and middle) and dependencies by the
standard dependency scheme Dstd (right). See also Ex. 2 and 4.
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A correctness proof of Dstd is given in [25] and a formal definition in Def. 5.

Example 4. For the formula from Ex. 2, Dstd = {(a, x), (x, c), (b, y), (y, d)}.

Note that in Ex. 4 (a, y) 	∈ Dstd and (b, x) 	∈ Dstd, hence y does not depend on
a and x not on b by Dstd. By Def. 2, a and b are excluded from X , and there
are no X-paths for X = {c, d} between a, y and b, x in the QBF from Ex. 2.

Comparing dependencies from Ex. 2 and 4 shows a crucial difference between
mini-scoping or scope analysis and Dstd. Dependencies by Dstd can be strictly
less restrictive: no matter which of the two non-deterministically constructed
quantifier trees (Fig. 1) are taken for dependency computation, either (a, y) or
(b, x) is included in the resulting dependency set, but neither in Dstd. The same
applies to scope analysis like in [13,18] because any tree-shaped prefix of non-
PCNF formulae can in principle be obtained by mini-scoping.

Because of non-determinism and more restrictive dependencies when using
mini-scoping or scope analysis, we focus on Dstd. Our motivation is two-fold.
First, we want to extract a static graph representation of Dstd from a QBF in
PCNF. By traversing clauses in a QBF φ, Dstd(x) for one variable x ∈ Var(φ)
can be computed in O(|φ|) time [25] where |φ| is the length of φ. However, com-
puting Dstd(x) for all variables x by the same approach requires O(|Var (φ)|.|φ|)
time. We construct a directed acyclic graph (DAG) for Dstd, which has the
same worst-case time complexity but can be done efficiently in practice. The
idea is similar to quantifier trees by mini-scoping [4] but does not suffer from
non-determinism and, as shown, results in a less restrictive dependency relation.

Example 5. Search-based solvers profit from Dstd because variables can be as-
signed earlier. In Fig. 1, both a and b have to be assigned before y (left tree)
and before x (middle). By Dstd (right), x and y can be assigned as soon as a,
respectively b has been assigned.

Second, we aim at compactness in practice. We take advantage of properties
of the connection relations from [7,8] which allow to merge existential variables
into equivalence classes. A static connection relation over equivalence classes is
defined which is shared between all variables, thus contributing to compactness.

In this work, we extend our ideas from [22] to existential variables, thus making
our work applicable to arbitrary QBF solvers. We develop a formal background
for a graph representation of Dstd in Sec. 3 including proofs. Based on this the-
oretical part, practical aspects concerning dependency computation and graph
construction are reported in Sec. 4. In Sec. 5, experimental results on structured
formulae demonstrate the effectiveness of our approach.

2 Preliminaries

For a set of propositional variables V , a literal is either a variable x ∈ V or its
negation ¬x where v(x) = x and v(¬x) = x denotes the variable of a literal.
A clause is a disjunction over literals. A propositional formula is in conjunctive
normal form (CNF) if it consists of a conjunction over clauses.
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A quantified boolean formula (QBF) S1 . . . Sn. φ in prenex conjunctive normal
form (PCNF) consists of a propositional formula φ in CNF over a set of variables
V and a quantifier prefix S1 . . . Sn. The quantifier prefix is a linearly ordered set
of scopes Si where S1 < . . . < Sn, which forms a partition on the set of variables:
V = S1 ∪ . . . ∪ Sn where Si 	= ∅ and Si ∩ Sj = ∅ for 1 ≤ i, j ≤ n and i 	= j.

A scope Si is existential if it is associated with an existential quantifier, written
as q(Si) = ∃ and universal otherwise where q(Si) = ∀. The set of existential and
universal variables is denoted by V∃ =

⋃
Si for q(Si) = ∃ and V∀ =

⋃
Si for

q(Si) = ∀, respectively. For a variable x ∈ Si, s(x) = Si is the scope of x
and q(x) = q(s(x)) the type of x. For two adjacent scopes Si and Si+1 where
1 ≤ i < n, q(Si) 	= q(Si+1). Given a QBF with n scopes, there are n−1 quantifier
alternations.

For a scope Si and literal l, δ(Si) = i and δ(l) = δ(s(v(l))) denote the level of
Si and of l, respectively. For scopes Si, Sj and literals l, k, Sj is larger than Si

and k is larger than l if δ(Si) < δ(Sj) and δ(l) < δ(k), respectively.
Let R ⊆ V × V be a binary relation on the set of variables V . The reflexive

and transitive closure of R is the smallest reflexive and transitive R′ ⊆ V × V
such that R ⊆ R′. The reflexive and transitive reduction of R is the smallest
R′ ⊆ V × V such that R and R′ have the same reflexive and transitive closure.

In the following, we consider QBFs in PCNF where for all clauses C = (l1 ∨
. . . ∨ lk), v(li) 	= v(lj) and δ(li) ≤ δ(lj) for 1 ≤ i < j ≤ k and q(v(lk)) = ∃.
A clause neither contains multiple nor complementary literals of one and the
same variable, all literals are sorted ascendingly according to their level and the
largest literal is existential. Universal reduction [7,9] can be applied to remove
literals lk for which q(v(lk)) = ∀. Furthermore, we assume that there occurs at
least one literal for each x ∈ V in the formula.

3 Theoretical Background

The goal of our work is a compact graph representation of the standard depen-
dency scheme Dstd. In this section we pick up our ideas from [22]. We first define
a connection relation over equivalence classes of existential variables. A directed
and reduced variant of this relation is tree-shaped and, as we prove, can be
used for dependency computation by Dstd. For reasons of space and conciseness
we omit detailed proofs when appropriate. In definitions we explicitly state the
types of variables since this is crucial particularly for connection relations.

Definition 3. For x ∈ V , if q(x) = ∃ then q(x) = ∀ and q(x) = ∃ otherwise.

Definition 4. For a QBF and q ∈ {∃, ∀}, Vq,i = {y ∈ Vq | δ(y) ≥ i}.
Definition 5 (Standard Dependency Scheme). For x ∈ V, i = δ(x) + 1 :
Dstd(x) = {y ∈ Vq(x),i | there is an X-path between x and y for X = V∃,i}.

By setting i = δ(x) + 1 and X = V∃,i, universal variables as well as variables
from the scope of x are excluded from X as already informally in Def. 2.1

1 The correctness proof of Dstd in [25] is given for i = δ(x) and, according to the
author’s remarks, also works when i = δ(x) + 1 as for our purposes.
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i q(Si) Si (a2, e5, e9)
1 ∀ a1, a2 (e5, e9, e15)
2 ∃ e3, e4, e5 (e3, e8, e13)
3 ∀ a6, a7 (e4, a7, e10)
4 ∃ e8, e9, e10 (e4, e13, e14)
5 ∀ a11, a12 (a1, a6, e8, e14)
6 ∃ e13, e14, e15 (a11, a12, e13)

a1

e3

a2

e5e4

a6

e8 e10

a7

e9

a12

e14 e15

a11

e13

Fig. 2. QBF example. The table on the left shows the levels, quantifiers and variables
for each scope in the first three columns and clauses as lists of literals in the last column.
Variables and literals are uniquely identified by integers as in QDIMACS format [24].
Identifier prefixes “e” and “a” indicate types ∃ and ∀, respectively. The graph on the
right shows a compact representation of Dstd for the QBF (see also Ex. 10).

Example 6. For the QBF in Fig. 2, e13 ∈ Dstd(a1) by clauses (a1, a6, e8, e14)
and (e3, e8, e13), and X = V∃,2 = {e3, e4, e5, e8, e9, e10, e13, e14, e15}.
Different from [7,8,25], the following definition of connections is scope-aware.

Definition 6 (Connection). For x, y ∈ V , x is connected to y with respect to
scope Si, written as x→i y, if, and only if y ∈ V∃,i and there is a clause C such
that x ∈ C and y ∈ C. →∗

i denotes the reflexive and transitive closure of →i.

Relation →∗
i is defined with respect to some scope Si: if x →∗

i y, then x is
connected to y over existential variables from scopes larger than or equal to Si

only. There is a close correspondence between X-paths and →∗
i .

Corollary 1. For x, y ∈ V , if x →∗
i y, then there is an X-path between x and

y for X = V∃,i.

Due to Def. 6 the converse of Cor. 1 does not hold in general. For example, if
there is an X-path between x ∈ V∃ and y ∈ V∀ then x 	→∗

i y for all i. A weaker
variant can be stated as follows.

Corollary 2. For x ∈ V, y ∈ V∃, if there is an X-path between x and y for
X = V∃,i and i ≤ min(δ(x), δ(y)), then x →∗

i y.

Connections with respect to a scope Sj are preserved for any smaller scope Si.

Corollary 3. For x, y ∈ V, i ≤ j : if x →∗
j y, then also x →∗

i y.

For proper values of i, connections between existential variables are symmetric
because X-paths resulting from Cor. 1 can be reversed.

Lemma 1. For x, y ∈ V∃ and i ≤ min(δ(x), δ(y)) : if x→∗
i y then y →∗

i x.

Example 7. For the QBF in Fig. 2, e3 →4 e8 but e3 	→5 e8, e8 →6 e14 and by
Cor. 3 also e8 →1 e14, further e3 →∗

2 e14 and by Lem. 1 e14→∗
2 e3.
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As a first step towards a compact representation of Dstd we want to take advan-
tage of situations where two variables can be regarded as equivalent.

Definition 7 (Equivalence). For x, y ∈ V , x is equivalent to y, written as
x ≈ y, if, and only if either (1) x = y or (2) q(x) = q(y) = ∃, δ(x) = δ(y) = i
and x →∗

i y.

Variables x and y are equivalent if x = y or both are from the same existential
scope Si and are connected by existential variables larger than or equal to Si.

Theorem 1. ≈ is an equivalence relation. For x ∈ V , [x] is the class of x.

Proof. Reflexivity is trivial since x ≈ x for x ∈ V by Def. 7. If not q(x) =
q(y) = ∃ then by Def. 7 x ≈ y if, and only if x = y. Since = is an equivalence
relation, symmetry and transitivity of ≈ follow immediately. Otherwise, assume
q(x) = q(y) = ∃. If x ≈ y and x = y, then also y ≈ x by Def. 7. If x ≈ y and
x 	= y then by Def. 6 and Def. 7 δ(x) = δ(y) and x →∗

i y for i = δ(x) = δ(y).
Then by Lem. 1 also y →∗

i x and hence y ≈ x. Therefore ≈ is symmetric. To
show transitivity, assume x ≈ y′ and y′ ≈ y for y′ ∈ V . Then more precisely
y′ ∈ V∃ (because otherwise x 	≈ y′ and y′ 	≈ y) and by Def. 7 also x →∗

i y′,
y′ →∗

i y for i = δ(x) = δ(y′) = δ(y) and q(x) = q(y′) = q(y). By x →∗
i y′,

y′ →∗
i y and transitivity of →∗

i , also x→∗
i y, hence x ≈ y. ��

Example 8. For the QBF in Fig. 2: e3 ≈ e4 since q(e3) = q(e4) = ∃, δ(e3) =
δ(e4) = 2 and e3 →∗

2 e4 by e3 →2 e8 →2 e14 →2 e4. Also e13 ≈ e14 since
e13→6 e14 but e5 	≈ e4 because e5 	→∗

2 e4. Trivially a11 ≈ a11 and e3 	≈ e14.

Relation →∗
i is compatible with ≈: if two variables are connected then so are all

members of their respective classes and vice versa as stated in Lem. 2.

Lemma 2. Let x, y ∈ V, i ≤ min(δ(x), δ(y)). Then x →∗
i y if, and only if

x′ →∗
i y′ for all x′ ∈ [x], y′ ∈ [y].

Proof. The proof works regardless of the types of x and y by Def. 6 (reflexivity
of →∗

i ), Cor. 3 and Def. 7. Trivial cases arise for V∀. Assume x→∗
i y for x, y ∈ V

and i ≤ min(δ(x), δ(y)). Then for x′ ∈ [x], y′ ∈ [y], x′ →∗
i x and y →∗

i y′ by
Cor. 3 and Def. 7. Since x′ →∗

i x, x →∗
i y (by assumption), y →∗

i y′, also x′ →∗
i y′

by transitivity of→∗
i . The other direction can be shown similarly by Lem. 1. ��

When regarding [x] as an arbitrary class member, we may write, for example,
[x]→∗

i [y] by Lem. 2. This notation denotes connections between classes.
Lem. 2 would not hold for arbitrary values of i. For example, if δ(x) < i then

x 	→∗
i x′ for x′ ∈ [x], which contradicts Def. 7. The following variant of Lem. 2

does not refer to [x] and holds for arbitrary values of i.

Lemma 3. Let x, y ∈ V with δ(x) ≤ δ(y). Then x →∗
i y if, and only if x →∗

i y′

for all y′ ∈ [y].

Example 9. For the QBF in Fig. 2, e3 ≈ e4, e10 ≈ e10, where [e10] is a singleton
class, and e4 →∗

2 e10 because e4 →2 e10. By Lem. 2, also e3 →∗
2 e10 because

e3→2 e8→2 e14→2 e4→2 e10.
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Besides considering classes in →∗
i by Lem. 2, the following relation additionally

allows to share information about connections, which is pointed out in Sec. 4.1.

Definition 8 (Directed Connection). �∗ denotes the directed connection
relation. For x ∈ V, y ∈ V∃, [x] �∗ [y] if, and only if, δ(x) ≤ δ(y) and x →∗

i y
for i = δ(x). The reflexive and transitive reduction of �∗ is denoted by �.

Corollary 4. For x, y ∈ V : if [x] �∗ [y] then either [x] = [y] or δ(x) < δ(y).

Relation �∗ is defined on classes only and respects the scope ordering. If [x] �∗

[y] then variables smaller than x are excluded in the connection between x and
y. By Cor. 4, if [x] �∗ [y] then either x and y are in the same class or in different
classes but from different scopes. We now prove that our definitions can be used
to compute Dstd.

Theorem 2 (Dependency Computation). For x ∈ V, i = δ(x) + 1 :

Dstd(x) = {y ∈ V
q(x),i | ∃w ∈ V∃,i : x →∗

i w and y →∗
i w} (1)

= {y ∈ Vq(x),i | ∃w ∈ V∃,i : x →∗
i [w] and [y]→∗

i [w]} (2)

= {y ∈ Vq(x),i | ∃w ∈ V∃,i : x →∗
i [w] and [y] �∗ [w]} (3)

Proof. Equivalence of left (LHS) and right-hand sides (RHS) of Eqn. 1 to 3.

– LHS(1) = RHS(1): Assume X-path P between x and y by clauses C1, . . . , Ck

where y ∈ Vq(x),i. P can be split into P1 between x, w for clauses C1, . . . , Cj

where w ∈ Cj , 1 ≤ j ≤ k, w ∈ V∃,i and P2 between w, y by clauses Cj , . . . , Ck.
By P1 and Cor. 2 also x →∗

i w and by reversing P2 and Cor. 2, also y →∗
i w

and hence y ∈ RHS(1). For the other direction, assume x →∗
i w and y →∗

i w.
Then by Cor. 1, there are X-paths P1 between x, w and P2 between y, w for
X = V∃,i. An X-path P between x, y can be constructed by combining P1
with reversed P2, thus y ∈ LHS(1).

– RHS(1) = RHS(2): Assume x →∗
i w and y →∗

i w. Since w ∈ V∃,i, also
δ(x) ≤ δ(w) and hence by Lem. 3 and Def. 7 also x →∗

i [w]. Further, because
i ≤ δ(y) and i ≤ δ(w) and hence i ≤ min(δ(y), δ(w)), also [y] →∗

i [w] by
Lem. 2 and Def. 7. Since x →∗

i [w] and [y] →∗
i [w], also y ∈ RHS(2). For

the other direction, assume x →∗
i [w] and [y] →∗

i [w]. Similar arguments
apply to derive x →∗

i w and y →∗
i w by Lem. 2, Lem. 3 and Def. 7. Hence

y ∈ RHS(1).
– RHS(2) = RHS(3): Assume x →∗

i [w] and [y] →∗
i [w]. Since LHS(1) =

RHS(1) = RHS(2), there is an X-path P between x, y for X = V∃,i and
clauses C1, . . . , Ck where y ∈ Ck. Let l denote the largest literal in Ck. By
assumptions in Sec. 2, v(l) ∈ V∃ and more precisely δ(y) ≤ δ(l) (if q(y) = ∀
then δ(y) < δ(l)). Assume that w = v(l). Then δ(y) ≤ δ(w). By y, w ∈ Ck

also y →j w for j = δ(y) and y →∗
j w by Def. 6. By y →∗

j w and δ(y) ≤ δ(w)
also [y] �∗ [w]. Since x →∗

i [w] and [y] �∗ [w] also y ∈ RHS(3). For the
other direction, Def. 8, Cor. 3 and Lem. 2 apply. ��
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4 Practical Application

In Thm. 2, Eqn. 1 is similar to computation by X-paths in Def. 5, Eqn. 2 refers
to classes rather than individual variables, which is already an improvement. The
step from Eqn. 2 to Eqn. 3 is the most interesting one for practical applications,
yet this is not apparent from theory. Since �∗ is directed, it restricts the set
of classes to be considered when connections of a variable are determined. In
practice this contributes to compactness in addition to equivalence classes. In
this section we first examine properties of �∗ over existential variables which
allow to efficiently represent its reflexive and transitive reduction � as a tree.
This tree can be shared between all variables and is the basis for a graph data-
structure representing Dstd.

4.1 A Tree-Shaped Representation of �

Since �∗ is directed by Def. 8 and hence also antisymmetric and acyclic, its
transitive reduction � is unique [1]. The following lemma states a property of
�∗ which accounts for the tree structure of �.

Lemma 4. Let x, y, z ∈ V∃ where δ(x) ≤ δ(y). If [x] �∗ [z] and [y] �∗ [z] then
[x] �∗ [y].

Proof. Assume [x] �∗ [z] and [y] �∗ [z] where δ(x) ≤ δ(y). Then by Def. 8,
x →∗

i z for i = δ(x) and y →∗
j z for j = δ(y) and δ(x) ≤ δ(y) ≤ δ(z). By Cor. 3

also y →∗
i z and by Lem. 1 z →∗

i y. By Def. 6, x→∗
i z and z →∗

i y, also x →∗
i y

and [x] �∗ [y]. ��

If [x] �∗ [z] and [y] �∗ [z] for existential variables x, y, z and δ(x) ≤ δ(y) then
by Lem. 4 [x] �∗ [z] is transitive. As a consequence [x] 	� [z]: at most one class
is related to another one in �. Hence � can directly be represented as a forest,
that is a collection of trees.

Definition 9 (Connection Forest). The connection forest (c-forest) for a
QBF with m existential scopes is a collection of trees over V∃ with respect to ≈
with the following properties:

1. For x, y ∈ V∃ : there is an edge ([x], [y]) if, and only if [x] � [y].
2. For x, y ∈ V∃ : there is a path from [x] to [y] if, and only if [x] �∗ [y].
3. The maximum length (number of edges) of a path is m− 1 (by Cor. 4).

4.2 Dependency Computation by Connection-Forests

The c-forest represents directed connections between existential variables. To
compute Dstd(x) for arbitrary x ∈ V , a set of proper classes has to be found
in the c-forest which exactly denote all connections of x to larger existential
variables. Classes in such a set must be connected to x and be minimal with
respect to the scope ordering since edges in the c-forest are directed. Descendants
of such classes in the c-forest then comprise all connections of x by �∗.
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Definition 10 (Smallest Ancestor). For y ∈ V∃, i ≤ δ(y) and the c-forest,
let h(i, [y]) = [y′] such that y′ ∈ V∃,i, [y′] �∗ [y] and there is no y′′ ∈ V∃,i with
i ≤ δ(y′′) < δ(y′) and [y′′] �∗ [y].

Class h(i, [y]) is the smallest ancestor of [y] which is larger than or equal to Si,
hence h(i, [y]) is minimal with respect to Si and the scope ordering.

Definition 11 (Descendants). For x ∈ V and the c-forest, the set of descen-
dants H∗

i (x) with respect to scope Si is defined as follows:

1. VC,i(x) := {[y] | y ∈ V∃,i and x→i y}
2. Hi(x) := {[z] | [z] = h(i, [y]) for [y] ∈ VC,i(x)}
3. H∗

i (x) := {[y] | [z] �∗ [y] for [z] ∈ Hi(x)}
From clauses containing x, classes of existential variables larger than or equal
to Si are collected in VC,i(x). Hi(x) contains smallest ancestors with respect to
Si for classes in VC,i(x). H∗

i (x) comprises descendants of classes in Hi(x) and
represents all connections of x to existential variables larger than or equal to Si.

Corollary 5. For x ∈ V : if [y] ∈ H∗
i (x) then x →∗

i y.

For x ∈ V , H∗
i (x) exactly characterizes connections of x to existential vari-

ables. This is sufficient for computing Dstd(x). Informally, there is a dependence
between two differently quantified variables if their sets of descendants in the
c-forest are not disjoint.

Theorem 3 (Dependency Computation). For x ∈ V, i = δ(x) + 1 :
Dstd(x) = {y ∈ Vq(x),i | H∗

i (x) ∩H∗
j (y) 	= ∅ for j = δ(y)}.

Proof. Assume x ∈ V and i = δ(x) + 1. Direction ⊇ follows right from Def. 11,
Cor. 5, Cor. 3 and Thm. 2. To show ⊆, assume y ∈ Dstd(x). Then there is an
X-path P between x, y for X = V∃,i. Hence there are clauses C1, . . . , Ck where
y, yk ∈ Ck for some yk ∈ V∃,i with δ(y) ≤ δ(yk). Such yk always exists since
by assumption the largest literal in a clause is existential.2 Then P is also an
X-path between x and yk by C1, . . . , Ck and hence x →∗

i yk and δ(x) < δ(yk)
since i ≤ δ(yk), i = δ(x) + 1. We show that [yk] ∈ H∗

i (x) ∩H∗
j (y) for j = δ(y).

Since y, yk ∈ Ck by P , also [yk] ∈ VC,j(y). Then [z′] ∈ Hj(y) where [z′] =
h(j, [yk]) for j = δ(y). By Def. 10, [z′] �∗ [yk], hence [yk] ∈ H∗

j (y).
Since P connects x and yk, also x, y1 ∈ C1 for some y1 ∈ V∃,i. Thus [y1] ∈

VC,i(x) and [z1] ∈ Hi(x) for [z1] = h(i, [y1]). Then by Def. 10, [z1] �∗ [y1].
P is also an X-path between y1 and yk by C1, . . . , Ck, hence y1 →∗

i yk and
δ(x) < δ(y1), δ(x) < δ(yk). Let w denote the smallest connecting variable in P
between y1, yk: m = δ(w) = min({δ(v) | v ∈ Ci ∩ Ci+1 ∩ X, 1 ≤ i < k}). Since
m is minimal, also y1 →∗

m w, w →∗
m yk and by Lem. 1 w →∗

m y1. By Def. 8
and since m = δ(w), also [w] �∗ [y1], [w] �∗ [yk]. By Lem. 4, [z1] �∗ [y1] and
[w] �∗ [y1], also [z1] �∗ [w]. Then by [z1] �∗ [w], [w] �∗ [yk] and transitivity
also [z1] �∗ [yk], hence [yk] ∈ H∗

i (x) because [z1] ∈ Hi(x). ��
In contrast to Thm. 2, practical application follows right from Thm. 3. For a
QBF, dependencies can be identified by checking descendants in the c-forest.
2 If x ∈ V∀ then y ∈ V∃ and we may choose yk = y.
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4.3 A Graph Representation of Dstd

We describe a static graph representation of Dstd for a given QBF which is
compact in practice. Representing each pair (x, y) ∈ Dstd as a separate edge
yields a graph with |V |2 edges in the worst case. Instead, this can often be
avoided by building the c-forest once and inserting edges as follows.

First, if x ∈ V∀ then by Thm. 3 any member y′ of a class [y] ∈ H∗
i (x) for

i = δ(x) + 1 depends on x (see also Thm. 3 in [22]). Thus the c-forest and
set Hi(x) compactly represent Dstd(x) (see also Ex. 10). In the graph Hi(x) is
represented as edges from class [x], which is singleton by Def. 7, to classes in
the c-forest. After Hi(x) for all x ∈ V∀ have been determined, universal classes
[y1], [y2] are merged whenever Hj(y1) = Hj(y2) for j = δ(y1)+1 = δ(y2)+1 and
either Hj(y1) or Hj(y2) is discarded. This reduces the number of edges in the
graph. Such merging does not correspond to ≈ but is applied as post-processing.

Second, if x ∈ V∃ then edges for y ∈ Dstd(x) need to be inserted explicitly in
the graph. For x ∈ V∃ and descendant [y′] ∈ H∗

i (x) where i = δ(x) + 1, there is
an edge from variable x to [y] for y ∈ V∀,i if [y′] ∈ Hj(y) for j = δ(y) + 1. This
amounts to checking descendants in H∗

i (x) and sets Hj(y) for y ∈ V∀,i. Since
universal classes have been merged before, again the number of inserted edges
is reduced. Edges corresponding to transitive dependencies are discarded.

Example 10. In the graph in Fig. 2, boxes denote class representatives. Dotted
vertical pointers like from [e3] to [e8] correspond to � and denoted edges in the
c-forest, dotted horizontal edges like between e13 and e14 connect class members
and solid vertical pointers indicate dependencies. The classes of a11 and a12 have
been merged in post-processing. The dependency e15 ∈ Dstd(a2) is represented
implicitly by the pointer from [a2] to [e5] and the path from [e5] to [e15]. Also
e13 ∈ Dstd(a11) by the pointer from [a12] to [e14] and a11 ∈ Dstd(e8) by the
pointer from [e8] to [a12]. Further a7 ∈ Dstd(e4) by the pointer from e4 to [a7],
but a7 	∈ Dstd(e3) since [e10] 	∈ H∗

3 (e3).

5 Experimental Results

We have implemented a tool which constructs the graph representing Dstd for
a given QBF as described in Sec. 4.3. Tab. 1 shows experimental results with
conclusions. In a first pass over the clauses, the c-forest is incrementally built by
maintaining relation � whenever pairs of existential literals l1, l2 are encountered
in a clause. Additionally, sets Hi(x) for x ∈ V, i = δ(x)+1 are updated for literal
pairs l1, l2 where v(l1) = x, δ(l1) < δ(l2) and either q(v(l1)) = q(v(l2)) = ∃ or
q(v(l1)) = ∀ and q(v(l2)) = ∃. An efficient union-find data structure [27] is used
to represent classes. In subsequent passes over the c-forest for x ∈ V∃, pointers
representing dependencies of existential variables are inserted.

By using the c-forest over equivalence classes as basis for the graph of Dstd,
both time and memory requirements are kept small. For a given QBF φ, the
graph can be constructed in O(|V |.|φ|) time and O(|V |2) space, when keeping
edges for transitive dependencies. We observed that time required for removing
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Table 1. Experimental results on publicly available, structured (“fixed” class) in-
stances from QBF competitions 2005 to 2008 [15]. We did not include random instances.
Experiments were run on 64-bit Ubuntu Linux 8.04, Intel R© Q6700 at 2.66 GHz and
8 GB of memory. For reference, statistical data and a binary of our tool are available
from http://fmv.jku.at/qdag/. For all formulae in the sets the graph for Dstd has
been built (see also Sec. 4.3 and 5 for comments on graph construction). The first line
shows the numbers of formulae per set. Total run time, maximum over all formulae and
average per formula are reported in seconds. Statistics are divided into two sections for
existential and universal variables, respectively, and always i = δ(x)+1. Maximum and
average number of dependencies by Dstd over all variables are shown. Compactness of
the graph is indicated several times. For x ∈ V∀ classes in H∗

i (x), which are reachable by
ancestors in Hi(x), efficiently represent Dstd(x). This becomes apparent when compar-
ing |Hi(x)|, |H∗

i (x)| and |Dstd(x)|. For x ∈ V∃, |Hi(x)| and |H∗
i (x)| measure the effort

for inserting dependency pointers since, starting from classes in Hi(x), descendants in
H∗

i (x) are visited. Further, the average number of dependency classes per dependency
for all x ∈ V∀ and x ∈ V∃, denoted by line |{[y]∈Dstd(x)}|

|{y∈Dstd(x)}| , is small. Note that classes
result from ≈ for x ∈ V∃ and from post-processing for x ∈ V∀. The worst-case is 100%,
where each dependency is in a singleton class. This is clearly not the case. The last
line in each section shows the average number of classes per variable in each formula.
Again, values are far below 100%, hence many variables can be regarded as equivalent.

QBFEVAL’05 QBFEVAL’06 QBFEVAL’07 QBFEVAL’08

size 211 216 1136 3328
total time 7.94 1.35 227.05 300.31
max. time 0.58 0.03 7.96 8.11
avg. time 0.04 0.01 0.2 0.09
x ∈ V∀

max. |Dstd(x)| 256535 9993 2177280 2177280
avg. |Dstd(x)| 82055.87 4794.60 33447.6 19807
max. |Hi(x)| 256 1 518 518
avg. |Hi(x)| 3.26 0.98 2.02 1.14
max. |H∗

i (x)| 797 5 797 1872
avg. |H∗

i (x)| 19.51 1.12 39.06 8.24

avg. |{[y]∈Dstd(x)}|
|{y∈Dstd(x)}| 3.44% 0.04% 6.42% 1.21%

classes per variables 28.2% 10.23% 40.31% 21.29%
x ∈ V∃

max. |Dstd(x)| 5040 440 5040 22696
avg. |Dstd(x)| 12.76 2.98 3.24 4
max. |Hi(x)| 24 7 490 490
avg. |Hi(x)| 0.14 0.13 0.17 0.13
max. |H∗

i (x)| 797 7 797 1872
avg. |H∗

i (x)| 5.16 0.16 1.32 1.31

avg. |{[y]∈Dstd(x)}|
|{y∈Dstd(x)}| 2.37% 0.4% 2.76% 2.09%

classes per variables 10.96% 4.99% 11.45% 7.11%
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transitive dependencies is negligible. As the results in Tab. 1 indicate, we achieve
compaction of up to two orders of magnitude compared to a graph of Dstd over
variables rather than classes. This is due to the fact that connection information
is shared between variables in the c-forest. To increase confidence in our imple-
mentation, we have run random tests and tests on formulae from Tab. 1 where
we compared dependencies resulting from the graph to those from Def. 5.

6 Conclusion

Using less restrictive dependency schemes than those obtained from mini-scoping
or scoping information readily available in structural formulae has the potential
to boost performance of QBF solvers considerably. We gave a structural charac-
terization of the simplest such formulation, based on the standard dependency
scheme. The standard dependency scheme has so far only been applied in expan-
sion based QBF solvers and preprocessing algorithms. As next step we want to
incorporate our dependency analysis into search-based solvers, which currently
are restricted to use tree-shaped prefixes. In a search-based solver it is prohibitive
to recompute the dependency relation at each decision point. This also applies
to static dependency representations based on mini-scoping such as quantifier
trees [4]. As quantifier trees, our compact graph representation can be used as a
precomputed approximation of actual dependencies. This can also be beneficial
for expansion-based solvers.

Even though our algorithms can easily be extended to work on CNF with a
tree-shaped prefix, it is not clear at this point how dependencies of variables
introduced to encode structural QBF into CNF can be eliminated in order to
lift our arguments to arbitrary structural QBF. This would also give us a way
to experimentally show that less restrictive dependency schemes are useful for
structural QBF solvers as well. As alternative one can try to generalize the
concept of dependency schemes to structural formulas. Furthermore, we want
to apply similar ideas to more advanced dependency schemes. Finally, we would
like to thank Marko Samer for fruitful discussions on dependency schemes.

References

1. Aho, A.V., Garey, M.R., Ullman, J.D.: The Transitive Reduction of a Directed
Graph. SIAM J. Comput. 1(2), 131–137 (1972)

2. Ayari, A., Basin, D.A.: QUBOS: Deciding Quantified Boolean Logic Using Propo-
sitional Satisfiability Solvers. In: Aagaard, M., O’Leary, J.W. (eds.) FMCAD 2002.
LNCS, vol. 2517, pp. 187–201. Springer, Heidelberg (2002)

3. Bacchus, F., Walsh, T. (eds.): SAT 2005. LNCS, vol. 3569. Springer, Heidelberg
(2005)

4. Benedetti, M.: Quantifier Trees for QBFs. In: [3], pp. 378–385
5. Benedetti, M.: sKizzo: A Suite to Evaluate and Certify QBFs. In: Nieuwenhuis, R.

(ed.) CADE 2005. LNCS, vol. 3632, pp. 369–376. Springer, Heidelberg (2005)
6. Benedetti, M., Mangassarian, H.: QBF-Based Formal Verification: Experience and

Perspectives. JSAT 5, 133–191 (2008)



A Compact Representation for Syntactic Dependencies in QBFs 411

7. Biere, A.: Resolve and Expand. In: Hoos, H., Mitchell, D.G. (eds.) SAT 2004.
LNCS, vol. 3542, pp. 59–70. Springer, Heidelberg (2005)

8. Bubeck, U., Kleine Büning, H.: Bounded Universal Expansion for Preprocessing
QBF. In: Marques-Silva, Sakallah (eds.) [23], pp. 244–257
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Abstract. State-of-the-art solvers for Quantified Boolean Formulas (QBF) have
employed many techniques from the field of Boolean Satisfiability (SAT) includ-
ing the use of Conjunctive Normal Form (CNF) in representing the QBF formula.
Although CNF has worked well for SAT solvers, recent work has pointed out
some inherent problems with using CNF in QBF solvers.

In this paper, we describe a QBF solver, called CirQit (Cir-Q-it) that utilizes
a circuit representation rather than CNF. The solver can exploit its circuit repre-
sentation to avoid many of the problems of CNF. For example, we show how this
approach generalizes some previously proposed techniques for overcoming the
disadvantages of CNF for QBF solvers. We also show how important techniques
like clause and cube learning can be made to work with a circuit representation.
Finally, we empirically compare the resulting solver against other state-of-the-art
QBF solvers, demonstrating that our approach can often outperform these solvers.

1 Introduction

QBF is a powerful generalization of SAT in which the variables can be universally
or existentially quantified. While any problem in NP can be encoded in SAT, QBF
allows us to encode any problem in PSPACE. This opens a much wider range of poten-
tial application areas for a QBF solver, including problems from areas like automated
planning (particularly conformant and conditional planning), non-monotonic reasoning,
electronic design automation, scheduling, model checking and verification, strategic de-
cision making, and multi-agent scenarios, see for, e.g., [1,2,3].

State-of-the-art QBF solvers have utilized a number of techniques inherited from
SAT solving technology. This has included the use of DPLL search augmented with
clause learning along with additional QBF-specific techniques like solution backtrack-
ing and cube learning. Besides DPLL the original Davis-Putnam SAT solving technique
[4] of ordered resolution has also been utilized [5], as well as methods involving the use
of Skolemization to convert the QBF formula to SAT [6]. One constant in almost all
of this work, however, has been the utilization of conjunctive normal form (CNF) in
representing the QBF formula.

It has long been noted that conversion to CNF can lead to losing structure that could
potentially be exploited computationally. As a result there has been some work on non-
CNF SAT solvers, e.g., [7,8]. This work has shown that non-clausal representations can
be effective for solving SAT. Nevertheless, the allure of CNF is that it can lead to very
high performance implementations since it is a very simple and uniform representation.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 412–426, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Hence, the extra structure that can be exploited in a non-clausal representation has not
been able to significantly outweigh the practical advantages of CNF in SAT solvers, and
most SAT solvers continue to utilize CNF.

In QBF however the situation is different. In particular, for a similarly sized problem
the search space explored by a QBF solver tends to be much larger than that explored by
a SAT solver. Hence, there is much more potential for savings from exploiting the extra
structure contained in non-clausal representations. In fact, there have been a number of
papers that have identified various inadequacies of the CNF representation for QBF and
proposed alternate representations aimed at addressing these problems, e.g., [9,10].

One of the most general and structure laden non-clausal representations is a circuit
representation. Circuit representations have been used before in SAT solvers, e.g., [7,8],
and in this paper we explore the use of this representation in a QBF solver.

One advantage of circuits is that they are more compatible with real problems—
typically CNFs are generated from more structured representations like circuits. We
also investigate ways of exploiting within our solver some of the extra structural infor-
mation contained in the circuit. One particular example is the exploitation of don’t care
reasoning. We explain why don’t care reasoning has more potential for efficiency gains
when solving a QBF than when solving SAT. We also demonstrate how the essential
techniques of unit propagation, clause learning, and cube learning used in CNF solvers
can be adapted to a circuit representation. Finally, we explain how a circuit represen-
tation generalizes some of the key previously proposed techniques for addressing the
inadequacies of CNF in the context of QBF.

We have implemented a solver we call CirQit (pronounced Cir-Q-it) that is based
on our approach of utilizing a circuit representation. We are able to show empirically
that it is very competitive with current state-of-the-art QBF solvers, and that on some
problem suites it exhibits superior performance.

In the rest of the paper we first provide some essential background on QBF and the
circuit representation of a QBF. We present some of the details of our circuit-based
solver. Our solver utilizes a DPLL search procedure running on a circuit representation
rather than on a CNF representation. We describe how propagation can be performed,
and how clause and cube learning can be implemented. We discuss related work on QBF
solvers based on non-clausal representations. Finally, we present various experimental
results demonstrating the merit of our approach, and close with some conclusions.

2 Background

2.1 QBF

A QBF has the form Q.φ, where φ is an arbitrary propositional formula and Q is a
sequence of quantified variables (∀x or ∃x). We require that the set of variables in φ be
contained in Q so that Q.φ has no free variables, and that φ contain only the connectives
AND (∧), OR (∨), and NOT (¬).

A quantifier block qb of Q is a maximal contiguous subsequence of Q where every
variable in qb has the same quantifier type. The quantifier blocks are ordered by their
appearance in Q: qb1 ≤ qb2 iff qb1 is equal to or appears before qb2 in Q. Each variable
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x in φ appears in some quantifier block qb(x). For two variables x and y we say that y
is downstream of x (x is upstream of y) if qb(y) > qb(x) (qb(x) < qb(y)). We also
say that x is universal (existential) if its quantifier in Q is ∀ (∃).

A QBF instance can be reduced by a literal � (i.e., an assignment to one of its vari-
ables). The reduction of a formula Q.φ by � is denoted by Q.φ|
. The reduction is the
new formula Q.φ′ where φ′ is φ with v replaced by the constant TRUE (if � = v) or
FALSE (if � = ¬v), and optionally simplified according to standard logical rules: e.g.,
for any formula ψ, FALSE ∧ψ is equivalent to FALSE and ∀x.ψ is equivalent to ψ if the
variable x does not appear in ψ. A specific example is ∀xz.∃y.(¬y ∨ (x ∧ z)) ∧ ¬(x ∨
z)|¬x which is equal to ∀xz.∃y.(¬y ∨ (FALSE ∧ z)) ∧ ¬(FALSE ∨ z) which simplifies
to ∀z.∃y.¬y ∧ ¬z.

Semantically, the truth or falsity of a QBF formula (with no free variables) can be de-
fined recursively: (1) ∀xQ.φ is true iff both Q.φ|x and Q.φ|¬x are true, and (2) ∃xQ.φ
is true iff at least one of Q.φ|x or Q.φ|¬x is true. By instantiating the quantified vari-
ables one by one, following the quantifier ordering, and substituting true or false into φ
we arrive at either a QBF where φ simplifies to FALSE (which is a false QBF) or a QBF
where φ simplifies to TRUE (which is a true QBF).

A circuit is a directed acyclic graph with a single sink where the nodes are logical
gates and the edges are signal lines connecting the gates. Each gate is either an AND,
OR, or NOT gate, has a single outgoing output line, and one or more incoming input
lines. The output line of the sink gate is the circuit output, and the lines that are not
outputs of any gate are the circuit inputs. A circuit representation Q.C for the QBF
formula Q.φ is a circuit C where the variables in Q are in 1-1 correspondence with the
circuit inputs. C can be constructed recursively as follows. If φ is a variable x, then C
has only one line labeled by the variable x and no gates. If φ = ¬ψ, then C consists of
the circuit representing ψ with the output of this circuit connected to the input of a NOT
gate. If φ = ψ1 ∧ · · · ∧ψi (ψ1 ∨ · · · ∨ψi), then C consists of the outputs of the circuits
representing ψ1 to ψi connected as inputs of an AND (OR) gate. One key feature of
the circuit representation is that duplicated sub-formulas in φ can be represented by a
single subcircuit—the output line of that subcircuit can be used as an input in all places
the sub-formula appears.

The lines of a circuit can take on the values TRUE or FALSE, and these values
can be propagated to other lines of the circuit using standard rules of Boolean logic.
For example, if an input line of an AND gate has value FALSE then FALSE can be
propagated to the output line of the gate. A circuit Q.C represents a formula Q.φ
when for any setting of the variables in φ, φ will simplify to TRUE (FALSE) if and
only if TRUE (FALSE) is propagated to the output of C given the same setting for its
corresponding input lines. The construction described above yields a circuit C that
represents φ.

Hence, we can evaluate a QBF formula Q.φ by constructing a circuit Q.C represent-
ing it, and then evaluating the previously given definition of truth for a QBF formula by
propagating values in C. That is, we can detect when φ simplifies to TRUE or FALSE by
detecting when TRUE or FALSE is propagated to the output line of C.
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3 A Circuit-Based Solver

Similar to previous circuit based SAT solvers, e.g., [7,8], our solver utilizes DPLL
search to determine the truth or falsity of the QBF Q.φ. Specifically, φ is represented
as a circuit C with the variables in Q being the inputs to C. During DPLL search, these
variables are branched on in an order respecting the quantifier ordering (i.e., if x is up-
stream of y then the search must branch on x before y). Each branch sets a variable
of φ and hence a corresponding input line of C. The input line values are propagated
through C, and the search verifies that at least one side each existential branch and both
sides of each universal branch lead to a true circuit output (i.e., satisfies φ).

However, to make this process more efficient, e.g., to detect when certain input lines
must take on a particular value for the circuit output to be TRUE, the solver initially
sets the circuit output line to TRUE and propagates values backwards in the circuit as
well as forwards. Backwards propagation, like forward propagation, follows the rules
of Boolean logic, e.g., if an OR gate’s output line is set to FALSE then FALSE can be
propagated to all of its input lines. With backward propagation from a TRUE output
we can detect when φ is falsified (i.e., when a setting of the input lines would lead to
FALSE being propagated to the output line) by the occurrence of a conflict where both
TRUE and FALSE is propagated to some line in the circuit. Such conflicts also allow us
to employ 1UIP clause learning techniques on the circuit representation.

One negative aspect of fixing the circuit output line to TRUE, however, is that we can
no longer use the propagation of TRUE to the circuit output to detect when the formula
φ has become satisfied by the current setting of its variables—the output line always
has that value. We discuss below how this problem is resolved in our solver by utilizing
information gathered during don’t care propagation.

3.1 Propagation

Our implementation of forward and backward propagation in the circuit is based on a
previous circuit based SAT solver described in [7]. In that paper Thiffault et al. showed
that this kind of propagation in the circuit corresponds in a precise way to Unit Propa-
gation (UP) on an equivalent CNF encoding of the formula. In particular, if the circuit
was converted to CNF using the standard Tseitin encoding [11], then corresponding to
each circuit line l there would be a new variable v in the CNF encoding such that a value
would be propagated to the line l in the circuit if and only if UP in the CNF forces v
to take the same value. Besides this basic mechanism, however, our QBF solver differs
from previous circuit based SAT solvers in a number of ways.

Representing internal lines. The CNF encoding of a formula introduces additional vari-
ables that correspond to the sub-formulas of the formula. These additional variables are
very useful in a SAT solver as they can be branched on in a DPLL search (implicitly
positing a truth value for an entire sub-formula), and they can be included in learnt
clauses increasing the effectiveness of clause learning.

A key feature of our circuit based QBF solver is that it also utilizes the learning tech-
niques common in DPLL based QBF solvers that employ CNF [12] i.e., clause and cube
learning. Hence, to facilitate the power of the learnt clauses we introduce additional vari-
ables to label the internal lines of the circuit, as is done in circuit based SAT solvers. (The
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input lines are all labeled with a variable of the original formula Q.φ). Formally, all of
these new variables are existential, and we place them as early in the quantifier ordering
as possible. Specifically, each internal line l in the circuit is the output line of a sub-circuit
c that has some set of input lines representing a set of variables V of φ. We place the new
variable representing l in the quantifier prefix immediately after the last variable of V in
the prefix. By placing these new variables as early as possible in the quantifier prefix we
enable more effective universal reduction during clause learning and propagation.

Note however that in QBF, unlike SAT, these new variables are never branched on
during the DPLL search. The DPLL search must respect the quantification order when
selecting variables to branch on, so by the time it can select a variable v representing
the output of sub-circuit c all of the inputs to c must have already been assigned, and
hence v would already be assigned by propagation.

Universal Reduction. In CNF represented QBF formulas universal reduction is a pow-
erful additional rule of inference that enables further unit propagation and conflict de-
tection. We say that a universal variable is tailing in a clause if it is downstream of all
existentials in the clause. Universal reduction is the rule of inference where all tailing
universals can be removed from a clause. It can be applied during search: when an ex-
istential in a clause is falsified and thus removed from the clause some universal in the
clause might become tailing and thus removable by universal reduction.

There are two cases where universal reduction can reduce DPLL search. First, it can
be used to infer a conflict when a clause contains only universal variables: by universal
reduction we can reduce any such clause to the empty clause. Second, it can be used to
infer unit clauses when a clause becomes unit after universal reduction. In this case it
must be that the clause contains a single existential variable e with all other variables in
the clause being universal and downstream of e.

Our solver can detect the same set of conflicts and unit propagants arising from
universal reduction as would be detected in CNF representation. Two additional prop-
agation rules are utilized to achieve this. The first rule is triggered whenever there is a
gate g such that (a) the output line of g has been assigned some value TF, (b) TF is not
entailed by g’s assigned input lines (e.g., if g is an OR gate, TF = TRUE, and none of
g’s assigned inputs are TRUE), and (c) all of g’s unassigned input lines are universally
quantified. In this case we have a conflict corresponding to the generation of a clause
containing only universals. The second rule is triggered whenever there is a gate g such
that conditions (a) and (b) as above hold, and (c) g’s unassigned input lines contain
only a single existential line e and all of the other unassigned lines, which are hence
universal, are downstream of e. In this case we can force e to take on a value that entails
TF. This corresponds to the generation of a unit clause after universal reduction. For
example, if g is an AND gate, TF = FALSE, and all of g’s other assigned inputs are
TRUE, then e is forced to be FALSE.

3.2 Don’t Care Propagation

An important way in which the circuit structure can be exploited is via don’t care rea-
soning. For example, when one input of an OR gate is set to TRUE, the other inputs
become irrelevant to its output value. By detecting the variables that have become ir-
relevant to all the gates they feed into, DPLL can avoid branching on them. Don’t care
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Fig. 1. Circuit and Equivalent CNF Encoding

propagation detects such variables and we implement don’t care propagation in our
solver using the techniques developed in [7].

Don’t care propagation can be useful in SAT, but it has even more potential to be
helpful in QBF due to repetitions caused by universal variables. To illustrate, consider
the circuit in Figure 1, where Q1X1...QkXk represents an arbitrary set of quantifiers
over the variables x1, ..., xm, and F is an arbitrarily complicated boolean circuit. It can
be seen that any variable assignment with at least one of a1, ..., an set to TRUE makes
the circuit output TRUE. In our solver, as soon as one of the variables ai is set to TRUE,
all xi variables can be recognized as irrelevant, so there is only one setting of a1, ...an

for which the solver actually branches on any xi variables.
A CNF based solver, on the other hand, would have the CNF representation shown in

Figure 1b, where CNFF represents the clausal encoding of F . If any of the ai variables
are set TRUE, then out is also set to TRUE, and all clauses disappear except for those
in CNFF . The solver will then have to continue branching on the xi variables until
a solution is found that satisfies all clauses in CNFF , a potentially difficult task. Fur-
thermore, we see that the solver can unnecessarily try to satisfy the clauses in CNFF

2n−1 times. A solver exploiting learning might solve these repetitions more efficiently,
but can still perform many unnecessary branching operations. It is this repetition from
universal variables that makes don’t care reasoning more effective in QBF.

Don’t care propagation is achieved by detecting when gate outputs are justified. A
gate in the circuit is justified when its assigned inputs are sufficient to imply its output.
Once a gate is justified, its unassigned inputs have no effect, so they become irrelevant
with respect to that gate. If a line becomes irrelevant with respect to all of the gates it
is an input of, it becomes a don’t care, meaning its value has no effect on the circuit
output. Further, if the don’t care line is a gate output all of its unset inputs can in turn
be marked as irrelevant with respect to it, which might generate another round of don’t
care propagation. Since these don’t care variables have no effect on the circuit the DPLL
search engine need never branch on them. For example, in Figure 1 once one of the ai

inputs is set to TRUE, all remaining unassigned inputs to the final OR gate will be
marked as don’t care: they have all become irrelevant with respect to that gate and this
is the only gate they are an input to. Don’t cares can then be propagated back through
all of the sub-circuit F until all of the xi are marked as don’t care. After this, DPLL
can detect that it need not branch on any other variables as all remaining unassigned
variables (input lines and internal lines) have become don’t care.
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3.3 Clause Learning

Following [7] we implement clause learning in our solver by computing a clausal rea-
son from the circuit structure for every line that is assigned by propagation. As DPLL
branches on variables that correspond to input lines of the circuit, propagation is used
to set other lines in the circuit. Since each circuit line is represented by an existential
variable, propagating a value to these lines corresponds to forcing a literal representing
the assignment of this value to the line’s corresponding variable. The logical structure
that allowed the value to be propagated can then be used to construct a clausal rea-
son for that forced literal. For example, if g is an AND gate with its output o set to
FALSE, all of its assigned inputs a1, . . . , ak, set to TRUE, and with unassigned inputs
e, u1, . . . , um where e is existential, the ui are universal, and e is upstream of all of the
ui, then propagation will set e to FALSE. In this case we can extract from the circuit
the clause (¬e, ¬u1, . . ., ¬um, ¬a1, . . ., ¬ak, o) as the clausal reason for ¬e. Hence,
on the trail of the DPLL search engine every forced literal can be given an associated
clausal reason. Note that these clausal reasons are like the clauses that a QBF solver
using a CNF representation would use to label its unit propagated literals.

In a similar way when conflicts are detected in the circuit a conflict clause can be con-
structed and returned to the DPLL search engine. For example, if g is an OR gate with
its output o set to TRUE, with assigned inputs a1, . . . , ak all set to FALSE, and unas-
signed inputs u1, . . . , um all of which are universal, then a conflict corresponding to
the detection of an all universal clause is detected. From this conflict the conflict clause
(¬o, a1, . . . , ak, u1, . . . , um) can be constructed and returned to the DPLL search en-
gine. With a CNF representation this is the clause that the current assignments would
have reduced to an all universal clause. The case where a line has both TRUE and FALSE

propagated to it can be handled in a similar fashion.
With conflict clauses to seed the process, and all forced literals on the trail la-

beled with clausal reasons, our solver can proceed to perform 1-UIP clause learning
in the manner standard to DPLL-based QBF solvers and to use these clauses to non-
chronologically backtrack the DPLL search. Finally, the solver can employ unit prop-
agation over the learnt clauses in conjunction with propagation in the circuit, using
literals forced by unit propagation to set lines and do further propagation in the circuit,
and using lines set in the circuit to initiate further unit propagation in the learnt clauses.

3.4 Cube Learning

As mentioned above, because the circuit output O is initially set to TRUE we cannot use
the propagation of TRUE to O to detect that the formula has become satisfied by the cur-
rent set of variable assignments. Nevertheless, we can employ don’t care propagation to
detect circuit (formula) satisfaction. In particular, when all variables that are not marked
as being don’t care have been assigned and no conflicts have been generated, we know
that the circuit is satisfied by the current set of assignments. Say we had not initially set
the circuit output to TRUE. It can then be observed that whenever the assigned circuit
input lines suffice to propagate TRUE to the circuit output, all remaining unset lines in
the circuit (both internal and input lines) become don’t care. It can be further observed
that the don’t care propagation mechanism outlined above will successfully label these
unset lines as don’t care.
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Once the formula has been satisfied by the current variable assignments, we would
like to perform cube learning. This involves finding a subset of the current variable
assignments that are sufficient to satisfy the formula. Such a subset forms a base cube
that can then be stored in a cube database, triggered in other parts of the DPLL search,
and resolved with other cubes during search to generate more powerful cubes. A key
element in making cube learning effective is to be able to generate small base cubes.1

With CNF representations base cubes must contain at least one true literal from each
clause in the theory. With a circuit representation, however, finding a subset of vari-
able assignments sufficient to satisfy the formula corresponds to finding a subset of the
circuit inputs whose assigned values suffice to propagate TRUE to the circuit output.
Don’t care propagation helps in constructing small base cubes, as it eliminates from
consideration all circuit inputs marked as don’t care.

The algorithm we use in our solver is specified in Algorithm 1. The algorithm is ini-
tially called with the circuit’s output as its input argument, and it involves sweeping
through the circuit from the output to inputs picking a set of lines whose assigned val-
ues suffices to support the circuit output. Starting with the output gate, the algorithm
selects a set of input lines that support the gate output. Then it continues on to find sup-
ports for the selected input lines. For example, if the gate is an AND gate with output
set to FALSE then only one false input line is needed as support.

We note that we need not consider any don’t care lines, all of the gate output lines the
algorithm encounters have to be justified. To guide the selection of a supporting input, for
each gate output line we memorize the input line that was responsible for it first becoming
justified. For gate output line l we use l.justfiedReason to denote this input line.

This approach for selecting a supporting input for each gate output has two advan-
tages. First, it is very efficient to implement: the cube can be recovered in a single pass
of the circuit. Second, it favours adding the earliest-set variables to the base cube which
sometimes allows the solver to backtrack further.

In the algorithm specification we also use l.gateType to denote the gate type that
l is an output for. If l is an input line (and hence not associated with a gate) we let
l.gateType be equal to INPUT. Finally, let l.inputs denote input lines of the gate that l
is an output, and let l.val denote the value assigned to l.

4 Related Work

4.1 CCDNF

In [10] Zhang proposed adding to the CNF encoding of the QBF a redundant DNF
encoding, creating a Combined Conjunctive and Disjunctive Normal Form (CCDNF).
The aim of the DNF encoding was to overcome the inability of CNF to easily detect
when the formula becomes satisfied. The DNF allowed the resulting solver to detect
solutions earlier, without needing to assign all variables in the formula.

In some cases, our circuit based solver achieves similar early solution detection
through its don’t care propagation. In particular, once a partial assignment is sufficient
to imply the circuit output, all remaining variables will be marked as don’t care and

1 Other heuristic considerations come into play, but space precludes discussing them here.
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Algorithm 1: RecoverCube—Construct a Base Cube from a Circuit

RecoverCube (l)1

// Return a set of supporting input lines
begin2

if l.gateType = INPUT then3

return {l}4

else if l.gateType = NOT then5

return RecoverCube (l.inputs)6

else if
( (l.gateType = AND and l.val = TRUE)

or (l.gateType = OR and l.val = FALSE)

)
then

7

S = ∅ // Consider all children8

foreach c ∈ l.inputs do9

S = S∪ RecoverCube (c)10

end11

return S12

else13

// root is a False AND gate or a True OR gate
// Can select one child that is assigned the same

value
return RecoverCube (l.justfiedReason )14

end15

the search engine can immediately backtrack. However, when a solution is detected,
our solver must execute Algorithm 1 to extract a base cube—with the DNF encoding
this computation is not needed, the information contained in the base cube is already
encoded in the triggered DNF. Also the DNF encoding contains auxiliary variables that
can make the cubes more compact, and perhaps more powerful. In our solver all base
cubes contain input variables only.

However, the circuit representation has some advantages over IQTest. It preserves
more problem structure than the CCDNF encoding. Potentially, additional ways can be
discovered for further exploiting this structure. Also don’t care propagation allows us
to avoid branching on irrelevant variables. IQTest, on the other hand, has no way of
determining when a variable is irrelevant, and can still branch on such variables prior to
finding a solution. Thus, our solver can sometimes make fewer decisions during search.

Also, while making its conversion, IQTest creates two different sets of auxiliary vari-
ables: one set for the CNF, and another one for DNF representations. This limits the
amount of knowledge sharing between the two representations. The circuit representa-
tion has only one set of auxiliary variables (variables representing the internal lines), so
that the different modes of reasoning share the same representation.

Nevertheless, given that the circuit representation contains all of the information
used to generate the DNF encoding, it is possible that the computational advantages of
the DNF encoding can be captured directly from the circuit representation. We plan to
investigate this possibility in future work.

The empirical results in the next section show that while IQTest outperforms our
solver on some benchmarks, there are domains where the advantages of the circuit
representation are evident.
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4.2 Don’t Care Literals

In [13], the authors augment the CNF encoding by adding don’t care literals to clauses
so they can be marked as redundant when the don’t care literals become true. This is
effectively the same as our solver marking a circuit line as redundant, but as they point
out, they are unable to encode all don’t care conditions. By dynamically detecting don’t
care conditions as they occur, we are able to detect more don’t care variables during
search than their static method.

Fig. 2. Adversarial game encoding

4.3 Dual CNF and DNF

[9] created a dual CNF-DNF encoding geared towards addressing the inadequacies of
CNF when encoding adversarial games. Their approach is to encode the rules for the
universal player in a DNF. Then, if the universal player ever violates the rules, the DNF
portion is detected to be true, and the existential player is declared the winner.

The main benefit of their approach—determining when the universal player cheats—
is easily achieved in our solver by exploiting a circuit representation. Figure 2 shows
an example of a circuit encoding an arbitrary two player game with n turns [14]. A
box labeled L∃

i represents a sub-circuit encoding the rules for the existential player in
move i, while L∀

j encodes the rules for the universal player in move j. At any move, if
the universal player violates their rules, all remaining moves in the game become don’t
care, and the existential player is declared the winner (i.e., TRUE is propagated to the
circuit output).

4.4 Negation Normal Form

In [15] the authors discuss a solver qpro for formulas in Negation Normal Form (NNF).
The main focus of qpro is relaxing the restriction of a prenex form. This is orthogonal
to our approach, and the circuit solver can be extended in a similar manner.

However, even without explicitly dealing with non-prenex formulas, don’t care prop-
agation together with clause and cube learning can often achieve similar results, and
our solver is quite competitive with qpro even in the domains with very short but wide
quantifier trees. This is demonstrated in the experimental results.

The backtracking technique of qpro—relevance sets—involves the solver computing
the set of variables whose values determined the truth or falsity of the formula, and
allows the solver to backtrack non-chronologically over irrelevant variables. The idea
of identifying relevant sets underlies the notions of clause and cube learning. Learnt



422 A. Goultiaeva, V. Iverson, and F. Bacchus

cubes and clauses also allow a solver to backtrack non-chronologically over unrelated
variables, with the added benefit that the learnt cubes and clauses can be utilized in the
rest of the search. Since our solver implements cube and clause learning it does not
need to compute relevance sets.

5 Experimental Results

Our solver CirQit implements the ideas described in this paper. Its input is a circuit de-
scription in ISCAS-85 format using AND, OR and NOT gates, along with the quantifier
prefix. The solver first simplifies the circuit by merging identical subformulas. It then
solves the circuit using DPLL search running on the circuit representation as described
above.

Table 1. Comparison between CirQit and other state-of-the-art non-CNF non-Prenex solvers.
The largest number of instances solved is shown in bold, with ties broken by the time taken to
solve those instances.

Benchmark Families CirQit qpro pQBF
(number of instances) Solved Time Solved Time Solved Time

Seidl (150) 147 2,281 150 7 13 3,326
assertion (120) 3 1 1 0 0 0
consistency (10) 0 0 0 0 0 0
counter (45) 39 1,315 31 126 31 161
dme (11) 10 15 10 1,193 5 287
possibility (120) 10 1,707 0 0 0 0
ring (20) 15 60 9 397 9 158
semaphore (16) 16 7 16 91 16 726
Total (492) 240 5,389 217 1,816 74 4,660

We compared CirQit with state-of-the art CNF and non-CNF solvers on all the non-
Prenex, non-CNF benchmarks currently available from QBFLIB [16]. Unless otherwise
stated, all tests were run on a 2.8GHz machine with 12GB of RAM. The results display
the number of problems that each solver was able to solve within the time limit of 1200
CPU seconds per instance, and the total time taken for all the solved instances, rounded
down to the nearest second.

Table 1 shows the comparison against the two top solvers from the non-prenex non-
CNF track of the QBFEVAL’08 competition. One of the solvers is qpro (discussed
above), version of 29.02.08 available from the authors’ site. The other one is pQBF
[17].2 The benchmarks, originally in QBF1.0 format, were converted into ISCAS-85
format for CirQit and into pro format for qpro. Conversion time was negligible and was
not included in the results.

2 On some instances pQBF gave a parser stack overflow error. In a few cases, it proceeded to
return an answer. This happened on large instances in benchmark families for which pQBF
timed out on smaller problems. The answer returned under these circumstances was always
FALSE, and on at least one instance it was confirmed to be incorrect by multiple other solvers.
This led us to believe that this answer was returned in error. The results presented here consider
such instances as failure cases for pQBF.
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Table 2. Comparison between CirQit and other state-of-the-art CNF-based solvers. The largest
number of instances solved is shown in bold, with ties broken by the time taken to solve those
instances.

Benchmark Families CirQit sKizzo 2clsQ yquaffle quantor Qube
(number of instances) Solved Time Solved Time Solved Time Solved Time Solved Time Solved Time

Seidl (150) 147 2281 37 6,301 0 0 0 0 42 3,272 144 4,688
assertion (120) 3 1 14 796 49 7,035 23 114 119 8,736 3 0
consistency (10) 0 0 1 40 0 0 0 0 10 720 0 0
counter (45) 39 1,315 34 1,185 30 89 31 1,077 28 414 29 1225
dme (11) 10 15 0 0 0 0 0 0 0 0 6 75
possibility (120) 10 1,707 13 700 13 1,666 10 505 111 7,976 10 25
ring (20) 15 60 12 752 11 1,048 12 607 11 479 15 1,781
semaphore (16) 16 7 14 68 13 47 7 261 16 12 14 1,833

Total (492) 240 5,389 125 9,844 116 9,888 83 2,566 337 21,613 212 9,629

qpro outperforms CirQit on only the Seidl dataset (shown in Table 1). This dataset
contains problem instances that typically have short but wide quantifier trees, a structure
that qpro is particularly well suited to exploit. Although CirQit performs worse than
qpro on this dataset, we can see that it outperforms all the other solvers (including the
CNF-based solvers discussed below), and is one of only two solvers that come close to
qpro on this dataset.

Other than the Seidl dataset, CirQit dominates the other two non-CNF solvers: it was
able to solve all the problems that they solved, and also some additional ones.

Table 2 compares CirQit against a number of CNF-based solvers. In order to apply
the CNF-based solvers, the benchmarks were converted from QBF1.0 to qdimacs for-
mat using the translator available from QBFLIB webpage. Again, the conversion times
were not included.

The solvers tested were sKizzo (v0.8.2) [18], 2clsQ [19], yQuaffle (version 21006)
[12], quantor (version 3.0, with the recommended picosat back end) [5] and Qube (ver-
sion 6.1) [20]. These solvers are state-of-the-art QBF solvers as shown by QBFEVAL
competition results. The predecessors of solvers sKizzo and Quantor were the best
two solvers at QBFEVAL’05; 2clsQ and sKizzo took first and second places at QBFE-
VAL’06; Qube won QBFEVAL’07 with yQuaffle being the next-best standalone solver
(disregarding the solvers based on a portfolio approach), and Qube6.1 was the best
standalone solver at the QBFEVAL’08 competition– second only to a solver based on a
portfolio approach.

Comparing with the CNF solvers, we see that CirQit is quite competitive with them.
It outperforms all of the CNF solvers on a number of domains. For domains counter
and dme, CirQit is able to solve a number of problems that no CNF-based solver could
solve; for each of ring and semaphore domains, CirQit is tied with one CNF-based
solver (Qube and quantor, respectively) on the number of solved instances but wins
based on the time taken to solve them, and does notably better than the other solvers.

The domains on which CirQit does not outperform the CNF solvers are the asser-
tion, consistency and possibility domains, which are all part of the set BMC QBF 1.0.
Note that all of the non-CNF solvers perform badly on this benchmark set. On these
problems, Quantor is the clear winner. It also far outperforms all the other solvers on
these benchmarks. Quantor does not employ DPLL search, using instead a combination
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Fig. 3. Time comparison between CirQit and IQTest on two benchmark sets

of resolution and universal quantification to reduce the formula. Clearly this approach
is better for these problems than any form of DPLL search.

Finally, we compared our solver with the previously discussed IQTest [10], which
uses both a CNF and an DNF encoding of the problem. We were not able to perform a
comprehensive comparison with IQTest due to the fact that IQTest is available only as
a Windows executable. We were, however, able to experiment with two datasets. The
first dataset is the Scholl dataset that was used to demonstrate IQTest in the paper [10].
The second dataset we tested is the Seidl dataset from QBFLIB.

A plot comparing the runtimes for the Scholl and Seidl datasets is shown in Figure 3.
The experiments were run on a 2.41GHz machines with 2GB of RAM. An instance is
plotted with the time CirQit took to solve it on the x-axis and IQTest on the y-axis.
So, an instance above the bisecting line is one on which our solver exhibited superior
performance, and an instance below the line is one where IQTest was superior. Timed
out instances are placed at the 1200 second mark on the graph.

On the first dataset, IQTest outperforms CirQit. There are eight problems that IQTest
was able to solve, sometimes fairly quickly, but CirQit was unable solve in the time
allotted. However, there were also a number of problems that CirQit was able to solve
a few orders of magnitude faster than IQTest. On the Seidl dataset, on the other hand,
CirQit confidently outperforms IQTest. The detailed results were that on Scholl, con-
taining 63 problems, CirQit solved 38 problems in 382 seconds, while IQTest solved
46 problems in 3,887 seconds. On the other hand, on Seidl, containing 150 problems,
CirQit solved 147 problems in 2,969 seconds, while IQTest solved 126 problems in
53,110 seconds.

Although this is not a complete analysis, these sets show that while IQTest is better
than CirQit on some problems, there are problem suites for which CirQit is better suited.

Finally, although we don’t show any results, we did experiment with CirQit turning
don’t care propagation on and off. Over a large number of problems we found that don’t
care propagation yielded on average almost a 40% speedup.
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6 Conclusions and Future Work

This paper demonstrates the effectiveness of exploiting structural information in QBF
solving. By skipping the last step of encoding QBF problems into CNF, the structure of
the problem can be maintained and used by a DPLL search engine. While other work
has been done in the past to overcome some of the limitations of the CNF representation,
our circuit based solver includes many of the benefits realized by these partial solutions.

We demonstrated that a solver using a circuit representation can be highly competi-
tive with state of the art solvers using both non-CNF and CNF representations.

The circuit representation is compact, and allows more powerful propagation. Many
more benefits could potentially be reaped from the circuit representation. The circuit
representation allows the solver to generate CNF clauses for clause learning on-the-fly.
We believe that it is possible to use the circuit in a similar way to extract DNF cubes on
the fly. We are investigating this approach.

Many orthogonal improvements, such as exploiting non-prenex structure or using
problem decomposition, can also be applied to the circuit solver.

In sum it seems that using a circuit representation is a very fruitful direction for
obtaining further advances in QBF solving.
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Boolean Formulas satisfiability. In: Goré, R.P., Leitsch, A., Nipkow, T. (eds.) IJCAR 2001.
LNCS, vol. 2083, pp. 364–369. Springer, Heidelberg (2001)

www.qbflib.org


Solving (Weighted) Partial MaxSAT through
Satisfiability Testing�
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Abstract. Recently, Fu and Malik described an unweighted Partial
MaxSAT solver based on successive calls to a SAT solver. At the kth
iteration the SAT solver tries to certify that there exist an assignment
that satisfies all but k clauses. Later Marques-Silva and Planes imple-
mented and extended these ideas. In this paper we present and implement
two Partial MaxSAT solvers and the weighted variant of one of them.
Both are based on Fu and Malik ideas. We prove the correctness of our
algorithm and compare our solver with other (Weighted) MaxSAT and
(Weighted) Partial MaxSAT solvers.

1 Introduction

In real-life, some solutions to a problem are acceptable even when some con-
straints are violated. In fact, in many situations it is impossible to satisfy all
constraints. For instance, in the context of planning, scheduling, packing, etc., a
solution satisfying all the constraints may be impossible to obtain. However we
are still interested on which is the maximum number of constraints that can be
satisfied with a minimal penalty.

We can solve these problems through the use of MaxSAT formalisms, such as
(Weighted) MaxSAT and (Weighted) Partial MaxSAT. Recently, there has been
an increasing interest in the development of solvers for these formalisms. Since
2006, every year takes place the MaxSAT evaluation [2]. Most of the solvers sub-
mitted to the last MaxSAT08 evaluation are implementations of branch&bound
algorithms (MaxSatz [11], IncWMaxSatz, W-MaxSatz, WMaxsatz icss [6], Min-
iMaxSat [10], Lb-Sat and Lb-PSat [12,13], PMS [3], ToolBar3 [9]). There are
other approaches like the solver Clone [17], that makes use of a tractable lan-
guage known as d-DNNF, and those which are based on the use of Satisfiability
testing, SAT4J [4], msu1.2 [14,15] and msu4.0 [16].

None of these solvers is a clear winner, specially for industrial and crafted
instances. In particular, for the industrial category the solvers based on Satisfia-
bility testing seem to perform very well for many benchmarks. Since the ultimate
goal is to solve real world (industrial) instances it makes sense to study in detail
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this approach. Why these solvers work better for industrial instances may be a
phenomena not only related to the hardness of the unsatisfiability cores included
in the formulas (that can be efficiently detected by a SAT solver) but also to
how these cores are connected.

The base of the study of this paper is the work of Fu and Malik [7,8], where two
Partial MaxSAT algorithms based on calls to a SAT solver are proposed, and the
work of Marques-Silva and Planes [15,16] and Marques-Silva and Manquinho [14]
which extend that previous work.

The contributions of our work are (i) a more optimized implementation of the
original Fu and Malik algorithm; (ii) a weighted version of the original Fu and
Malik algorithm together which the proof of its correctness; and (iii) another
Partial MaxSAT solver variant of the Fu and Malik algorithm, and the proof of
its correctness.

For the purpose of the evaluation of these algorithms, there is only one solver,
SAT4J [4], that is adapted to deal with weights. In this paper, we provide a
weighted version of the Fu and Malik algorithm [8]. Our experimental investiga-
tion confirms what we already knew from previous MaxSAT evaluations. There
is no unique best algorithm for solving MaxSAT or the other variants. Never-
theless, our implementation has a better performance than other solvers based
on Satisfiability testing. In the case of the Partial Weighted MaxSAT, our solver
is the first implementation of the original Fu and Malik ideas extended to the
weighted problem. Therefore, we can only compare with SAT4J.

2 Preliminaries

In the Partial MaxSAT context we work with two sets of clauses, hard and soft.
The Partial MaxSAT problem for a multiset of clauses is the problem of finding
an optimal assignment to the variables that satisfies all the hard clauses, and
the maximum number of soft clauses. The number of soft clause falsified by an
assignment is the cost of this assignment. The cost of the optimal assignment of
a formula F is called the cost of the formula, and is denoted by MaxSAT (F ).

In Weighted Partial MaxSAT, we use multisets of weighted clauses. A weighted
clause is a pair (C, w), where C is a clause and w is a natural number meaning
the penalty for falsifying the clause C. The pair (C, w) is clearly equivalent to
having w copies of clause C in our multiset (in case C is soft). If a clause is hard,
the corresponding weight is infinity.

Given a truth assignment I and a multiset of weighted clauses C, the cost of
assignment I on C is the sum of the weights of the clauses falsified by I.

The Weighted Partial MaxSAT problem for a multiset of weighted clauses
C is the problem of finding an optimal assignment to the variables of C that
minimizes the cost of the assignment on C. If the cost is infinity, it means that
we have falsified a hard clause, and we say that the multiset is unsatisfiable.

Our approach is based on successive calls to a SAT solver. The SAT solver
may return a set of clauses that is unsatisfiable. We call this set unsatisfiable
core.
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3 A Weighted Partial MaxSAT Algorithm

Before giving the full version of our algorithm, we will present the original Fu
and Malik [8] algorithm for Partial MaxSAT, and show the correction of the
algorithm. The reason for doing this is that we will need parts of the argument
to show the correctness of our algorithm for solving Weighted Partial MaxSAT.

The algorithm consists in iteratively calling a SAT solver on a working formula
ϕ. This corresponds to the line (st, ϕc) := SAT (ϕw). The SAT solver will say
whether the formula is satisfiable or not (variable st), and in case the formula is
unsatisfiable, it will give an unsatisfiable core (ϕc). At this point the algorithm
will produce new variables, blocking variables (BV in the code), one for each
clause. The new working formula ϕ will consist in adding the new variables to the
formulas of the core, adding a cardinality constraint saying that exactly one of
the new variables should be true (CNF (

∑
b∈BV b = 1) in the code), and adding

one to the counter of falsified clauses. This procedure is applied until the SAT
solver returns satisfiable.

input: ϕ = {C1, . . . , Cm}
cost := 0 Optimal
while true do

(st, ϕc) := SAT (ϕ) Call to the SAT solver
if st = SAT then return cost
BV := ∅ Set of blocking variables
for each C ∈ ϕc do

if C is soft then
b := new blocking variable
ϕ := ϕ \ {C} ∪ {C ∨ b} Add blocking variable
BV := BV ∪ {b}

if BV = ∅ then return UNSAT There are no soft clauses in the core
ϕ := ϕ ∪ CNF (

∑
b∈BV b = 1) Add cardinality constraint as hard clauses

cost := cost + 1

Fig. 1. The pseudo-code of the Fu&Malik algorithm

The following lemma and definition are part of the correctness of the algorithm
for both the weighted and unweighted versions.

Definition 1. We say that two (Weighted) (Partial) MaxSAT formulas ϕ and
ϕ′ are MaxSAT equivalent if the cost of the optimal assignment of ϕ is equal to
the cost of the optimal assignment of ϕ′.

Lemma 1. Let ϕ be an unsatisfiable CNF formula, and ϕc = {C1, . . . , Cs} be
an unsatisfiable core in ϕ. Define

ϕ′ = (ϕ \ ϕc) ∪ {C1 ∨ b1, . . . , Cs ∨ bs} ∪ CNF (
s∑

i=1

bi = 1) ∪ { }

where b1, . . . , bs are new variables.
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Then, the minimum number of falsified clauses of ϕ is the same as the mini-
mum number of falsified clauses of ϕ′, i.e. ϕ and ϕ′ are MaxSAT equivalent.

Proof: Let I be a truth assignment for the variables of ϕ that satisfies all the
hard clauses of ϕ. Since ϕc is an unsatisfiable core, I falsifies some clause in
ϕc. Let Ci be one such clause. Now define I ′ the following way: for all x ∈ ϕ,
I ′(x) = I(x); I ′(bi) = 1 and I ′(bj) = 0 for all j 	= i, 1 ≤ j ≤ s. Now I ′ satisfies
CNF (

∑s
i=1 bi = 1). For every clause C in ϕ \ ϕc, I ′(C) = I(C), and the same is

true for all the clauses Cj ∨ bj for j 	= i. Now, I falsifies Ci but I ′ satisfies Ci∨ bi

and falsifies . As a consequence the number of falsified clauses of ϕ′ by I ′ is
the same as the number of falsified clauses of ϕ by I.

Now consider an optimal assignment I ′ for ϕ′. By the optimality of I ′, we
know that I ′ satisfies CNF (

∑s
i=1 bi = 1) and if I ′(Ci) = 1 then I ′(bi) = 0. Now

we define an assignment I for ϕ the following way: I(x) = I ′(x) for all x ∈ ϕ.
We will see that the number of falsified clauses of I is the same as the number
of falsified clauses in I ′. The number of falsified clauses in ϕ \ ϕc is clearly the
same. Let bi be the variable assigned true by I ′. Then I ′(Cj ∨ bj) = I(Cj) for
j 	= i. On the other hand, I(Ci) = 0 and I ′(Ci ∨ bi) = 1 but I ′ falsifies .

Theorem 1. Fu&Malik is a correct algorithm for Partial MaxSAT.

Proof: In each iteration of the while loop, if the SAT solver returns unsatisfiable
and the unsatisfiable core has soft clauses, we substitute a formula ϕ by another
ϕ′ plus the addition of one to the variable cost. Adding 1 to cost is equivalent to
considering that ϕ′ has also the empty clause. Lemma 1 shows that both formulas
are equivalent in terms of the minimum number of unsatisfiable clauses.

The following algorithm is the weighted version of the previous one. Now we
iteratively call the SAT solver with the working formula without the weights.
When the SAT solver returns an unsatisfiable core, we calculate the minimum
weight of the clauses of the core, wmin in the algorithm. Now we transform the
working formula in the following way: we duplicate the core having on one of
the copies, the clauses with weight the original minus the minimum weight, and
on the other copy we put the blocking variables and we give it the minimum
weight. Finally we add the cardinality constraint on the blocking variables, and
we add wmin to the cost.

Lemma 2. Let ϕ be a weighted partial formula. Let exp(ϕ) be the natural
expansion of ϕ into an unweighted formula by substituting every clause (C, w)
of ϕ into w copies of C.

The minimum weight of ϕ is the same as the minimum number of falsified
clauses of exp(ϕ).

Proof: This is straightforward.

The next lemma shows that if we have several identical unsatisfiable cores, we
don’t need to add different blocking variables to each core. Instead all cores can
have the same set of blocking variables.
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input: ϕ = {(C1, w1), . . . , (Cm, wm)}
cost := 0 Optimal
while true do

(st, ϕc) := SAT ({Ci | (Ci, wi) ∈ ϕ}) Call to the SAT solver without weights
if st = SAT then return cost
BV := ∅ Blocking variables of the core
wmin := min{wi | Ci ∈ ϕc and Ci is soft}
for each Ci ∈ ϕc do

if Ci is soft then
bi := new blocking variable
ϕ := ϕ \ {(Ci, wi)} ∪ {(Ci, wi − wmin)} ∪ {(Ci ∨ bi, wmin)}

Duplicate soft clauses of the core
BV := BV ∪ {bi}

if BV = ∅ then return UNSAT There are no soft clauses in the core
else ϕ := ϕ ∪ CNF (

∑
b∈BV b = 1) Add cardinality constraint as hard clauses

cost := cost + wmin

Fig. 2. The pseudo-code of the WPM1 algorithm

Lemma 3. Let ϕ be an unsatisfiable partial formula and let ϕc = {C1, . . . , Cs}
be an unsatisfiable core in ϕ that appears l times. Consider the following
formulas:

ϕ1 = ϕ \ ϕc ∪ {Ci ∨ bi, . . . , Ci ∨ bi︸ ︷︷ ︸
l times

| Ci ∈ ϕc} ∪ CNF (
s∑

i=1

bi = 1)

and
ϕ2 =ϕ \ ϕc ∪ {Ci ∨ b1

i , . . . , Ci ∨ bl
i | Ci ∈ ϕc}

∪ CNF (
∑s

i=1 b1
i = 1) ∪ . . . ∪ CNF (

∑s
i=1 bl

i = 1)

Then, the minimum number of unsatisfiable clauses of ϕ1 and ϕ2 are the
same, i.e. ϕ1 and ϕ2 are MaxSAT equivalent.

Proof: Let I be an optimal interpretation for ϕ1. Then, if I(Ci) = 1, for some
i = 1, . . . , s, then I(bi) = 0. This is true because ϕc is unsatisfiable and I is
optimal. Now we will modify I into an assignment I ′ the following way:

I ′(x) = I(x) for all x ∈ ϕ

I ′(bj
i ) = I(bi) for i = 1, . . . , s and j = 1, . . . , l

It is clear that for all C ∈ ϕ− ϕc, I ′(C) = I(C). Also, I ′(Ci ∨ bj
i ) = I(Ci ∨ bi).

Let now I ′ be an optimal assignment for ϕ2. Then as before, if I(Ci) = 1, for
some i = 1, . . . , s, then I(bj

i ) = 0 for every j = 1, . . . , l. Now we will modify I ′

into an assignment I the following way:
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I(x) = I ′(x) for all x ∈ ϕ
I(bi) = I(b1

i ) for all i = 1, . . . , s

It is clear that for all C ∈ ϕ−ϕc, I ′(C) = I(C). We will show that the number of
unsatisfied clauses of {C1∨bj

1, . . . , Cs∨bj
s} by I ′ for every j = 1, . . . , l is the same

as the number of unsatisfied clauses of {Ci ∨ b1, . . . , Cs ∨ bs} by I. Now suppose
that the only b variable that I assigns true is bj

i and the only b variable that I

assigns true is bk. By assumption, I(Ci) = I(Ck) = 0. Then I ′(Ci ∨ bj
i ) = 1 and

I ′(Ck ∨ bj
k) = 0, but I(Ci ∨ bi) = 0 and I(Ck ∨ bk) = 1.

The next lemma shows the correctness of one iteration of our Weighted Partial
MaxSAT algorithm WPM1.

Lemma 4. Let ϕ be an unsatisfiable weighted partial formula, let ϕc =
{C1, . . . , Cs} be an unsatisfiable core in the set of clauses from ϕ, and let
ϕw

c = {(C1, w1), . . . , (Cs, ws)} the subset of weighted clauses of ϕ that corre-
sponds to the core. Let wmin = min(w1, . . . , ws), and let

ϕ′ =(ϕ \ ϕw
c ) ∪ {(Ci, wi − wmin) | Ci ∈ ϕc}

∪ {(Ci ∨ bi, wmin) | Ci ∈ ϕc}
∪ CNF (

∑s
i=1 bi = 1) ∪ {( , wmin)}

where {b1, . . . , bs} is a set of new variables.
Then, ϕ and ϕ′ are MaxSAT equivalent.

Proof: Let exp(ϕ) be the unweighted expansion of ϕ. Lemma 2 shows that
the minimum weight of ϕ is the same as the number of falsified clauses of
exp(ϕ). Now ϕc = {C1, . . . , Cs} is an unsatisfiable core of exp(ϕ), and since
wmin = min(w1, . . . , ws), ϕc appears wmin times in exp(ϕ). Now we can apply
the transformation of lemma 1 wmin times to obtain a formula

ϕ2 =ϕ \ ϕc ∪ {Ci ∨ b1
i . . . Ci ∨ bwmin

i | Ci ∈ ϕc}
∪ CNF (

∑s
i=1 b1

i = 1) ∪ . . . ∪ CNF (
∑s

i=1 bl
i = 1)

{ Ci, . . . , Ci︸ ︷︷ ︸
wi − wmin copies

| Ci ∈ ϕc} ∪ { , . . . ,︸ ︷︷ ︸
wmin

}

MaxSAT equivalent to ϕexp. By Lemma 3, ϕ′ is MaxSAT equivalent to the
formula

ϕ1 =ϕ \ ϕc ∪ {Ci ∨ bi, . . . , Ci ∨ bi︸ ︷︷ ︸
wmin copies

| Ci ∈ ϕc}

∪{ Ci, . . . , Ci︸ ︷︷ ︸
wi − wmin copies

| Ci ∈ ϕc}

∪ CNF (
∑s

i=1 bi = 1) ∪ { , . . . ,︸ ︷︷ ︸
wmin

}
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Now using again Lemma 2, ϕ1 is MaxSAT equivalent to ϕ′ as in the statement
of the lemma.

Theorem 2. WPM1 is a correct algorithm for Weighted Partial MaxSAT.

Proof: The theorem is proved iterating Lemma 4 for every execution of the
loop of the algorithm.

4 Another Partial MaxSAT Algorithm

The next algorithm, that we call PM2, is also a variant of the Fu and Malik
algorithm that avoids the use of more than one blocking variable in a clause.
A single blocking variable is added to each soft clause, like in other solvers like
SAT4J [4], msu3 [15] and msu4.0 [16].

PM2 works as follows: every clause gets an additional variable and the car-
dinality constraint says that all these additional variables have to be false. Also
before the first iteration of the algorithm the counter of falsified clauses, cost, is
set to zero. At every iteration of the algorithm a SAT solver is called. As before,
if the solver returns unsatisfiable, it also gives an unsatisfiable core. If the core
only contains hard clauses, then the algorithm returns unsatisfiable. Otherwise,
we put the blocking variables of the soft clauses of the core in a set B. Since we
have found a new unsatisfiable core, variable cost gets increased by one. Also we
look for other cores such that the soft clauses are included in the new core. If no
such core exists, we add an at least cardinality constraint saying that the sum
of the blocking variables of B is larger than or equal to one. If some cores are
included, we add the cardinality constraint saying that the number of variables
in B that need to be one is at least the number of cores included in the last core
found (counting the last). In every call to the SAT solver we also add an at most
cardinality constraint saying that the sum of all blocking variables is at most
cost. If the solver says that the formula is satisfiable, the algorithm returns cost
as the minimal number of falsified clauses.

PM2 simplifies Fu&Malik in the sense that it only adds one blocking variable
per clause. Intuitively, this would have to result into a more efficient algorithm
because there are less blocking variables, so the SAT solver will have to check
less possible assignments. This idea is already used in other MaxSAT solvers,
like SAT4J [4], msu3 [15] and msu4.0 [16]. In SAT4J only one at most cardinality
constraint (saying that the sum of blocking variables is smaller than k) is used.
This bound k is reduced until the SAT solvers says unsatisfiable. In msu3 [15], in
a first phase they compute a maximal set of disjoint cores, and in a second phase
they do as in SAT4J but increasing the bound k (starting with the number of
disjoint cores) until the SAT solver returns sat, and only summing the blocking
variables that have appeared in some core. Finally, in the msu4.0 algorithm [16],
apart from the at most constraint, they also use some at least constraints saying
that blocking variables occurring in a core, and not occurring in previous cores,
have to sum at least one. The algorithm alternates phases where the SAT solver
returns sat or unsat, refining a lower or upper bound, and only terminates when
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the upper and lower bound coincide, or when the new core does not contain new
blocking variables. Our approach is different from previous ones in two senses.
First, our at most constraint has a bound cost that is successively increased like
in msu3, instead of decreased like in SAT4J. Second, our at least constraints
may impose a bound strictly greater than one, in contrast with the msu4.0
algorithm. This would have to result in a more restrictive constraint, thus in
fewer assignments to check by the SAT solver.

input: ϕ = {C1, . . . , Cm}
BV := {b1, . . . , bm} Set of all blocking variables
ϕw := {C1 ∨ b1, . . . , Cm ∨ bm} Protect all clauses
cost := 0 Optimal
L := ∅ Set of Cores
while true do

(st, ϕc) := SAT (ϕw ∪ CNF (
∑

b∈BV b ≤ cost)) Call to the SAT solver with
at most cardinality constraint

if st = SAT then return cost
remove the hard clauses from ϕc

if ϕc = ∅ then return UNSAT
B := ∅ Blocking variables of the core
for each C = Ci ∨ bi ∈ ϕc do

B := B ∪ {bi}
L := L ∪ {ϕc}
k := |{ψ ∈ L | ψ ⊆ ϕc}| Num. of cores contained in ϕc including ϕc

ϕw := ϕw ∪ CNF (
∑

b∈B b ≥ k) Add at least cardinality constraint
cost := cost + 1

Fig. 3. The pseudo-code of the PM2 algorithm

To prove that the PM2 algorithm is correct, we will prove that the
Fu&Malik algorithm can simulate it. We have to be aware they are non-
deterministic, since we assume that the SAT solver returns an unsatisfiable core
non-deterministically. However, recall that we have proved that Fu&Malik al-
gorithm is correct for every possible run. The proof is by induction on the num-
ber of execution steps. From now on, when we say that a set of soft clauses is
a core, we mean that this set, together with the hard clauses, is a core. A core
B = {i1, . . . , im} will be a set of indexes of soft clauses. Suppose that Fu&Malik

has simulated PM2 for s steps. We will prove that 1) if PM2 finds a core B,
then this set B of (soft) clauses is also a core for the Fu&Malik algorithm, in
particular if the set B = ∅ is a core for PM2, and it returns UNSAT, then the
same set B = ∅ is a core for Fu&Malik, that also returns UNSAT; and 2) if
PM2 does not find any cores, and stops, then Fu&Malik does not find any
cores either, and also stops returning the same MaxSAT value, since both have
run the same number of steps.
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Since Theorem 3 will be proved by induction, assume by induction hypothesis
that

ϕ = {C1 ∨ a1, . . . , Cm ∨ am} ∪CNF (
m∑

i=1

ai ≤ s) ∪
s⋃

r=1

CNF (
∑
i∈Br

ai ≥ kr)

is the formula computed by PM2 after s execution steps, where B1, . . . , Bs is
the sequence of cores, and kj is the number of cores from B1, . . . , Bj included in
Bj . Assume also that Fu&Malik, after s steps simulating PM2, with the same
sequence of cores B1, . . . , Bs, obtains the formula

ϕ̂ = {C1 ∨
∨

1∈Bj

bj
1, . . . , Cn ∨

∨
n∈Bj

bj
n} ∪

s⋃
j=1

CNF (
∑
i∈Bj

bj
i = 1)

Lemma 5. Let ϕ and ϕ̂ be the formulas obtained by PM2 and Fu&Malik al-
gorithms, respectively, after s steps of simulation. For any optimal interpretation
Î of the variables of ϕ̂, let I be the interpretation of the variables of ϕ given by

I(x) = Î(x) for any variable x ∈ {C1, . . . , Cn}
I(ai) = max{Î(bj

i ) | i ∈ Bj} for the blocking variables

Then, (1) if Î satisfies the hard clause C ∈ ϕ̂, then I satisfies the hard clause
C ∈ ϕ;
(2) if Î satisfies the cardinality constraints of ϕ̂, then I satisfies the cardinality
constraints of ϕ; and
(3) if Î satisfies the soft clause Ci∨

∨
i∈Bj

bj
i ∈ ϕ̂, then I satisfies the soft clause

Ci ∨ ai ∈ ϕ.

Proof: Statement (1) is trivial, since I and Î assign the same values to the
original variables. For (2), if Î satisfies the cardinality constraints of ϕ̂, then∑

i∈Br
Î(br

i ) = 1, for any core Br. Hence,∑
i∈Br

∑
i∈Bj

j=1,...s

Î(bj
i ) ≥

∑
Bj⊂Br

j≤r

∑
i∈Bj

Î(bj
i ) = |{Bj | Bj ⊆ Br ∧ j ≤ r}|

for any of the cores Br obtained in the execution. If the interpretation Î is
optimal, it means that it assigns true to at most one of the blocking variables
of a clause. In other words,∑

i∈Bj
j=1,...,s

Î(bj
i ) ≤ 1 hence I(ai)=max{Î(bj

i ) | i ∈ Bj∧j = 1, . . . , s}=
∑
i∈Bj

j=1,...,s

Î(bj
i )

for any i = 1, . . . , n. From all this, we conclude
∑

i∈Br
I(ai) ≥ |{Bj | Bj ⊆

Br∧j ≤ r}| = kr, i.e. I satisfies the cardinality constraints CNF (
∑

i∈Br
ai ≥ kr).
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Similarly, we can prove that if Î is optimal

n∑
i=1

I(ai) =
n∑

i=1

max{Î(bj
i ) | i ∈ Bj ∧ j = 1, . . . , s}

=
n∑

i=1

∑
i∈Bj

j=1,...,s

Î(bj
i ) =

s∑
j=1

∑
i∈Bj

Î(bj
i ) =

s∑
j=1

1 = s

Hence, the other cardinality constraint CNF (
∑m

i=1 ai ≤ s) is also satisfied.
For (3), if Î satisfies Ci∨

∨
i∈Bj

bj
i , then either it satisfies Ci, and so I because

the assign the same values to original variables, or it satisfies some of the variables
bj
i . In this second case, the way we define the value of ai ensures that I satisfies

this value, hence the clause Ci ∨ ai ∈ ϕ.

Lemma 6. Let ϕ and ϕ̂ be the formulas obtained by PM2 and Fu&Malik

algorithms, respectively, after s steps of simulation. If B is a core of ϕ, then B
is also a core of ϕ̂.

Proof: If B is not a core of ϕ̂, then there exists an interpretation I of ϕ̂ that
satisfies all hard clauses, all cardinality constraints of ϕ̂, and all soft clauses
Ci ∨

∨
i∈Bj

bj
i where i ∈ B. By Lemma 5, Ǐ will satisfy all hard clauses, all

cardinality constraints of ϕ, and all soft clauses Ci ∨ai where i ∈ B. This would
contradict that B is a core of ϕ.

The previous lemma ensures that if PM2 finds a core, then Fu&Malik also
finds a core. Hence, if PM2 does not stop, then Fu&Malik does not stop, either.
Therefore, the values computed by PM2 are smaller than the values calculated
by Fu&Malik. However, it is still possible that PM2 computes underestimated
values of MaxSAT of a formula. The following lemma shows that this is not
the case. Notice that the proof of this lemma relies on the correctness of the
Fu&Malik algorithm.

Lemma 7. Let ϕ and ϕ̂ be the formulas obtained by PM2 and Fu&Malik

algorithms, respectively, after s steps of simulation. If ϕ is satisfiable, then ϕ̂ is
satisfiable.

Proof: Let I be an interpretation satisfying ϕ. In particular, I satisfies
CNF (

∑m
i=1 ai ≤ s), and all hard and soft clauses. Therefore, I satisfies all the

original soft clauses Ci where I(ai) = false, and there are at least n − s of such
clauses. We have MaxSAT (C1, . . . , Cn) ≤ s. Since, Fu&Malik is a correct algo-
rithm for MaxSAT, it has to stop before s or less execution steps. And, since it has
not finished before, it has to finish after these s steps, hence ϕ̂ is satisfiable.

Theorem 3. PM2 is a correct algorithm for Partial MaxSAT.
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Table 1. Time in seconds (solved). Timeout of 1200 seconds. # stands for number of
instances of the benchmark.

set # best08 WPM1 PM2 msu1.2 msu4.0 SAT4J

Unweighted MaxSAT Category

Crafted

Maxcut/dimacs mod/ 62 IncMaxSatz - 81.8(52) 0.03(4) 175(7) 0.28(4) 1.71(3) 0.93(2)

Maxcut/random/ 58 MaxSatz - 4.5(40) -(0) -(0) - (0) - (0) - (0)

Maxcut/Spinglass/ 5 MiniMaxSatz - 1.62(3) 0.85(2) 102.5(2) 0.68 (2) -(0) -(0)

Industrial

SeanSafarpour 112 msu1.2 - 57.5(72) 66.6(81) 90.2(75) 57.5(72) 64.4(50) 14.5(10)

Partial MaxSAT Category

Crafted

Maxclique/Random/ 96 MiniMaxSAT - 2.4(96) 50.4(1) -(0) -(0) 106(61) 114(52)

Maxclique/Structured/ 62 MiniMaxSAT - 73(36) 41.2(11) 32.6(6) 4.9(7) 105.2(13) 50.5(13)

Maxone/3SAT/ 80 IncMaxSatz - 0.46(80) 15.82(46) 105.7(79) 52.7(40) 118.2(35) 96.6(31)

Maxone/Structured/ 60 SAT4J - 10.1(60) 0.69(2) 547.5(13) 122.7(2) 3.34(1) 10.1(60)

Industrial

Bcp-fir/ 59 msu1.2 - 49.2(46) 31.7 (57) 67.4(56) 49.2(46) -(0) 13.3(10)

Bcp-hipp-yRa1/ 1183 SAT4J - 19.2(1111) 2.9(1122) 13.5(1162) 7.2(1105) 0.29(348) 12.20(1109)

Bcp-msp/ 148 MiniMaxSAT - 48.9(104) 15.5(26) 384.2(36) 4.9(25) 22.9(79) 8.8(93)

Bcp-mtg/ 215 MiniMaxSAT - 25.7(206) 5.8(170) 10.5(214) 17.5(164) 0.43(22) 57(196)

Bcp-syn/ 74 lb-psat - 63.4(34) 14.1(32) 71.2(34) 51.1(31) 105.2(11) 67.4(21)

Pbo-mqc-nencdr/ 128 msu4.0 - 167.5(115) 80.4(50) 142(78) 50.3(54) 167.5(115) 180.6(102)

Pbo-mqc-nlogencdr/ 128 msu4.0 - 111(128) 67.1(75) 140.3(97) 53(65) 111(128) 117.5(126)

Pbo-routing/ 15 msu1.2 - 2.9(15) 0.94(15) 24.7(15) 2.9(15) 54.9(15) 26.4(9)

5 Experimental Results

In order to conduct our experimental investigation we have selected the bench-
marks submitted to the MaxSAT08 evaluation [2]. We have focus on the crafted
and industrial instances for all the four categories: unweighted MaxSAT, partial
MaxSAT, weighted MaxSAT and weighted partial MaxSAT. The appropriate
testing instances for our algorithms would be the industrial instances, where
we can expect these approaches to be competitive. However, since there is a
lack of industrial instances, in particular for the weighted and partial weighted
categories, we decided also to incorporate the crafted instances.

Our experiments have been run on the same machine specs as the MaxSAT
evaluation; Operating System: Rocks Cluster 4.0.0 Linux 2.6.9, Processor: AMD
Opteron 248 Processor, 2 GHz and compilers, Memory: 1 GB and Compilers
GCC 3.4.3, javac JDK 1.5.0. The solvers we compare are the best solvers for
each category and benchmark at the MaxSAT08 evaluation [2], the solvers based
on satisfiability testing (msu1.2, msu4.0 [16], and SAT4J [4]) and our implemen-
tations of the weighted version of Fu&Malik (WPM1) and Partial MaxSAT 2
(PM2) presented in this paper.

Our solvers are implemented on top of the SAT solver picosat846 [5], al-
though they can be easily adapted to work with any other solver that provides an
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Table 2. Time in seconds (solved). Timeout of 1200 seconds. # stands for number of
instances of the benchmark.

set # best08 WPM1 SAT4J
Weighted MaxSAT Category

Crafted

KeXu/ 15 IncWMaxsatz - 126.5(15) 478(1) 7.7(4)
Ramsey/ 48 lb-psat - 1.63(37) 0.05(34) 16(35)

WMaxcut/dimacs mod/ 62 ToolBar3 - 59(56) 0.12(3) 0.84(2)
WMaxcut/Random/ 40 MiniMaxSAT - 5.43(40) -(0) -(0)
WMaxcut/Spinglass/ 5 MiniMaxSAT - 27.6(4) -(0) -(0)

Weighted Partial MaxSAT Category

Crafted

Auctions/Auc paths/ 88 IncWMaxsatz - 8.4(88) -(0) 497(15)
Auctions/Auc regions/ 88 MiniMaxSAT - 1.7(84) -(0) 166(76)
Auctions/Auc Sched/ 84 MiniMaxSAT - 46(84) -(0) 317(49)

Random-net/ 350 Clone - 72(236) 194(91) 331(13)
Pseudo-factor/ 186 IncWMaxsatz - 0.07(186) 16(124) 3.3(186)
Pseudo- miplib/ 16 SAT4J - 13(6) 0.29(3) 13(6)

QCP/ 25 SAT4J - 6.14(25) 0.27(25) 6.14(25)
WCSP/Planning/ 71 SAT4J - 6.55(71) 0.9(46) 6.55(71)

WCSP/Spot5/Dir/ 21 Clone - 87.6(6) 2.31(4) 76(3)
WCSP/Spot5/Log/ 21 Clone - 15(6) 0.52(5) 63.8(3)

Industrial

Protein ins 12 MiniMaxSAT - 482(8) 42(1) 6.05(1)

interface to access to the unsatisfiable core when the formula is UNSAT. In order
to encode the cardinality constraints, for WPM1, we use the regular encoding
presented in [1], and for PM2 we use the encoding based on sequential counters
presented in [18].

In SAT4J [4], for each clause ci in the original problem, a new blocking variable
bi is added. Then a SAT solver is called to solve the new formula, and each time
a model is found, a cardinality constraint is added to the formula that states that
the sum of blocking variables has to be less than the number of blocking variables
satisfied in the previous iteration. Once the SAT solver gives an UNSAT answer,
the latest model is an optimal solution.

Msu1.2 [14,15] is another implementation of the Fu&Malik algorithm.
Msu4.0 [16] is a more sophisticated approach, which alternates iterations to
discover new cores with iterations to reduce the number of blocking variables
that need to be set to true in each core.

Table 1 and Table 2 show the results of our experimental investigation. We
set as timeout 1200 seconds. We report the number of solved instances (within
parenthesis), and the mean time of the solved instances for each solver. The
rules at the MaxSAT08 evaluation [2] establish that the winner is the solver
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which solves more instances and ties are broken by selecting the solver with the
minimum mean time. In bold we present the results of the winners.

We are interested in answering two questions: how our solvers would have
performed at the MaxSAT08 evaluation [2], and how they compare to the current
solvers based on satisfiability testing.

As we can see for the unweighted category, the solvers based on satisfiability
testing perform well at the industrial category being our solver WPM1 the best
performing one. For the crafted instances, the solvers based on satisfiability
testing are not competitive, however our solver PM2 is the best among them.

For the partial category and the crafted instances, the solvers based on satisfi-
ability testing are again not competitive, except for SAT4J [4] at one benchmark.
However, for the industrial instances, they win 7 out of 9 benchmarks, in par-
ticular, WPM1 wins at 2, PM2 at 3 and msu4.0 [16] at 2.

For the weighted category, WPM1 and SAT4J [4] just show a good behavior
on one set of instances, the Ramsey set. However, looking more closely to the
set, many of the instances are actually satisfiable. Unfortunately, there are not
available industrial instances for this category.

For the weighted partial category and crafted instances, WPM1 and SAT4J [4]
are just able to win at 2 out 9 benchmarks. Again, unfortunately, there is only
one set of industrial instances, and MinimaxSAT is the only solver able to solve
8 instances while the rest of the solvers submitted to the MaxSAT08 evalua-
tion [2] and the one presented in this paper are not able to solve more than
2 instances.

As a whole, we can say that there is not a clear winner in all the categories,
and so far, all the approaches can have some potential. Respect to the solvers
we have presented in this paper, we have shown that our implementations show
a good performance on the industrial instances for the unweighted and partial
categories. That should be a promising base point for the weighted versions.
Although we can not make such a claim yet, since there are not enough industrial
instances at these categories in order to test our solvers, we think this research
avenue is worth further investigation.
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Abstract. Pseudo-Boolean problems lie on the border between satis-
fiability problems, constraint programming, and integer programming.
In particular, nonlinear constraints in pseudo-Boolean optimization can
be handled by methods arising in these different fields: One can either
linearize them and work on a linear programming relaxation or one can
treat them directly by propagation. In this paper, we investigate the
individual strengths of these approaches and compare their computa-
tional performance. Furthermore, we integrate these techniques into a
branch-and-cut-and-propagate framework, resulting in an efficient non-
linear pseudo-Boolean solver.

1 Introduction

Pseudo-Boolean (PB) optimization extends the satisfiability (SAT) problem by
allowing integer coefficients in the constraints, multiplication of variables, and
an objective function. As in SAT, variables take 0/1 (false/true) values.

There are several, fundamentally different, ways to attack the solution of PB-
problems. One way is to apply a transformation to a SAT problem. This approach
is used, for instance, in the solver MiniSat+ [10]. Another way is to handle
PB-constraints directly in the solver, see, e.g., SAT4JPseudo [8], PBS [6],
and pueblo [18]. Other solvers use a constraint programming approach, e.g.,
absconPseudo [13]. Pseudo-Boolean problems can also be formulated as an
0/1 integer program (IP), in which the nonlinear constraints are linearized. For
instance glpPB uses this idea and applies the IP-solver glpk [12]. The solver
bsolo [14] combines SAT-solving techniques with IP-methodologies to solve
linear pseudo-Boolean problems, if the bounds from the linear programming (LP)
relaxation are promising. The performance of the IP-solver Cplex for linear
pseudo-Boolean problems was investigated in [5]. A variety of PB-solvers have
been compared during the Pseudo-Boolean Evaluations [15,16].

In this paper, we approach nonlinear PB-problems via constraint integer pro-
gramming (CIP). CIP is a combination of IP, SAT, and constraint programming
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(CP) methodologies. CIP was introduced by Achterberg [1,2] and implemented in
the framework scip. The basic idea is to apply a branch-and-cut-and-propagate
method. Hence, one performs a branch-and-bound algorithm to decompose the
problem into subproblems (as in SAT, CP, and IP-solvers). One solves a lin-
ear relaxation, which is strengthened by additional inequalities/cutting planes
if possible (as in IP-solvers). One uses propagation techniques (similar to CP-
solvers) in the nodes of the search tree. Moreover, one applies conflict analysis
and restarts (similar to SAT-solvers). Detailed descriptions of the CIP-paradigm
and the algorithmic design of scip can be found in [1,2,3].

The main goal when applying CIP to PB problems is to use the IP-machinery
with LP-relaxations, cutting planes, elaborated branching rules, etc., and di-
rectly propagating the (nonlinear) multiplications. As far as we know, all of
the PB-solvers discussed above either handle nonlinearities directly or add a
complete linearization to the problem formulation. We compare both ideas and
introduce a hybrid approach which only partially linearizes the nonlinear part
of the problem. It turns out that the combination of both, propagation and
(partial) linear relaxation, performs better than applying only one of these.

2 Problem Definition

For a Boolean variable x ∈ {0, 1}, a literal � is either the original variable x or
its negation x := 1 − x. A (nonlinear) pseudo-Boolean problem with Boolean
variables x1, . . . , xn (n ∈ �) is an optimization problem of the following form:

min
t0∑

j=1

cj ·
∏


∈I0j

� (1)

ti∑
j=1

aij ·
∏


∈Iij

� ≥ bi for i = 1, . . . , m

x ∈ {0, 1}n.

Here, m ∈ � defines the number of constraints, Iij is a subset of literals for
i = 0, . . . , m and j = 1, . . . , ti, where ti ∈ � is the number of summands in
constraint i. All coefficients aij , bi, cj are required to be integral. Let

I := {(i, j) : i ∈ {0, . . . , m}, j ∈ {1, . . . , ti}}.

The above formulation is quite general: one can easily incorporate maximization,
“≤” constraints, equations, and pure satisfiability problems. If |Iij | ≤ 1 for all
(i, j) ∈ I, the objective function and the constraints are linear expressions in the
variables. We call such instances linear pseudo-Boolean problems. If the objective
function equals zero (or any other constant), we have satisfiability problems,
otherwise optimization problems.

SAT problems are special cases of PB problems with bi = 1, for i = 1, . . . , m,
cj = 0, for j = 1, . . . , t0, and aij ∈ {0, 1} for i = 1, . . . , m, j = 1, . . . , ti.
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3 Handling of Nonlinearities
Linear Relaxations. To deal with the nonlinear constraints, we transform
Problem (1) as follows. For each (i, j) ∈ I with |Iij | > 1, we introduce a
new Boolean variable zij =

∏

∈Iij

�. The product can also be seen as an and-
expression zij =

∧

∈Iij

�, for which we apply the following linearization:

zij − � ≤ 0 for � ∈ Iij (2)∑

∈Iij

�− zij ≤ |Iij | − 1. (3)

After replacing the and-expressions by zij , the resulting constraint is linear
in zij . This linearization has the following nice feature – we omit the proof.

Lemma. The polyhedron defined by (2), (3), zij ≥ 0, and � ≤ 1 for all � ∈ Iij

is integral, i.e., has only integral vertices.

Note that the above linearization is different from∑

∈Iij

�− |Iij | zij ≥ 0,
∑

∈Iij

�− zij ≤ |Iij | − 1, (4)

which is used in the Pseudo-Boolean Evaluation [16]. Both linearizations have
the property that 0/1-solutions of the corresponding systems are solutions of
their and-expressions and conversely. However, while the above Lemma holds
for the first linearization, the corresponding polyhedron of (4) is not integral,
since zij = 1

n , �̂ = 1 for some �̂ ∈ Iij , � = 0 for all � ∈ Iij \ �̂ is a fractional vertex.
Linearization (4) has the advantage that it contains only two constraints,

compared to |Iij |+1 in (2) and (3). The larger size of the first linearization can be
handled by a so-called separation mechanism, i.e., the necessary inequalities are
generated on the fly, if they are violated. More precisely, one solves an LP which
initially only consists of the objective function and the linear constraints in zij

and neglect the and-expressions (and integrality constraints). Inequalities (2)
and (3) are added, only if they violate the optimal solution of this LP-relaxation.
Then the resulting LP is solved and the process is iterated.

The advantages and disadvantages of the above linearizations have been widely
discussed in the literature, see, for instance, Glover and Woolsey [11], Balas and
Mazzola [7], and Adams and Sherali [4].

Constraint Programming. The CP approach applies a domain propagation
algorithm at each subproblem of the branch-and-bound process in order to fix
further variables. The propagation rules are as follows. If one of the operand
variables � ∈ Iij is fixed to zero the resultant variable zij has to be zero, too.
On the other hand, if all operand variables are set to one, the resultant variables
must also be fixed to one, and vice versa. Finally, if the resultant variable zij

is zero and all but one of the operand variables are one, the remaining operand
variable can be fixed to zero.

The main advantage of this approach is that all these propagation rules can
be applied very efficiently and therefore the computation time per node is very
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small. The disadvantage is that one looses the global view of the LP-relaxation
and its strong capability of pruning suboptimal parts of the tree.

Constraint Integer Programming. The hope of an integrated approach is
that on the one hand the fixings derived by domain propagation reduce the size
of the LP and therefore potentially the computational overhead. On the other
hand, these fixings may even yield a stronger LP-bound which vice versa can
lead to further variable fixings which can be propagated and so forth.

We study three different variants of integration. First, we apply the suggested
separation mechanism simultaneously with the propagation algorithm. Second,
we add the complete linearization and apply propagation. Third, we change the
strategy dynamically depending on the problem’s degree of nonlinearity.

4 Computational Results

In this section, we analyze how each of the approaches performs for the nonlinear
test sets of the Pseudo-Boolean Evaluation 2007 [16].

All computations reported in the following were obtained using version 1.1.0.6
of scip [17] on Intel Xeon Core 2.66 GHz computers (in 64 bit mode) with 4 MB
cache, running Linux, and 6 GB of main memory. We integrated CLP release
version 1.9.0 as underlying LP-solver [9]. Thus, we only used noncommercial
software, which is available in source code.

As in the PB evaluation, we set a time limit of 1800 seconds. We compared the
performance of scip for six different settings, which only differ in the way they han-
dle the and-expressions. The setting “only relaxation” only applies the complete
linearization of the and-expressions before starting the search, “only separation”
only uses separation, i.e., adding inequalities (2) and (3) when they are violated,
and “only propagation” only performs propagationwithout using the linearization.
The settings “relaxation/propagation” and “separation/propagation” linearize the
and-expressions in advance and on the fly, respectively. Additionally, they apply
the described propagation algorithms, thereby combining CP and IP techniques.
The setting “dynamic” incorporates the latter two: If the linearization of the and-
expressions consists of less than10 000 linear constraints, “relaxation/propagation”
will be used, otherwise, “separation/propagation” will be used. The motivation was
toworkon the complete linear descriptiononly if it is small andnot likely toproduce
a huge computational overhead.Weuse the inequalities (2) and (3) as linearization.
All remaining parameters of scip were set to their default values, hence we use pri-
mal heuristics such as the feasibility pump, general purpose cutting planes such as
Gomory cuts, preprocessing strategies, and we use conflict analysis and restarts.

According to the PB evaluation, the instances are split into the following
two groups, both with “small” integers, i.e., all coefficients are representable as
32 bit integers: Opt-Smallint-Nlc (nonlinear PB optimization), SatUnsat-

Smallint-Nlc (nonlinear PB satisfiability). For details we refer to [16].
We compare for how many instances optimality (“opt”) or at least satisfia-

bility (“sat”) could be proven, the number of instances for which no result was
obtained (“unkn”), total time and number of branch-and-bound nodes over all
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Table 1. Results for the 405 Opt-Smallint-Nlc instances

Nodes Time in [s]
Setting opt sat unkn total(k) geom1 total(k) geom1

only propagation 269 321 84 152027 13477 235.3 62.6
only separation 225 276 129 67313 5583 359.3 202.5
only relaxation 236 326 79 90639 4184 340.5 194.0
separation/propagation 288 341 64 12219 1267 225.2 61.5
relaxation/propagation 284 372 33 5105 846 226.3 59.6
dynamic 291 342 63 11009 1219 223.5 64.3
MiniSat+ 279 397 8 – – 234.0 46.2

instances in the test set and the shifted geometric means1 (“geom”) over these
two performance measures. For the satisfiability test set, we compare the number
of instances for which an answer could be found (“solved”), which we subdivide
into feasible (“sat”) and infeasible (“unsat”) instances, the time and the number
of branch-and-bound nodes in total and in shifted geometric mean as before.

The results of Tables 1 and 2 show that the combined approaches are superior
to the ones which use only one algorithm. For the optimization instances, each of
them solves more instances to optimality and finds more feasible solutions than
each of the “only” settings. The same holds for the number of solved instances
in the satisfiability test set. Furthermore, the combined approaches usually need
less branch-and-bound nodes and less overall running time.

As one would expect, the setting “relaxation/propagation”, the method with
the highest computational effort, needs the fewest branch-and-bound nodes for
both test sets, but spends the most time per node. In contrast, “only propagation”
requires little time per node, but needs the most branch-and-bound nodes.

The “dynamic” setting enables to solve most of the optimization problems
and only one instance less than the best setting for the satisfiability instances.
The setting “relaxation/propagation” is the best performing for the satisfiability
instances and, moreover, the best in finding feasible solutions for the optimization
problems. This can be explained by the fact that the primal heuristics work best,
if there is a full linear description present.

We conclude that combining LP-relaxation and domain propagation techniques
help to solve nonlinear pseudo-Boolean problems. Furthermore, for proving opti-
mality, it is recommendable to only use a partial linearization for instances with a
large nonlinear part. We also performed all experiments using the linearization (4).
The results are similar, but slightly worse.

For comparison,we ranMiniSat+, the best solver for nonlinearPB problems in
the PB evaluation 2007, on the same computational environment. For the results
in Tables 1 and 2 we used linearization (2) and (3), while with linearization (4)
MiniSat+ solved two instances less of the optimization test set and performed
slightly worse in both cases.

1 The shifted geometric mean of values t1, . . . , tn is defined as
(∏

(ti + s)
)1/n − s with

shift s. We use a shift s = 10 for time and s = 100 for nodes in order to decrease
the strong influence of the very easy instances in the mean values.
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Table 2. Results for the 100 SatUnsat-Smallint-Nlc instances

Nodes Time in [s]
Setting solved sat unsat unkn total(k) geom1 total(k) geom1

only propagation 60 50 10 40 41085 6883 72.5 86.5
only separation 70 50 20 30 671 281 55.0 57.3
only relaxation 71 51 20 29 446 161 58.4 69.6
separation/propagation 72 52 20 28 883 284 51.7 53.3
relaxation/propagation 73 53 20 27 489 154 55.7 66.4
dynamic 72 52 20 28 835 279 51.8 55.6
MiniSat+ 65 50 15 35 – – 63.1 56.4
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Abstract. We propose a new incomplete algorithm for the Maximum
Satisfiability (MaxSAT) problem on unweighted Boolean formulas,
focused specifically on instances for which proving unsatisfiability is al-
ready computationally difficult. For such instances, our approach is often
able to identify a small number of what we call “bottleneck” constraints,
in time comparable to the time it takes to prove unsatisfiability. These
bottleneck constraints can have useful semantic content. Our algorithm
uses a relaxation of the standard backtrack search for satisfiability testing
(SAT) as a guiding heuristic, followed by a low-noise local search when
needed. This allows us to heuristically exploit the power of unit propa-
gation and clause learning. On a test suite consisting of all unsatisfiable
industrial instances from SAT Race 2008, our solver, RelaxedMinisat,
is the only (MaxSAT) solver capable of identifying a single bottleneck
constraint in all but one instance.

1 Introduction

In recent years, we have seen tremendous progress in the area of Boolean Satis-
fiability (SAT) solvers. Current solvers can handle instances with over a million
variables and millions of clauses. These advances have led to an ever growing
range of applications, particularly in hardware and software verification, and
planning. In fact, the technology has matured from being a largely academic en-
deavor to an area of research with strong academic and industrial participation.
The current best SAT solvers for handling “structured” instances are based on
Davis-Putnam-Logemann-Loveland (DPLL) style complete search.

Determining whether a Boolean formula is satisfiable or not is a special case
of the maximum satisfiability (MaxSAT) problem, where the goal is to find an
assignment that satisfies as many clauses as possible. Even though MaxSAT is a
natural generalization of SAT, and thus closely related, progress has been much
slower on the MaxSAT problem. There is a good explanation as to why this
is the case. Two of the key components behind the rapid progress for DPLL-
based SAT solvers are highly effective unit propagation and clause learning.
� This research was supported by IISI, Cornell University (AFOSR grant FA9550-
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(Grant 0832782) and NSF IIS award (Grant 0514429). Part of this work was done
while the second author was visiting McGill University.

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 447–452, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



448 L. Kroc, A. Sabharwal, and B. Selman

Both techniques in a sense focus on avoiding local inconsistencies: when a unit
clause occurs in a formula, one should immediately assign the appropriate truth
value to the variable so that it satisfies the clause, and when a branch reaches a
contradiction, a no-good clause can be derived which captures the cause of the
local inconsistency. In a MaxSAT setting, these strategies can be quite counter-
productive and inaccurate. For example, for an unsatisfiable instance, the best
assignment, i.e., one satisfying the most clauses, may be the one that violates
several unit clauses. Also, when a contradiction is reached, the best solution may
be to violate one of the clauses that led to the contradiction rather than adding
a no-good clause which effectively steers the search away from the contradiction.
So, neither unit propagation nor clause learning appear directly suitable for a
MaxSAT solver.1 Unfortunately, taking such mechanisms out of DPLL search
dramatically reduces its effectiveness. This is confirmed when one considers the
performance of exact solvers for MaxSAT that, in effect, employ a branch-and-
bound search but do not have unit propagation or clause learning incorporated.
The MaxSAT instances that can be solved by exact solvers in practice are gen-
erally much smaller than instances that can be handled by SAT solvers [cf. 6].

The question we ask in this work is the following: can traditional SAT solver
techniques like unit propagation and clauses learning be directly used as effective
heuristics for an incomplete MaxSAT algorithm? Our results demonstrate that
the answer is clearly affirmative, as long as the instances are not too easy to
prove unsatisfiable. Specifically, we consider a relaxation of the standard DPLL-
based solver where it is allowed to essentially ignore the first � conflicts. We
show that this strategy is able to solve challenging industrial MaxSAT instances
that are hard to prove unsatisfiable, specifically all unsatisfiable instances from
SAT Race 2008 [10], better than currently available exact as well as approximate
alternative techniques. In a few of these instances where the candidate MaxSAT
solution found by this approach is sub-optimal, we show that performing a low-
noise (and hence very greedy and fast) local search initiated at this candidate
solution is often results in an optimal MaxSAT solution within seconds.2

Bottleneck Constraints: Interestingly, our approach revealed that the opti-
mal solutions for allbut one of the unsatisfiable industrial instances from SAT Race
2008haveonlyone violated clause.Note that, in contrast,all otherMaxSAT solvers
incorrectly suggest that these very instances have hundreds, if not thousands, of vi-
olated clauses in the best MaxSAT solutions. This one clause can be thought of as a
bottleneck constraint whose semantics can sometimes be used to guide the problem
designer towards appropriate additional resources that may be acquired to turn
the instance into a feasible one. Of course, it is unclear that a bottleneck constraint
always provides meaningful semantic information about additional resources that
are realistic to acquire; the violated constraint could, in principle, be a “frame ax-
iom” or “consistency constraint” enforcing that the encoding is meaningful.
1 Unit propagation is used indirectly in many exact MaxSAT solvers to generate good

lower bounds [cf. 6, 8], and so are resolution-based inference mechanisms [6]. We
compare our results against these approaches as well as local search methods.

2 Performing local search also works for instances that are too easy to prove unsatis-
fiable and thus not ideal for us; here our method falls back to pure local search.
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To investigate this further, we conducted experiments on AI planning in-
stances for which we have full knowledge of the variable and clause semantics.
Specifically, we considered the TPP (Traveling Purchase Problem) domain from
the IPC-5 Competition [3], giving the planner one fewer time step than what it
needs to solve the instance. We translated instances of this infeasible problem
into unsatisfiable SAT formulas following the SatPlan framework [4]. Our solver,
RelaxedMinisat, was able to identify a single violated clause in instances thus
generated. With different random seeds, we obtained a number of different “ex-
planations” of the unsatisfiability of each instance, in the form of a bottleneck
constraint. As an example, in an instance involving 10 goods to be purchased in
various quantities and transported, 1 storage depot, 3 markets, and 3 trucks, a
violated bottleneck constraint had the following precondition-style semantics: “in
order to drive truck-3 from depot-1 to market-2 at time-step-7, truck-3 must be
at depot-1 at the end of time-step-6.” One thing this bottleneck constraint sug-
gests is that there is a plan that “almost” works if the post condition achieved
by the action under consideration is somehow made to hold, i.e., if we could
somehow make a truck available at market-2 at the end of time-step-7. Indeed,
if we add a fourth truck as a new resource at market-2 as part of the initial
conditions, the instance becomes satisfiable in the given time steps.

This suggests that the small number of bottleneck constraints identified by
our approach can provide useful semantic information about potential additional
resources that can make the problem feasible. This information is complemen-
tary to that provided by, for example, “minimal unsatisfiable cores” and related
concepts [cf. 8]. For the specific example discussed above, the minimal unsat core
returned by the zChaff solver involves 522 clauses. For a more detailed discussion
of this motivation, we refer the reader to our recent related work [5].

2 Using Relaxed DPLL as a Heuristic for MaxSAT

Due to lack of space we assume familiarity with Boolean formulas in conjunc-
tive normal form (CNF), the satisfiability testing problem (SAT), the maximum
satisfiability problem (MaxSAT), the standard DPLL style systematic backtrack
search for SAT with conflict clause learning, and basic local search. The reader
may want to refer to the Handbook of Satisfiability [1] for a review.

The idea behind our solver, RelaxedMinisat, is relatively simple: use a state-of-
the-art DPLL solver such as Minisat [2] but relax it to “ignore” a fixed number
� of conflicts on each search branch, and quit once a truth assignment violating
at most � clauses is found. If necessary, run a low-noise local search initiated at
the partial assignment found by the DPLL solver.

We chose Minisat [2] as the DPLL solver to build on. To implement the one
extra feature we need—allowing up to � conflicts on a search branch—we slightly
modify the routine performing unit propagation. When a conflict is detected
on a search branch b and it is amongst the first � conflicts along b, the clause
causing the conflict is silently ignored until the solver later backtracks the closest
branching decision made before getting to this point. All other functionality of
the solver is left intact, including clause learning. If � conflicts are reached on
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the branch b, conflict directed backtracking is performed as usual. It is not hard
to see that the conflict clause C learned at this point has the following property:
if any truth assignment σ satisfies all clauses except the � conflict generating
clauses seen on branch b, then σ also satisfies C. Adding C as a learned clause
therefore preserves the soundness of the technique. (But C could, in principle,
rule out other potential solutions that violate a different set of � or fewer clauses;
adding C therefore does not preserve completeness.) If a solution is found before
reaching � conflicts, this solution is reported as a candidate MaxSAT solution;
this provides an upper bound for the optimal MaxSAT solution. Alternatively,
RelaxedMinisat can return the “UNSAT” status, in which case we increase the
parameter � to attempt to find some other truth assignment. (The “UNSAT”
status of RelaxedMinisat does not mean that there is no assignment violating
at most � clauses.) Using binary search, one can find the smallest value of � for
which RelaxedMinisat does report an assignment; for nearly satisfiable instances
such as the ones with very few bottleneck constraints that we focus on, this is
very quick as � is small. Experiments suggest that rapid restarting improves the
performance of RelaxedMinisat. We restart after every 100 conflicts.

For some of the harder formulas, the candidate solution found by
RelaxedMinisat was not clearly optimal (i.e., had more than one violated clause).
In this case, we ran the local search solver Walksat [9] (without any modification)
with the search initiated at this candidate truth assignment, looking for a better
solution. Empirically, we observed that rapid restarts are again beneficial, along
with very low noise to make the local search extremely greedy and focused.

3 Experimental Results

We conducted experiments on all 52 unsatisfiable formulas from the SAT-Race
2008 suite [10], which are all non-trivial to prove unsatisfiable and, as we will
see, often beyond the reach of existing MaxSAT solvers. The solvers used in
the comparison were from four families: exact MaxSAT solvers maxsatz [6] and
msuf [8]; local search SAT solvers saps [11] and adaptg2wsat+p [7]; our previous
hybrid approach MiniWalk [5] which tries to combine the power of DPLL and
local search methods; and RelaxedMinisat. We used a cluster of 3.8 GHz Intel
Xeon computers running Linux 2.6.9-22.ELsmp with a time limit of 1 hour (see
two exceptions discussed below) and a memory limit to 2 GB.

The exact MaxSAT solvers selected were those that performed exceptionally
well in MaxSAT Evaluation 2007, especially on industrial instances. The local
search algorithms were selected as the best performing ones on our suite from
a wide pool of choices offered by the UBCSAT solver [12]. Three runs for each
problem and local search algorithm were performed with default parameters (or
those used in the accompanying papers for the solvers, e.g., α = 1.05 for saps),
and the best run is reported.

For RelaxedMinisat, we first run the modified DPLL part allowing at most
one conflict (� = 1), and increase this relaxation parameter when necessary. We



Relaxed DPLL Search for MaxSAT 451

Table 1. Comparison of MaxSAT results for exact, local search, hybrid, and currently
proposed methods. Timelimit: 1 hour (except for two instance which took two hours).
If a sure optimum was achieved (i.e., one unsatisfied clause), the time is reported in
parenthesis. The RelaxedMinisat column shows the final number of unsatisfied clauses
reached, and in parenthesis the number of allowed conflicts �, time for the DPLL part,
and, if applicable, time for local search.

Exact Local Search Hybrid Relaxed DPLL
#unsat best #unsat best #uns best #unsat

Instance #vars #cls maxsatz Adapt- SAPS MiniWalk RelaxedMinisat
or msuf g2wsat+p

babic-dspam-vc1080 118K 375K — 728 306 20 1 (1,35s,–)
babic-dspam-vc973 274K 908K — 2112 1412 267 1 (4,100s,44s)
ibm-2002-22r-k60 209K 851K — 198 409 10 1 (3,115m,1s)
ibm-2002-24r3-k100 148K 550K — 205 221 2 1 (1,7m,–)
manol-pipe-f7nidw 310K 923K — 810 797 7 1 (1,3m,–)
manol-pipe-f9b 183K 547K — 756 600 177 1 (1,8s,–)
manol-pipe-g10nid 218K 646K — 585 727 27 1 (1,12s,–)
manol-pipe-g8nidw 121K 358K — 356 336 7 1 (1,6s,–)
post-c32s-col400-16 286K 840K — 88 111 698 1 (50,1m,8s)
post-c32s-gcdm16-23 136K 404K — 25 225 127 1 (3,100m,1m)
post-cbmc-aes-ele 277K 1601K — 864 781 2008 1 (1,14s,–)
simon-s03-fifo8-400 260K 708K — 89 289 13 1 (1,11m,–)
aloul-chnl11-13 286 1742 — 4 4 4 4 (4,3s,×)
anbul-dated-5-15-u 152K 687K — 12 22 1 (15m) 1 (1,8s,–)
een-pico-prop05-75 77K 248K — 2 47 1 (4s) 1 (1,2m,–)
fuhs-aprove-15 21K 74K — 35 31 1 (0s) 1 (1,0s,–)
fuhs-aprove-16 52K 182K — 437 246 1 (1s) 1 (1,0s,–)
goldb-heqc-dalumul 9426 60K — 11 10 1 (0s) 1 (1,1s,–)
goldb-heqc-frg1mul 3230 21K — 1 (0s) 1 (0s) 1 (0s) 1 (1,0s,–)
goldb-heqc-x1mul 8760 56K — 1 (0s) 1 (0s) 1 (0s) 1 (1,0s,–)
hoons-vbmc-lucky7 8503 25K — 1 (0s) 3 9 1 (7,27s,36s)
ibm-2002-25r-k10 61K 302K — 111 95 1 (9s) 1 (1,2s,–)
ibm-2002-31 1r3-k30 44K 194K — 78 101 1 (2s) 1 (1,6s,–)
ibm-2004-29-k25 17K 78K — 14 12 1 (6m) 1 (1,5s,–)
manol-pipe-c10nid i 253K 751K — 678 695 1 (20m) 1 (1,13s,–)
manol-pipe-c10nidw 434K 1292K — 1013 1363 1 (16s) 1 (1,37m,–)
manol-pipe-c6bidw i 96K 284K — 239 274 1 (24s) 1 (1,3s,–)
manol-pipe-c8nidw 269K 800K — 697 742 1 (7s) 1 (1,6m,–)
manol-pipe-c9n i 35K 104K — 214 66 1 (3s) 1 (1,0s,–)
manol-pipe-g10bid i 266K 792K — 723 822 1 (103s) 1 (1,18s,–)
post-c32s-ss-8 54K 148K — 1 (2s) 1 (8s) 1 (0s) 1 (1,0s,–)
post-cbmc-aes-d-r2 278K 1608K — 834 734 1 (69s) 1 (1,8s,–)
post-cbmc-aes-ee-r2 268K 1576K — 839 760 1 (37s) 1 (1,12s,–)
post-cbmc-aes-ee-r3 501K 2928K — 1817 1822 1 (37m) 1 (1,47s,–)
schup-l2s-abp4-1-k31 15K 48K — 7 16 1 (0s) 1 (1,2s,–)
schup-l2s-bc56s-1-k391 561K 1779K — 5153 26312 1 (168s) 1 (1,11m,–)
simon-s02-f2clk-50 35K 101K — 1 (110s) 32 1 (12s) 1 (1,17s,–)
velev-vliw-uns-2.0-iq1 25K 261K — 1 (40m) 4 1 (0s) 1 (1,0s,–)
velev-vliw-uns-2.0-iq2 44K 542K — 2 2 1 (1s) 1 (1,1s,–)
velev-vliw-uns-2.0-uq5 152K 2466K — 40 11 1 (18s) 1 (1,4s,–)
velev-vliw-uns-4.0-9-i1 96K 1814K — 12 10 1 (23s) 1 (1,4s,–)
velev-vliw-uns-4.0-9 154K 3231K — 2 3 1 (10s) 1 (1,3s,–)
babic-dspam-vc949 113K 360K 1 (315s) 797 216 250 1 (2,10s,0s)
cmu-bmc-barrel6 2306 8931 1 (19m) 1 (0s) 1 (0s) 1 (0s) 1 (1,0s,–)
cmu-bmc-longmult13 6565 20K 1 (171s) 5 12 1 (1s) 1 (1,0s,–)
cmu-bmc-longmult15 7807 24K 1 (137s) 6 4 1 (5s) 1 (1,0s,–)
een-pico-prop00-75 94K 324K 1 (4m) 23 108 276 1 (2,2m,1s)
goldb-heqc-alu4mul 4736 30K 1 (14m) 1 (105s) 1 (47m) 1 (1s) 1 (1,0s,–)
jarvi-eq-atree-9 892 3006 1 (158s) 1 (0s) 1 (0s) 1 (0s) 1 (1,0s,–)
marijn-philips 3641 4456 1 (336) 1 (0s) 1 (0s) 1 (0s) 1 (1,0s,–)
post-cbmc-aes-d-r1 41K 252K 1 (177s) 7 10 1 (1s) 1 (1,1s,–)
velev-engi-uns-1.0-4nd 7000 68K 1 (76s) 1 (3s) 2 1 (0s) 1 (1,0s,–)
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report in Table 1 the final number of unsatisfied clauses reached, followed by, in
parentheses, the relaxation parameter, the time taken by the DPLL part, and
the additional time taken to run the local search part afterwards (if applicable).
In fact, in only 8 instances the DPLL part alone did not find the sure optimum
solution; for these instances we increase � (not necessarily by one) to the number
reported in the table so that a candidate truth assignment is found. The table
reports the time for the last run of RelaxedMinisat, with the appropriate value
of � (often 1). On only two instances did RelaxedMinisat require more than one
hour (ibm-2002-22r-k60 and post-c32s-gcdm16-23). For local search, we use the
default quick restarts of Walksat every 100,000 flips. (However, for post-c32s-
col400-16 and post-c32s-gcdm16-23 instances, this was increased to 1 million.)
In all cases the noise parameter for Walksat was set to a low value of 5%.

Table 1 shows that RelaxedMinisat is the only solver able to solve 51 of out 52
instances to optimality. (For aloul-chnl11-13, we know that the optimum is not
1.) Moreover, 39 of these instances, i.e. 76%, were solved in under one minute. In
contrast, the best local search approaches often could not find a solution violating
less than a few hundred or thousand clauses in one hour of computation time.
The hybrid method, MiniWalk, showed better performance but was still unable
to solve to optimality 16 instances out of 52 (i.e., 30% of the instances). These
results demonstrate that our relaxed DPLL solver is able to efficiently identify
bottleneck constraints in challenging unsatisfiable problem instances.
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Branch and Bound for Boolean Optimization
and the Generation of Optimality Certificates

Javier Larrosa, Robert Nieuwenhuis,
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Abstract. We consider optimization problems of the form (S, cost),
where S is a clause set over Boolean variables x1 . . . xn, with an arbi-
trary cost function cost : Bn → R, and the aim is to find a model A of S
such that cost(A) is minimized.

Here we study the generation of proofs of optimality in the context
of branch-and-bound procedures for such problems. For this purpose we
introduce DPLLBB, an abstract DPLL-based branch and bound algorithm
that can model optimization concepts such as cost-based propagation
and cost-based backjumping.

Most, if not all, SAT-related optimization problems are in the scope of
DPLLBB. Since many of the existing approaches for solving these problems
can be seen as instances, DPLLBB allows one to formally reason about them
in a simple way and exploit the enhancements of DPLLBB given here, in
particular its uniform method for generating independently verifiable
optimality proofs.

1 Introduction

An important issue on algorithms for Boolean satisfiability is their ability to
provide proofs of unsatisfiability, so that also negative answers can be verified
with a trusted independent proof checker. Many current SAT solvers provide
this feature typically by writing (with little overhead) a trace file from which a
resolution proof can be reconstructed and checked.

In this paper we address a related topic. We take a very general class of
Boolean optimization problems and consider the problem of computing the best
model of a CNF with respect to a cost function and, additionally, a proof of
its optimality. The purpose of the paper is to provide a general solving frame-
work that is faithful to state-of-the-art branch-and-bound solvers and where it
is simple to reason about them and to generate optimality proofs. We show how
branch-and-bound algorithms can provide proofs with little overhead, as in the
SAT case. To the best of our knowledge, no existing solvers offer this feature.

The first contribution of the paper is an abstract DPLL-like branch-and-
bound algorithm (DPLLBB) that can deal with most, if not all, Boolean optimiza-
tion problems considered in the literature. DPLLBB is based on standard abstract
DPLL rules and includes features such as propagation, backjumping, learning
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or restarts. The essential difference between classical DPLL and its branch-and-
bound counterpart is that the rules are extended from the usual SAT context
to the optimization context by taking into account the cost function to obtain
entailed information. Thus, DPLLBB can model concepts such as, e.g., cost-based
propagation and cost-based backjumping. To exploit the cost function in the
search with these techniques, DPLLBB assumes the existence of a lower bound-
ing procedure that, additionally to returning a numerical lower bound, provides
a reason for it, i.e., a (presumably short) clause whose violation is a sufficient
condition for the computed lower bound, see [MS00, MS04].

The second contribution of the paper is the connection between a DPLLBB exe-
cution and a proof of optimality. We show that each time that DPLLBB backjumps
due to a soft conflict (i.e. the lower bound indicates that it is useless to extend
the current assignment) we can infer a cost-based lemma, which is entailed from
the problem. By recording these lemmas (among others), we can construct a
very intuitive optimality proof.

This work could have been cast into the framework of SAT Modulo Theories
(SMT) with a sequence of increasingly stronger theories [NO06]. However, the
generation of proofs for SMT with theory strengthening has not been worked out
(although the generation of unsatisfiable cores for normal SMT was analyzed in
[CGS07]), and would in any case obfuscate the simple concept of proof we have
here. Also, we believe that in its current form, the way we have integrated the
concepts of lower bounding and cost-based propagation and learning is far more
useful and accessible to a much wider audience.

This paper is structured as follows. In Section 2 we give some basic notions and
preliminary definitions. In Section 3 the DPLLBB procedure is presented, whereas
in Section 4 we develop the framework for the generation of proof certificates.
Section 5 shows several important instances of problems that can be handled
with DPLLBB. Finally Section 6 gives conclusions of this work and points out
directions for future research.

2 Preliminaries

We consider a fixed set of Boolean variables {x1, . . . , xn}. Literals, denoted by the
(subscripted, primed) letter l are elements of the set {x1, . . . , xn,¬x1, . . . ,¬xn}.
A clause (denoted by the letters C, D, . . .) is a disjunction of literals l1∨ . . .∨ lm.
The empty clause will be noted �. A (partial truth) assignment I is a set of
literals such that {x,¬x} ⊆ I for no x. A literal l is true in I if l ∈ I, false in I if
¬l ∈ I, and undefined in I otherwise. A clause C is true in I if at least one of its
literals is true in I, false in I if all its literals are false in I, and undefined in I
otherwise. Note that the empty clause is false in every assignment I. Sometimes
we will write ¬I to denote the clause that is the disjunction of the negations of
the literals in I. A clause set S is true in I if all its clauses are true in I. Then
I is called a model of S, and we write I |= S (and similarly if a literal or clause
is true in I). We sometimes write I |= ¬C to indicate that all literals of a clause
C are false in I.
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We consider the following class of problems, which covers a broad spectrum
of instances (see Section 5):

Definition 1. A Boolean optimization problem is a pair (S, cost), where S is
a clause set, cost is a function cost : Bn → R, and the goal is to find a model A
of S such that cost(A) is minimized.

Definition 2. A cost clause is an expression of the form C ∨ c ≥ k where C is
a clause and k ∈ R.

A cost clause C ∨ c ≥ k may be better understood with its equivalent notation
¬C −→ c ≥ k which tells that if C is falsified, then the cost function must be
greater than or equal to k.

Definition 3. Let (S, cost) be an optimization problem. A cost clause C∨c ≥ k
is entailed by (S, cost) if cost(A) ≥ k for every model A of S such that A |= ¬C.

Definition 4. Given an optimization problem (S, cost), a real number k is called
a lower bound for an assignment I if cost(A) ≥ k for every model A of S such
that I ⊆ A.

A lower bounding procedure lb is a procedure that, given an assignment I,
returns a lower bound k, denoted lb(I), and a cost clause of the form C ∨ c ≥ k,
called the lb-reason of the lower bound, such that C∨c ≥ k is entailed by (S, cost)
and I |= ¬C.

Any procedure that can compute a lower bound k for a given I can be extended
to a lower bounding procedure: it suffices to generate ¬I ∨ c ≥ k as the lb-
reason. But generating short lb-reasons is important for efficiency reasons, and
in Section 5 we will see how this can be done for several classes of lower bounding
methods.

3 Abstract Branch and Bound

3.1 DPLLBB Procedure

The DPLLBB procedure is modeled by a transition relation, defined by means of
rules over states.

Definition 5. A DPLLBB state is a 4-tuple I || S || k || A, where:
I is a sequence of literals representing the current partial assignment,
S is a finite set of classical clauses (i.e. not cost clauses),
k is a real number representing the best-so-far cost,
A is the best-so-far model of S (i.e. cost(A) = k).

Some literals l in I are annotated as decision literals and written ld.

Note that the cost function and the variable set are not part of the states,
since they do not change over time (they are fixed by the context).
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Definition 6. The DPLLBB system consists of the following rules:

Decide :
I || S || k || A =⇒ I ld || S || k || A if

{
l is undefined in I

UnitPropagate :

I || S || k || A =⇒ I l || S || k || A if
{

C ∨ l ∈ S, I |= ¬C
l is undefined in I

Optimum :

I || S || k || A =⇒ OptimumFound if
{

C ∈ S, I |= ¬C
no decision literals in I

Backjump :

I ld I ′ || S || k || A =⇒ I l′ || S || k || A if
{

C∨l′ ∈ S, I |= ¬C
l′ is undefined in I

Learn :
I || S || k || A =⇒ I || S, C || k || A if

{
(S, cost) entails C ∨ c ≥ k

Forget :
I || S, C || k || A =⇒ I || S || k || A if

{
(S, cost) entails C ∨ c ≥ k

Restart :
I || S || k || A =⇒ ∅ || S || k || A

Improve :
I || S || k || A =⇒ I || S || k′ || I if

{
I |= S and cost(I) = k′ < k

As we will see, one can use these rules for finding an optimal solution to a
problem (S, cost) by generating an arbitrary derivation ∅ || S || ∞ || ∅ =⇒ . . ..
It will always terminate with . . . =⇒ I || S′ || k || A =⇒ OptimumFound . Then
A is a minimum-cost model for S with cost(A) = k. If S has no models at all
then A will be ∅ and k = ∞.

All the rules except Improve are natural extensions of the Abstract DPLL
approach of [NOT06]. In the following we briefly explain them.

– The Decide rule represents a case split: an undefined literal l is chosen and
added to I, annotated as a decision literal.

– UnitPropagate forces a literal l to be true if there is a clause C ∨ l in S whose
part C is false in I.

– The Optimum rule expresses that if in a state I || S || k || A in S there is
a so-called conflicting clause C (i.e., such that I |= ¬C), and there is no
decision literal in I, then the optimization procedure has terminated, which
shows that the best-so-far cost is optimal.

– On the other hand, if there is some decision literal in I and an entailed
conflicting clause, then one can always find (and Learn) a backjump clause,
an entailed cost clause of the form C ∨ l′ ∨ c ≥ k, such that Backjump
using C ∨ l′ applies (see Lemma 1 below). Good backjump clauses can be
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found by conflict analysis of the conflicting clause [MSS99, ZMMM01], see
Example 3.2 below.

– By Learn one can add any entailed cost clause to S. Learned clauses pre-
vent repeated work in similar conflicts, which frequently occur in industrial
problems having some regular structure. Notice that when such a clause is
learned the c ≥ k literal is dropped (it is only kept at a metalevel for the
generation of optimality certificates, see Section 4).

– Since a lemma is aimed at preventing future similar conflicts, it can be
removed using Forget, when such conflicts are not very likely to be found
again. In practice this is done if its activity, that is, how many times it has
participated in recent conflicts, has become low.

– Restart is used to escape from bad search behaviors. The newly learned
clauses will lead the heuristics for Decide to behave differently, and hope-
fully make DPLLBB explore the search space in a more compact way.

– Improve allows one to model non-trivial optimization concepts, namely cost-
based backjumping and and cost-based propagation. If lb(I) ≥ k, the lower
bounding procedure can provide an lb-reason C∨c ≥ k. As explained above,
given this conflicting clause, Backjump applies if there is some decision literal
in I, and otherwise Optimum is applicable. A cost-based propagation of a
literal l that is undefined in I can be made if lb(I l) ≥ k ([XZ05]; for linear
cost functions, cf. the “limit lower bound theorem” of [CM95]). Then again
the corresponding lb-reason is conflicting and either Backjump or Optimum
applies.

Lemma 1. (See [NOT06] for proofs of this and other related properties.) Let
(S, cost) be an optimization problem, and assume

∅ || S || ∞ || ∅ =⇒ . . . =⇒ I || S′ || k || A

If there is some decision literal in I and C is entailed by (S′, cost) and conflicting
in I, then I is of the form I ′ ld I ′′ and there exists a backjump clause, i.e., a cost
clause of the form C ∨ l′ ∨ c ≥ k that is entailed by (S′, cost) and such that
I ′ |= ¬C and l′ is undefined in I ′.

The potential of the previous rules will be illustrated in Section 3.2. The cor-
rectness of DPLLBB is summarized in Theorem 1:

Definition 7. A derivation ∅ || S || ∞ || ∅ =⇒ . . . is progressive if it contains
only finitely many consecutive Learn or Forget steps and Restart is applied with
increasing periodicity.

Theorem 1. Let (S, cost) be an optimization problem, and consider a progres-
sive derivation with initial state ∅ || S || ∞ || ∅. Then this derivation is finite.
Moreover, if a final state is reached, i.e., a state to which no rule can be applied,
then the derivation is of the form

∅ || S || ∞ || ∅ =⇒ . . . =⇒ I || S′ || k || A =⇒ OptimumFound

and then A is a minimum-cost model for S, where cost(A) = k. In particular, S
has no models if, and only if, k = ∞ and A = ∅.
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Of course the previous formal result provides more freedom in the strategy
for applying the rules than needed. Practical implementations will only generate
progressive derivations. Typically at each conflict the backjump clause is learned,
and from time to time a certain portion of the learned clauses is forgotten (e.g.,
the 50% of less active ones). Restarts are applied with increasing periodicity by,
e.g., restarting after a certain number N of conflicts and then increasing N .

3.2 DPLLBB Example

Consider the clause set S defined over x1, . . . x6 (denoting ¬xi by x̄i):

1. x2 ∨ x4 5. x1 ∨ x̄3 ∨ x̄6
2. x2 ∨ x̄5 6. x̄1 ∨ x̄3 ∨ x̄6
3. x4 ∨ x̄5 7. x2 ∨ x3 ∨ x5 ∨ x̄6
4. x5 ∨ x6 8. x2 ∨ x̄3 ∨ x5 ∨ x̄6

where cost(x1, . . . x6) = 1x1+2x2+ . . .+6x6, i.e., subindices are cost coefficients.
We start an DPLLBB derivation, first deciding x6 to be false (setting high-cost
variables to false can be a good heuristic):

∅ || S || ∞ || ∅
=⇒Decide x̄d

6 || S || ∞ || ∅
=⇒UnitPropagate x̄d

6x5 || S || ∞ || ∅
=⇒UnitPropagate x̄d

6x5x2 || S || ∞ || ∅
=⇒UnitPropagate x̄d

6x5x2x4 || S || ∞ || ∅
=⇒Decide x̄d

6x5x2x4x̄
d
3 || S || ∞ || ∅

=⇒Decide x̄d
6x5x2x4x̄

d
3x̄

d
1 || S || ∞ || ∅

Now, since x̄6x5x2x4x̄3x̄1 is a model of S of cost 11 < ∞, we can apply Improve
and the corresponding lb-reason, e.g., x̄2 ∨ x̄4 ∨ x̄5 ∨ c ≥ 11, then becomes a
conflicting clause. Intuitively, it expresses that any assignment where x2, x4 and
x5 are set to true must have cost at least 11. Now, a conflict analysis procedure
starting form this conflicting clause can be used to compute a backjump clause.
This is done by successive resolution steps on the conflicting clause, resolving
away the literals x̄4 and x̄2 in the reverse order their negations were propagated,
with the respective clauses that caused the propagations:

x̄2 ∨ x̄4 ∨ x̄5 ∨ c ≥ 11 x4 ∨ x̄5

x̄2 ∨ x̄5 ∨ c ≥ 11 x2 ∨ x̄5

x̄5 ∨ c ≥ 11

until a single literal of the current decision level (called the 1UIP) is left, yielding
x̄5 ∨ c ≥ 11. Learning the clause C = x̄5 allows one to jump from decision level
3 back to decision level 0 and assert x5. All this can be modeled as follows:

. . . =⇒Improve x̄d
6x5x2x4x̄

d
3x̄

d
1 || S || 11 || x̄6x5x2x4x̄3x̄1

=⇒Learn x̄d
6x5x2x4x̄

d
3x̄

d
1 || S, C || 11 || x̄6x5x2x4x̄3x̄1

=⇒Backjump x̄5 || S, C || 11 || x̄6x5x2x4x̄3x̄1
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Now the derivation could continue, e.g., as follows:

. . . =⇒UnitPropagate x̄5x6 || S, C || 11 || x̄6x5x2x4x̄3x̄1
=⇒Decide x̄5x6x̄

d
4 || S, C || 11 || x̄6x5x2x4x̄3x̄1

=⇒UnitPropagate x̄5x6x̄
d
4x2 || S, C || 11 || x̄6x5x2x4x̄3x̄1

Now notice that x3 is not assigned, and that since x2 and x6 are true in the
current partial assignment any assignment strictly improving the best-so-far cost
11 must assign x3 to false. As explained above, this cost-based propagation can
be modeled as follows. The lower bounding procedure expresses the fact that
any solution setting x2, x3 and x6 to true has cost no better than 11 by means
of the lb-reason x̄2 ∨ x̄3 ∨ x̄6 ∨ c ≥ 11. This is an entailed cost clause that is
learned as C′ = x̄2 ∨ x̄3 ∨ x̄6. Then literal x̄3 is propagated.

. . . =⇒Learn x̄5x6x̄
d
4x2 || S, C, C′ || 11 || x̄6x5x2x4x̄3x̄1

=⇒UnitPropagate x̄5x6x̄
d
4x2x̄3 || S, C, C′ || 11 || x̄6x5x2x4x̄3x̄1

If we now UnitPropagate x1 with clause 5, clause 6 becomes conflicting. As usual,
a backjump clause is computed by doing conflict analysis from the falsified clause,
using among others the clause C′ that was learned to propagate x̄3:

x1 ∨ x3 ∨ x̄6 x̄1 ∨ x3 ∨ x̄6
x3 ∨ x̄6 x̄2 ∨ x̄3 ∨ x̄6 ∨ c ≥ 11

x̄2 ∨ x̄6 ∨ c ≥ 11

Learning C′′ = x̄2 ∨ x̄6 allows one to jump back to decision level 0 asserting x̄2.

. . . =⇒UnitPropagate x̄5x6x̄
d
4x2x̄3x1 || S, C, C′ || 11 || x̄6x5x2x4x̄3x̄1

=⇒Learn x̄5x6x̄
d
4x2x̄3x1 || S, C, C′, C′′ || 11 || x̄6x5x2x4x̄3x̄1

=⇒Backjump x̄5x6x̄2 || S, C, C′, C′′ || 11 || x̄6x5x2x4x̄3x̄1

Finally after unit propagating with clause 7 one gets a conflict with clause 8,
and as no decision literals are left, the optimization procedure terminates:

. . . =⇒UnitPropagate x̄5x6x̄2x3 || S, C, C′, C′′ || 11 || x̄6x5x2x4x̄3x̄1
=⇒Optimum OptimumFound �

4 Certificates of Optimality

In the following, we show how from a certain trace of an DPLLBB execution one can
extract a formal proof of optimality in a proof system asserting “A is an optimal
model of S with respect to cost”. Our proof system relies on the following type
of resolution over cost clauses,

Definition 8. The Cost Resolution rule is the following inference rule with two
cost clauses as premises and another cost clause as conclusion:

x ∨ C ∨ c ≥ k ¬x ∨ D ∨ c ≥ k′

C ∨D ∨ c ≥ min(k, k′)
Cost Resolution
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Cost Resolution behaves like classical resolution, except in that it further exploits
the fact that c ≥ k ∨ c ≥ k′ is equivalent to c ≥ min(k, k′). In what follows,
when needed a clause C from S will be seen as the trivially entailed cost clause
C ∨ c ≥ ∞.

Theorem 2. Cost Resolution is correct, that is, if x ∨ C ∨ c ≥ k and ¬x ∨
D ∨ c ≥ k′ are cost clauses entailed by an optimization problem (S, cost), then
C ∨D ∨ c ≥ min(k, k′) is also entailed by (S, cost).

Definition 9. Let S be a set of cost clauses and let C be a cost clause. A Cost
Resolution proof of C from S is a binary tree where:

– each node is (labeled by) a cost clause
– the root is C
– the leaves are clauses from S
– every non-leaf node has two parents from which it can be obtained in one

Cost Resolution step.

Together with a model A such that cost(A) = k, a k-lower-bound certificate as
we define now gives a precise k-optimality certificate for (S, cost):

Definition 10. A k-lower-bound certificate for an optimization problem (S, cost)
consists of the following three components:

1. a set of cost clauses S′

2. a Cost-Resolution Proof of the clause c ≥ k from S ∪ S′

3. for each cost clause in S′, a proof of entailment of it from (S, cost)

As we will see, the set of cost clauses S′ of component 1. of this definition cor-
responds to the different lb-reasons generated by the lower bounding procedure
that may have been used along the DPLLBB derivation. A very simple indepen-
dent k-lower-bound certificate checker can just check the cost resolution proof,
if the lower bounding procedure is trusted in that indeed all cost clauses of S′ are
entailed. Then, since by correctness of Cost Resolution the root c ≥ k of a Cost
Resolution proof is entailed if the leaves are entailed, a k-lower-bound certificate
guarantees that c ≥ k is indeed entailed by (S ∪ S′, cost), and the entailment of
c ≥ k by definition means that “cost(A) ≥ k for every model A of S”.

If one cannot trust the lower bounding procedure, then also component 3.
is needed. The notion of a “proof of entailment” from (S, cost) for each cost
clause in S′ of course necessarily depends on the particular lower bounding
procedure used, and an independent optimality proof checker should hence have
some knowledge of the deductive process used by the lower bounding procedure.
This aspect is addressed in detail in the next section.

4.1 Generation of k-Lower-Bound Certificates

Each time an lb-reason is generated and used in an DPLLBB execution, it is written
to a file which we will call S′ since it corresponds to component 1. of the k-lower-
bound certificate. Now observe that any execution of DPLLBB terminates with a
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step of Optimum, i.e., with a conflict at decision level 0. From a standard SAT
solver point of view, this means that S ∪S′ forms an unsatisfiable SAT instance
and a refutation proof for this contradiction can be reconstructed as follows (cf.
[ZM03] for details). All clauses in S and in S′ get a unique identifier (ID). Each
time a backjump step takes place, the backjump clause also gets a (unique)
ID and a line ID ID1 ... IDm is written to a trace file, where ID1 ... IDm
are the IDs of all parent clauses in the conflict analysis process generating this
backjump clause. A last line is written when the conflict at decision level 0 is
detected for the parents of this last conflict analysis which produces the empty
clause. By processing backwards this trace file, composing all the component
resolution proofs from each conflict analysis, a resolution proof from S ∪ S′ of
the last derived clause, i.e., the empty clause, can be constructed.

If we recover the cost literals of cost clauses (recall that the Learn rule of DPLLBB
drops the cost literal) in the refutation proof, it turns out that it becomes a k-
lower-bound certificate where k is the optimum of the problem. The reason is
that in a Cost Resolution proof the cost literal of the root clause is the minimum
among the cost literals of the leaf clauses. The following example illustrates the
whole process.

Example 1. For the DPLLBB derivation of Section 3.2, the initial clauses have
ID’s 1-8, the set the S′ will contain the the lb-reasons x̄2 ∨ x̄4 ∨ x̄5 ∨ c ≥ 11 and
x̄2 ∨ x̄3 ∨ x̄6 ∨ c ≥ 11 with ID’s 9 and 10 respectively. The two backjump clauses
x̄5 ∨ c ≥ 11 and x̄2 ∨ x̄6 ∨ c ≥ 11 and the final “empty” clause c ≥ 11 get ID’s
11,12,13 respectively, and the trace file will be:

11← 2, 3, 9
12← 5, 6, 10
13← 4, 7, 8, 11, 12

By processing this file backwards it is straightforward to produce a Cost Res-
olution proof of c ≥ 11. This is done below, where for lack of space the proof
has been split in two at the clause marked with (∗). This proof, together with
each lb-reason and its entailment certificate, will constitute an 11-lower-bound
certificate. The optimality certificate is finally obtained with the addition of the
11-upper-bound certificate x̄6x5x2x4x̄3x̄1.

x2 ∨ x3 ∨ x5 ∨ x̄6 x2 ∨ x̄3 ∨ x5 ∨ x̄6
x2 ∨ x5 ∨ x̄6

x1 ∨ x3 ∨ x̄6 x̄1 ∨ x3 ∨ x̄6
x3 ∨ x̄6 x̄2 ∨ x̄3 ∨ x̄6 ∨ c ≥ 11

x̄2 ∨ x̄6 ∨ c ≥ 11
x5 ∨ x̄6 ∨ c ≥ 11 (∗)

x5 ∨ x6 x5 ∨ x̄6 ∨ c ≥ 11 (∗)
x5 ∨ c ≥ 11

x̄2 ∨ x̄4 ∨ x̄5 ∨ c ≥ 11 x4 ∨ x̄5

x̄2 ∨ x̄5 ∨ c ≥ 11 x2 ∨ x̄5

x̄5 ∨ c ≥ 11
c ≥ 11
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5 Instances of DPLLBB and Lower Bounding Procedures

In order to complete the method for generating optimality certificates, in this
section we show, for different classes of cost functions, several lower bounding
procedures together with ways for proving the entailment from (S, cost) for any
lb-reason C ∨ c ≥ k they generate.

Of course a general approach for this is to provide a list of all the models
A1, . . . , Am of S ∧ ¬C, checking that each one of them has cost at least k,
together with a resolution refutation of S ∧ ¬C ∧ ¬A1 ∧ · · · ¬Am, which shows
that these A1, . . . , Am are indeed all the models of S ∧ ¬C.

But this will usually not be feasible in practice. Therefore, we now describe
some lower bounding procedures producing simple and compact certificates that
can be understood by ad-hoc proof checkers.

5.1 Linear Cost Functions

A very important class of optimization problems is that with linear cost func-
tions, i.e., of the form cost(x1, . . . , xn) =

∑n
i=1 cixi for certain ci ≥ 0. In this

context ci is called the cost of variable xi. Note that this also covers the cases
of negative costs or costs associated to negated variables, which are harmlessly
reduced to this one.

Linear Boolean optimization has many applications, amongst others Auto-
matic Test Pattern Generation [FNMS01], FPGA Routing, Electronic Design
Automation, Graph Coloring, Artificial Intelligence Planning [HS00] and Elec-
tronic Commerce [San99]. In particular the case where ci = 1 for all 1 ≤ i ≤ n,
called the Min-Ones problem, appears naturally in the optimization versions of
important well-known NP-complete problems such as the maximum clique or
the minimum hitting set problems.

The problem of computing lower bounds for linear optimization problems in
a branch-and-bound setting has been widely studied in the literature. Here we
consider the two main techniques for that purpose: independent sets and linear
programming.

Independent Sets. Given a partial assignment I and a clause C, let undefI(C)
denote the set of literals in C which are undefined in I, i.e., undefI(C) = {l ∈
C | l 	∈ I and ¬l 	∈ I}. A set of clauses M is an independent set for I if:

– for all C ∈M , neither I |= C nor I |= ¬C;
– for all C ∈M , undefI(C) is non-empty and only contains positive literals;
– for all C, C′ ∈M such that C 	= C′, undefI(C) ∩ undefI(C′) = ∅.

If M is an independent set for I, any total assignment extending I and satisfying
M has cost at least

K =
∑
xi∈I

ci +
∑

C∈M

min{cj | xj ∈ C and ¬xj 	∈ I}

since satisfying each clause C of M will require to add the minimum cost of
the positive non-false (in I) literals in C. Independent sets have been used in
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e.g., [Cou96, MS02]. In [FM06] they are precomputed in order to speed up the
actual branch-and-bound procedure.

In this case the lower bounding procedure generates the lb-reason ¬I ′∨c ≥ K,
where I ′ ⊆ I contains:

– the positive literals in I with non-null cost;
– the positive literals whose negations appear in M (which belong to I); and
– the negative literals ¬xi ∈ I such that xi ∈ C for some C ∈ M and ci <

min{cj | xj ∈ C and ¬xj 	∈ I}.
For this lower bounding procedure a proof of entailment of the lb-reason must of
course contain the independent set M itself. Then the proof checker can check
that M ⊆ S, that M is indeed independent for I and that K ≥ k.
Example 2. Consider the clause set S = { x1 ∨ x3 ∨ x5, x2 ∨ x4 ∨ x5 ∨ ¬x6,

¬x1 ∨¬x2 }, and the cost function cost(x1, x2, x3, x4) =
∑6

i=1 i · xi. It is easy to
see that M = {x1∨x3∨x5, x2∨x4∨x5∨¬x6} is an independent set for the partial
assignment I = {¬x5, x6}. The lower bound is 6+min(1, 3)+min(2, 4) = 9, and
the lb-reason x5 ∨ ¬x6 ∨ c ≥ 9 is produced. ��
Linear Programming [LD97, Li04]. This approach for computing lower bounds
relies on the fact that linear Boolean optimization is a particular case of 0-1 In-
teger Linear Programming. Indeed, such a Boolean optimization problem can
be transformed into an integer program by imposing for each variable x that
0 ≤ x ≤ 1 and x ∈ Z, and transforming each clause x1∨· · ·∨xn∨¬y1∨· · ·∨¬ym

into the linear constraint
∑n

i=1 xi +
∑m

j=1(1 − yj) ≥ 1. The current partial as-
signment I is encoded by imposing additional constraints x = 1 if x ∈ I, x = 0
if ¬x ∈ I. Then a lower bound can be computed by dropping the integrality
condition and solving the resulting relaxation in the rationals with an LP solver.

If K is the lower bound obtained after solving the relaxation, an lb-reason
of the form ¬I ′ ∨ c ≥ K where I ′ ⊆ I can be computed using an exact dual
solution of multipliers [Sch86] (which may be computed by an exact LP solver
[Mak08]). Moreover, a proof of entailment of this lb-reason consists in the dual
solution itself, which proves the optimality of K.
Example 3. Consider again the clause set, the cost function and the partial
assignment as in Example 2. In this case the linear program is

min{x1 +2x2 +3x3 +4x4 +5x5 +6x6 | x1 +x3 +x5 ≥ 1, x2 +x4 +x5−x6 ≥ 0,
−x1 − x2 ≥ −1, x5 = 0, x6 = 1, 0 ≤ x1, x2, x3, x4 ≤ 1}, whose optimum is

11. A proof of optimality (in fact, of the lower bound) is:

x1 +2 x2 +3 x3 +4 x4 +5 x5 +6 x6 −11 =
+ 3 ( x1 + x3 + x5 −1 )
+ 4 ( x2 + x4 + x5 − x6 )
+ 2 ( − x1 − x2 +1 )
− 2 x5
+ 10 ( x6 −1 )

which witnesses that x1 + 2x2 + 3x3 + 4x4 + 5x5 + 6x6 ≥ 11 for all x1, x2, x3,
x4, x5, x6 such that x1 + x3 + x5 ≥ 1, x2 + x4 + x5 − x6 ≥ 0, −x1 − x2 ≥ −1,



464 J. Larrosa et al.

x5 ≤ 0 and x6 ≥ 1. This can be used as a proof of entailment of the lb-reason
x5 ∨ ¬x6 ∨ c ≥ 11 (notice that none of the literals of the assignment is dropped
in the lb-reason since both x5 ≤ 0 and x6 ≥ 1 are used). ��

5.2 Max-SAT

In a (partial weighted) Max-SAT problem (S, cost), the cost function is defined
by a set of so-called soft clauses S′ with a weight function ω : S′ → R. Then
the cost of a total assignment A is the sum of the weights of the clauses in S′

that are false in A. Note that S′ is disjoint from the (possibly empty) set of
clauses S, which are called hard clauses in this context. Max-SAT has many ap-
plications, among others Probabilistic Reasoning [Par02], Frequency Assignment
[RLFAP99], Computer Vision, Machine Learning and Pattern Recognition (see
the introduction of [Wer05]).

Max-SAT as a non-linear polynomial cost function. Given a clause C =
y1 ∨ . . . ∨ yp ∨ ¬z1 ∨ . . . ∨ ¬zq over a set of variables {x1 . . . xn}, the polynomial
pC(x1, . . . , xn) =

∏p
i=1(1 − yi) ·

∏m
j=1(zj) fulfills for any total assignment A

that pC(A) = 1 if A |= ¬C, and pC(A) = 0 otherwise. Therefore we have that
cost(A) =

∑
C∈S′ pC(A) · ω(C).

Linear Boolean optimization vs Max-SAT. Linear Boolean optimization
can be cast as an instance of Max-SAT by having one soft unit positive clause for
each variable with non-null cost, with this cost as weight. Reciprocally, Max-SAT
can be expressed as a linear optimization problem by adding slack variables to
soft clauses. However, this translation is normally unpractical, making the SAT
solver extremely slow, since, e.g., it hinders the application of unit propagation
[ANORC08].

Branch and bound for Max-SAT. But most of the research in recent years
in the Max-SAT community has been devoted to the computation of good qual-
ity lower bounds to be used within a branch-and-bound setting. As shown in
[LHdG08], most of these lower bounding procedures can be seen as limited forms
of Max-resolution (see below). Since Max-resolution is sound, theoretically one
can in fact use it to certify optimality in any Max-SAT problem. But the growth
in the number of clauses makes this unpractical except for small problems. How-
ever, one can use it for the proof of entailment for individual lb-reasons.

For simplicity, we show here Max-resolution for soft clauses of the form (l1 ∨
l2, w) , where w denotes the weight:

(x ∨ a, u) (¬x ∨ b, v)
(a ∨ b, m)(x ∨ a, u−m)(¬x ∨ b, v −m)(x ∨ a ∨ ¬b, m)(¬x ∨ b ∨ ¬a, m)

where m = min(u, v) and the conclusions replace the premises instead of being
added to the clause set.

Example 4. Consider a Max-SAT problem without hard clauses and where soft
clauses are S′ = { (x1 ∨x2 ∨x3, 1), (x1 ∨¬x2 ∨x3, 2), (¬x1 ∨x2 ∨x3, 3), (¬x1 ∨
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¬x2 ∨ x3, 4) }. Given the partial assignment I = {¬x3, x4}, by means of the
following steps of Max-resolution

(x1 ∨ x2 ∨ x3, 1) (x1 ∨ ¬x2 ∨ x3, 2)
....

(x1 ∨ x3, 1)

(¬x1 ∨ x2 ∨ x3, 3) (¬x1 ∨ ¬x2 ∨ x3, 4)
....

(¬x1 ∨ x3, 3)
(x3, 1)

one gets clause x3 with weight 1. Taking into account the partial assignment
I = {¬x3, x4}, this clause implies that 1 is a lower bound and a lb-reason is
¬x3 ∨ c ≥ 1. Moreover, the proof of Max-resolution above proves the entailment
of the lb-reason. ��

6 Conclusions

Our abstract DPLL-based branch-and-bound algorithm, although being very
similar to abstract DPLL, can model optimization concepts such as cost-based
propagation and cost-based learning. Thus, DPLLBB is natural to SAT practition-
ers, but still faithful to most state-of-the-art branch-and-bound solvers. Inter-
estingly, several branch-and-bound solvers, even state-of-the-art ones, still do
not use cost-based backjumping and propagation, which appear naturally in
DPLLBB. Our formal definition of optimality certificates and the description of
how a DPLLBB trace can be used to generate them turns out to be elegant and
analagous to the generation of refutation proofs by resolution in SAT.

We think that DPLLBB will help understanding and reasoning about new branch-
and-bound implementations and extensions. For example, it is not difficult to use
it for computing the m best (i.e., lowest-cost) models for some m, or for computing
all models with cost lower than a certain threshold, and also the certificates for
these can be derived without much effort.
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Abstract. We investigate the role of cycles structures (i.e., subsets of clauses
of the form l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3) in the quality of the lower bound
(LB) of modern MaxSAT solvers. Given a cycle structure, we have two
options: (i) use the cycle structure just to detect inconsistent subformulas
in the underestimation component, and (ii) replace the cycle structure with
l̄1, l1 ∨ l̄2 ∨ l̄3, l̄1 ∨ l2 ∨ l3 by applying MaxSAT resolution and, at the
same time, change the behaviour of the underestimation component. We first
show that it is better to apply MaxSAT resolution to cycle structures occur-
ring in inconsistent subformulas detected using unit propagation or failed literal
detection. We then propose a heuristic that guides the application of MaxSAT res-
olution to cycle structures during failed literal detection, and evaluate this heuris-
tic by implementing it in MaxSatz, obtaining a new solver called MaxSatzc. Our
experiments on weighted MaxSAT and Partial MaxSAT instances indicate that
MaxSatzc substantially improves MaxSatz on many hard random, crafted and
industrial instances.

1 Introduction

The lower bound (LB) computation method implemented in branch and bound MaxSAT
solvers (e.g. [4,6,10,12,13]) is decisive for obtaining a competitive solver. The LB of
MaxSatz [10] and MiniMaxSat [4] —two of the best performing solvers in the 2008
MaxSAT Evaluation— has two components: (i) the underestimation component, which
detects disjoint inconsistent subformulas and takes the number of detected subformulas
as an underestimation of the LB, and (ii) the inference component, which applies in-
ference rules and, in the best case, makes explicit a contradiction by deriving an empty
clause which allows to increment the LB. Both components are applied at each node of
the search space, and cooperate rather than work independently.

A MaxSAT instance may contain different structures that influence the behavior
of the two components of the LB. In this paper we investigate the role of the so-
called cycles structures (i.e., subsets of clauses of the form l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3)1

in the quality of the LB. Given a cycle structure, we have two options: (i) use the cy-
cle structure just to detect inconsistent subformulas in the underestimation component

� Research partially supported by the Generalitat de Catalunya under grant 2005-SGR-00093,
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INGENIO 2010, TIN2006-15662-C02-02, and TIN2007-68005-C04-04.

1 l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3 is equivalent to l1 → l2, l1 → l3, l̄2 ∨ l̄3.
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(note that a cycle structure implies a failed literal l1), and (ii) replace the cycle structure
with l̄1, l1 ∨ l̄2 ∨ l̄3, l̄1 ∨ l2 ∨ l3 by applying MaxSAT resolution [2,5], which amounts
to activate the inference component and, at the same time, change the behaviour of the
underestimation component. We first show that it is better to apply MaxSAT resolution
to cycle structures occurring in inconsistent subformulas detected using unit propaga-
tion or failed literal detection. We then propose a heuristic that guides the application
of MaxSAT resolution to cycle structures during failed literal detection, and evaluate
this heuristic by implementing it in MaxSatz, obtaining a new solver called MaxSatzc.
Our experimental investigation on weighted MaxSAT and Partial MaxSAT instances
shows that MaxSatzc substantially improves MaxSatz on many hard random, crafted
and industrial instances.

This paper extends the results of [7] to Weighted MaxSAT and Partial MaxSAT, and
includes experiments with random, crafted and industrial instances of the last MaxSAT
Evaluation (in [7], the results are only for unweighted MaxSAT, and experiments are
limited to Max-2SAT instances). The implementations in [7] were performed on top
of an optimized version of MaxSatz for unweighed MaxSAT that was first used in the
2007 MaxSAT Evaluation, but the implementations of this paper were performed on
top of an optimized version of MaxSatz for Weighted Partial MaxSAT that was used
in the 2008 MaxSAT Evaluation. This paper also contains two new lemmas (Lemma 1
and Lemma 2), a formal proof of Proposition 1, an example (Example 2) that shows that
applying MaxSAT resolution to cycle structures not contained in an inconsistent subfor-
mula may lead to worse LBs, and a deeper analysis of the experimental results. For the
sake of clarity, we explain our work for unweighted MaxSAT, but the implementation
and experiments include Weighted MaxSAT and Partial MaxSAT.

2 Preliminaries

We define CNF formulas as multisets of clauses because, in Max-SAT, duplicated clauses
cannot be collapsed into one clause, and define weighted CNF formulas as multisets of
weighted clauses. A weighted clause is a pair (Ci, wi), where Ci is a disjunction of
literals and wi, its weight, is a positive number. The weighted clauses (C, wi), (C, wj)
can be replaced with (C, wi + wj). A literal l in a (weighted) CNF formula φ is failed
if unit propagation derives a contradiction from φ ∧ l but not from φ. An empty clause
cannot be satisfied and is denoted by .

The (Unweighted) MaxSAT problem for a CNF formula φ is the problem of find-
ing a truth assignment that maximizes (minimizes) the number of satisfied (unsatisfied)
clauses.2 MaxSAT instances φ1 and φ2 are equivalent if φ1 and φ2 have the same number
of unsatisfied clauses for every complete assignment of φ1 and φ2. A MaxSAT inference
rule is sound if it transforms an instance into an equivalent instance.

The Weighted MaxSAT problem for a weighted CNF formula φ is the problem of
finding an assignment that minimizes the sum of weights of unsatisfied clauses. A Partial
MaxSAT instance is a CNF formula in which some clauses are relaxable or soft and the
rest are non-relaxable or hard. Solving a Partial MaxSAT instance amounts to find an
assignment that satisfies all the hard clauses and the maximum number of soft clauses.

2 In the sequel, we always refer to the minimization version of MaxSAT, also called MinUNSAT.
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3 Related Work

3.1 Underestimation Component

The underestimation in LB UP [8] is the number of disjoint inconsistent subformulas that
can be detected with unit propagation. UP works as follows: it applies unit propagation
until a contradiction is derived. Then, UP identifies, by inspecting the implication graph
created by unit propagation, a subset of clauses from which a unit refutation can be
constructed, and tries to derive new contradictions from the remaining clauses. The order
in which unit clauses are propagated has a clear impact on the quality of the LB [9].
Recently, Darras et al. [3] and Han et al. [11] have developed two versions of UP in
which the computation of the LB is made more incremental.

UP can be enhanced with failed literal detection (UPFL) [9] : Given a MaxSAT
instance φ to which we have already applied UP, and a variable x, UPFL applies UP to
φ∧x and φ∧ x̄. If UP derives a contradiction from both φ∧x and φ∧ x̄, then the union
of the two inconsistent subformulas identified by UP respectively in φ∧ x and φ∧ x̄ is
an inconsistent subformula of φ, after excluding x and x̄. Since applying failed literal
detection to every variable is time consuming, it is only applied to the variables which
do not occur in unit clauses, and have at least two positive and two negative occurrences
in binary clauses. Once an inconsistent subformula γ is detected, γ is removed from φ,
the underestimation is increased by one, and UPFL continues in the modified φ.

In this paper, when we say an inconsistent subformula, we mean an inconsistent sub-
formula detected using unit propagation or failed literal detection.

Another approach for computing underestimations is based on first reducing the
MaxSAT instance one wants to solve to an instance of another problem, and then solving
a relaxation of the obtained instance. For example, Clone [12] and SR(w) [13] solve the
minimum cardinality problem of a deterministic decomposable negation normal form
(d-DNNF) compilation of a relaxation of the current MaxSAT instance.

3.2 Inference Component

An alternative to improve the quality of the LB consists in applying MaxSAT resolu-
tion. In practice, competitive solvers apply some refinements of the rule for efficiency
reasons. In contrast to SAT resolution, a MaxSAT inference rule replaces the clauses in
the premises with the clauses in the conclusion in order to preserve the number of un-
satisfied clauses. If the conclusion would be added to the premises as in SAT resolution,
the number of unsatisfied clauses might increase.

MaxSatz [10] incorporates the following rules (also called Rule 1, Rule 2, Rule 3,
Rule 4 in this paper) capturing special structures in a MaxSAT instance:

l1, l1 ∨ l2, l2 =⇒ , l1 ∨ l2 (1)

l1, l̄1 ∨ l2, l̄2 ∨ l3, · · · , l̄k ∨ lk+1, l̄k+1 =⇒ , l1 ∨ l̄2, l2 ∨ l̄3, · · · , lk ∨ l̄k+1

(2)

l1, l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3 =⇒ , l1 ∨ l̄2 ∨ l̄3, l̄1 ∨ l2 ∨ l3 (3)
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l1, l̄1 ∨ l2, l̄2 ∨ l3, · · · , l̄k ∨ lk+1,
l̄k+1 ∨ lk+2, l̄k+1 ∨ lk+3, l̄k+2 ∨ l̄k+3

=⇒ , l1 ∨ l̄2, l2 ∨ l̄3, · · · , lk ∨ l̄k+1,
lk+1 ∨ l̄k+2 ∨ l̄k+3, l̄k+1 ∨ lk+2 ∨ lk+3

(4)
Max-DPLL [6] incorporates several rules for weighted MaxSAT, including chain reso-
lution (which is equivalent to Rule 2 in the unweighted case) and cycle resolution. Cycle
resolution, which captures the cycle structure, is implemented for 3 variables:

l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3 =⇒ l̄1, l1 ∨ l̄2 ∨ l̄3, l̄1 ∨ l2 ∨ l3 (5)

MiniMaxSat incorporates LB UP and, once a contradiction is found, it applies MaxSAT
resolution to the detected inconsistent subformula if the largest resolvent in the refutation
has arity less than 4; otherwise, it just increments the underestimation.

Max-DPLL applies MaxSAT resolution, via the cycle resolution inference rule, to
all the cycle structures occurring in a MaxSAT instance, and does not combine its ap-
plication with the underestimation component. MaxSatz and MiniMaxSat both select
cycle structures to which MaxSAT resolution can be applied. MaxSatz applies MaxSAT
resolution, via Rule 3 and Rule 4, just when unit propagation detects a contradiction
containing the cycle structure. MiniMaxSat applies MaxSAT resolution to cycles struc-
tures which are contained in an inconsistent subformula detected by UP provided that
the largest resolvent in the refutation of the subformula has arity less than 4.

4 Cycle Structures and Lower Bounds

Exploiting cycle structures has proved very useful in Max-DPLL, MaxSatz, and Mini-
MaxSat. In this section, we study why and when exploiting cycle structures is useful.

The operation of Rule 3 and Rule 4 of MaxSatz can be analyzed as follows. Given an
inconsistent subformula {l1, l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3} detected using unit propagation,
Rule 3 applies MaxSAT resolution to transform the subformula into {l1, l̄1, l1 ∨ l̄2 ∨
l̄3, l̄1∨ l2∨ l3}, and then into { , l1∨ l̄2∨ l̄3, l̄1∨ l2∨ l3} (since {l1, l̄1} is equivalent to

). The benefit of the transformation is twofold: (i) the empty clause does not need to be
re-detected in the subtree rooted at the current node because it remains in the transformed
formula, and (ii) the transformed subformula includes two new ternary clauses, and such
liberated clauses may be used to detect further inconsistent subformulas, allowing to
compute better LBs. The case of Rule 4 is similar.

The next example illustrates the usefulness of applying MaxSAT resolution to cycle
structures in scenarios where there is no unit clause.

Example 1. Assume that a MaxSAT instance φ contains

x1 ∨ x2, x̄2 ∨ x3, x̄2 ∨ x4, x̄3 ∨ x̄4, x̄1 ∨ x5, x̄5 ∨ x6, x̄1 ∨ x7, x̄6 ∨ x̄7
x8 ∨ x̄2, x8 ∨ x3, x8 ∨ x4, x̄8 ∨ x9, x̄8 ∨ x10, x̄8 ∨ x11, x̄9 ∨ x̄10 ∨ x̄11

Rule 3 and Rule 4 are not applied since there is no unit clause. Failed literal detection
on the variable x1 finds the inconsistent subformula in the first line. After removing this



Exploiting Cycle Structures in Max-SAT 471

subformula, it cannot detect further inconsistent subformulas. The underestimation is
only incremented by 1. However, if MaxSAT resolution is applied to

x̄2 ∨ x3, x̄2 ∨ x4, x̄3 ∨ x̄4

in the first line, these clauses are replaced with

x̄2, x2 ∨ x̄3 ∨ x̄4, x̄2 ∨ x3 ∨ x4

and then the underestimation component detects 2 inconsistent subformulas instead of 1.
The first with failed literal detection on the variable x1:

x1 ∨ x2, x̄2, x̄1 ∨ x5, x̄5 ∨ x6, x̄1 ∨ x7, x̄6 ∨ x̄7

and the second with failed literal detection on the variable x8:

x8 ∨ x̄2, x8 ∨x3, x8 ∨x4, x̄8 ∨x9, x̄8 ∨x10, x̄8 ∨x11, x̄9 ∨ x̄10 ∨ x̄11, x2 ∨ x̄3 ∨ x̄4

Example 1, together with the analysis of Rule 3 and Rule 4, suggests that one should
apply MaxSAT resolution to cycle structures contained in an inconsistent subformula to
improve the quality of LBs. In fact, generally speaking, let φ be a MaxSAT instance and
l a literal of φ, we have

Lemma 1. Let l be a failed literal in φ (i.e., UP(φ∧ l) derives an empty clause), and let
Sl be the set of clauses used to derive the contradiction in UP(φ ∧ l). If Sl contains the
cycle structure l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3, then l1 was set to true in the unit propagation.

Proof. Except the empty clause, every clause in Sl becomes unit when it is used for
propagation, meaning that every clause in Sl is satisfied by at most one literal in the unit
propagation. If l1 was set to false in the propagation, then at least one of the three clauses
l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3 would be satisfied by two literals and could not belong to Sl. So,
l1 was set to true in the unit propagation. �

Lemma 2. If l is a failed literal, and Sl contains the cycle structure l̄1∨l2, l̄1∨l3, l̄2∨l̄3,
then l1 was assigned a truth value before l2 and l3 in UP(φ ∧ l).

Proof. Except the empty clause, every clause in Sl was unit when it was satisfied in the
unit propagation. We assume that l2 was assigned a truth value before l1 and show that
this is impossible. If l2 was assigned true, clause l̄1∨ l2 would be satisfied without being
unit; if l2 was assigned false, then l3 would be assigned true before l2 was assigned false,
since otherwise clause l̄2∨ l̄3 would be satisfied before being unit. But in the latter case,
clause l̄1 ∨ l3 would be satisfied without being unit. �

Lemma 2 also means that if Sl contains a cycle structure, then the cycle structure must
be the last three binary clauses in the implication graph detecting Sl, which makes the
identification of the cycle structure in Sl fast and easy.

Proposition 1. Let l be a failed literal in φ (i.e., UP(φ∧l) derives an empty clause), and
let Sl be the set of clauses used to derive the contradiction in UP(φ ∧ l). If Sl contains
the cycle structure l̄1∨ l2, l̄1∨ l3, l̄2∨ l̄3, and S′

l is Sl after applying MaxSAT resolution
to the cycle structure, then S′

l – {l1 ∨ l̄2 ∨ l̄3, l̄1 ∨ l2 ∨ l3} is inconsistent.
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Proof. By Lemma 1 and Lemma 2, l1 was assigned true in UP(φ ∧ l) independently
of the three clauses l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3, which are replaced with {l̄1, l1 ∨ l̄2 ∨ l̄3,
l̄1∨ l2∨ l3} in S′

l . So, unit propagation in S′
l – {l1∨ l̄2∨ l̄3, l̄1∨ l2∨ l3} derives an empty

clause from the unit clause l̄1. �
Proposition 1 means that, if both l and l̄ are failed literals, and Sl contains the cycle
structure l̄1 ∨ l2, l̄1 ∨ l3, l̄2 ∨ l̄3, we can apply MaxSAT resolution in φ (replacing these
three binary clauses with one unit clause l̄1 and two ternary clauses l1 ∨ l̄2 ∨ l̄3 and
l̄1 ∨ l2 ∨ l3) to obtain S′

l , and then transform the inconsistent subformula S′
l∪Sl̄ – {l,

l̄} into a smaller inconsistent subformula S′
l∪Sl̄ – {l, l̄, l1 ∨ l̄2 ∨ l̄3, l̄1 ∨ l2 ∨ l3} of φ.

So, apart from incrementing the underestimation by 1, this transformation liberates two
ternary clauses from S′

l∪Sl̄ – {l, l̄} that can be used to derive other disjoint inconsistent
subformulas, allowing to obtain better LBs.

In Example 1, Sx̄1∪Sx1 – {x̄1, x1} is equal to

{x1 ∨ x2, x̄2 ∨ x3, x̄2 ∨ x4, x̄3 ∨ x̄4, x̄1 ∨ x5, x̄5 ∨ x6, x̄1 ∨ x7, x̄6 ∨ x̄7}

which is transformed by applying MaxSAT resolution to the cycle structure x̄2∨x3, x̄2∨
x4, x̄3 ∨ x̄4 into a smaller inconsistent subformula

{x1 ∨ x2, x̄2, x̄1 ∨ x5, x̄5 ∨ x6, x̄1 ∨ x7, x̄6 ∨ x̄7}

So, after incrementing the underestimation by 1, we have two additional ternary clauses
(x2 ∨ x̄3 ∨ x̄4 and x̄2 ∨ x3 ∨ x4) liberated from the cycle structure which can be used
to detect further inconsistent subformulas.

The benefit of applying MaxSAT resolution to a cycle structure not contained in an
inconsistent subformula is not so clear. The next example suggests that this application
may lead to a worse LB.

Example 2. Assume that a MaxSAT instance φ contains

x1 ∨ x̄2, x1 ∨ x̄3, x2 ∨ x3, x2 ∨ x6, x3 ∨ x̄6,
x̄1 ∨ x7, x̄1 ∨ x8, x̄7 ∨ x9, x̄8 ∨ x̄9,
x̄4, x4 ∨ x̄2, x̄3 ∨ x5, x̄5

Without activating the inference component, unit propagation detects an inconsistent
subformula

{x2 ∨ x3, x̄4, x4 ∨ x̄2, x̄3 ∨ x5, x̄5}
Then, after removing this subformula from φ, failed literal detection on x1 (i.e., unit
propagation in φ∧x̄1 and in φ∧x1 respectively) finds the second inconsistent subformula

{x1 ∨ x̄2, x1 ∨ x̄3, x2 ∨ x6, x3 ∨ x̄6, x̄1 ∨ x7, x̄1 ∨ x8, x̄7 ∨ x9, x̄8 ∨ x̄9}

Note that the first three clauses of φ form a cycle structure but do not belong to a same
inconsistent subformula detected using unit propagation or failed literal detection. If
MaxSAT resolution is applied to the cycle structure, φ becomes

x1, x̄1 ∨ x2 ∨ x3, x1 ∨ x̄2 ∨ x̄3, x2 ∨ x6, x3 ∨ x̄6,
x̄1 ∨ x7, x̄1 ∨ x8, x̄7 ∨ x9, x̄8 ∨ x̄9,
x̄4, x4 ∨ x̄2, x̄3 ∨ x5, x̄5.
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Once unit propagation detects the inconsistent subformula

{x1, x̄1 ∨ x2 ∨ x3, x̄4, x4 ∨ x̄2, x̄3 ∨ x5, x̄5}

φ becomes (after removing the inconsistent subformula)

{x1 ∨ x̄2 ∨ x̄3, x2 ∨ x6, x3 ∨ x̄6, x̄1 ∨ x7, x̄1 ∨ x8, x̄7 ∨ x9, x̄8 ∨ x̄9}

and is consistent. So, only one inconsistent subformula is detected when MaxSAT
resolution is applied to the cycle structure, making the LB worse.

5 Heuristics for Applying MaxSAT Resolution in Cycle Structures

From the previous analysis, we observe that it is better to apply MaxSAT resolution
to cycle structures contained in an inconsistent subformula in order to transform the in-
consistent subformula and liberate two ternary clauses from the subformula. In practice,
when we identify a cycle structure at a node of the search tree, we distinguish three cases:

1. The cycle structure is contained in an inconsistent subformula.
2. The cycle structure is not contained in an inconsistent subformula at the current

node, but probably belongs to an inconsistent subformula in the subtree below the
current node.

3. The cycle structure is not contained in an inconsistent subformula at the current node
and probably will not belong to an inconsistent subformula in the subtree.

We define a heuristic that applies MaxSAT resolution in the first two cases. As we will
see, the benefit of applying MaxSAT resolution in the second case is twofold: two ternary
clauses are liberated in advance, and the probable inconsistent subformula containing the
cycle structure will be easier and faster to detect in the subtree with the application of
MaxSAT resolution. This heuristic is implemented in Algorithm 1., where occ2(l) is the
number of occurrences of literal l in the binary clauses of φ.

Between the two literals of a variable x that have reasonable probability to be failed
(since their satisfaction results in at least two new unit clauses), Algorithm 1. detects first
the literal l with more occurrences in binary clauses. Note that l has a smaller probability
of being failed than l̄ since its satisfaction produces fewer new unit clauses than the
satisfaction of l̄.

If l is a failed literal and Sl contains a cycle structure, the cycle structure is re-
placed to obtain S′

l before detecting l̄. If l̄ also is a failed literal, the inconsistent sub-
formula S′

l∪Sl̄ – {l, l̄} is transformed into a smaller inconsistent subformula to liberate
two ternary clauses. If l̄ is not a failed literal in the current node, failed literal detection
does not detect an inconsistent subformula containing the cycle structure of Sl, but Sl

is now smaller thanks to MaxSAT resolution because it becomes now S′
l – {l1 ∨ l̄2 ∨ l̄3,

l̄1 ∨ l2 ∨ l3} by Proposition 1, and it will be easier to re-detect in the subtree. Note that
l̄ has reasonable probability to be a failed literal in the subtree, i.e., the cycle structure
in the original Sl has reasonable probability to be contained in an inconsistent subfor-
mula in the subtree. As soon as l̄ fails in the subtree, Algorithm 1. will detect the smaller
inconsistent subformula Sl∪Sl̄ – {l, l̄} with smaller cost (recall Sl is now smaller).
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Algorithm 1. flAndCycle(φ, x), combining MaxSAT resolution to cycle structures and
failed literal detection

Input: A MaxSAT instance φ, and a variable x such that occ2(x)≥ 2 and occ2(x̄)≥ 2
Output: φ in which MaxSAT resolution is possibly applied to a cycle structure, and an underes-

timation
begin1

if occ2(x)>occ2(x̄) then l←−x; else l←−x̄;2

underestimation ←− 0;
if UP(φ ∧ l) derives a contradiction then

if Sl contains a cycle structure, replace the cycle structure with one unit clause and two3

ternary clauses;
if UP(φ ∧ l̄) derives a contradiction then

if Sl̄ contains a cycle structure, replace the cycle structure with one unit clause and4

two ternary clauses;
underestimation ←− 1;

return new φ and underestimation5

end6

On the contrary, if l is not a failed literal, Algorithm 1. does not detect an inconsistent
subformula, l̄ is not detected and no inference is applied to Sl̄ even if l̄ is a failed literal,
avoiding the application of MaxSAT resolution to a cycle structure not contained in an
inconsistent subformula.

With the aim of evaluating the impact of Algorithm 1. in the performance of MaxSatz,
we define the following variants of solvers:

– MaxSatz: It is a Weighted Partial MaxSAT solver developed by J. Argelich, C.M. Li
and F. Manyà [1]. MaxSatz participated in the 2008 MaxSAT Evaluation, and in-
corporates all the MaxSatz inference rules, and failed literal detection, besides UP,
in the underestimation component. MaxSatz applies MaxSAT resolution to cycles
structures in a limited way using Rule 3 and Rule 4.

– MaxSatzc: It is a variant of MaxSatz in which failed literal detection is combined
with the heuristic application of MaxSAT resolution to cycle structures. For every
variable x such that occ2(x)≥ 2 and occ2(x̄)≥ 2, failed literal detection is replaced
with Algorithm 1.. For the rest of variables, it is applied as in MaxSatz.

– MaxSatzp
c : It is a variant of MaxSatzc in which MaxSAT resolution is applied to all

the cycle structures appearing at the root node, and is applied as in MaxSatzc to the
cycle structures appearing in the rest of nodes. In other words, MaxSAT resolution
is exhaustively applied to cycle structures as a preprocessing. Notice that this pre-
processing has no effect on problems not containing cycle structures in the input
formula (e.g., Max-3SAT). In this case, MaxSatzp

c is just MaxSatzc. Although all
cycle structures at the root node are replaced, new cycle structures can be created in
the rest of nodes. Cycle structures may appear because (i) non-binary clauses may
become binary clauses during the search, and (ii) Rule 1, Rule 2, Rule 3, and Rule 4
applied in UP, before failed literal detection, may transform binary clauses and add
ternary clauses.



Exploiting Cycle Structures in Max-SAT 475

– MaxSatzp: It is a variant of MaxSatz in which MaxSAT resolution is applied to all
the cycle structures appearing at the root node, and in the rest of nodes, it is just
MaxSatz.

– MaxSatzc∗ : It is a variant of MaxSatz in which MaxSAT resolution is applied ex-
haustively to all cycle structures at each node after applying UP and inference rules
(Rule 1, Rule 2, Rule 3, and Rule 4), and before applying failed literal detection.
The application is exhaustive because no subset of binary clauses matching a cycle
structure remains in the current instance.

MaxSatzc∗ is related to Max-DPLL when replacing every cycle structure with one
unit clause and two ternary clauses. MaxSatzc extends MaxSatz and MiniMaxSat in
that MaxSatzc additionally applies MaxSAT resolution to cycle structures contained in
an inconsistent subformula detected using failed literal detection. Moreover, differently
from MiniMaxSat, MaxSatzc replaces these cycle structures no matter if the refutation
has arity less than 4 or not.

Recall that a weighted clause (C, w1+w2) is equivalent to two weighted clauses (C,
w1) and (C, w2). The difference between MaxSatzc and MaxSatzc∗ should be bigger for
Weighted MaxSAT than for unweighted MaxSAT. For example, if a weighted formula
contains a cycle structure (l̄1∨ l2, 3), (l̄1∨ l3, 4), (l̄2∨ l̄3, 5), MaxSatzc∗ replaces entirely
this cycle structure with (l̄1, 3), (l1 ∨ l̄2 ∨ l̄3, 3), (l̄1 ∨ l2 ∨ l3, 3), and leaves two clauses
(l̄1 ∨ l3, 1), (l̄2 ∨ l̄3, 2) in the formula. On the contrary, MaxSatzc only replaces the part
of this cycle structure contained in an inconsistent subformula. If the minimum clause
weight in the inconsistent subformula is 2, MaxSatzc replaces this cycle structure with
(l̄1, 2), (l1∨ l̄2∨ l̄3, 2), (l̄1∨l2∨l3, 2), and leaves the cycle structure (l̄1∨l2, 1), (l̄1∨l3, 2),
(l̄2∨ l̄3, 3) in the formula, which is different from the unweighted case where MaxSatzc

never partly replaces a cycle structure.

6 Experimental Results and Analysis

We conducted experiments to compare the performance of the different versions of
MaxSatz described in the previous section (MaxSatz, MaxSatzc, MaxSatzp

c , MaxSatzp,
and MaxSatzc∗).

As benchmarks for Weighted MaxSAT, we considered random weighted Max-2SAT,
random weighted Max-3SAT, and random weighted Max-CUT instances, and all the
crafted instances of the 2008 MaxSAT Evaluation (the evaluation did not include indus-
trial instances for Weighted MaxSAT). As benchmarks for Partial MaxSAT, we con-
sidered random partial Max-2SAT and random partial Max-3SAT instances, and all
the industrial and crafted instances of the 2008 MaxSAT Evaluation. We did not solve
the random instances of the Weighted MaxSAT and Partial MaxSAT categories of the
2008 MaxSAT Evaluation because they are easily solved with the different versions
of MaxSatz. We selected instances which are harder and allow to analyze the scaling
behavior of the solvers.

We do not include the experimental results with other solvers in this section for three
reasons: (i) the purpose of the experiments is to show the effectiveness of the heuristic
replacement of cycles structures given in Algorithm 1., while keeping other things equal
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in a solver; (ii) for randomly generated (weighted or partial) instances, other solvers are
too slow to be displayed in the figures; (iii) for crafted and industrial instances of the
2008 MaxSAT Evaluation, the performance of other solvers can be checked in the web
page of the evaluation (http://www.maxsat.udl.cat/08/).

Experiments were performed on a MacPro with two 2.8GHz Quad-Core Intel Xeon
processors and 4Gb of RAM. For every instance, besides the run time, we compute the
total number k of cycle structures replaced by applying MaxSAT resolution (in addition
to Rule 3 and Rule 4), and divide k by the search tree size t. The ratio k/t roughly indi-
cates the average number of cycle structures replaced (in addition to the applications of
Rule 3 and Rule 4) at a search tree node. For the 2008 MaxSAT Evaluation instances,
we set a cutoff of 30 minutes. These instances generally include no or very few cycle
structures in their initial formulas, so that the preprocessing is not significant. We do not
include MaxSatzp

c and MaxSatzp in the comparison for them for the sake of clarity.
The experimental results for Weighted MaxSAT are shown in Figure 1, Figure 2,

Figure 3, and Table 1. Figure 1 shows the mean time (left plot) and the mean ratio k/t
(right plot) to solve sets of 100 randomly generated Weighted Max-2SAT instances with
100 variables and an increasing number of clauses. MaxSatz is not included in the right
plot, because cycle structures replaced by Rule 3 and Rule 4 are not counted in k, so that
k is always 0 for MaxSatz. We observe a clear advantage of MaxSatzc and MaxSatzp

c ,
which are up to one order of magnitude better than MaxSatz and MaxSatzc∗ . The search
tree size (not shown for lack of space) follows the same ordering. It can be observed that,
it suffices to replace three or four cycle structures contained in an inconsistent subfor-
mula at a search tree node to obtain an important gain, and the gain grows with the
number of cycle structures replaced. However, if the cycle structures not contained in
an inconsistent subformula are also replaced as in MaxSatzc∗ , the LB becomes substan-
tially worse and the search tree larger, and the more replacements there are, the worse
the LB.
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Fig. 1. Weighted Max-2SAT instances

Figure 2 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve
sets of 100 randomly generated Weighted Max-3SAT instance with 60 variables and
an increasing number of clauses. Since weighted Max-3SAT instances do not include
cycle structures, the preprocessing has no effect. Therefore, Figure 2 does not include
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MaxSatzp
c and MaxSatzp. We observe that MaxSatzc is clearly better than the rest of

solvers. Note that all cycle structures are dynamically created during search.
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Figure 3 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve
sets of 100 random Weighted Max-CUT instances generated from random graphs of
100 nodes and an increasing number of edges. MaxSatzc∗ is better than MaxSatz be-
cause a cycle structure easily belongs to an inconsistent subformula due to the special
structure of the Max-CUT problem. Nevertheless the heuristic application of MaxSAT
resolution to cycle structures contained in an inconsistent subformula makes MaxSatzc

significantly better than MaxSatzc∗ .
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Fig. 3. Weighted Max-CUT instances

Table 1 contains the results for the crafted instances of the Weighted Max-SAT cat-
egory of the 2008 MaxSAT Evaluation. For each group of instances, we display the
number of instances I in the group, and for each solver, the number of instances solved
within the cutoff of 30 minutes (in brackets) and the mean time in seconds to solve these
solved instances. MaxSatzc is the best performing solver, which solves 4 instances more
than MaxSatz and 2 instances more than Maxsatzc∗ .
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Table 1. Crafted instances of the Weighted Max-SAT category of the 2008 MaxSAT Evaluation

Instance set I MaxSatz MaxSatzc MaxSatzc∗

KeXu 15 14.97(10) 13.85(10) 25.28(10)
RAMSEY 48 25.45(36) 10.93(36) 14.80(36)

WMAXCUT-DIMACS-MOD 62 54.22(55) 90.95(57) 89.34(55)
WMAXCUT-RANDOM 40 10.22(40) 3.54(40) 5.38(40)

WMAXCUT-SPINGLASS 5 301.83(2) 31.23(4) 35.60(4)
All instances 170 143 147 145

The experimental results for Partial MaxSAT are shown in Figure 4, Figure 5, Ta-
ble 2, and Table 3. Figure 4 shows the mean time (left plot) and the mean ratio k/t (right
plot) to solve sets of 100 randomly generated partial Max-2SAT instance with 150 vari-
ables, 150 hard clauses as in the 2008 MaxSAT evaluation, and an increasing number
of soft clauses. For these large instances, MaxSatzc outperforms the rest of solvers, and
MaxSatzc∗ is by far the worst.

 100

 200

 300

 400

 500

 600

 700

 3500  4000  4500  5000  5500  6000  6500  7000

tim
e 

(in
 s

ec
on

ds
)

number of clauses

Partial-Max-2SAT - 150 variables

MaxSatzc*

MaxSatz

MaxSatzp

MaxSatzp
c

MaxSatzc

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 10

 3500  4000  4500  5000  5500  6000  6500  7000#a
dd

iti
on

al
 c

yc
le

 s
tr

uc
tu

re
s 

re
pl

ac
ed

 p
er

 n
od

e 
(k

/t)

number of clauses

Partial-Max-2SAT - 150 variables

MaxSatzc*

MaxSatzp
c

MaxSatzc

MaxSatzp

Fig. 4. Partial Max-2SAT instances

Figure 5 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve
sets of 100 randomly generated partial Max-3SAT instance with 80 variables, 80 hard
clauses, and an increasing number of soft clauses. Note that there are very few cy-
cle structures replaced at a search tree node, but the gain of MaxSatzc and the loss of
MaxSatzc∗ are very significant.

Table 2 contains the results for the industrial instances of the Partial Max-SAT cate-
gory of the 2008 MaxSAT Evaluation. MaxSatzc solves 25 instances more than MaxSatz,
and 40 instances more than MaxSatzc∗ . Table 3 contains the results for the crafted in-
stances of the Partial Max-SAT category of the 2008 MaxSAT Evaluation. MaxSatzc

solves 7 instances more than MaxSatzc∗ . There are very few cycle structures contained
in an inconsistent subformula during search for these instances. Their exploitation still
makes MaxSatzc the best performing solver in general.
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Fig. 5. Partial Max-3SAT instances

Table 2. Industrial instances of the Partial Max-SAT category of the 2008 MaxSAT Evaluation

Instance set I MaxSatz MaxSatzc MaxSatzc∗

bcp-fir 59 8.91(7) 5.03(7) 8.16(7)
bcp-hipp-yRa1 1183 73.18(734) 70.81(744) 77.01(721)

bcp-msp 148 40.53(94) 17.86(94) 22.41(94)
bcp-mtg 215 33.07(144) 96.25(157) 95.41(154)
bcp-syn 74 97.41(22) 104.68(22) 82.67(21)

pbo-mqc-nencdr 128 514.05(77) 436.91(76) 475.17(64)
pbo-mqc-nlogencdr 128 323.57(104) 270.38(107) 333.04(106)

pbo-routing 15 61.43(5) 3.13(5) 5.22(5)
All instances 1950 1187 1212 1172

Table 3. Crafted instances of the Partial Max-SAT category of the 2008 MaxSAT Evaluation

Instance set I MaxSatz MaxSatzc MaxSatzc∗

MAXCLIQUE-RANDOM 96 75.67(83) 68.17(83) 48.68(80)
MAXCLIQUE-STRUCTURED 62 164.70(25) 138.90(25) 149.25(22)

MAXONE-3SAT 80 139.09(78) 148.70(78) 204.47(77)
MAXONE-STRUCTURED 60 80.63(58) 75.36(58) 96.41(58)

All instances 298 244 244 237

7 Conclusions

We have studied why and when is useful to apply MaxSAT resolution to cycle structures
in MaxSAT LB computation. We found that the exhaustive application of MaxSAT reso-
lution is not so effective in general, and that MaxSAT resolution is effective if it is applied
to cycle structures contained in an inconsistent subformula detected using unit propa-
gation or failed literal detection. The benefit is twofold: (i) the inconsistent subformula
can be transformed into a smaller one to liberate two ternary clauses for detecting other
inconsistent subformulas, (ii) the smaller inconsistent subformula is easier and faster
to detect or re-detect in subtrees. Experimental results suggest that the solver becomes
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much slower when MaxSAT resolution is applied to cycle structures not contained in an
inconsistent subformula.

We defined a heuristic that guides the applications of MaxSAT resolution to cycle
structures. The implementation of this heuristic provides empirical evidence that it is
very effective on many hard instances of Weighted MaxSAT and Partial MaxSAT, inde-
pendently if they are random, crafted or industrial, as soon as few inconsistent subfor-
mulas contain a cycle structure.

In the future, we will study the exploitation of other structures in MaxSAT instances.
It is remarkable that a relevant exploitation of few structures at a search tree node can
result in a substantial speed-up in the solving of a MaxSAT problem.
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Abstract. Recent work has shown the value of using unsatisfiable cores
to guide maximum satisfiability algorithms (Max-SAT) running on
industrial instances [5,9,10,11]. We take this concept and generalize it,
applying it to the problem of finding minimal correction sets (MCSes),
which themselves are generalizations of Max-SAT solutions. With the
technique’s success in Max-SAT for industrial instances, our development
of a generalized approach is motivated by the industrial applications of
MCSes in circuit debugging [12] and as a precursor to computing mini-
mal unsatisfiable subsets (MUSes) in a hardware verification system [1].
Though the application of the technique to finding MCSes is straightfor-
ward, its correctness and completeness are not, and we prove both for
our algorithm. Our empirical results show that our modified MCS algo-
rithm performs better, often by orders of magnitude, than the existing
algorithm, even in cases where the use of cores has a negative impact on
the performance of Max-SAT algorithms.

1 Introduction

In the field of constraint processing, and particularly within the domain of
Boolean Satisfiability (SAT), the analysis of infeasible constraint systems has
become increasingly important. Following the impressive advancements in the
performance of SAT solvers in the past decade, which enable fast answers about
the satisfiability of industrially relevant instances, researchers have begun to
look at analyses beyond the “unsatisfiable” result returned for overconstrained
instances. The work is spurred not only by academic interest but also by novel
industrial applications of these analyses. In this paper, we take one of the re-
cent advances in analyzing infeasible instances, namely unsatisfiable-core-guided
maximum satisfiability (core-guided Max-SAT), and generalize it to solve a re-
lated analysis with direct industrial applications: the identification of minimal
correction sets (MCSes).

The concept of core-guided Max-SAT was first developed by Fu & Malik [5]
and later enhanced and optimized by Marques-Silva and others [9,10,11]; the
algorithms and differences in their approaches are detailed in Section 3. The
technique relies on and exploits one of the relationships between satisfiable and
unsatisfiable subsets of infeasible systems that have been explored in depth in [3]
and [6,7]. Briefly, an unsatisfiable instance will contain one or more unsatisfiable
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cores. No satisfiable subset of such an instance can contain any complete cores;
therefore, any Max-SAT solution must must leave unsatisfied at least one clause
from every core. The core-guided Max-SAT approach thus identifies unsatisfiable
cores of an instance and only considers clauses within those cores as potential
“removals,” limiting the search space dramatically.

The use of unsatisfiable cores in solving Max-SAT yields drastically different
performance than other current Max-SAT techniques, which are generally based
on branch-and-bound. In the 2008 Max-SAT Evaluation [2], core-guided Max-
SAT algorithms performed extremely well in the industrial Max-SAT category
(one solving 72 of 112 instances within the timeout, when other approaches
solved 0-3 and, in one case, 10 instances within the timeout), while performing
among the bottom of the pack on random and crafted instances.

The industrial Max-SAT instances in the Max-SAT Evaluation are in fact
produced by the circuit debugging system in [12], in which the desired result
is actually MCSes of the CNF instances. In that work, an algorithm simply
called MCSes [7] is used as a preprocessing step, identifying approximations
of MCSes which are then used to boost a complete SAT-based search. In this
work, motivated by the success of core-guided Max-SAT on these instances,
we generalize the core-guided Max-SAT approach to apply it to the problem of
finding MCSes of CNF instances. Our new algorithm, MCSes-U, is described and
its correctness proven in Section 4, and we present experimental results showing
its improvement over MCSes in Section 5.

2 Preliminaries

Boolean satisfiability (SAT) is a problem domain involving Boolean formulas
in conjunctive normal form (CNF). Formally, a CNF formula ϕ is defined as
follows:

ϕ =
∧

i=1...n

Ci Ci =
∨

j=1...ki

aij

where each literal aij is either a positive or negative instance of some Boolean
variable (e.g., x3 or ¬x3, where the domain of x3 is {0, 1}), the value ki is the
number of literals in the clause Ci (a disjunction of literals), and n is the number
of clauses in the formula. In more general terms, each clause is a constraint of
the constraint system ϕ. We will often treat CNF formulas as sets of clauses
(clause sets), so equivalently: ϕ =

⋃
i=1...n Ci.

A CNF instance is said to be satisfiable if there exists some assignment to its
variables that makes the formula evaluate to 1 or TRUE; otherwise, it is unsat-
isfiable. We will use the following unsatisfiable CNF instance ϕ as an example.

ϕ = (a)(¬a)(¬a ∨ b)(¬b)

Maximum Satisfiability (Max-SAT) is the problem of, given an unsatisfiable
CNF formula, identifying a satisfiable subset of its clauses with maximum cardi-
nality. Alternatively, we can say it is the problem of finding an assignment of the
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formula’s variables that satisfies a maximum cardinality subset of the clauses.
The example formula ϕ has a single Max-SAT solution: {(¬a), (¬a ∨ b), (¬b)}
are satisfied by a = F, b = F.

Minimal Correction Sets (MCSes) can be understood as generalizations of Max-
SAT solutions. Given any Max-SAT solution in the form of a satisfiable subset
of clauses, we can look at those clauses left unsatisfied as a correction set (CS),
because removing them from the formula corrects it, making it satisfiable. Due
to the maximum cardinality of a Max-SAT solution, its corresponding correction
set has minimum cardinality; no smaller correction sets exist. We generalize this
to the concept of minimal correction sets: An MCS is a correction set such
that all of its proper subsets are not correction sets. MCSes are minimal, or
irreducible, but not necessarily minimum. Every Max-SAT solution indicates
an MCS, but there can be more MCSes than those that are complements of a
Max-SAT solution. The clause (a), not satisfied in ϕ’s Max-SAT solution, is an
MCS, as are {(¬a), (¬a ∨ b)} and {(¬a), (¬b)}.

Unsatisfiable Cores / MUSes: Given an unsatisfiable CNF formula, an unsat-
isfiable core of the formula is any subset of its clauses that is unsatisfiable. A
Minimal Unsatisfiable Subset (MUS) is then an unsatisfiable core that is mini-
mal in the same sense that an MCS is minimal: every proper subset of an MUS
is satisfiable. MUSes are thus minimal/irreducible, but, again, not necessarily
minimum. There are two MUSes in ϕ: {(a), (¬a)} and {(a), (¬a ∨ b), (¬b)}.

Resolution Proofs: In the process of solving unsatisfiable instances, some SAT
solvers produce resolution proofs (or resolution refutations), directed acyclic
graphs containing the resolution steps used to prove unsatisfiability. As a solver
progresses, it learns new clauses arising from applying resolution to combinations
of existing clauses (e.g., (x2 ∨ x5) ∧ (¬x5 ∨ x7) → (x2 ∨ x7)), and the “parent”
clauses of each new clause can be stored in a graph structure. With this struc-
ture, the provenance of any learned clause can be traced back to a subset of the
original clauses from which the learned clause can be derived. When a solver
“learns” the empty clause, the instance must be unsatisfiable, and tracing the
empty clause’s parents back to the original clauses identifies an unsatisfiable
core of the instance [17] (the identified core must be unsatisfiable because those
clauses can be used to derive the empty clause).

AtMost Constraints are a type of counting or cardinality constraint. Given a
set of n literals {l1, l2, . . . , ln} and a positive integer k, s.t. k < n, an AtMost
constraint is defined as

AtMost({l1, l2, . . . , ln}, k) ≡
n∑

i=1

val(li) ≤ k

where val(li) is 1 if li is assigned TRUE and 0 otherwise. This constraint places
an upper bound on the number of literals in the set assigned TRUE.
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Clause-Selector Variables can be used to augment a CNF formula in such a
way that standard SAT solvers can manipulate and, in effect, reason about the
formula’s clauses without any modification to the solver itself.

Every clause Ci in a CNF formula ϕ is augmented with a negated clause-
selector variable yi to give C′

i = (¬yi ∨ Ci) in a new formula ϕ′. Notice that
each C′

i is an implication, C′
i = (yi → Ci). Assigning a particular yi the value

TRUE implies the original clause, essentially enabling it. Conversely, assigning
yi FALSE has the effect of disabling or removing Ci from the set of constraints,
as the augmented clause C′

i is satisfied by the assignment to yi. This change
gives a SAT solver the ability to enable and disable constraints as part of its
normal search, checking the satisfiability of different subsets of constraints within
a single backtracking search tree.

3 Use of Cores in Max-SAT

As described in Section 1, unsatisfiable cores can be used to guide Max-SAT
algorithms by limiting the number of clauses they must consider for “removal”
or leaving unsatisfied. Researchers have developed a number of algorithms ex-
ploiting this, all using the inexpensive resolution proof method for generating
unsatisfiable cores.

Fu & Malik first introduced the idea of using unsatisfiable cores to assist
in solving Max-SAT in [5]. They described an algorithm based on “diagnosis”
that repeatedly finds a core by the resolution proof method, adds clause-selector
variables to the clauses in that core, places a one-hot constraint on those clause-
selector variables, and searches for a satisfying solution to the modified prob-
lem. Essentially, the algorithm identifies a core in each iteration that must be
neutralized (by the removal of a clause) in any Max-SAT solution.

Marques-Silva, Planes, and Manquinho [9,10,11] improved upon Fu & Malik’s
algorithm, which they dubbed MSU1, with several refinements and optimiza-
tions. In [10] and [11], Marques-Silva and Planes introduce algorithms MSU1.1,
MSU3, and MSU41. The MSU1.1 algorithm is a variant of MSU1 with three im-
portant modifications. First, it uses a better encoding for the one-hot constraints,
namely a BDD representation of a counter converted to CNF with several
optimizations. Second, MSU1.1 exploits the authors’ observation that the one-
hot constraints can actually be AtMost(1) constraints, because the identified
cores are unsatisfiable if no clauses are removed. Third, an AtMost(1) constraint
is placed on the clause-selector variables for each clause that has more than one.

The authors also describe MSU3, which avoids some of the size explosion of
the additional variables and clauses created by MSU1 by using a single clause-
selector variable per clause and a single AtMost constraint over all of them. In
[11], the authors further introduce MSU4, essentially a modification of MSU3
that exploits relationships between unsatisfiable cores and bounds on Max-SAT
solutions. Finally, Marques-Silva and Manquinho introduce MSU1.2 and MSU2
1 We have adopted the algorithm naming from the most recent paper [9], which is

slightly changed from earlier papers.
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in [9]. MSU1.2 improves on MSU1.1 using a bitwise encoding, with a logarithmic
number of auxiliary variables, for each cardinality constraint, and MSU2 takes
that a step further, employing a bitwise one-hot encoding on the clause-selector
variables themselves.

Table 1. Comparison of all MSU* algorithms

Algorithm Cardinality Constraints Cardinality Encoding
MSU1 Per-core One-Hot Adder tree
MSU1.1 Per-core AtMost BDD to CNF
MSU1.2 Per-core AtMost Bitwise on variables
MSU2 Per-core One-Hot Bitwise on clauses
MSU3 Single AtMost BDD to CNF
MSU4-v1 Single AtMost BDD to CNF
MSU4-v2 Single AtMost Sorting networks

A parallel development of the concept of using unsatisfiable cores for Max-
SAT was done in the domain of logic circuit debugging/diagnosis by Sülflow, et
al. [15]. Without explicitly noting the connection to Max-SAT, they developed
a new SAT-based debugging framework that exploits unsatisfiable core extrac-
tion. Though the terminology is different and the theories and algorithms are
often described in terms of gates instead of constraints or clauses, SAT-based
debugging is essentially the process of solving Max-SAT for circuit-derived CNF
instances [12].

The primary difference between the work of Sülflow, et al. and the MSU*
algorithms is that the debugging framework produces all Max-SAT results
(equivalent to finding all minimum-cardinality MCSes) by an iterative solving
procedure. Their use of cores is closest to MSU3, with a single cardinality con-
straint covering all identified cores; however, non-overlapping cores are given
separate cardinality constraints, as this limits the size of the search space with
little overhead. They do mention alternative approaches for producing cardi-
nality constraints, including one which creates a separate constraint for every
intersection of any subset of the cores, but they dismiss these as not outperform-
ing their chosen approach in most of their experiments.

4 Using Cores to Find MCSes

Our algorithm is a synthesis of 1) the MCSes algorithm for finding all MCSes of
an infeasible constraint system from [7] and 2) the application of unsatisfiable
cores to the Max-SAT problem as first shown by Fu & Malik [5] and refined by
Marques-Silva, et al. [9,10,11]. Because finding MCSes is a generalization of the
Max-SAT problem (cf. Section 2), this combination is a natural one. In fact, the
MCSes algorithm is very similar to the MSU3 algorithm described in [10].
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MCSes-U(ϕ)

1. k ← 1 � iteration counter

2. MCSes ← ∅ � growing set of results

3. Corek ← Core(ϕ) � any unsatisfiable core (preferably small) of ϕ

4. while (InstrumentAll(ϕ) + Blocking(MCSes)) is satisfiable

� clauses contained in Corek are instrumented with clause-selector variables

5. ϕk ← Instrument(ϕ, Corek) + AtMost(Corek, k)

� AllSAT finds all models of ϕk corresponding to MCSes of size k

6. MCSes ← MCSes + AllSAT(ϕk)

� the Core function projects instrumented clauses onto clauses of ϕ

7. Corek+1 ← Corek + Core(ϕk + Blocking(MCSes))

8. k ← k + 1

9. return MCSes

Fig. 1. The MCSes-U algorithm finds all MCSes of an unsatisfiable formula ϕ using
unsatisfiable cores

Briefly, the overall approach of both MCSes and MSU3 is to instrument clauses
in an unsatisfiable clause set with clause-selector variables, then to use cardi-
nality constraints on those clause-selector variables to search for small subsets
of clauses whose removal leaves the remaining set satisfiable. For Max-SAT, the
goal is to find such a set of the smallest cardinality; finding MCSes requires find-
ing all such sets that are minimal or irreducible. Therefore, it is reasonable to
assume that an approach used to solve Max-SAT, especially one that has been
paired with a basic algorithm so similar to that used for finding MCSes, could
be applied to an algorithm for finding MCSes.

4.1 Algorithm

Figure 1 contains pseudocode for our algorithm, dubbed MCSes-U (the -U signi-
fies its use of unsatisfiable cores). Two persistent variables, k and MCSes, keep
track of the current iteration and the set of results, respectively. In any particu-
lar iteration of the do/while loop, Corek contains the set of clauses that will be
considered for removal, and thus potentially included in an MCS, in that itera-
tion. The input formula is instrumented with clause-selector variables on those
clauses contained within Corek, and an AtMost constraint is added on those
selector variables with the current bound k. The AllSAT function in MCSes-U
behaves exactly like the incremental solving employed in MCSes: find a solution,
record the MCS, block that MCS from future solutions with a blocking clause
formed from its clause-selector variables, and continue until no solutions remain.
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The core extraction in line 7 produces an unsatisfiable core of the combination
of the instrumented formula ϕk with the blocking clauses produced from the set
of MCSes found thus far (ϕk itself is satisfiable). This core is mapped back to
clauses in the original clause set ϕ and added to Corek to make Corek+1 for the
following iteration. The process repeats as long as further MCSes remain, which
can be determined by checking whether there is any way to make ϕ satisfiable
by removing clauses without removing any MCS identified thus far.

For comparison purposes, consider that the previous algorithm MCSes is
equivalent to MCSes-U under the condition that Core always returns the com-
plete set of clauses in ϕ. In this situation, the entire formula will be instrumented
with clause-selector variables in each iteration, and the AtMost bound will al-
ways apply to all of the clause-selector variables as well. The primary difference
between MCSes and MCSes-U is that here we are using unsatisfiable cores to
identify subsets of the clause set in which we know the MCSes must be found,
or, conversely, we determine subsets that we know must not contain any MCSes.
In the following subsection, we prove that this use of unsatisfiable cores is correct.

4.2 Completeness/Correctness Proof

Fu and Malik proved that their use of unsatisfiable cores in Max-SAT is correct
in [5]; however, that proof does not carry over to our algorithm other than to
prove that the first result returned will be a Max-SAT solution. We must further
prove both 1) that every result returned by MCSes-U is an MCS (correctness)
and 2) that all MCSes are found by the algorithm (completeness). These two
points are interrelated:

Theorem 1. Given an unsatisfiable clause set ϕ and a positive integer k:
If all MCSes of ϕ of size less than k are found, then every result of size k

returned by MCSes-U(ϕ) is an MCS of ϕ.

This is stated without a formal proof, but it follows from the correctness of
the underlying algorithm for finding MCSes, described fully in [7], that we have
adapted in this work. Briefly, the algorithm finds MCSes in increasing order of
size; as every MCS of a size less than k is found, it is blocked from future solu-
tions, and any correction set of size k that is found then must be minimal. With
this theorem, we see that the algorithm’s correctness hinges on its completeness.
We shall prove that MCSes-U is complete in the following.

We wish to prove that the algorithm produces all MCSes of an instance.
We will presuppose the completeness of the base algorithm as described in [7]
and focus on the effect of our use of unsatisfiable cores. The base algorithm is
equivalent to that presented in Figure 1 if we take Corek to be the complete
formula ϕ in every iteration of the while loop (i.e., with no limitation on the
clauses considered for finding MCSes). Therefore, we will prove here that the
MCSes-U algorithm is complete in that it does not miss any MCSes due to
restricting the search for MCSes to the clauses in Corek.

First, we must define a new term, “k-correction,” and present a useful lemma
linking k-corrections to MCSes.
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Definition 1. A k-correction of a set of clauses C is a set of k or fewer clauses
whose removal makes C satisfiable.

Lemma 1. Given an unsatisfiable subset C of a clause set ϕ and an integer k:
If every (k − 1)-correction of C contains some MCS of ϕ, then C contains all
MCSes of ϕ with size k.

(Proofs of this and the following lemmas are included in Appendix A.)
With this lemma, we can prove the completeness of our algorithm by induc-

tion. We wish to prove that the MCSes-U algorithm finds all MCSes of size k in
the kth iteration of its loop. We will first prove by induction that every (k− 1)-
correction of Corek contains an MCS of ϕ. Then, using Lemma 1, we can directly
show that Corek contains all MCSes of size k, for all k. First, we will prove the
base case of the inductive portion of our proof, for k = 1.

Lemma 2. In MCSes-U, every 0-correction of Core1 contains an MCS of ϕ.

With Lemmas 1 and 2, we see that the algorithm is complete for k = 1. Core1
contains all single-clause MCSes of ϕ, and the algorithm produces all MCSes of
size 1. This can be seen from a different perspective by noting that an MCS of
size 1 is a single clause, c, contained in every MUS of a formula, and thus Corek,
which is some unsatisfiable core of ϕ, must contain every MCS of size 1.

With our base case proven in Lemma 2, we now prove the inductive step.

Lemma 3. Given some positive integer k:
In MCSes-U, if every (k − 1)-correction of Corek contains an MCS of ϕ, then
every k-correction of Corek+1 contains an MCS of ϕ.

With these lemmas, we can prove the completeness of MCSes-U in Theorem 2,
which, with Theorem 1, proves that it is correct as well.

Theorem 2. For any positive integer k: the MCSes-U algorithm finds all MCSes
of size k in the kth iteration of its loop.

Proof. By Lemmas 2 and 3, we have that every (k − 1)-correction of Corek

contains an MCS of ϕ, for all k. With Lemma 1, then, Corek contains every
MCS of ϕ of size k for all k. �

5 Experimental Results

Our primary experimental goal was to determine the value of using unsatisfi-
able cores to guide the search for MCSes in practice; specifically, we wished to
compare the performance of MCSes and MCSes-U on industrial instances. In the
course of running these experiments, we noticed an interesting situation in which
using cores was in fact detrimental to the performance of Max-SAT algorithms
but the MCSes-U algorithm still benefited, and we explore this case here as well.
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Experimental Setup: All experiments were run in Linux (Fedora 9) on a 3.0GHz
Intel Core 2 Duo E6850 with 3GB of physical RAM. The MCSes and MCSes-U
algorithms were implemented in C++ using MiniSAT version 1.12b [4], which al-
lows “native” AtMost constraints (instead of CNF encodings thereof). We added
unsatisfiable core extraction to this version of MiniSAT using the resolution-
graph method [17], storing the parents of each learned clause in memory. Binaries
for MSU1.1 and MSU1.2 were supplied by João Marques-Silva.

Benchmark Families: We selected four sets of unsatisfiable industrial CNF bench-
marks for these experiments:

– Diagnosis: These 108 instances, from the Max-SAT 2008 Evaluation [2], are
generated in a process that diagnoses potential error locations in a physical
circuit that is producing incorrect output(s) [12]. In this application, the
MCSes of each instance directly identify the candidate error locations. (The
set used in the Max-SAT Evaluation has 112 instances, and we removed 4
that are satisfiable.)

– Reveal: Reveal is a system for logic circuit verification that operates on
Verilog code with a counterexample-guided abstraction refinement flow [1].
These 62 instances were generated in the abstraction refinement phase of
Reveal when run on three different designs.

– FVP-UNSAT.2.0: 21 instances, used in previous SAT competitions, ob-
tained from [16], and “generated in the formal verification of correct super-
scalar microprocessors.”

– DC: This is a set of 84 instances from an automotive product configuration
domain [13,14] that have previously been shown to have a wide range of
characteristics with respect to each instance’s MCSes and MUSes. They are
of interest mainly because their diversity of results (from small sets found in
less than a second to intractably large sets) exercises algorithms broadly.

The value of using cores is evident when we look at the results for finding
multiple MCSes across all of these instances. Because the complete set of MCSes
can be intractably large, we look at the velocity of finding MCSes: the number
of MCSes found per second until all have been found or until a set timeout (600
seconds, here) has been reached. Many applications do not require the complete
set of MCSes: the diagnosis task in [12] finds MCSes up to a certain cardinality,
and the CAMUS algorithm used in Reveal can use a subset of the MCSes to
find a subset of the MUSes of an instance [7]. Figure 2 compares the velocity
of MCSes (w/o cores) to that of MCSes-U (w/ cores) on these instances. Points
above the diagonal are instances where MCSes-U finds MCSes more quickly.
MCSes-U outperforms MCSes in nearly all cases. With the Diagnosis instances
in particular, we see several benchmarks for which MCSes finds no MCSes within
the timeout, while MCSes-U outputs up to several hundred per second.

An interesting situation is displayed in Figure 3, which compares the runtime
of the MCSes algorithm solving Max-SAT against three Max-SAT algorithms
that use unsatisfiable cores: MCSes-U in the same Max-SAT mode, MSU1.1,
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Fig. 2. Comparing the performance of MCSes and MCSes-U on industrial benchmarks.
(600 second timeout, 0 velocity mapped to 0.001).

and MSU1.2 (these were the two MSU* algorithms with implementations avail-
able to us). For MCSes and MCSes-U to solve Max-SAT, they can both re-
turn the first MCS found and stop. Because the algorithms generate MCSes in
increasing order of size, the first result is guaranteed to be an optimal Max-
SAT solution; the complement of the MCS will be a maximum cardinality sat-
isfiable subset of the constraints. Note that the MSU* binaries had a differ-
ent implementation, using a different solver and CNF-encoded cardinality con-
straints, than MCSes[-U], so the results are not directly comparing the underlying
algorithms.

These results are for the FVP-UNSAT.2.0 benchmarks. For these instances, we
see that all of the algorithms that use cores take about two orders of magnitude
longer than the vanilla MCSes algorithm. The number of Max-SAT solutions in
each benchmark is large. For example, for each of the three 2pipe* instances
in this set, approximately one quarter of the clauses are single-clause MCSes;
removing any one of them makes the instance satisfiable. Therefore, solving Max-
SAT for these instances is simple, as there are so many solutions, and they will
be found in the first iteration of MCSes. Interestingly, the time taken to run a
solver on each benchmark (in order to extract a core) far outweighs that taken
to identify a single clause whose removal yields satisfiability.

We see that the time used to find a core can outweigh that needed to find a
single MCS or Max-SAT solution in instances like the FVP-UNSAT.2.0 set with
very many, single-clause MCSes. However, when finding MCSes, the overhead
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of finding cores is amortized over the large number of results and is outweighed
by the increase in velocity gained from limiting the search space, even in those
instances that appear to be worst-case scenarios for exploiting cores. Therefore,
core extraction appears to be a safe addition to MCS algorithms with potentially
large performance gains in industrial instances.

6 Conclusion

We have presented a generalization of the core-guided Max-SAT approach, ap-
plying it to the more general problem of identifying minimal correction sets
(MCSes). By using unsatisfiable cores to guide the search for MCSes in a similar
manner to their use in Max-SAT [5,9,10,11], we have realized significant perfor-
mance gains in MCSes-U, an enhancement of the algorithm for finding MCSes
in [7]. Experimental results show the value of this approach on a variety of in-
dustrial instances; it is particularly effective on instances generated by a circuit
diagnosis application in which MCSes have a direct application.

Looking forward, we see that there are further ideas from the Max-SAT do-
main that can be applied to MCS algorithms. Notably, the use of one AtMost
constraint per identified core, as in the MSU1.* algorithms, may be applicable
to MCSes-U. For Max-SAT, the MSU1.* approach has shown better performance
than the approach used in MSU3 and MSU4 of creating a single monolithic At-
Most constraint over all extracted cores, and it may be beneficial for MCSes-U as
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well. As with the proofs in this paper, determining and proving the correct appli-
cation of the concept to the generalized problem of finding MCSes may require
non-trivial work. We are also interested in investigating the combination and
interplay of the core-guidance technique with autarky pruning, another method
for reducing the search space of the MCS search [8].

Further, the results here motivate applying MCSes-U in circuit debugging /
diagnosis, as MCSes was applied in [12]. While MCSes was used as an approxi-
mating preprocessor for an exact search in that work, the improved performance
of MCSes-U may make it suitable for solving problems directly. A comparison
to the algorithm in [15] could be instructive as well; though it is algorithmi-
cally very similar to MCSes-U, any substantial performance differences would
indicate important implementation details that would aid in engineering future
implementations. Further, [15] is restricted to only find minimum-cardinality so-
lutions, and the more complete view of examining the set of all MCSes in such
instances, which MCSes-U enables, could be beneficial.
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A Proofs
Lemma 1. Given an unsatisfiable subset C of a clause set ϕ and an integer k:

If every (k− 1)-correction of C contains some MCS of ϕ, then C contains all
MCSes of ϕ with size k.

Proof. By contradiction: Assume that there exists some MCS M of ϕ with size k
that is not contained entirely within C. We will denote the subset of M contained
within C by M ′ = M ∩ C. Thus, our assumption requires |M ′| ≤ k − 1.

Because M is an MCS of ϕ and C is a subset of ϕ, M ′ must be a correction
set of C. Formally, if ϕ −M is satisfiable, then C ∩ (ϕ −M) must be as well.
This can be transformed:

C ∩ (ϕ−M) = (ϕ ∩ C)− (M ∩ C) = C −M ′

And so M ′ is a correction set of C, because C −M ′ is satisfiable.
Furthermore, M ′ is a (k − 1)-correction of C, because |M ′| ≤ k − 1. By the

antecedent of this lemma, we know that M ′ must contain some MCS of ϕ. Because
M is a proper superset of M ′, which contains an MCS, M can not be a minimal
correction set of ϕ. This is a contradiction, and therefore we have proven that any
MCS M of ϕ with size k must be contained entirely within C. �
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Lemma 2. In MCSes-U, every 0-correction of Core1 contains an MCS of ϕ.

Proof. Unsatisfiable clause sets have no 0-corrections, as removing 0 clauses can
not make them satisfiable. Core1 is an unsatisfiable clause set; therefore, Core1
has no 0-corrections, and the lemma is trivially true. �
Lemma 3. Given some positive integer k:
In MCSes-U, if every (k − 1)-correction of Corek contains an MCS of ϕ, then
every k-correction of Corek+1 contains an MCS of ϕ.

Proof. Proof by cases, depending on the k-corrections of Corek:

Case 1: Corek has no k-corrections.
The algorithm includes Corek in Corek+1. Therefore, in this case, Corek+1
will have no k-corrections, as it is a superset of Corek. Thus, trivially, every
k-correction of Corek+1 contains an MCS of ϕ.

Case 2: Every k-correction of Corek contains an MCS of ϕ.
Again, due to the fact that Corek ⊆ Corek+1, every k-correction of Corek+1
is also a k-correction of Corek, and thus every k-correction of Corek+1 must
contain some MCS of ϕ.

Case 3: At least one k-correction, δ, of Corek contains no MCSes of ϕ.
Because δ does not contain any MCSes of ϕ, the blocking clauses added to
ϕk based on the MCSes of ϕ will all allow the relaxation of the clauses in δ.
We will say that δ is thus an unblocked k-correction. At line 6 of MCSes-U,
there exists a complete assignment for ϕk that relaxes all MUSes contained
within Corek without violating the AtMost bound on relaxed clauses; such
an assignment can relax the clauses in any unblocked k-correction.

However, ϕk is unsatisfiable at this point, after the addition of all block-
ing clauses for the MCSes found thus far (up to size k). Therefore, for
any complete assignment that satisfies the blocking clauses and relaxes all
MUSes contained in Corek, there must be some MUS of ϕ that is not relaxed
by that assignment. Any unsatisfiable core of ϕk will necessarily include one
MUS of ϕ that is not relaxed for every such assignment. That is, any un-
blocked k-correction δ of Corek must be “counteracted” by including in
Corek+1 an MUS of ϕ untouched by δ.

Any k-correction of Corek+1 must contain a k-correction of Corek, be-
cause Corek ⊆ Corek+1. Any unblocked k-correction of Corek necessar-
ily leaves at least one MUS in Corek+1 untouched (by the construction of
Corek+1 described above). Thus, unblocked k-corrections of Corek cannot
be k-corrections of Corek+1. Therefore, the only k-corrections of Corek+1
must be “unblocked,” containing an MCS of ϕ.

These cases cover all possibilities, and, in every case, every k-correction of
Corek+1 contains an MCS of ϕ. �
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Abstract. The Pseudo-Boolean Optimization (PBO) and Maximum Satisfiabil-
ity (MaxSAT) problems are natural optimization extensions of Boolean Satisfia-
bility (SAT). In the recent past, different algorithms have been proposed for PBO
and for MaxSAT, despite the existence of straightforward mappings from PBO to
MaxSAT, and vice-versa. This papers proposes Weighted Boolean Optimization
(WBO), a new unified framework that aggregates and extends PBO and MaxSAT.
In addition, the paper proposes a new unsatisfiability-based algorithm for WBO,
based on recent unsatisfiability-based algorithms for MaxSAT. Besides standard
MaxSAT, the new algorithm can also be used to solve weighted MaxSAT and
PBO, handling pseudo-Boolean constraints either natively or by translation to
clausal form. Experimental results illustrate that unsatisfiability-based algorithms
for MaxSAT can be orders of magnitude more efficient than existing dedicated
algorithms. Finally, the paper illustrates how other algorithms for either PBO or
MaxSAT can be extended to WBO.

1 Introduction

In the area of Boolean-based decision and optimization procedures, natural extensions
of Boolean Satisfiability (SAT) include Maximum Satisfiability (MaxSAT) [10] and
Pseudo-Boolean Optimization (PBO) [6]. Algorithms for MaxSAT and PBO have been
the subject of significant improvements over the last few years. This in turn, motivated
the use of both PBO and, more recently, of MaxSAT in a number of practical appli-
cations. Interestingly, albeit there are simple translations from any MaxSAT variant to
PBO and vice-versa (by encoding to CNF) [1,18], algorithms for MaxSAT and PBO
have evolved separately, and often use fairly different algorithmic organizations. Nev-
ertheless, there exists work that acknowledges this relationship and algorithms that can
solve instances of MaxSAT and of PBO have already been proposed [1,18].

Recent work has provided more alternatives for solving either MaxSAT or PBO, by
using SAT solvers and the identification of unsatisfiable sub-formulas [16,27]. However,
the proposed algorithms were restricted to the plain and partial variants of MaxSAT and
to a restricted form of Binate Covering for PBO. This paper extends this recent work
in a number of directions. First, the paper proposes a simple algorithm for (Partial)
Weighted MaxSAT, using unsatisfiable sub-formula identification. Second, the paper
generalizes MaxSAT and PBO by introducing Weighted Boolean Optimization (WBO),
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a new modeling framework for solving linear optimization problems over Boolean
domains. Third, the paper shows how to extend the unsatisfiability-based algorithm
for MaxSAT for solving WBO problems. Finally, the paper suggests how other algo-
rithms can be used for solving WBO. Besides the proposed contributions, the paper also
provides empirical evidence that unsatisfiability-based MaxSAT and WBO solvers can
outperform state-of-the-art solvers on problem instances from practical problems.

The paper is organized as follows. Section 2 provides a brief overview of the topics
addressed in the paper, namely MaxSAT, PBO, translations from MaxSAT to PBO and
vice-versa, and unsatisfiability-based algorithms for MaxSAT. Section 3 details an algo-
rithm for (Partial) Weighted MaxSAT based on unsatisfiable sub-formula identification.
Next, Section 4 introduces Weighted Boolean Optimization (WBO), and shows how to
extend the algorithm of Section 3 to WBO. Section 5 analyzes the experimental results,
obtained on representative classes of problem instances. Section 6 overviews related
work, and Section 7 concludes the paper.

2 Preliminaries

This section briefly introduces the Maximum Satisfiability (MaxSAT) problem and
its variants, as well as the Pseudo-Boolean Optimization (PBO) problem. The main
approaches used by state-of-the-art solvers are summarized. Moreover, translation pro-
cedures from MaxSAT to PBO and vice-versa are overviewed. Finally, unsatisfiability-
based MaxSAT algorithms are surveyed, all of which the paper uses in later sections.

2.1 Maximum Satisfiability

Given a CNF formula ϕ, the Maximum Satisfiability (MaxSAT) problem can be defined
as finding an assignment that maximizes the number of satisfied clauses (which implies
that the assignment minimizes the number of unsatisfied clauses). Besides the classi-
cal MaxSAT problem, there are also three well-known variants of MaxSAT: weighted
MaxSAT, partial MaxSAT and weighted partial MaxSAT. All these formulations have
been used in a wide range of practical applications, namely scheduling, FPGA rout-
ing [34], design automation [31], among others.

A partial CNF formula is described as the conjunction of two CNF formulas ϕh

and ϕs, where ϕh represents the hard clauses and ϕs represents the soft clauses. The
partial MaxSAT problem consists of finding an assignment to the problem variables
such that all hard clauses (ϕh) are satisfied, and the number of satisfied soft clauses
(ϕs) is maximixed.

A weighted CNF formula is a set of weighted clauses. A weighted clause is a pair
(ω, c), where ω is a classical clause and c is a positive natural number (N∗) correspond-
ing to the cost of unsatisfying ω. Given a weighted CNF formula, the weighted MaxSAT
problem consists of finding an assignment to the problem variables such that the total
weight of the satified clauses is maximized (which implies that the total weight of the
unsatisfied clauses is minimized).

A weighted partial CNF formula is the conjunction of a weighted CNF formula (soft
clauses) and a classical CNF formula (hard clauses). The weighted partial MaxSAT
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problem consists of finding an assignment to the variables such that all hard clauses
are satisfied and the total weight of satisfied soft clauses is maximized. Observe that,
for both partial MaxSAT and weighted partial MaxSAT, hard clauses can also be repre-
sented as weighted clauses: one can consider that the weight is greater than the sum of
the weights of the soft clauses.

Starting with the seminal work of Borchers and Furman [10], there has been an in-
creasing interest in developing efficient MaxSAT solvers. Following such work, two
branch and bound based solvers have been developed: (i) MaxSatz [20], the first solver
to implement a unit propagation based lower bound and a failed literal based lower
bound, both closely linked with a set of inference rules. Such a solver has been
extended into several solvers: IncMaxSatz [22] and MaxSatzicss [13], with efficient
incremental lower bound computation; and WMaxSatz [3], which deals with weighted
clauses; (ii) MiniMaxSAT [18], a solver created on top of MiniSAT with MaxSAT res-
olution [9] applied over an unsatisfiable sub-formula detected by the unit propagation
based lower bound. A different approach has been the conversion of MaxSAT into a dif-
ferent formalism. The most notable works using this approach have been: Toolbar [19],
a weighted CSP solver which converts MaxSAT instances into a weighted constraint
network; SAT4J MAXSAT [7], a solver which iteratively converts a MaxSAT instance
into a PBO instance; Clone [29] and sr(w) [30], solvers which convert a MaxSAT in-
stance into a deterministic decomposable negation normal form (d-DNNF) instance;
and MSUnCore [27], a solver which solves MaxSAT using the unsatisfiable cores
detected by iteratively encoding the problem instance into SAT. In the last Max-SAT
Evaluation [4], this latter approach has been shown to be effective for industrial
problems.

2.2 Pseudo-Boolean Optimization

The Pseudo-Boolean Optimization (PBO) problem is another extension of SAT where
constraints can be any linear inequality with integer coefficients (also known as pseudo-
Boolean constraints) defined over the set of problem variables. The objective in PBO is
to find an assignment to problem variables such that all problem constraints are satisfied
and the value of a linear objective function is optimized. Any pseudo-Boolean formula-
tion can be easily translated into a normal form [6] such that all integer coefficients are
non-negative.

minimize
∑

j∈N

cj · xj

subject to
∑

j∈N

aij lj ≥ bi,

lj ∈ {xj , x̄j}, xj ∈ {0, 1}, aij, bi, cj ∈ N+
0

(1)

Almost all algorithms to solve PBO rely on the generalization of the most effective tech-
niques already used in SAT solvers, namely Boolean Constraint Propagation, conflict-
based learning and conflict-directed backtracking [23,11]. Nevertheless, there are
several approaches to solve PBO formulations. The most common using SAT solvers
is to make a linear search on the value of the objective function.The idea is to general-
ize SAT algorithms to deal natively with pseudo-Boolean constraints [6] and whenever
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a solution for the problem constraints is found, a new constraint is added such that only
solutions with a lower value for the objective function can be accepted. The algorithm
finishes when the solver cannot improve on the last solution found, therefore proving
its optimality.

Another common approach is branch and bound, where lower bounding procedures
to estimate the value of the objective function are used. Several lower bounding pro-
cedures have been proposed, namely Maximum Independent Set of constraints [12],
Linear Programming Relaxation [21,24], among others [24]. There are also algorithms
that encode pseudo-Boolean constraints into propositional clauses [33,5,15] and solve
the problem by subsequently using a SAT solver. This approach has been proved to be
very effective for several problem sets, in particular when the clause encoding is not
much larger than the original pseudo-Boolean formulation.

2.3 Translations between MaxSAT and PBO

Although MaxSAT and PBO are different formalisms, it is possible to encode any
MaxSAT instance into a PBO instance and vice-versa [2,1,17]. This section focus solely
on weighted partial MaxSAT, since the encodings of the other variants easily follow.

The encoding of hard clauses from weighted partial MaxSAT to PBO is straightfor-
ward, since propositional clauses are a particular case of pseudo-Boolean constraints.
However, for each soft clause ωi = (l1 ∨ l2 ∨ . . . ∨ lk) with weight ci, the encoding to
PBO involves the use of an additional selection variable si, such that the correspond-
ing constraint in PBO to ωi would be si +

∑k
j=1 lj ≥ 1. This ensures that variable

si is assigned to true whenever ωi is not satisfied. The objective function of the corre-
sponding PBO instance is to minimize the weighted sum of the selection variables. For
each selection variable si in the objective function, its coefficient is the weight ci of the
corresponding soft clause ωi.

Example 1. Consider the following weighted partial MaxSAT instance.

ϕh = { (x1 ∨ x2 ∨ x̄3), (x̄2 ∨ x3), (x̄1 ∨ x3)}
ϕs = { (x̄3, 6), (x1 ∨ x2, 3), (x1 ∨ x3, 2)} (2)

According to the described encoding, the corresponding PBO instance would be:

minimize 6s1 + 3s2 + 2s3
subject to x1 + x2 + x̄3 ≥ 1

x̄2 + x3 ≥ 1
x̄1 + x3 ≥ 1
s1 + x̄3 ≥ 1

s2 + x1 + x2 ≥ 1
s3 + x1 + x3 ≥ 1

(3)

The encoding of PBO constraints into MaxSAT can be done using any of the pro-
posed encodings from pseudo-Boolean constraints to clauses [33,5,15]. Hence, for each
pseudo-Boolean constraint there will be a set of hard clauses encoding it in the respec-
tive MaxSAT instance. The number of clauses and additional variables, depends on the
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translation process used. The encoding is trivial when the original constraint in the PBO
instance is already a clause.

The objective function of PBO instances can be encoded into MaxSAT with the use
of weighted soft clauses. The idea is that for each variable xj with coefficient cj in
the objective function, a corresponding soft clause (x̄j) with weight cj is added to the
MaxSAT instance. Therefore, the solution of the MaxSAT formulation minimizes the
weighted sum of problem variables, as required in the PBO instance.

Example 2. For illustration purposes, consider the following PBO instance:

minimize 4x1 + 2x2 + x3
subject to 2x1 + 3x2 + 5x3 ≥ 5

x̄1 + x̄2 ≥ 1
x1 + x2 + x3 ≥ 2

(4)

Note that the first and third constraint must be encoded into CNF, but the second con-
straint is already a clause and so it can be represented directly as a hard clause. The
corresponding MaxSAT instance would be:

ϕh = { CNF(2x1 + 3x2 + 5x3 ≥ 5), (x̄1 ∨ x̄2), CNF(x1 + x2 + x3 ≥ 2)}
ϕs = { (x̄1, 4), (x̄2, 2), (x̄3, 1)} (5)

2.4 Unsatisfiability-Based MaxSAT

Recent work proposed the use of SAT solvers to solve (partial) MaxSAT, by iteratively
identifying and relaxing unsatisfiable sub-formulas [16,27,26,25]. In this paper we refer
to these algorithms generically as MSU (Maximum Satisfiability with Unsatisfiability)
algorithms.

The original algorithm of Fu&Malik [16] (referred to as MSU1.0) iteratively identi-
fies unsatisfiable sub-formulas. For each computed unsatisfiable sub-formula, all origi-
nal (soft) clauses are relaxed with fresh relaxation variables. Moreover, a new Equals1
(or AtMost1) constraint relates the relaxation variables of each iteration, i.e. exactly 1 of
these relaxation variables can be assigned value 1. The MSU1.0 algorithm can use more
than one relaxation variable for each clause. In the original algorithm [16], a quadratic
pairwise encoding of the Equals1 constraint was used. Finally, observe that the Equals1
constraint in line 13 of Algorithm 1 can be replaced by an AtMost1 constraint, without
affecting the correctness of the algorithm.

More recently, several new MSU algorithms were proposed [26,27]. The differences
of the MSU algorithms include the number of cardinality constraints used, the encoding
of cardinality constraints (of which the AtMost1 and Equals1 constraints are a special
case), the number of relaxation variables considered for each clause, and how the MSU
algorithm proceeds. Extensive experimentation (from [25] but also from the MaxSAT
Evaluation [4]) suggests that an optimized variation of Fu&Malik’s algorithm[25] is
currently the best performing MSU algorithm.

3 Unsatisfiability-Based Weighted MaxSAT

This section describes extensions of MSU1.0, described in Algorithm 1, for solving
(Partial) Weighted MaxSAT problems. One simple solution is to create cj replicas of
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Algorithm 1. The (Partial) MaxSAT algorithm of Fu&Malik [16]

MSU1(ϕ)

1 ϕW ← ϕ � Working formula, initially set to ϕ
2 while true
3 do (st, ϕC) ← SAT(ϕW )
4 � ϕC is an unsatisfiable sub-formula if ϕW is unsat
5 if st = UNSAT
6 then VR ← ∅
7 for each ω ∈ ϕC

8 do if not hard(ω)
9 then r is a new relaxation variable

10 ωR ← ω ∪ {r}
11 ϕW ← ϕW − {ω} ∪ {ωR}
12 VR ← VR ∪ {r}
13 ϕR ← CNF(

∑
r∈VR

r = 1) � Equals1 constraint
14 Set all clauses in ϕR as hard clauses
15 ϕW ← ϕW ∪ ϕR � Clauses in ϕR are declared hard
16 else � Solution to MaxSAT problem
17 ν ← | relaxation variables w/ value 1 |
18 return |ϕ| − ν

clause ωj , where cj is the weight of clause ωj . The resulting extended CNF formula can
then be solved by MSU1.0. The proof of Fu&Malik’s paper would also apply in this
case, and so correctness follows. The operation of this solution for (Partial) Weighted
MaxSAT justifies a few observations. Consider an unsatisfiable sub-formula ϕC where
the smallest weight is minc. Each clause would be replaced by a number of replicas.
Hence, this unsatisfiable sub-formula would be identified minc times. Clearly, this so-
lution is unlikely to scale for clauses with very large weights. Hence, a more effective
solution is needed, which is detailed below.

An alternative solution is to split a clause only when the clause is included in an un-
satisfiable sub-formula. The way the clause is split depends on its weight. An algorithm
implementing this solution is shown in Algorithm 2. For each unsatisfiable sub-formula,
the smallest weight minc of the clauses in the sub-formula is computed. This smallest
weight is then used to update a lower bound on minimum cost of unsatisfiable clauses.
Clauses in the unsatisfiable sub-formula are relaxed. However, if the weight of a clause
is larger than minc, then the clause is split: a new relaxed clause with weight minc is
created, and the weight of the original clause is decreased by minc.

Example 3. Consider the partial MaxSAT instance in (2). Assume that the unsatisfiable
sub-formula detected in line 4 of Algorithm 2 is:

ϕC = { (x̄2 ∨ x3), (x̄1 ∨ x3), (x̄3, 6), (x1 ∨ x2, 3) }. (6)
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Algorithm 2. Unsatisfiability-based (Partial) Weighted MaxSAT algorithm : WMSU1

WMSU1(ϕ)

1 ϕW ← ϕ � Working formula, initially set to ϕ
2 cost lb ← 0
3 while true
4 do (st, ϕC) ← SAT(ϕW )
5 � ϕC is an unsatisfiable sub-formula if ϕW is unsat
6 if st = UNSAT
7 then minc ← minω∈ϕC∧hard(ω) cost(ω)
8 cost lb ← cost lb + minc

9 VR ← ∅
10 for each ω ∈ ϕC

11 do if not hard(ω)
12 then r is a new relaxation variable
13 VR ← VR ∪ {r}
14 ωR ← ω ∪ {r}
15 cost(ωR) ← minc

16 if cost(ω) > minc

17 then ϕW ← ϕW ∪ {ωR}
18 cost(ω) ← cost(ω) − minc

19 else ϕW ← ϕW − {ω} ∪ {ωR}
20 ϕR ← CNF(

∑
r∈VR

r = 1) � Equals1 constraint
21 Set all clauses in ϕR as hard clauses
22 ϕW ← ϕW ∪ ϕR � Clauses in ϕR are declared hard
23 else � Solution to Weighted MaxSAT problem
24 return cost lb

Then, the smallest weight minc is 3, and the new formula becomes ϕW = ϕh ∪ ϕs,
where

ϕh = { (x1 ∨ x2 ∨ x̄3), (x̄2 ∨ x3), (x̄1 ∨ x3), CNF(s1 + s2 = 1) }
ϕs = { (x̄3, 3), (x1 ∨ x3, 2), (s1 ∨ x̄3, 3), (s2 ∨ x1 ∨ x2, 3) }. (7)

Observe that the new algorithm can be viewed as a direct optimization of the naive
algorithm outlined earlier. The main difference is that each iteration of the algorithm
collapses minc iterations of the naive algorithm. For clauses with large weights the
difference can be significant.

Theorem 1 (Correctness of WMSU1). The value returned by Algorithm 2 is the
minimum cost of non-satisfied clauses in ϕ.

Proof. The previous discussion and the proof in [16]. �

4 Weighted Boolean Optimization

This section introduces Weighted Boolean Optimization (WBO), a new framework for
modeling with hard and soft pseudo-Boolean constraints, that extends both MaxSAT
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and its variants and PBO. Furthermore, a new algorithm based on identifying unsatisfi-
able sub-formulas is also proposed for solving WBO.

A Weighted Boolean Optimization (WBO) formula ϕ is composed of two sets of
pseudo-Boolean constraints, ϕs and ϕh, where ϕs contains the soft constraints and ϕh

contains the hard constraints. For each soft constraint ωi ∈ ϕs there is an associated
integer weight ci > 0. The WBO problem consists of finding an assignment to the
problem variables such that all hard constraints are satisfied and the total weight of the
unsatisfied soft constraints is minimized (i.e. the total weight of satisfied soft constraints
is maximized).

It should be noted that WBO represents a generalization of weighted partial MaxSAT
by introducing the use of pseudo-Boolean constraints instead of just using proposi-
tional clauses. Hence, more compact formulations can be obtained with WBO than with
MaxSAT. Moreover, PBO formulations can also be linearly encoded into WBO. Con-
straints in PBO can be directly encoded as hard constraints in WBO and the objective
function can also be encoded as described in section 2.3. Therefore, WBO is a gener-
alization of MaxSAT and its variants, as well as of PBO, allowing a unified modeling
framework to integrate both of these Boolean optimization problems.

4.1 Unsatisfiability-Based WBO

This section describes how Algorithm 2 (introduced in Section 3) for weighted partial
MaxSAT can be modified for solving WBO formulas. First of all, in a WBO formula,
constraints are not restricted to be propositional clauses. Both soft and hard constraints
can be pseudo-Boolean constraints. Hence, ϕ is a pseudo-Boolean formula, instead of
a CNF formula. Moreover, the use of a SAT solver in line 6 is replaced with a pseudo-
Boolean solver extended with the ability to generate an unsatisfiable sub-formula from
the original pseudo-Boolean formula.

Next, if the formula is unsatisfiable, the weight associated with the unsatisfiable sub-
formula is computed in the same way (lines 9-13) and the soft constraints in the core
must also be relaxed using new relaxation variables (lines 15-24). Consider that ω =∑

aj lj ≥ b denotes the pseudo-Boolean constraint to be relaxed using variable r. The
resulting relaxed constraint in line 19 will be ωR = b · r +

∑
aj lj ≥ b.

Finally, the constraint on the new relaxation variables in line 25 does not need to
be encoded into CNF. The pseudo-Boolean constraint

∑
r∈VR

r = 1 can be directly
added to ϕW , resulting in a more compact formulation, in particular if the number of
soft constraints in the core is large.

In some cases, for an unsatisfiable sub-formula with k soft constraints, it is pos-
sible to use less than k additional variables. Consider the following soft constraints
ω1 =

∑
lj∈L1

a1j lj ≥ b1 and ω2 =
∑

lj∈L2
a2j lj ≥ b2 in a given unsatisfiable sub-

formula, where L1 and L2 denote respectively the set of literals in constraints ω1 and
ω2. Additionally, let xk ∈ L1, x̄k ∈ L2, a1k ≥ b1 and a2k ≥ b2, i.e. assigning xk to
true satisfies ω1 and assigning xk to false satisfies ω2.1 In this case, these constraints
can share the same relaxing variable. This is due to the fact that it is impossible for

1 This is a generalization to pseudo-Boolean constraints. Note that if the WBO instance corre-
sponds to a MaxSAT instance, this is very common to occur, since ω1 and ω2 are clauses.



Algorithms for Weighted Boolean Optimization 503

both ω1 and ω2 to be unsatisfied by the same assignment, since either xk satisfies ω1 or
x̄k satisfies ω2. Therefore, by using the same relaxing variable on both constraints, it is
maintained the restriction that at most one soft constraint in the core can be relaxed.

Example 4. Suppose that the following set of soft constraints defines an unsatisfiable
sub-formula in a WBO instance:

ω1 = 2x1 + 3x2 + 5x3 ≥ 5
ω2 = x̄1 + x̄2 ≥ 1
ω3 = x2 + x̄3 ≥ 1
ω4 = x1 + x̄3 ≥ 1

(8)

In this case, constraints ω1 and ω3 can share the same relaxation variable, since the
assignment of a value to x3 implies that either ω1 or ω3 is satisfied. The same occurs
with ω2 and ω4, given that the assignment to x1 either satisfies ω2 or ω4. Therefore, after
the relaxation, the resulting formula can include just two relaxation variables, instead
of four. The resulting formula would be:

5s1 + 2x1 + 3x2 + 5x3 ≥ 5
s2 + x̄1 + x̄2 ≥ 1
s1 + x2 + x̄3 ≥ 1
s2 + x1 + x̄3 ≥ 1

s1 + s2 ≤ 1

(9)

The application of this reduction rule of relaxing variables raises the problem of
finding the smallest number of relaxation variables to be used. This problem can be
mapped into finding a matching of maximum cardinality in an undirected graph. In
such a graph, there is a vertex for each constraint in the unsatisfiable sub-formula, while
edges connect vertexes corresponding to constraints that can share a relaxation variable.
The problem of finding a matching of maximum cardinality in an undirected graph can
be solved in polynomial time [14]. Nevertheless, our prototype implementation of WBO
solver uses a greedy algorithmic approach.

4.2 Other Algorithms for WBO

An alternative solution for solving WBO is to extend existing PBO algorithms. For
example, soft pseudo-Boolean constraints can be represented in a PBO instance as
relaxable constraints, and the overall cost function becomes the weighted sum of the
relaxation variables of all soft pseudo-Boolean constraints of the original WBO for-
mulation. This solution resembles the existing approach for solving MaxSAT with
PBO [2,1], and has the same potential drawbacks.

One additional alternative solution is to generalize branch and bound weighted par-
tial MaxSAT solvers to deal with soft and hard pseudo-Boolean constraints. However,
note that these approaches focus on a search process that uses successive refinements
on the upper bound of the WBO solution, while the algorithm proposed in section 4.1
works by refining lower bounds on the optimum solution value.
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5 Results

With the objective of evaluating the new (partial) weighted MaxSAT algorithm and the
new WBO solver, a set of industrially-motivated problem instances was selected. The
characteristics of the classes of instances considered are shown in Table 1. For each
class of instances, the table provides the class name, the number of instances (#I), the
type of MaxSAT variant, and the source for the class of instances.

Table 1. Classes of problem instances

Class #I MaxSAT Variant Source

IND 110 Partial Weighted MaxSAT Evaluation 2009
FIR 59 Partial Pseudo-Boolean Evaluation 2007
SYN 74 Partial Pseudo-Boolean Evaluation 2005

Moreover, a wide range of MaxSAT and PBO solvers were considered, all among
the best performing in either the MaxSAT or the Pseudo-Boolean evaluations. The
weighted MaxSAT solvers considered were WMaxSatz [3], MiniMaxSat [18], IncW-
MaxSatz [22], Clone [29], and SAT4J (MaxSAT) [7]. Solver sr(w) [30] was also con-
sidered, but the results are not competitive. In addition, a new version of MSUnCore
[26,27,25], integrating the weighted MaxSAT algorithm proposed in Section 3, was
also evaluated. The PBO solvers considered were BSOLO [24], PBS [1], Pueblo [32],
Minisat+[15], and SAT4J (PB) [7]. Finally, results for the new WBO solver, implement-
ing the WBO organization described in Section 4 is also shown.

All experiments were run on a cluster of Linux AMD Opteron 2GHz servers with
1GB of RAM. The CPU time limit was set to 1800 seconds, and the RAM limit was
set to 1 GB.

All algorithms were run on all problem instances considered. The original repre-
sentations were used, in order to avoid introducing any bias towards any of the prob-
lem representations. Tables 2 and 3 summarize the number of instances aborted by
each solver for each class of instances. As can be concluded, for practical problem
instances, only a small number of MaxSAT solvers is effective. The results are some-
what different for the PBO solvers, where several can be competitive for different
classes of instances. It should be noted that the IND benchmarks can be considered
challenging for pseudo-Boolean solvers due to the large clause weights used.

For class IND and for the MaxSAT solvers, the results are somewhat surprising.
Some of the solvers perform extremely well, whereas the others cannot solve most of
the problem instances. IncWMaxSatz, MSUnCore and WBO are capable of solving all
problem instances, but other MaxSAT solvers abort the vast majority of the problem
instances. One additional observation is the very good performance of IncWMaxSatz
when compared to WMaxSatz. This clearly indicates that the lower bound computa-
tion used in IncWMaxSatz can be very effective, even for industrial problem instances.
For the PBO solvers, given the set of benchmark instances considered, SAT4J (PB) and
BSOLO come out as the best performing. Clearly, this conclusion is based on the class
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Table 2. Solved Instances for MaxSAT Solvers

Class WMaxSatz MiniMaxSat IncWMaxSatz Clone SAT4J (MS) MSUncore

IND 11 0 110 0 10 110
FIR 7 14 33 5 10 45
SYN 22 29 19 13 21 34

Total (Out of 243) 40 43 162 18 41 189

Table 3. Solved Instances for PBO & WBO Solvers

Class BSOLO PBS Pueblo Minisat+ SAT4J (PB) WBO

IND 17 0 0 0 60 110
FIR 20 11 14 22 7 39
SYN 51 19 30 30 22 33

Total (Out of 243) 88 30 44 52 89 182
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Fig. 1. Run times for IncWMaxSatz, MSUnCore, and WBO for all instances

of instances considered, which nevertheless derive from practical applications. More-
over, SAT4J (PB) performs significantly better than SAT4J (MaxSAT). This may be the
result of a less effective encoding internally to SAT4J.

Motivated by the overall results, the best MaxSAT, PBO and the WBO solver were
analyzed in more detail. Given the experimental results, IncWMaxSatz, MSUnCore,
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and WBO were selected. Figure 1 shows the results for the selected solvers by increas-
ing run times.

As can be concluded, the plot confirms the trends in the tables of results. MSUnCore
is the best performing, followed by WBO and IncWMaxSatz. For smaller run times
(instances from class IND), IncWMaxSatz can be more efficient than WBO. Moreover,
these results indicate that, for the classes of instances considered, encoding cardinality
constraints into CNF (as done in MSUnCore) may be a better solution than natively han-
dling cardinality and pseudo-Boolean constraints (as done in WBO). It should be noted
that all the instances considered can be encoded with cardinality constraints, for which
existing polynomial encodings guarantee arc-consistency. This is not true for prob-
lem instances that use other pseudo-Boolean constraints, and for which encodings that
ensure arc-consistency are exponential in the worst-case [15]. Finally, another source
of difference in the experimental results is that whereas MSUnCore is built on top of
PicoSAT [8], WBO is built on top of Minisat2. The different underlying SAT solvers
may also contribute to explain some of the differences observed.

6 Related Work

A brief account of MaxSAT and PBO solvers is provided in Section 2. The use of
unsatisfiability for solving MaxSAT was first proposed in 2006 [16]. This work was
later extended [26,27,25], to accommodate several alternative algorithms and a number
of optimizations to the first algorithm. To the best of our knowledge, MSUnCore is the
first algorithm for solving (Partial) Weighted MaxSAT with unsatisfiable sub-formula
identification. Also, to the best of our knowledge, WBO represents a new modeling
framework, and the associate algorithm is new.

The use of optimization variants of decision procedures has also been proposed in the
area of SMT [28], and a few SMT solvers now offer the ability for solving optimization
problems. The approaches used for solving optimization problems in SMT are based on
the use of relaxation variables, similarly to the PBO approach for solving MaxSAT [1].

7 Conclusions and Future Work

This paper proposes a new algorithm for (Partial) Weighted MaxSAT, based on unsat-
isfiable sub-formula identification. In addition, the paper introduces Weighted Boolean
Optimization (WBO), that aggregates and generalizes PBO and MaxSAT. The paper
then shows how unsatisfiability-based algorithms for (Partial) Weighted MaxSAT can
be extended to WBO. Finally, the paper illustrates how to extend other algorithms for
PBO and MaxSAT to solve WBO.

Experimental results, obtained on a representative set of benchmark instances with
industrial motivations, shows that the new algorithm for weighted MaxSAT can outper-
form other existing algorithms by orders of magnitude. The experimental results also
provide a preliminary (albeit possibly biased) study on the performance differences be-
tween handling pseudo-Boolean constraints natively and encoding to CNF. Finally, the
paper shows that a general algorithm for WBO can be as efficient as other dedicated
algorithms.
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The integration of MaxSAT and PBO into a unique optimization extension of SAT
increases the range of problems that can be solved. It also allows developing other
general purpose algorithms, integrating the best techniques from both domains. Future
research work will address adapting other algorithms for WBO. One concrete example
is the use of PBO solvers. The other is extending the existing family of MSU algorithms
for WBO.
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Abstract. In this paper we present the parallel QBF Solver PaQuBE.
This new solver leverages the additional computational power that can be
exploited from modern computer architectures, from pervasive multicore
boxes to clusters and grids, to solve more relevant instances and faster
than previous generation solvers. PaQuBE extends QuBE, its sequen-
tial core, by providing a Master/Slave Message Passing Interface (MPI)
based design that allows it to split the problem up over an arbitrary num-
ber of distributed processes. Furthermore, PaQuBE’s progressive parallel
framework is the first to support advanced knowledge sharing in which
solution cubes as well as conflict clauses can be shared. According to the
last QBF Evaluation, QuBE is the most powerful state-of-the-art QBF
Solver. It was able to solve more than twice as many benchmarks as
the next best independent solver. Our results here, show that PaQuBE
provides additional speedup, solving even more instances, faster.

Keywords: Parallel QBF Solving, Message Passing, Master/Slave
Architecture, MPI.

1 Introduction

Recently, Boolean Satisfiability (SAT) solvers have become powerful enough to
solve many practically relevant problems, and they are currently used in nu-
merous industrial tools for circuit verification. Building apon this success, the
research community has begun to consider the more general (but also more com-
plicated) Quantified Boolean Formula (QBF) domain. This allows researchers
to encode problems encountered in Black Box or Partial Circuit Verification
[1], Bounded Model Checking [2], and AI planning [3] more naturally and com-
pactly than in SAT. However, since QBF problems are generally more difficult
(PSPACE-Complete vs. NP-Complete), they require dedicated algorithms and
increased computation power to solve relevant instances. In this context, using
multi-processor systems and parallel algorithms is a possible and interesting
solution.

While many QBF solvers are still based on the DPLL algorithm [4], they
have advanced considerably in recent years. For instance, some QBF algorithm
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specific advances include conflict and solution analysis with non-chronological
backtracking [5,6,7,8], and preprocessing [9,10]. Modern QBF solvers must com-
bine all these new ideas into an efficient implementation to be competitive.

Furthermore, single processor performance has also played a large role in the
ability of modern QBF solvers to handle relevant problems. For many years clock
frequencies, and single core performance increased rapidly. However, current im-
provements in clock frequency and single core processor performance are slowing.
To compensate for this, we have seen the introduction of multi-core and/or mul-
tithreaded processors which have resulted in some of the largest jumps in perfor-
mance potential in recent times. Companies such as INTEL, AMD, SUN, and
IBM, now produce CPUs that contain four or more cores. Future QBF solvers
must harness this untapped potential if they wish to provide leading edge per-
formance. These new processors, and the introduction of cheap clusters in labs
are the main motivation for the development of PaQuBE.

The following section will start with a description of the QBF problem, and
how sequential and parallel QBF solvers work. Sections 3 and 4 will talk about
the design and implementation of PaQuBE, and the performance results that
were obtained. Finally, Section 5 will conclude this paper with some closing
remarks, and discuss future directions we wish to take PaQuBE.

2 QBF Problem/Solver Overview

In our context, QBF formulas are defined in Conjunctive Normal Form (CNF).
A problem in CNF form would first consist of a variable definition, typically con-
taining multiple alternations of existentially and universally quantified variables.
More formally, a QBF is an expression of the form:

ϕ = Q1z1Q2z2 . . . QnznΦ (n ≥ 0) (1)

Here, every Qi (1 ≤ i ≤ n) is a quantifier, either existential ∃ or universal
∀, z1, . . . , zn are distinct sets of variables, and Φ is a propositional formula.
Q1z1 . . . Qnzn is defined as the prefix, and Φ, the propositional formula, would
contain a set P of clauses. While a variable is defined as an element of P, an
occurrence of that variable or its negation in a clause is referred to as a literal.
In the following, the literal l is defined as the negative occurrence of varable |l|
in P, and l is the positive occurrence. In the following, we also use true and
false as abbreviations for the empty conjunction and the empty disjunction,
respectively. For example, an entire problem definition might be as follows:

∃x1∀y∃x2{{x1 ∨ y ∨ x2} ∧ {y ∨ x2} ∧ {x2} ∧ {x1 ∨ y} ∧ {y ∨ x2}} (2)

We say that (1) is in Conjunctive Normal Form (CNF) when Φ is a conjunction
of clauses, where each clause is a disjunction of literals as shown in (2). And
that (1) is in Disjunctive Normal Form (DNF) when Φ is a disjunction of cubes,
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where each cube is a conjunction of literals1. We use constraints when we refer
to clauses and cubes indistinctly. Finally, in (1), we define

– the level of a variable zi, to be 1 + the number of alternations QjzjQj+1zj+1
in the prefix with j ≥ i and Qj 	= Qj+1;

– the level of a literal l, to be the level of |l|.
– the level of the formula (1), to be the level of z1.

For example, in (2) x2 is existential and has level 1, y is universal and has level
2, x1 is existential and has level 3.

2.1 Sequential QBF Solver

A DPLL based solver would start by reading the formula. Then, using a heuristic,
one of the variables in the formula would be chosen and assigned a value (true

or false ). In the QBF domain, the decision heuristic is restricted to choosing
variables on the first quantification level. Only when all the variables on this
level are defined, can the heuristic move on to the next level. Once a decision
is made, a Boolean Constraint Propagation (BCP) procedure is run. The BCP
procedure finds the implications or consequences of that decision. If the BCP
procedure completes and no conflicts are found, the decision procedure is run
again. However, if a conflict is found, a conflict analysis procedure is run in
order to find the reason for the conflict. It would then try to resolve the conflict
by backtracking to a previous decision level. If the conflict cannot be resolved,
the problem is unsatisfiable. However, if backtracking can resolve the conflict, a
conflict clause would also be recorded to prevent the solver from repeating this
error in the future.

In case of QBF Solvers like QuBE [11] which feature Solution Backjumping,
whenever a solution is found, an initial reason can be computed in order to
run the above conflict analysis procedure almost symmetrically, thus recording
a solution cube. If the solution cannot be resolved, the problem is satisfiable.

Note, while many QBF solvers run in the way described above, there are many
details not covered here, and we refer the reader to [7,8,11,12].

2.2 Parallel QBF Solver

In our context, a parallel QBF solver consists of multiple copies of a sequential
solver. Each sequential solver (in the total parallel solver) functions in the same
manner as described in Section 2.1. However, instead of working on the entire prob-
lem, each individual solver is given a small part of the original problem. This is
done by dividing the search space into 2 or more disjoint parts. This can be accom-
plished by selecting a decision variable and telling each solver to search opposite as-
signments of that variable. This method is referred to as the Guiding Path method
in SAT and it was first introduced by PSATO [13]. Normally, in SAT, the chrono-
logically first decision variable is taken as shown in Figure 1. The search space can
1 Solution cubes are also referred to as solution terms.
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be divided repeatedly in this manner by choosing newer decision variables. How-
ever, when using this method to produce subproblems in QBF, a more elaborate
mechanism must be in place to keep track of which parts of the search space are
currently being searched, and which parts have already been proved satisfiable or
unsatisfiable. This is because different clients will not only have different available
splitting variables, but these variables could be on different quantification levels.

2.3 Current Sequential QBF Solvers

There are many sequential QBF solvers.Most solvers like QMiraXT [14], QuBE [6],
yQuaffle [15], sSolve [16], are in principal based on the DPLL algorithm. Others,
like Quantor [17] or Nenofex [18], try to resolve and expand the formula until no
universally quantified variables remain. This allows them then to send their re-
maining, existentially quantified problem to a SAT solver. This workswell on many
problems, but it can result in an explosion with respect to the size of the formula.
On the other hand, solvers like sKizzo [19] do the opposite of Quantor, and use
symbolic skolemization to eliminate all the existentially quantified variables in the
formula. Some so-called incomplete solvers (e.g. WalkQSAT [20]) are also based
on stochastic search methods, and they can be very effective in solving some cat-
egories of problems, but are not able to prove the value of unsatisfiable formulas.
Finally, in [21,22] a portfolio of solvers is considered, and the best one is selected
using machine learning techniques.

While many of these techniques show promise, our focus here is on QuBE,
which is a DPLL based algorithm. It would however be interesting to see if al-
gorithms like Quantor’s “Resolve and Expand” and sKizzo’s “Symbolic Skolem-
ization” could be parallelized. Or even what algorithms like [21,22] could do if
they ran a portfolio of algorithms at once, but this is open for future research.

2.4 Previous Parallel QBF Solver Work

The parallelisation of SAT has been studied e.g. in [13,23,24]. There is, however,
only one parallel QBF solver that we are aware of, called PQSOLVE [25], that
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takes advantage of Message Passing. PQSOLVE was based on the basic DPLL al-
gorithm, without conflict analysis, solution analysis, watched literals, and many
other advanced techniques used in QBF solvers today. PQSOLVE also had many
limitations with respect to problem splitting. First, PQSOLVE needed to keep
track of a complicated list of parent and children nodes that described who do-
nated and received which subproblem. This was required to ensure completeness.
Additionally, even on random problems that should be easier to parallelize in a
basic DPLL search, idle times for the system with 32 processors were about 16%
(increasing to 31% for 128 processors). Lastly, since PQSOLVE did not include
any type of conflict or solution analysis procedures, aspects like clause or cube
sharing were not even relevant. This is not to say that PQSOLVE was not a novel
solver. On the contrary, at the time it was published it was a state-of-the-art
solver, but that was almost a decade ago.

Recently, as the need for parallel QBF algorithms has become more appar-
ent, the threaded parallel SAT solver MiraXT [24] was modified so that it could
directly handle QBF formulas [14]. QMiraXT was developed to use multicore/
multi-CPU workstations. Its tight integration of threads allows significantly more
knowledge sharing than an MPI design. QMiraXT also introduced some novel
ideas on how to transform ideas from the parallel SAT domain to QBF. For in-
stance, PaQuBE uses some of these ideas such as the Single Quantification Level
Scheduling (SQLS) subproblem generation algorithm, and knowledge sharing in
a QBF context that QMiraXT introduced. PaQuBE builds upon these ideas and
includes sharing of solution cubes as well. Furthermore, due to its Master/Slave
MPI design, PaQuBE is far more scalable than QMiraXT allowing it to take
advantage of entire clusters or grids.

3 PaQuBE Design Overview

We now present the parallelisation of QuBE, resulting in the distributed QBF
proving algorithm PaQuBE. QuBE is a search based QBF Solver that uses lazy
data structures for both unit clauses propagation and for pure literals detec-
tion [6]. It also features conflict and solution non-chronological backtracking
and learning and it is a competitive state of the art solver2. Next, the following
sections will describe the general properties of our approach, while focusing on
the dynamic partitioning of the overall search space and the cooperation between
the processes.

3.1 General Properties

PaQuBE has been implemented following a Master/Slave Model, where one pro-
cess is dedicated to be the master, and n − 1 are acting as slaves that actually
perform the solving. Here, n represents the total number of processes running
on the system. An illustration, using three clients, is given in Figure 2.
2 Version 6.5. Actually, QuBE6.5 is a composition of the preprocessor sQueezeBF and

the core solver.
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Fig. 2. PaQuBE Design

In our implementation, the master is a central part of the solver and it is
required to ensure completeness. In more detail, the role of the master is:

1. Maintain information about the current subproblems and splitting variables.
2. Start the slaves.
3. When there are sleeping slaves waiting for new subproblems, select a working

slave and then request a subproblem from it while maintaining the SQLS
rules discussed later.

4. Activate sleeping slaves with new subproblems to analyze when new sub-
problems become available.

5. Stop all the slaves if one of them proves the satisfiability/unsatisfiability of
the formula.

Likewise, the role of the slave is:

1. Receive and solve a subproblem, represented as a set of assumptions about
the complete problem.

2. Split its subproblem if asked, and then send the new unevaluated part to
the master.

3. Share with other slaves some conflict clauses learnt during the search.
4. Compress and share with other slaves some solution terms learnt during the

search.
5. Receive and add to the local database part of the conflict clauses and solution

terms forwarded by other slaves.

Since the master spends most of its time sleeping, and when working there is at
least one inactive slave, it can be run alongside other processes without really
needing a dedicated CPU. Indeed, in contrast to many other parallel MPI based
SAT solvers, the knowledge sharing mechanism does not involve the master.
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The only reason we need a master process is for controlling the SQLS scheduling
algorithm. Without a master process, each PaQuBE client would need to talk to
all other clients before donating a subproblem. This would generate significantly
more messages compared to the Master/Slave model used in our approach.

The core solver used in each slave is QuBE, tweaked in order to deal with as-
sumptions and to work in a group environment. In particular, the backjumping
engine has to treat subproblem assumptions like decision literals when evaluat-
ing the reasons for conflicts, i.e. even if they have been assigned at decision level
0 they cannot be resolved out of the formula. We have also added a procedure
to correctly set the watched literals in those clauses or terms learnt from other
slaves, while also backtracking if possible. Furthermore, during the search each
slave must check for messages coming from the master (e.g. requests for subprob-
lems or a notification that the problem has been solved) or a slave (incoming
clauses or terms). This check is done regularly after a fixed number of assign-
ments. Whenever a slave checks for messages, learnt constraints are shared with
other slaves if selected as suitable under the knowledge sharing mechanism.

The entire communication has been realized using MPICH2 [26], an imple-
mentation of the Message Passing Interface standard [27]. According to the
Master/Slave model sketched above, all communication tasks are encoded as
messages and sent/received using MPI Send and MPI Recv, respectively.

3.2 Initialization

At start-up, the slaves read in the preprocessed input formula. The preprocessor
sQueezeBF is used here, and it is the only sequential part of this parallel solver.
Afterwards, slave #1 sends the master a few basic properties of the formula so
that it can initialize the SQLS scheduler. In particular, these are the number of
variables, clauses, and the number of quantification levels or alternations in the
input formula. Then, slave #1 begins the search trying to solve the complete
problem, i.e. the given formula without any assumptions. The slaves from #2
to n request and then wait for incoming subproblems to solve. Waiting slaves
are put to sleep (using the MPI Iprobe command) so that they do not affect the
performance of running slaves.

3.3 Single Quantification Level Scheduling

For parallel QBF, the total search space has to be divided into disjoint fractions.
We adopt the dynamic splitting technique called Single Quantification Level
Scheduling (SQLS) which was introduced in [14]. SQLS basically divides the
search space in a fashion similar to PSATO, using the first decision variable
assigned by the decision heuristic. However, because we now have a QBF formula
instead of a SAT formula, the master must keep track of more information. In
PQSOLVE, this task was quite complicated. SQLS simplifies this, allowing the
master to only control the quantification level of the variables being used to
generate new subproblems (root variables), while also keeping track of how many
slaves are actually running.
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In SQLS, the master will first ask for subproblems with a root variable ini-
tialized to the first level in the formula. Whenever a slave asks the master for a
subproblem, this request will be forwarded to a working slave, requiring that the
subproblem must be rooted at the current quantification level. If the first branch
done by the inquired slave is not quantified on the correct level, the master tries
again with another slave. In case all the variables quantified at this level have
already been checked, the master will move on to the next level when there is at
most one running process. This poses the only limit over the maximum number
of processes that can be run simultaneously. However, in most cases this is not a
limiting factor. With only 10 decision variables on the outermost quantification
level, we have 210 possible subproblems. Normally, there are 10s, if not 100s
of variables on the first quantification level. Lastly, the master can stop all the
slaves as soon as one of them finds its subproblem to be unsatisfiable and the
current quantification level is even (universally quantified), or satisfiable with
an odd quantification level (existentially quantified).

3.4 Knowledge Sharing

As stated above, PaQuBE slaves can share both learnt clauses and terms. As
learning made SAT/QBF Solvers able to solve real world problems, acquiring
clauses derived from solving parts of the search space can help as well [24].
Moreover, it is well known that computing initial reasons for backjumping from
a solution (terms or cubes) is far more expensive than the conflict case (see [8]
and [12] for more detailed considerations). As a consequence, sharing small and
already computed solution terms may speed up the search. In order to save part
of the time (latency and transmission time) needed to send these large messages
in general, clauses are packed into bundles, and terms are packed and compressed,
with the aim of filling without exceeding the capacity of a TCP packet.

The algorithm used for compressing terms works on the assumption that these
terms share many literals, in particular those quantified at the highest levels.
This is normally true, especially at the beginning of the search. Therefore, if the
literals occurring in these terms are sorted according to the prefix order, in every
block of terms we can effectively detect and avoid sending the common part of
each. Moreover, every literal that may occur in a term (e.g. those bounded by
quantification levels from the highest to the lowest universal) are encoded into
two-bits. This encoding allows us to communicate that a literal (i) occurs with a
positive polarity (01), (ii) a negative polarity (11), or (iii) does not occur in this
term (00). The remaining allowable value is used as a marker for the end of the
term. Finally, after converting all the selected terms, we put the complete first
term into the packet. Then, for the following terms, we only include the term’s
differing tail, and an offset pointing to where this term starts to differ from the
first one. Consider for example the formula below.

ϕ = ∀y1y2∃x1x2∀y3∃x3ϕ (3)
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Excluding the innermost existential variables (those bounded at the lowest quan-
tification level) 5 atoms may occur in a term (because of minimization). Now,
let’s say a solver learns the following terms:

{y1,¬y2, x1, y3}, {y1,¬y2, x1,¬x2,¬y3} (4)

Their 2−bit encodings are, respectively,

{01|11|01|00|01}, {01|11|01|11|11} (5)

Only the last 2 literals (highlighted in italic) differ. We say: “the difference begins
at the 4th position”. Then, the sent message will be:

{01|11|01|00|01|4|11|11} (6)

Here, the comparison between terms has been done literal by literal (pairs of
bits), but for the sake of efficiency in PaQuBE this is done between sets of 16
literals, that are 32 bits long.

Now, when receiving clauses or cubes, slaves only add ones that are either
short, conflicting, or producing implications. This eliminates adding many un-
useful clauses or terms, while providing a balance between the knowledge sharing
and the number of clauses the BCP procedure must evaluate. However, it has
a limitation already known from parallel SAT solvers based on message passing:
when a slave selects constraints to be shared, is not aware of their usefulness to
other slaves. This is because slaves are not aware of other slaves’ current status
or subproblems. In order to exchange this information and keep it up-to-date
would imply either too many messages or too great of latency if updated just
before sharing. Being able to select the constraints in this way however, would
allow us to share even larger ones more effectively, even if less knowledge in total
was shared. This is an interesting approach that we are currently developing.

4 Experimental Results

To evaluate the performance of PaQuBE and the effectiveness of our ideas, we
have run multiple experiments on a selected pool of fixed-structure instances
from qbflib [28]. The benchmarking machine used in this section was a Sun Fire
X4440. It contains four Quadcore AMD Opteron 8356 processors. Each processor
runs at 2.3 GHz, and is connected to 16 GB of local memory (64 GB in total).
This machine runs a 64 bit version of the Linux 2.6.24 kernel, and supports the
MPICH 2-1.0.8 library. Also, in our current setup, PaQuBE’s knowledge sharing
is tuned for this AMD system. PaQuBE’s information bundles contain the last
20 learnt conflict clauses or cubes. Each clause is limited to a size that contains
< 15% of the variables within the problem, and cubes having a length of < 18%
of the variables within the formula minus the number on the last existential level
(if one exists). These numbers were experimentally determined to perform best.

This AMD system provides significantly more performance for message pass-
ing (with respect to latency and throughput) than a distributed system such as
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Table 1. PaQuBE: Performance Scaling

Solver #CC/s #SC/s #SP #PS Time Speedup

QuBE 1P 0 0 1.00 227 63052.91 1.00
PaQuBE 2P 38.10 40.40 3.47 242 48387.99 1.34
PaQuBE 4P 79.45 73.78 8.86 262 33592.96 1.89
PaQuBE 8P 109.87 102.92 18.05 266 31797.71 1.98
PaQuBE 16Pns — — 40.71 272 31805.73 1.98
PaQuBE 16P 157.09 137.99 38.21 274 27857.26 2.26

a grid that is connected by Ethernet. On a larger cluster, PaQuBE’s knowledge
sharing would have to be scaled down accordingly with the bandwidth avail-
able. However, on our AMD system, we do have the issue that multiple cores on
one processor must share that processor’s memory bus. On our Sun Fire X4440
server, each of the four AMD Opteron 8356 processors has its own memory bus,
so we can run 4 PaQuBE clients (one client on each processor) before we run
into memory bus contention issues. When running the 16P case, the 4 cores
on each processor must share the processor’s memory bus. This unfortunately
affects the scaling of the algorithm in the > 4P cases. Fortunately, PaQuBE’s
MPI architecture can seamlessly adapt to both multicore workstations and grids,
allowing it to leverage the advantages that each type of parallel system provides.

In Table 1 and 2 we compare the performance of the sequential solver QuBE to
that of PaQuBE running on 2, 4, 8, and 16 slaves (marked as 2P/4P/8P/16P ).
To do this, we selected the benchmarks from qbflib for which QuBE, the se-
quential solver, needed between 10 and 600 seconds. We then added the next
few incrementally harder benchmarks from each family to see if PaQuBE could
also solve more instances. In total, over 20 different benchmark families were
tested. These families are shown in column one of Table 2. For benchmarking,
each version of the solver was run once on the complete list of benchmarks.
Each version was given 600 seconds to solve each instance, and in all the tables,
the columns titled #CC/s and #SC/s represent Conflict Clauses and Solution
Cubes shared per second, while #SP represents the number of subproblems that
were generated on average.

First, Table 1 clearly shows the advantage of running PaQuBE on more pro-
cessors. Column 6, labelled T ime, shows the real world time used to solve all
283 instances (unsolved instances are included with the timeout value of 600
seconds), and shows that PaQuBE provides good speedup from 1P to 16P , in
terms of time as well as in terms of the number of problems solved (#PS). The
best performance scaling is from 1P to 4P . As we move on to the 8P and 16P
cases, performance increases, but it does not scale as nicely as the 1P to 4P case.
This can be seen in both the speedup column, as well as when comparing how
much information was exchanged between the slaves. For example, while the
number of #CC/s and #SC/s scale linearly from 2P to 4P , resulting in almost
exactly twice the amount of information exchanged, the difference from 4P to
16P case is only double even though the number of processors were quadrupled.
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Table 2. PaQuBE: Benchmark Family Performance

Family #Inst. 2P × 4P × 16P × 16P Solver
#SP #CC/s #SC/s CPU U.%

Abduction 13 1.32 9.89 7.7 33.4 423.3 0 94
BMC 12 1.18 1.07 1.35 225.8 1192.02 15.23 99
Cond. Pl. 2 2.12 2.71 2.46 51 112.61 0 96
counter 1 1.5 1.73 1.04 128 177.22 5.48 99
Ev-Pr-*-lg 7 1.01 11.86 11.97 9 27.89 11.28 88
FPGA PFS 1 1.96 8.71 22.13 44 168.41 0 95
irqlkeapcite 1 2.57 5.1 6.04 34 0 0 14
k * n 16 1.14 1.16 2.73 13.3 90.76 0.72 96
k * p 18 1.25 1.57 1.54 35.7 36.99 13.98 95
katz 2 10.67 56.14 55.65 35.5 371.01 32.72 94
logn 1 1.37 1.79 1.58 21 74.48 0 95
sakallah 43 1.23 1.51 1.51 48.5 3.2 519.04 98
Scholl-Becker 7 1.33 1.4 1.44 31.7 254.68 0 98
Sorting Netw. 15 0.6 1.19 3.61 42.3 478.2 599.33 83
Szymanski 4 1.13 1.7 1.66 19 0 33.14 76
terminator 21 1 2.51 192.8 14.6 0.8 156.46 63
tipfixdiameter 32 2.36 2.69 3.11 34 140.6 114.12 94
tipfixpoint 79 1.36 1.71 1.44 21.7 91.63 0.61 99
TOILET 5 4.78 9.71 9.74 17.6 20.55 0 95
wmiforward 3 4.49 7.8 2.53 44.3 0 9.2 23

Total 283 1.52 3.01 3.06 38.2 157.09 137.99 97

This is mainly due to bus contention on each processor as was briefly described
earlier. In any case, even with the current AMD architecture, we are still able to
increase performance all the way up to 16P . The largest increase however, was
not in time, but in problems solved. With 16P we solved 47 more instance than
the 1P case. Even more exciting, was the fact that we solved 13 problems that
had not been solved by any solver at the last QBF competition.

Next, as was also shown in [14], the low number of subproblems generatedmeans
that the SQLS’s limitations do not limit the performance of the solver as there is
rarely a need to generate lots of subproblems. Furthermore, the column labeled
CPU U.% from Table 2, which shows the CPU utilisation time, adds additional
support to this argument as the average CPU utilisation was 97%. Simply put,
this means on average, only 3% of the time was a CPU idle, waiting for a sub-
problem. Table 1 also includes PaQuBE 16Pns. This is PaQuBE with knowledge
sharing disabled, demonstrating the impact of knowledge sharing. As can be seen,
knowledge sharing improves the 16P case by almost 16%, even though we have an
overhead of sending 2820k messages compared to the no sharing 16P case.

Next, Table 2 takes a closer look at each benchmark family. The first two
columns contain the benchmark family name (Family) and how many instances
from that family were included (#Inst.). This table then shows the speedup
for the 2P/4P/8P/16P cases. For the 16P case it also includes the number of
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subproblems generated, and conflict clauses and solution cubes shared on bench-
mark family basis. This is interesting as PaQuBE’s scaling performance on dif-
ferent benchmark classes is substantial. On families such as katz, Ev-Pr-*-lg,
and Abduction the performance is excellent, but on families such as BMC and
k * n there is no performance increase at all. There are two main reasons for
poor performance on certain benchmarks. First, there are benchmarks that for
instance use existentially quantified variables to produce subproblems, but in
which all subproblems are satisfiable. This results in each PaQuBE client need-
lessly searching a satisfiable subproblem, when only one satisfiable subproblem
needs to be searched. Thankfully, with intelligent conflict clause and solution
cube sharing, each PaQuBE client can still learn from one another, thus min-
imising this redundant work. Secondly, on some benchmarks, the solver is mostly
on decision level 0 during the evaluation (e.g. irqlkeapcite and wmiforward).
This means that no subproblems can be generated, resulting in many processors
being idle. The low CPU utilisation then results in lower parallel performance.
Fortunately, these are the only two benchmark families that suffer from this. Re-
garding the number of conflict clauses and solution cubes shared, Table 2 shows
that moderate sharing provides the best speedup. Problems that share too much
or not enough don’t scale as well. However, on the vast majority of benchmarks,
good speedup is obtained.

With respect to benchmarks like terminator and katz, in which we achieve
super linear speedup, this is basically attributed to the fact that one of the 16
clients received a subproblem that produced a conflict that showed that the
entire problem was unsatisfiable. This again is an advantage of a parallel solver.
Decision heuristics are not perfect, and by adding more clients, we have a better
chance of sending the solver to a more fruitful part of the search space.

Table 3. PaQuBE: Benchmark Family Performance

Category # 2P 4P 8P 16Pns 16P

SAT 195 1.35 1.89 1.98 1.86 2.01
∃ ∀ 185 10 1.39 0.77 1.90 1.54 1.94 3.75 1.86 1.85 1.97 3.92

UNSAT 88 1.22 1.91 2.00 2.27 2.96
∃ ∀ 59 29 1.50 1.02 1.69 2.21 1.71 2.45 1.28 14.88 1.73 14.18

Table 3 shows the impact of our approach on instances that are satisfiable
(SAT ) or unsatisfiable (UNSAT ). It also divides each of these results into two
separate categories. Mainly, problems that start with ∃ or ∀ quantification levels.
These variables are the most likely to be used as splitting variables. It also shows
how many problems belong to each set (labeled #). This table shows that while
UNSAT problems scale better than SAT , problems that start with universally
quantified variables scale even better (both in the SAT and UNSAT case). Also,
it can be seen when comparing 16Pns to 16P , sharing seems to help on all types
of instances.

Lastly, as can be seen from all the results presented here, good speedup can
be obtained on QBF problems using parallel algorithms. However, this general
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statement is benchmark related as certain problems benefit more than other
from this parallel approach.

5 Conclusion and Future Work

In this paper we introduced the parallel QBF solver PaQuBE. It is based on the
state-of-the-art QBF solver QuBE, which according to the last QBF competi-
tion is significantly faster than other sequential solvers. The new parallel solver
PaQuBE, not only matches the performance of QuBE, but solves 47 more bench-
marks and reduces the solving time of families by over 3 times when running with
16 clients, including 13 instances never before solved at the QBF competition,
making it the fastest general purpose QBF solver we know of. Lastly, because of
its flexible architecture, it can easily scale from 1P to 16P to take full advantage
to today’s and tomorrow’s multicore processors.

In the future, we plan to push PaQuBE’s scaling limits by testing it on an
even larger cluster, currently being installed at the University of Genova. This
cluster will contain multiple, multicore IBM servers connected by an Infiniband
network (20Gb/s) with over 40 processors in total when installed later this year.
Using the PaQuBE work presented here as a solid foundation, we will hopefully
be able to solve larger and even more interesting problems in the near future.
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Abstract. Parallelizing modern SAT solvers for clusters such as Be-
owulf is an important challenge both in terms of performance scalability
and stability. This paper describes a SAT Solver c-sat, a parallelization
of MiniSat using MPI. It employs a layered master-worker architecture,
where the masters handle lemma exchange, deletion of redundant lem-
mas and the dynamic partitioning of search trees, while the workers do
search using different decision heuristics and random number seeds. With
careful tuning, c-sat showed good speedup over MiniSat with reasonably
small communication overhead on various clusters. On an eight-node
cluster with two Dual-Core Opterons on each node (32 PEs), c-sat ran
at least 23 times faster than MiniSat using 31 PEs (geometric mean; at
least 31 times for satisfiable problems) for 189 large-scale problems from
SAT Competition and two SAT-Races.

1 Introduction

Most modern solvers for propositional satisfiability problems (SAT) employ
DPLL algorithms, non-chronological backtracking, conflict-driven learning and
restart [14]. The cutting-edge performance has been obtained by careful design
decisions in data representation (e.g., two-literal watching) and heuristics (on
decision variables, restarts, etc.). We believe that a high-performance parallel
solver for tens of processing elements should both (i) exploit ideas from fast
sequential algorithms and (ii) achieve good parallel speedup. There have been
numerous proposals of parallel solvers (e.g., [1][4][5][6][8][9][13]; see [11] for a sur-
vey), but most of them focused on individual techniques evaluated using rather
limited classes of benchmark problems and/or on multicore or share-memory
platforms. Comprehensive performance study on larger-scale parallel computing
environments has not been reported yet for award-winning solvers. Because of
the heavy-tailed behavior and enormous variance in the characteristics of indi-
vidual problems, a small number of benchmark problems (which may well exhibit
drastic superlinear speedup) may not represent other problems we have at hand.

This paper reports our SAT solver c-sat, a parallelization of MiniSat using
MPI, designed to run efficiently on clusters with tens of processing elements
(PEs) connected by Ethernet. Computing environments of this scale are of great
importance because they are significantly more powerful than current single
multicore machines and can still be found, configured, or assembled easily. The
main objective and contribution of this work is to show that careful paralleliza-
tion of the state-of-the-art SAT solver attains good scalability with reasonably

O. Kullmann (Ed.): SAT 2009, LNCS 5584, pp. 524–537, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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small communication overhead on various clusters. Variance of performance in
each run is another important concern in parallel SAT solving, but c-sat showed
reasonable performance stability.

2 Parallel SAT Solver: c-sat

We describe the basic design and implementation of c-sat. We chose MiniSat [3]
(v1.14.1) as the base of c-sat since it was the fastest open-source solver available
when the present work started. It is now a classic solver, but in our evaluation,
its performance is quite competitive with that of MiniSat 2.0, the latest open-
source version. c-sat is written in C (3500 lines) and uses MPI because of its
availability on diverse platforms.

2.1 Layered Master-Worker Architecture

The solver c-sat employs both cooperative parallelism (dynamic partitioning
of search space based on work stealing) and competitive parallelism (search of
the same search space using different heuristics and parameters), both of which
are empowered by lemma exchange. The combination was studied also in [2],
but to support the efficient exchange of lemmas and subtrees, c-sat employs a
three-tiered master-worker model (Fig. 1) Each worker maintains its own clause
database and works on subtrees received from its master, exchanging lemmas
with the master. The principle of c-sat’s master-worker communication is that it
is always initiated by each worker at its own convenience. Another key decision
is to have a grandmaster layer to reduce communication bottleneck and ensure
scalability, based on our initial experiences with the two-tiered architecture that
worked poorly on clusters with tens of PEs. The grandmaster deals with lemma
exchange only, while masters handle partitioning as well. The frequency and the
amount of global communication can be tuned depending on the platform and
independently of local communication under individual masters.

ChilChildChiMasterMaster

Worker Worker Worker Worker

Grandmaster

lemma exchange & work sharing

lemma exchange

Fig. 1. The three-layer architecture of c-sat
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2.2 Decision Heuristics

Each PE chooses decision variables (variables whose values are guessed next)
using either of the two versions of VSIDS (Variable State Independent Decaying
Sum) heuristics assigned to it: One is the MiniSat version that assigns an activity
to each variable and selects a variable with the highest activity, where variables
contributing to recent conflicts are considered active. It also chooses variables
randomly with probability 0.02 to cope with the heavy-tailed behavior. The other
version assigns an activity to each literal as in the original VSIDS and makes the
highest-activity literal false, and is again combined with the 2% random choice.
Preliminary experiments showed that the latter version works at least as well as
the former, which implies that using both will contribute to performance and
stability. Different workers are given different seeds for the 2% random choices
to ensure diversity.

Hereafter we refer to the first heuristics as VSIDS and the second as LIT.

2.3 Dynamic Partitioning of Search Trees

Workers belonging to the same master work on different parts of a search tree
using the guiding path technique [13]. To minimize communication and house-
keeping overhead, a worker communicates the values of decision variables only.
A worker receiving a path replays unit propagation to reach the branching point.
The replay is justified by the highly optimized unit propagation. The length of
guiding paths communicated is limited in order to avoid excessive replaying. We
made sure that the limit value 5 is large enough to keep all workers busy.

Each worker employs non-uniform heuristics to explore different parts of a
search tree, since they may be engaged in overlapping pieces of work. Upon
restart of the first worker, the master removes those paths that have become
irrelevant, while the other workers keep working until they send lemmas and are
notified of restart in exchange.

2.4 Lemma Exchange

Exchanging lemmas learned by individual workers may drastically reduce the
search space. To minimize the rediscovering of lemmas, lemmas should be ex-
changed frequently. However, the choice and the amount of lemmas exchanged
and the frequency of exchange should be carefully designed to balance the util-
ity of lemmas and communication overhead. Lemmas could be chosen based
on their activities or their lengths. In the latter approach, typical effect of the
limit length on performance is given in Fig. 2. The figure shows the existence
of the appropriate “zone” of the limit value; too much lemma exchange would
increase both communication and internal processing such as unit propagation.
However, the appropriate zone depends on individual problems: Figure 3 shows
the average length of lemmas learned in the course of search, where the x-axis is
the number of restarts triggered. The figure exhibits enormous difference in the
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length of lemmas and its change in the course of execution for different prob-
lems. Thus we have decided to adaptively determine the limit length based on
the minimum and the average lengths of unexchanged lemmas. The limit length
takes the number of workers into account as well.

In c-sat, lemma exchange works as follows. Each worker sends lemmas to its
master whenever it learns the next 100 new lemmas. The master, in exchange,
sends the other workers’ lemmas to the worker, and at the same time it exchanges
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unexchanged lemmas with the grandmaster. The worker checks the received
lemmas for their satisfiability and if a conflicting clause is found, it backtracks
to the level at which the clause becomes a unit clause. Each master and the
grandmaster may remove lemmas that have been sent to all their partners.

Lemmas are thus distributed to other workers via its master and possibly via
its grandmaster. A worker may learn lemmas that are the same as, or subsumed
by, lemmas learned by others. The chance of learning redundant lemmas will
increase as the number of workers increases. Since the detection and the removal
of redundant lemmas are costly operations, only the grandmaster tries to reduce
redundancy. Whenever new lemmas are sent from a master, the grandmaster
uses the technique of [12] to check for their redundancy with respect to existing
lemmas before adding them to the clause database.

3 Experimental Results

We made extensive experiments on c-sat using two clusters listed in Table 1, of
which Cluster A was used for full evaluation, while Cluster B was for public use
and we were able to use up to 31 nodes and less total execution time.

We tested a total of 286 problems: 100 problems from SAT-Race 2006, 116
problems chosen from SAT 2007 Competition, and 70 problems from SAT-Race
2008. The problems from SAT 2007 Competition were those from the Industrial
Track whose sequential execution time exceeded 120 seconds. Problems inherited
from past contests have been eliminated from the problem sets of the 2007 and
2008 editions.

Regarding the configuration of the masters-worker model, preliminary eval-
uation on Cluster A showed good performance on average when each master
managed five workers. Accordingly, the main evaluation on Cluster A was con-
ducted using one grandmaster, five masters and 25 workers (31 PEs in total).

3.1 Preliminary Evaluation

Before conducting the main evaluation, we made several preliminary experiments
to evaluate our design choices using Cluster A (but possibly using less PEs) on

Table 1. Clusters used for experiments

cluster CPU/node nodes PEs memory network
A 2x Dual-Core AMD Opteron 2.0GHz 8 32 4GB/node GigE
B 1x Intel Core2 Duo 2.13GHz 58 116 4GB/node GigE

cluster OS C compiler MPI
A CentOS 4.4 GCC 3.4.6 MPICH2-1.0.8
B Debian 4.0 GCC 4.1.2 MPICH2-1.0.8
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Table 2. Number of problems solved and the total execution time under VSIDS

random seed ±0 −2 −1 +1 +2 Min.
# solved (SAT) 27 30 28 27 29 37

# solved (UNSAT) 36 35 36 38 38 38
# solved 63 65 64 65 67 75

total runtime (SAT) 26271s 23167s 25785s 24687s 22747s 14368s
total runtime (UNSAT) 32065s 31021s 31460s 32099s 30367s 28579s

total runtime 58336s 54188s 57245s 56785s 53115s 42947s

Table 3. Number of problems solved and the total execution time under LIT

random seed ±0 −2 −1 +1 +2 Min.
# solved (SAT) 34 28 26 29 30 37

# solved (UNSAT) 39 38 39 40 39 41
# solved 73 66 65 69 69 78

total runtime (SAT) 20559s 22796s 26518s 24993s 26868s 14409s
total runtime (UNSAT) 30173s 30594s 31170s 29710s 31105s 27480s

total runtime 50732s 53390s 57688s 54703s 57973s 41889s

100 problems from SAT-Race 2006. Due to the variance in the timing of interpro-
cess communication, parallel solvers can exhibit erratic performance behavior.
Therefore we ran each problem three times, and regarded those problems solved
in all runs as “solved” within the time limit.

Decision Heuristics. The variance of sequential execution time due to different
heuristics and random seeds is shown in Table 2 (VSIDS) and 3 (LIT). Each table
shows the performance with five different random seeds (“±0” standing for the
original seed). The rightmost column “Min.” chooses the fastest average case
of the five seeds for each problem. The “# solved ((UN)SAT)” rows show the
numbers of (un)satisfiable problems solved within 1200 seconds, respectively. We
counted the execution time of unsolved problems as 1200 seconds here.

The “−2” to “+2” columns reveal that comparing the two heuristics under
the default seeds (“±0”) doesn’t make much sense. The rightmost columns show
that simply running five sequential SAT solvers in parallel using different seeds
will increase the number of solved problems.

Lemma Exchange. We next evaluated the effect of lemma exchange using
a version of c-sat with one master and five workers (6 PEs; no grandmaster).
Table 4 repeats the numbers from previous tables (VSIDS and LIT without
lemma exchange), and adds the numbers from c-sat with different heuristics.
The columns VSIDS+LIT show the results with two workers using VSIDS and
three using LIT. The table shows a significant contribution of lemma exchange.
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Table 4. The effect of lemma exchange with 6 PEs

heuristics VSIDS VSIDS LIT LIT VSIDS+LIT VSIDS+LIT
lemma exchange no yes no yes no yes
# solved (SAT) 37 38 37 37 39 40

# solved (UNSAT) 38 41 41 45 42 46
# solved 75 79 78 82 81 86

total runtime (SAT) 14368s 13896s 14409s 13569s 17879s 14289s
total runtime (UNSAT) 28579s 24090s 27480s 20490s 23399s 20499s

total runtime 42947s 37986s 41888s 34059s 41278s 34788s
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With lemma exchange, VSIDS solved four problems not solved by LIT, and LIT
solved six problems not solved by VSIDS. Of those problems, VSIDS+LIT solved
eight problems and demonstrated the effect of performance stabilization (recall
that the numbers of solved problems in the table count consistently successful
runs only). The performance of VSIDS+LIT for individual problems lied between
that of VSIDS and that of LIT rather consistently. This was not specific to the
particular solver configuration (6 PEs); we observed the same phenomenon using
13 PEs (one grandmaster, two masters and ten workers). We also observed that
combining different heuristics may not improve the performance; for instance the
combination of VSIDS and random heuristics caused performance degradation
for most problems, demonstrating the importance of combining different and
competitive heuristics.

The effect of combining different heuristics on the reduction of duplicate lem-
mas is shown in Fig. 4. Positive effect was observed for almost all problems, and
duplication was well controlled just by employing different seeds.



c-sat: A Parallel SAT Solver for Clusters 531

Table 5. Cooperative vs. competitive parallelism

dynamic partitioning no (5 PEs) yes (5 PEs) no (13 PEs) yes (13 PEs)
# solved (SAT) 40 40 40 41

# solved (UNSAT) 46 47 52 52
# solved 86 87 92 93

total runtime (SAT) 14289s 11495s 9195s 8288s
total runtime (UNSAT) 20499s 18367s 13718s 12909s

total runtime 34788s 29862s 22913s 21198s

We also measured the effect of eliminating redundant lemmas using 13 PEs
and observed 14% speedup for satisfiable problems. The speedup was rather
small for unsatisfiable problems, though.

Finally, we note some statistics of lemma exchange made by the “winning”
worker that found a solution first or nonexistence of a solution first. For the
SAT-Race 2006 problems, lemma exchange took place 6.8 times per second,
the winning worker received 340 clauses per exchange, and the size of clauses
exchanged was 5.5 literals, all on average. The total number of lemmas received
was 13% of the problem size (geometric mean), though there was enormous
variance in this ratio.

Dynamic Partitioning of Search Trees. Comparison between cooperative
parallelism (dynamic partitioning) and competitive parallelism with lemma ex-
change was made using two configurations: 6 PEs (one master) and 13 PEs (two
masters) (Table 5). Solvers with dynamic partitioning performed consistently
better on clusters with this scale. However, the speedup could be marginal on
machines with more communication overhead, and dynamic partitioning is best
treated as an option that can be switched off.

3.2 Main Evaluation and Comparison with Sequential SAT

Given the encouraging results of the preliminary evaluation, we made extensive
evaluation of c-sat using 31 PEs of Cluster A (one grandmaster, five masters and
25 workers) and the 286 problems mentioned in the beginning of this section.
To allow fair comparison with the original MiniSat, parameters including the
interval of restarts were kept unchanged. Because an important objective of
parallel SAT is to solve large problems, the time limit of each problem was
extended to 7200 seconds.

The results are shown in Table 6. The two numbers in the c-sat column show
the number of problems solved by at least one of three runs (left) and the num-
ber of problems solved by all three runs (right). Total runtime means average
execution time taken to solve all problems solved by all three runs of c-sat. For
those problems solved only by c-sat, we re-ran MiniSat for up to 28800 seconds
to calculate a better lower bound of the total sequential execution time.

All problems solved by MiniSat were solved by c-sat. Of 247 problems solved
by either run of c-sat, 243 were solved by all of the three runs. The small
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Table 6. Number of problems solved within 7200s and the total execution time

MiniSat c-sat (31 PEs)
# solved (SAT) 80 106 / 103

# solved (UNSAT) 106 141 / 140
# solved 186 247 / 243

total runtime (SAT) >564691s 21039s
total runtime (UNSAT) >712627s 51978s

total >1277318s 73016s
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Fig. 5. Performance ratio between c-sat and MiniSat

difference between the two numbers shows the stability effect of using many
PEs; with smaller clusters and SMPs, we have experienced much more variance.

Figure 5 shows the performance ratio between c-sat and the original MiniSat,
where the x-axis shows the execution time of MiniSat. The figure plots 189
problems whose sequential execution time exceeded 120 seconds. The samples
on the x = 14400 lines are those whose sequential time exceeded 14400 seconds.
The figure shows large speedup for both satisfiable and unsatisfiable problems,
particularly for large-scale problems. Superlinear speedup was quite common.
The geometric means of the speedup ratio are >31 times for satisfiable problems
and >19 times for unsatisfiable problems. Note that arithmetic means, which
are inappropriate measures, would be much higher.

Figures 6 and 7 show the stability of execution time for each problem whose c-sat
execution time exceeded 120 seconds. Each bar shows the lowest, the average and
the highest values of three runs. While the execution time of unsatisfiable prob-
lems was quite stable (the higher variance observed for some of heavy problems
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may possibly be due to the underlying platform rather than the problem it-
self), the execution time of satisfiable problems had much more variance. This is
because the scheduling of inter-PE communication affects the timing of lemma
exchange. Taming the performance variance of satisfiable problems seems to
have intrinsic difficulty; the only possible solution would be to make more use of
randomization, namely more restarts and more competitive parallelism.

We also evaluated communication overhead. Figure 8 shows how much of the
wall-clock execution time of the “winning” worker that found a solution first (or
nonexistence of a solution first) was spent for lemma exchange. Smaller prob-
lems had higher communication overhead in general, but even including them,
the average overhead was 9.8%. Communication overhead was almost negligible
in solving large problems using 31 PEs. We also measured the communication
overhead of dynamic partitioning, but it was even smaller (< 1%).
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3.3 Effect of Preprocessing and Comparison with Parallel SAT

The evaluation of the previous section deliberately excluded preprocessing (CNF
minimization) to focus on the parallel speedup of the core algorithm. Never-
theless, the effect of preprocessing on parallel performance is of great concern,
and whether c-sat outperforms other parallel solvers would be another point of
interest. This section outlines our additional evaluation, in which the time limit
was set to 1200s for each problem.

Firstly, we built minimized CNF files for all the 286 problems using the pre-
processor of MiniSat 2.0, and tested them using MiniSat 1.14 and c-sat (31 PEs).
Preprocessing improved the execution time, but the improvement varied widely
among individual problems. The parallel speedup was not reduced by preprocess-
ing: for the 149 preprocessed problems whose MiniSat execution time exceeded
120s and whose c-sat execution time didn’t exceed 1200s, the geometric mean of
parallel speedup was >31 (SAT), >17 (UNSAT) and >22 (overall).

It is quite difficult to make quantitative comparison between different par-
allel solvers designed to run on different platforms (due to architectural differ-
ences, performance variances, etc.), but our experiments gave us the following
observations.

SAT-Race 2008 reports the performance of three parallel solvers on four cores
[10]. To compare the reported performance with ours, we first measured the
performance ratio between the two platforms using the 2007 version of Min-
iSat. Taking the ratio (the SAT-Race machine being 1.8 times faster rather
consistently) into account, it is safe to say that c-sat (i.e., with no tuning of
the sequential core but with 31 PEs) with sequential preprocessing solves more
problems consistently than ManySat, the winner of the SAT-Race, and will be
2-3 times faster than ManySat. Of the five benchmark suites used in SAT-Race
2008 (excluding the Mixed Suite), c-sat performed best at the Mironov-Zhang
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Table 7. Number of problems solved within 1200s by Cluster B and the total runtime

MiniSat 13PEs 25PEs 37PEs 49PEs 61PEs
# solved (SAT) 46 75 75 79 79 80

# solved (UNSAT) 60 84 89 91 91 95
# solved 106 159 164 170 170 175

total runtime (SAT) >198573s 24905s 19009s 15995s 15235s 11028s
total runtime (UNSAT) >181108s 29846s 20641s 20318s 17320s 12535s

total >379682s 54751s 39650s 36313s 32555s 23563s

Suite in comparison with ManySat (6.5× faster), and then at the Post Suite
(3.1× faster). It outperformed ManySat to the least degree (2.1× faster) for
the Manolios Suite. Interestingly, the performance characteristics of c-sat were
quite close to those of ManySat and quite different from those of pMiniSat and
MiraXT, reflecting the solver design.

Comparison with PMSat [4] turned out to be quite difficult because of many
parameters/options available. We ran PMSat with 31 PEs with 8 basic options
(four methods of assumption generation, each with or without lemma exchange)
on 15 problems whose MiniSat execution time ranged from 180s to 908s (SAT)
and 518s (UNSAT). The performance of PMSat was highly setting-dependent as
reported in [4]. It outperformed c-sat on some SAT problems under some settings,
but it seemed difficult to determine the optimal setting in advance. In contrast,
c-sat behaved much more stably, and consistently solved all the problems tested,
showing its relative strength in UNSAT problems.

3.4 Scalability

It is important to evaluate parallel software using different platforms to find out
any platform-dependent peculiarities.

We used Cluster B (with more processors) to evaluate the scalability of c-
sat, using the same configuration (i.e., five workers per master). Although the
both clusters connect their nodes using gigabit Ethernet and are equipped with
exactly the same version of MPICH, Cluster B showed poorer and less stable
performance in internode communication even for micro-benchmark problems.
With the same configuration as used in Section 3.2 (31 PEs), the communication
overhead on Cluster B was around 40% for the SAT-Race 2006 problems as
opposed to 10% on Cluster A; the higher overhead was ascertained also with
a wall clock. To beat the overhead, we switched off dynamic partitioning and
ran 216 problems from SAT-Race 2006 and SAT 2007 Competitions (we did
not—though still plan to—use SAT-Race 2008 due to the limited availability of
Cluster B). The results are shown in Table 7 and Fig. 9.

In spite of the higher communication overhead, c-sat showed parallel speedup
up to 61 PEs. Table 8 shows speedup for problems solved by c-sat within 1200
seconds. The numbers are not directly comparable with the numbers obtained
from Cluster A (Fig. 5) due to different time limits on both MiniSat and c-sat
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Table 8. Parallel speedup with Cluster B

MiniSat 13PEs 19PEs 25PEs 31PEs 37PEs 43PEs 49PEs 55PEs 61PEs
SAT 1 16 21 24 22 30 30 23 36 33

UNSAT 1 7 9 10 12 15 15 15 19 19
total 1 11 14 15 16 21 21 18 26 25

and the different sets of benchmark problems. However, by recalculating and
summarizing the numbers of Fig. 5 by using the same time limits, we made sure
that Cluster B with 61 PEs showed better parallel speedup than Cluster A with
31 PEs. Finally, the average overhead of lemma exchange (in total runtime) was
39%, but it was only 10% for problems that took more than 120 seconds.

4 Conclusion

We have designed and implemented a cluster-oriented parallel SAT solver c-sat
based on MiniSat, and evaluated its performance using a large number of prob-
lems. Through several design decisions (on the overall architecture, search and
lemma exchange) and tuning, which were both based on a number of preliminary
experiments, we obtained at least 31-fold speedup (geometric mean) for satisfi-
able problems and at least 19-fold speedup for unsatisfiable problems using 31
PEs located on 8 compute nodes connected by gigabit Ethernet. Thus the cluster
computing of SAT can be quite efficient (in terms of parallel speedup) and be
used to address hard problems without being limited by the current multicore
technology. The advantage of c-sat is readily applicable to enhancing the perfor-
mance of existing bounded model checkers and SAT-based automated planners.
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Better stability of performance is another advantage of large-scale solvers. Mes-
sage passing is considered less efficient than shared-memory, but c-sat realized
effective parallel processing with less than 10% of communication overhead for
non-small problems.

Our parallelization have deliberately inherited the basic algorithm, heuristics
and various parameters of sequential MiniSat and have attained speedup by the
tuning of the parallelization part. The same technique should be applicable to
other sequential, cutting-edge SAT solvers.

Many things remain to be done in the context of parallel processing, which
include: (i) combination with finer-grain parallelism and coarser-grain paral-
lelism (such as algorithm portfolio [7]), (ii) automatic and adaptive tuning of
parameters, (iii) using parallelism to ensure the quality of lemmas, and (iv)
application to variations of SAT.
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