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Foreword

The 13th International Conference on Human—Computer Interaction, HCI Interna-
tional 2009, was held in San Diego, California, USA, July 19-24, 2009, jointly with
the Symposium on Human Interface (Japan) 2009, the 8th International Conference on
Engineering Psychology and Cognitive Ergonomics, the 5th International Conference
on Universal Access in Human—Computer Interaction, the Third International Confer-
ence on Virtual and Mixed Reality, the Third International Conference on Internation-
alization, Design and Global Development, the Third International Conference on
Online Communities and Social Computing, the 5th International Conference on
Augmented Cognition, the Second International Conference on Digital Human Model-
ing, and the First International Conference on Human Centered Design.

A total of 4,348 individuals from academia, research institutes, industry and govern-
mental agencies from 73 countries submitted contributions, and 1,397 papers that were
judged to be of high scientific quality were included in the program. These papers ad-
dress the latest research and development efforts and highlight the human aspects of the
design and use of computing systems. The papers accepted for presentation thoroughly
cover the entire field of human—computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Randall Shumaker, contains papers in the thematic area of
Virtual and Mixed Reality, addressing the following major topics:

Interaction and Navigation in Virtual and Mixed Environments
Design, Development and Evaluation of VR Environments
Haptics and Tactile Interaction in VR

Vision in Virtual and Mixed Reality

VR Applications

The remaining volumes of the HCI International 2009 proceedings are:

e Volume 1, LNCS 5610, Human—Computer Interaction—New Trends (Part I),
edited by Julie A. Jacko

e  Volume 2, LNCS 5611, Human—Computer Interaction—Novel Interaction
Methods and Techniques (Part II), edited by Julie A. Jacko

e  Volume 3, LNCS 5612, Human—Computer Interaction—Ambient, Ubiqui-
tous and Intelligent Interaction (Part III), edited by Julie A. Jacko

e  Volume 4, LNCS 5613, Human—Computer Interaction—Interacting in Vari-
ous Application Domains (Part IV), edited by Julie A. Jacko

e Volume 5, LNCS 5614, Universal Access in Human—Computer
Interaction—Addressing Diversity (Part 1), edited by Constantine
Stephanidis

e Volume 6, LNCS 5615, Universal Access in Human—Computer
Interaction—Intelligent and Ubiquitous Interaction Environments (Part II),
edited by Constantine Stephanidis



VI

Foreword

Volume 7, LNCS 5616, Universal Access in Human—Computer
Interaction—Applications and Services (Part III), edited by Constantine
Stephanidis

Volume 8, LNCS 5617, Human Interface and the Management of
Information—Designing Information Environments (Part I), edited by
Michael J. Smith and Gavriel Salvendy

Volume 9, LNCS 5618, Human Interface and the Management of
Information—Information and Interaction (Part II), edited by Gavriel
Salvendy and Michael J. Smith

Volume 10, LNCS 5619, Human Centered Design, edited by Masaaki Kurosu
Volume 11, LNCS 5620, Digital Human Modeling, edited by Vincent G.
Dufty

Volume 12, LNCS 5621, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

Volume 14, LNCS 5623, Internationalization, Design and Global Develop-
ment, edited by Nuray Aykin

Volume 15, LNCS 5624, Ergonomics and Health Aspects of Work with
Computers, edited by Ben-Tzion Karsh

Volume 16, LNAI 5638, The Foundations of Augmented Cognition: Neuro-
ergonomics and Operational Neuroscience, edited by Dylan Schmorrow, Ivy
Estabrooke and Marc Grootjen

Volume 17, LNAI 5639, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

I would like to thank the Program Chairs and the members of the Program Boards

of all thematic areas, listed below, for their contribution to the highest scientific
quality and the overall success of HCI International 2009.

Ergonomics and Health Aspects of Work with Computers

Program Chair: Ben-Tzion Karsh

Arne Aaras, Norway Holger Luczak, Germany
Pascale Carayon, USA Aura C. Matias, Philippines
Barbara G.F. Cohen, USA Kyung (Ken) Park, Korea
Wolfgang Friesdorf, Germany Michelle M. Robertson, USA
John Gosbee, USA Michelle L. Rogers, USA
Martin Helander, Singapore Steven L. Sauter, USA

Ed Israelski, USA Dominique L. Scapin, France
Waldemar Karwowski, USA Naomi Swanson, USA

Peter Kern, Germany Peter Vink, The Netherlands
Danuta Koradecka, Poland John Wilson, UK

Kari Lindstrom, Finland Teresa Zayas-Cabdn, USA
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Human Interface and the Management of Information

Program Chair: Michael J. Smith

Gunilla Bradley, Sweden
Hans-Jorg Bullinger, Germany
Alan Chan, Hong Kong
Klaus-Peter Fahnrich, Germany
Michitaka Hirose, Japan
Jhilmil Jain, USA

Yasufumi Kume, Japan

Mark Lehto, USA

Fiona Fui-Hoon Nah, USA
Shogo Nishida, Japan

Robert Proctor, USA
Youngho Rhee, Korea

Human-Computer Interaction

Program Chair: Julie A. Jacko

Sebastiano Bagnara, Italy
Sherry Y. Chen, UK
Marvin J. Dainoff, USA
Jianming Dong, USA
John Eklund, Australia
Xiaowen Fang, USA
Ayse Gurses, USA

Vicki L. Hanson, UK
Sheue-Ling Hwang, Taiwan
Wonil Hwang, Korea
Yong Gu Ji, Korea
Steven Landry, USA

Anxo Cereijo Roibds, UK
Katsunori Shimohara, Japan
Dieter Spath, Germany
Tsutomu Tabe, Japan
Alvaro D. Taveira, USA
Kim-Phuong L. Vu, USA
Tomio Watanabe, Japan
Sakae Yamamoto, Japan
Hidekazu Yoshikawa, Japan
Li Zheng, P.R. China
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Philippe Palanque, France
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Guy A. Boy, USA

John Huddlestone, UK
Kenji Itoh, Japan
Hung-Sying Jing, Taiwan
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Wen-Chin Li, Taiwan
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Abstract. Motion sensing technologies are well developed at the bio-
mechanical (motion capture) and geo-locative (GPS) scales. However, there are
many degrees of scale between these extremes and there have been few
attempts to seek the integration of systems that were designed for distinct con-
texts and tasks. The proposition that motivated the Scale project team was that
through such systems integration it would be possible to create an enhanced
perception of interaction between human participants who might be co-located
or remotely engaged, separated in either (or both) time or space. A further aim
was to examine how the use of these technologies might inform current s
discourse on the performative.

Keywords: multi-modal, scaleable, interactive environments, interdisciplinary
research, perception.

1 Introduction

CIRCLE is a group engaged in Creative Interdisciplinary Research into Collaborative
Environments. CIRCLE's members work at Edinburgh College of Art and the Univer-
sity of Edinburgh in the visual and media arts, dance and performance, architecture
and sound, informatics and social sciences. They seek to undertake collaborative
research at the juncture of the creative arts and sciences and across disciplines. The
CIRCLE website is at http://www.eca.ac.uk/circle/. The Scale research laboratory was
designed as a prototype research laboratory. In this paper we describe the undertaking
and outcomes of some of the laboratory sessions. The intention is that having success-
fully completed the laboratory and arrived at some initial outcomes this work will
serve as the basis for a more ambitious and rigorously framed research project.

2 Context

The Scale research laboratory was undertaken at a juncture of a number of research
areas. These include research into choreography and cognition, interactive environ-
ments, dance education and motion capture in performance and animation. However,
what bound these research foci together was a shared interest in how the perception
of interaction, across interactive systems and medial modes, might be enhanced. The
mix of disciplines might have been seen as a challenge but, as we found, was
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advantageous in addressing this overall aim. Since the 1990’s there have been at-
tempts to employ digital multimedia and imaging technologies in the recording,
analysis and enhancement of physical performance. William Forsythe’s Improvisation
Technologies interactive CD-ROM [1] allowed users to navigate a non-linear
database of the choreographer’s work, learning choreographic and dance material,
illustrated by the choreographer and his dancers. Scenes could be selected employing
various angles of view. The dynamic use of graphical elements allowed the choreog-
rapher to visually illustrate the dynamics and character of particular movement
sequences. Fundamental work informing research in visual motion analysis was un-
dertaken by Gunnar Johansson [2] at Uppsala University. This work employed video
recording of light points attached to moving bodies that is strikingly similar in effect
to contemporary motion capture systems.

Scott deLahunta is a key researcher inquiring into physical performance, choreog-
raphy and cognition. His most recent work in this area has evolved out of a working
relationship he has developed with choreographer Wayne McGregor and researchers
at the University of Cambridge [3]. Recently he has been furthering this work with
Forsythe and choreographers Emio Greco and Siobhan Davies on the development of
‘interactive choreographic sketchbooks’ and other digital tools for the analysis and
creation of dance [4]. Kate Stevens’ [S] work seeks to elucidate dance, from a psycho-
logical perspective, as a domain of knowledge and signification. Her research focuses
on how communication operates in dance and information is apprehended in a
non-verbal environment. Similar to deLahunta, Stevens’ work employs both conven-
tional and digital notational and analytical systems in the analysis of physical
performance, the objective being to comprehend how movement is perceived as
meaningful. Significant artistic work has been undertaken with systems involving
full-body interaction. David Rokeby [6] has worked with real-time video based mo-
tion analysis since the 1980’s and his Very Nervous System software has been
employed by numerous creative practitioners. Mark Coniglio, of dance company
Troika Ranch, similarly works with self-authored tools to create interactive stage en-
vironments for the performers to inhabit and interact with. Coniglio’s system Isadora
[7] is used by numerous creative practitioners. Biggs has worked with unencumbered
sensing systems in artist designed interactive environments for some years, develop-
ing his first 3D motion analysis system whilst artist fellow at the Commonwealth
Scientific and Industrial Research Organisation’s National Measurement Laborato-
ries, Sydney in 1984 [8]. Currently he works with and contributes to the development
of Myron [9], an open source video tracking system, primarily authored by Josh
Nimoy and used by other artists and developers.

3 Aims and Objectives

The Scale research project sought to inquire into the following:

e How do multiple sensing and tracking systems permit the mapping of the human
body at multiple simultaneous scales and what effect do such systems have on
those being monitored and tracked within artistic installations and performative
environments?
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e What are the artistic possibilities, arising during the laboratory, involving scaleable
representation of the human body in systems ranging from the subjective proprio-
ceptive through to location specific human interaction and larger topographic envi-
ronments?

The subsequent questions specifically addressed in this paper include:

e How do different actual, augmented and telematic environments affect inter-actors
self-perception and interaction with other inter-actors, interactive systems and the
environment?

e How do changes in telematic mediation affect inter-actor perception and behaviour
(including agency) of themselves and others?

e Does co-locating pre-recorded motion capture data with real-time video tracking of
an inter-actor enhance the inter-actor’s capacity to understand and internalise the
recorded movement?

4 Methods

The evaluation of the Scale research laboratory was carried out employing several
interpretative practices aimed at gathering data for qualitative analysis. Since the in-
terest was in how the constructed environments affected the inter-actors’ behaviour
we applied methods, drawing on ethnography, within an action research approach.
Ethnographic research practices permitted direct observation of the inter-actors by
the researchers, who were also situated within the research environment as subjects.
We sought to apprehend the various physical and emotional states the inter-actors
experienced in response to various stimuli (visual, aural, verbal and tactile) and their
empathy with one another and reflect upon our actions and responses as engaged
artists, researchers and system developers. We sought to identify how the stresses
and tensions of multi-tasking, problem-solving and categorising within a complex
interactive environment might result in inter-actors and researchers experiencing a
heightened awareness and sensitivity of self and others. This approach was helpful in
identifying patterns of meaning creation by the inter-actors that informed our research
objectives. In parallel to this data collection we employed hand-written notes and
video recordings to record participants’ observations derived from their “exhibited
moment-by-moment improvised character” [10]. We also engaged with the inter-
actors in short informal discussions and more formal interviews (Timmons,
Hawksley, Wright, Ekeus), during and after the laboratory sessions, all of which were
video recorded. It is proposed that these recordings will be subsequently digitised and
annotated employing experimental video annotation tools in development at the Uni-
versity of Edinburgh. The inter-actors activities in the interactive environments and
other systems were documented on video tape (including real-time frame sequence
screen grabs of the projections) while photographs were taken throughout all sessions
and during the final presentation to an invited audience (Dima, Biggs, Timmons).
Video recordings of the researchers engaged in the research process were also made.
The gathered material was analysed and coded by a team of informants during and
after the research laboratory (Timmons, Hawksley). The team discussed, at each
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stage, their findings with the rest of the research team in an attempt to identify
elements that could serve in designing the next stage. This iterative process allowed
outcomes of early experiments to inform the design of the later experiments.

Selected sequences of digitised video material are included with the electronic ver-
sion of this paper. Documentation of the laboratory sessions is also accessible at
http://www.eca.ac.uk/circle/scalel.htm.

S The Laboratory

The laboratory was carried out in the British Association of Sport and Exercise Sci-
ences accredited Biomechanics Laboratory within the Physical Education, Sport and
Leisure Studies department of the University of Edinburgh and was organised as a
week long intensive, following on from several days prior setup and testing of the
technologies employed. The laboratory involved a number of members of the CIR-
CLE group, each bringing their own expertise and disciplinary concerns to the
project, as well as four inter-actors who were professional contemporary dancers from
the Scottish dance company, Curve Foundation. The dancers were Ross Cooper
(Director, Curve), Morgann Runacre-Temple, Ira Siobhan and Lucy Boyes. As pro-
fessionals, all the dancers were highly skilled in movement and self-reflection, our
reason for working with such professionals. Nevertheless, they each brought to the
laboratory different prior experiences of working with set/choreographed and/or
improvised material. Choreographic direction was by Hawksley. For some of the
dancers adopting the role of inter-actor within a technologically mediated interactive
environment was novel, demanding an approach and modality of self-reflection with
which they were unfamiliar. This shift in their working patterns and self-awareness is
reflected in the interviews conducted with them. The hardware and software systems
developed for and employed during the research intensive laboratory were composed
of three primary elements, as follows:

The Motion Capture System. The 3D motion of the inter-actors was captured using
a Motion Analysis Corporation system, operated by Wright. Spherical reflective
markers where attached, using Velcro, to worn motion capture suits. Eight infra-red
cameras, with ring-array red LED lights, were used to illuminate and record the mo-
tion of the markers. The 3D position of the markers was calculated and recorded as an
X, ¥, z coordinate set in each frame at 60 frames per second. The system was not real
time and had a maximum capture time of approximately one minute. Individual danc-
ers were initially recorded with a full 32 marker set. Further recordings were taken of
multiple dancers employing reduced marker sets. The motion capture data was used in
two ways. Firstly, it was viewed as point data within the motion capture system so as
to permit evaluation of the inter-actors ability to recognise individuals from the
data set. Secondly, the 3D data was transferred and parsed for use in the real-time
interactive video environment.

Interactive Video Environment. Software and hardware systems were employed that
allowed for the real-time playback of 3D motion capture data acquired from the motion
capture system, combined with real-time video acquisition and image analysis. The
software was composed of custom C++ code (Nimoy and Biggs) along with higher
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level Lingo (Adobe Director) code (Biggs). The system permitted full resolution acqui-
sition of digital video which could be analysed in real-time to determine moving points
of interest. Live acquired video bitmaps were encapsulated with corresponding 3D
motion capture data-sets, allowing the isomorphic mapping of live acquired video to
recorded 3D motion capture data and their object-oriented manipulation. Given real-
time motion capture technology and appropriate interfacing this could be achieved with
real-time motion capture data with little more development work.

The resulting composite digital video image was video projected life-size and
co-located with the inter-actors who were the live subjects of the video acquisition
system. The resulting effect was not unlike a digital mirror. The inter-actor would see
elements of themselves, in real-time, mapped onto the recorded motion capture data.
So long as the inter-actor closely mimicked the movements of the motion capture data
then they could ensure that the corresponding anatomical elements would be synchro-
nised with the corresponding motion capture points and thus each part could be
graphically mapped to create a full image of themselves. In practice, the inter-actors
rarely achieved perfect correspondence between their real-time and motion captured
actions. The resulting asynchronous activity led to the emergence of a far richer visual
effect than if the correspondence had been perfect. Indeed, to exploit this the software
was modified such that a perfect spatial correspondence would not be possible. The
image acquisition and motion capture tracking capability were designed to have a
degree of spatial overlap. The visual effect caused by this was like a fragmenting
tessellated mirror. The greater the asynchronicity of the inter-actor with the motion
capture data the greater the fragmentation. When no synchronous activity was occur-
ring the video would not be mapped to the motion capture data, causing elements of
the inter-actor (at times, all elements) not to be mapped and thus for the live graphic
image to be partial or blank. The greater the synchronicity the more data that would
be visible and the more complete the mirroring effect achieved.

Visual Temporal Differencing System. This system was developed by Ekeus using
Cycling 74's Max/MSP/Jitter development environment. A digital video feed of the
inter-actors was acquired in real-time and a running average of the most recent frames
calculated. The 'absolute difference' between this running average and the current
image was calculated and output as a life-size projection. The effect was that station-
ary objects, including the floor and walls, 'disappeared’, the projection showing only
what had changed. If an inter-actor stood still, the running average of the frames
would gradually match the current image seen by the camera and they would seem to
‘disappear’. Similarly, when individuals who were rendered ‘invisible’ moved they
seemed to re-appear and also leave a 'shadow' at their former position. This shadow
would also fade away over the time-span of the running average.

The effect was that the system would show a 'memory' of movement in the space
and the inter-actors could effectively interact with their earlier movements. Different
temporal scales were used, ranging from 10 seconds down to 1 second. This related
to similar temporal effects achieved with the interactive video environment system. It
was found that shorter time spans tended towards the inter-actors making faster, more
sudden gestures, and the longer spans towards slower, smoother movements.
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6 The Experimental Sessions

An intention of the laboratory was to explore and exploit the diverse disciplines and
skill sets of the team members. One method was for the researchers to shift roles
within the team, and to rapidly test out of a range of ideas, with a view to maximizing
opportunities for unforeseen convergences and outcomes. Most interview sessions
with the inter-actors were held informally, within the studio space, as they cooled
down, emphasizing an ethnographic rather than analytical approach.

In the initial laboratory session three of the four inter-actors learned two
set/choreographed dance phrases, comprising easily assimilated, codified material;
one static, one travelling. The inter-actors also created short personal ‘signature’
phrases of movements that they felt in some way represented themselves. These
phrases were recorded as full 32 point marker sets of 3D motion capture data, the
phrases being executed by the inter-actors individually, in duets and in trios. The
inter-actors had not previously seen the motion capture suits or the floor space. The
only constraint they were given was that their phrases were to be of no more than one
minute in length, this relating to the 1 minute capacity of the motion capture system.
The physical size of the capture space was a cubic volume of approximately 4 x 3 x 3
metres in a laboratory space of roughly 10 x 10 x 6 metres. The researchers observed
how the inter-actors adapted the phrases to accommodate the constraints of the sys-
tem, with consequent effects on the use of space and timing as the suits restricted the
inter-actors’ movements. They needed to move more slowly to avoid the Velcro
marker attachments sticking, relocating or detaching and also limiting points of body
contact with the floor in floor-work to avoid pain from rolling on the markers.

Some of the motion capture data was rendered as point-figures and projected life-
size and deployed so as to manipulate live acquired digital video employing the
Myron software. An unexpected outcome of this particular configuration was that in
order to maintain a mirror-like video image, the inter-actor is obliged to track the
motion captured figure in real-scale time and space. The three initial inter-actors re-
ported that they felt their task was complicated by the demands of synchronising their
actions with the live manipulated video imagery. However, the fourth inter-actor had
not been present during the first day of the laboratory and thus we were able to
observe her working within the immersive environment with no prior knowledge of
how the interactivity worked, nor of the phrases. She was able to decipher some 85%
of the movement material and spacing. She reported “finding it easy to follow lines in
terms of structure, that was quite clear, but when it got confusing for me was when
the movement became circular and things became curved, and the changing in direc-
tions, I was just totally lost” [11]. However, she indicated that the life-size scale of the
projections were helpful, allowing us to speculate as to how such an experimental
prototype could inform the design of a system for movement phrase learning. The
inter-actors also performed more subtle dance improvisations emanating from focus-
ing attention to self and surroundings, more like a ‘movement meditation’. Wearing
reduced marker sets (as few as 7), to facilitate ease and greater range of movement,
the inter-actors freely improvised in the laboratory space. Sometimes they did this as
solo activities, sometimes as duos and sometimes as trios. However, they were not
informed when recording would start or stop.
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Following these motion capture recordings, the inter-actors were shown data from
a range of phrases and improvisations, displayed as point-light figures. They were
asked to identify who they thought was performing each phrase and to explain how
and why they drew their conclusions. They correctly and confidently identified most
of the codified material and their personal 32 marker set phrases. The inter-actors’
comments from the interviews indicate the phenomena by which they were able to
make these identifications. When two of the inter-actors recognised another in the
data sets and were asked why, one stated “the head’s like this” [12] (physically dem-
onstrating the movement) whilst another said “because I saw him perform the step
and the third count of the second triplet was like how Ira did it” [13]. Ira then said “I
think that it is (me) because of the space...” [14]. Further feedback, such as “Manner-
isms, character, body shapes...the choice of the movements...there are certain things
you can see, like the shape or height of someone’s leg, or the line...” [12] and
“...feet, demi-pointe not high...wider body shape...look at the arms, those arms are
big” [14], represented typical reflections contained in the recordings with the inter-
actors. The latter quote is particularly curious as the point-light figures did not contain
explicit data from which a viewer, expert or otherwise, might be able to deduce the
volume of an anatomical element, such as the size of an arm. It is possible the inter-
actor was referring to the length of the arm but within the context of the recording
session and given the physical attributes of the inter-actors we are reasonably confi-
dent he was referring to the physical volume of the arm. \Whilst the inter-actors
succeeded reasonably well in identifying codified material they struggled to identify
any of the ‘movement meditations’, which used reduced marker sets. They had little
recollection of what movement they had done during these improvisations. This sug-
gests that part of their recognition depended on ‘somatic memory’ of known material
as well as a prior knowledge of the material they were observing. Typical feedback
collected from the inter-actors evidence this, such as “that is just a mess” [13] and “I
can’t tell what dot is what part of the body” [12]. Asking the inter-actors to identify
more abstract movement phrases, with which they had less familiarity, echoes Johans-
son’s research, although contrasting with the simple canonical movements, such as
walking, of his studies. However, as the different phrases were not presented to the
inter-actors as comparable data-sets this aspect of the laboratory will hopefully be
explored more thoroughly in the next iteration of the research process. A further set of
experiments sought to explore how the inter-actors interacted with more remote non-
visual forms of real-time information. The objective here was to observe how the
inter-actors managed to work with interactive data originating at a greater distance
and where the spatial envelope was at a scale far greater than the interactive space
afforded in the studio environment. This involved some of the inter-actors working in
the laboratory, within an immersive interactive audio-visual environment, which was
connected by mobile phone to a remote inter-actor. Using a mobile phone's hands-free
set connected to an audio amplification system in the interaction space, an audio link
was established between the laboratory and a remote inter-actor. The local inter-actors
could talk back to the remote inter-actor. The audio from the phone was fed into the
Max/MSP/Jitter patch for the temporal visual differencing system and the amplitude
of the incoming audio was mapped to a brightness parameter on the input camera
feed. The projection’s brightness would thus vary in conjunction with the voice of the
remote inter-actor and the sound of their environment. In trials the remote inter-actor
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tended to create a demonstrative sound-scape, seeking to translate the auditory char-
acteristics of phenomena and objects back to the laboratory. The inter-actor
approached this task almost like a ‘gaming’ situation. On one occasion the remote
inter-actor was not expecting to be called from the laboratory and the resulting spon-
taneity of the inter-actor’s response lent a more vital element to the interaction be-
tween them and the other inter-actors. In particular the inter-actors reported a greater
feeling of empathy and awareness to the remote inter-actor, each other and their envi-
ronment. The temporal graphic effects of the system meant that the dancers could
purposefully render themselves invisible in the projections, which “gave us a use and
a purpose to ‘no movement’” [13] and allowed us to develop “a sense of becoming
quieter ... less aware of the situation that we were in and very much involved” [11].
Throughout the laboratory the inter-actors were asked to engage in situations which
required highly complex problem-solving and multi-tasking capabilities. The remote
audio experiment required a particular interaction with an audio-visual environment
in which they were asked to move, watch, listen and talk. Their solutions were crea-
tive and they coped by rapidly choosing to respond to only certain information sets.
The inter-actors also quickly became adept at juggling multiple tasks and shifting
between media, evidencing a visceral sense of medial transliteracy. As one inter-actor
observed “I became aware of how listening and how answering Ira on the phone was
affecting the group and how we were moving” [11]. One inter-actor commented “I
didn’t think of the movement in the sense of ‘dancer making steps’. More relating to
the sound...I didn’t have a vocabulary” [13] and yet another observed “it felt more
emotion oriented” [12].

7 Outcomes

The Scale research laboratory allowed the CIRCLE researchers to study how multiple
sensing and tracking systems can permit the mapping of the human body at multiple
simultaneous scales and to observe the effects such systems have on those being
monitored and tracked. A number of different systems, artistic strategies and envi-
ronments were tested during the laboratory and were subsequently evaluated for their
future potential application in artistic projects. Our primary research question,
whether an integrated multi-modal approach to designing interactive environments
might enhance an inter-actor’s perception of interaction, was not definitively re-
solved. However, the observations and data collected indicate that this is likely the
case. The involvement of professional dancers as inter-actors offered an opportunity
to collect the qualitative data required to arrive at these outcomes. The experiments
allowed us to observe and evaluate how augmented environments can affect inter-
actors self-perception and interaction with other inter-actors. Thus we were able to
engage a number of questions, amongst them inquiring into how an inter-actor recog-
nises their own or others movement characteristics. The responses from the inter-
actors show that where they were aware of being recorded, and movement material
was pre-learned and/or canonical, they were able to identify themselves, whilst when
confronted with improvised movement phrases and where they had not been aware
they were being recorded, they struggled to do so. We were also able to observe
and analyse how co-locating pre-recorded motion capture data with real-time video
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tracking of an inter-actor can enhance an inter-actor’s capacity to understand and
internalise a recorded movement. That one of the inter-actors, who was not present
during the first day when many of the movement phrases were developed and re-
corded, was able to learn sequences with relative ease through physically following
and explicitly ‘mirroring’ the life-size projections of the motion capture data, through
the device of having their own video image mapped in real-time and life-size to the
3D data points, is evidence of this. Tantalisingly, there appears to be significant po-
tential value in further exploring this aspect of the research, focusing on variations of
how the system might be designed and studying different modes of interaction with
the system. However, whilst the inter-actor’s perception and recognition of motion
capture data, represented as simple motions of individuals, is coherent with Johans-
son’s classic work complex motions with orientation changes were less successfully
recognised, as was the case with the reduced marker sets. Further research will need
to more rigorously address these issues. Experiments with multi-modal systems
employing sound and image that is both co-located with and remote to inter-actors
allowed us to evaluate how changes in telematic mediation can affect inter-actor per-
ception and behaviour and, in this instance, choreographic decision making. The
evidence acquired during these experiments suggests the quality of the inter-actors
experience was not only a function of the level of veracity of a representational sys-
tem (e.g.: how realistic the presentation of a virtual presence might be) but also of
other phenomena that are of a more abstract nature. This experiment also suggested
that it is not necessary for an inter-actor to experience phenomena as cohesive or uni-
tary for them to gain an effective apprehension of an event and thus successfully
interact with the various elements involved. However, it was also clear from the inter-
views with the inter-actors that such a situation was more demanding of their concen-
tration and multi-tasking capability as the inter-actors reported experiences of breaks
in their sense of presence and agency.

During the research laboratory some initial experiments were attempted that em-
ployed geo-locative positioning systems and remote site specific actions, the objective
being to engage the inter-actors with information not spatially co-located with them.
Due to time constraints these experiments did not lead to any outcomes of value to the
questions addressed in this paper. However, the experiment involving the use of the
telephone call indicates that this is another area of inquiry that is likely to deliver
further valuable insights. The integration of GPS technologies with local sensing and
interactive systems was achieved during the laboratory. Successful, but tentative, ex-
periments with synchronised video recording of inter-actors interacting within a large
architectural space were also completed. It is the intention to employ telematic, GPS
and live video streaming systems in the next iteration of the research, seeking to fully
integrate these with the multi-modal interactive systems deployed as well as with
real-time motion capture systems.

As the first research project undertaken by the CIRCLE group the Scale laboratory
sessions also, perhaps most importantly, allowed us to test whether a group of
researchers and practitioners from diverse disciplinary backgrounds could work to-
gether constructively, often with diverging aims and objectives, and yet realise
outcomes of use in each of our disciplines and which might inform interdisciplinary
discourse and research. It is the intention of the CIRCLE group members to further
pursue this aspect of our work in order to both facilitate our own effectiveness as a
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research group and to further inform discourse on what interdisciplinary research
might be. The Scale research laboratory was funded by the University of Edinburgh’s
Collaborative Research Dean’s Fund and Edinburgh College of Art’s Research Fund.
Many thanks to Simon Coleman, Sports Science, University of Edinburgh.

Dancer Ross Cooper within the  Mage sequence generated within Image sequence generated by the
) per. interactive video environment visual temporal differencing
motion capture environment system

Dancers within the interactive environment
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Abstract. Augmented Reality (AR) research has been conducted for several
decades, although until recently most AR applications had simple interaction
methods using traditional input devices. AR tracking, display technology and
software has progressed to the point where commercial applications can be de-
veloped. However there are opportunities to provide new advanced interaction
techniques for AR applications. In this paper we describe several interaction
methods that can be used to provide a better user experience, including tangible
user interaction, multimodal input and mobile interaction.

Keywords: Augmented Reality, Interaction Techniques, Tangible User Inter-
faces, Multimodal Input.

1 Introduction

Augmented Reality (AR) is a novel technology that allows virtual imagery to be
seamlessly combined with the real world. Azuma identifies the three key characteris-
tics of Augmented Reality: combining real and virtual images, the virtual imagery is
registered with the real world, and it is interactive in real time [1]. These properties
were a key part of the first AR application created over 40 years ago by Sutherland
[2], and since then many interesting prototype AR applications have been developed
in domains such as medicine, education, manufacturing, and others.

Although AR has a long history, much of the research in the field has been focused
on the technology for providing the AR experience (such as tracking and display
devices), rather than methods for allowing users to better interact with the virtual con-
tent being shown. As Ishii says, the AR field has been primarily concerned with
“..considering purely visual augmentations” [3] and while great advances have been
made in AR display technologies and tracking techniques, interaction with AR envi-
ronments has usually been limited to either passive viewing or simple browsing of
virtual information registered to the real world.

For example, in Rekimoto’s NaviCam application a person uses a handheld
LCD display to see virtual annotations overlaid on the real world [4] and but cannot
interact with or edit the annotations. Similarly Feiner’s Touring Machine outdoor AR

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 13—@ 2009.
© Springer-Verlag Berlin Heidelberg 2009
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application [5] allowed virtual labels to be placed over the buildings in the real world,
but once again the user could not manipulate the virtual content.

Before AR technology can be widely used, there is a need to explore new interac-
tion methods that can provide an enhanced user experience. In this paper we describe
several advanced interaction techniques that could be applied to the next generation of
AR experiences, including tangible object input, multimodal interaction and mobile
phone manipulation. The common thread through these techniques is that it is tangible
interaction with the real world itself than can provide one of the best ways to interact
with virtual AR content.

In the remainder of this paper we first review related work and describe the need
for new AR interface metaphors. We then describe the Tangible AR interaction meta-
phor and show how it can applied in the MagicCup AR application. Next we show
how speech and gesture commands can be added to the Tangible AR method to create
multimodal interfaces. Finally we discuss how these same methods can be applied in
mobile AR settings, and discuss directions for future research.

2 Background Research

When a new interface technology is developed it often passes through the following
stages:

1. Prototype Demonstration

2. Adoption of Interaction techniques from other interface metaphors
3. Development of new interface metaphors appropriate to the medium
4. Development of formal theoretical models for user interactions

For example, the earliest immersive Virtual Reality (VR) systems were just used to
view virtual scenes. Then interfaces such 3DM [6] explored how elements of the
traditional desktop WIMP metaphor could be used to enable users to model immer-
sively and support more complex interactions. Next, interaction techniques such as
the Go-Go [7] or World in Miniature [8] were developed which are unique to VR and
cannot be used in other environments. Now researchers are attempting to arrive at a
formal taxonomy for characterizing interaction in virtual worlds that will allow devel-
opers to build virtual interfaces in a systematic manner [9].

In many ways AR interfaces have barely moved beyond the first stage. The earliest
AR systems were used to view virtual models in a variety of application domains such
as medicine [10] and machine maintenance [11]. These interfaces provided a very
intuitive method for viewing three dimensional information, but little support for
creating or modifying the AR content.

More recently, researchers have begun to address this deficiency. The AR modeler
of Kiyokawa [12] uses a magnetic tracker to allow people to create AR content, while
the Studierstube [13] and EMMIE [14] projects use tracked pens and tablets for se-
lecting and modifying AR objects. More traditional input devices, such as a hand-held
mouse or tablet [15][16], as well as intelligent agents [17] have also been investi-
gated. However these attempts have largely been based on existing 2D and 3D
interface metaphors from desktop or immersive virtual environments.
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In our research we have been seeking to move beyond this and explore new inter-
action methods. Unlike most other desktop interface and virtual reality systems, in an
AR experience there is an intimate relationship between 3D virtual models and physi-
cal objects these models are associated with. This suggests that one promising
research direction may arise from taking advantage of the immediacy and familiarity
of everyday physical objects for effective manipulation of virtual objects.

Recently researchers have been investigating computer interfaces based on real ob-
jects. For example in ubiquitous computing [18] environments the computer vanishes
into the real world, while Tangible User Interface (TUI) [3] research aims to allow
people to use real objects to interact with digital content. For example in the Triangles
TUI interface [19], physical triangles with characters drawn on them are assembled to
tell stories while a visual representations of the stories are shown on a separate moni-
tor distinct from the physical interface. Similarly, in the Urp application [20] the user
can manipulate real model buildings while seeing projections of virtual wind and
shadow patterns appearing on a table under the buildings. In both of these examples
the use of physical objects to control the interaction with the virtual content makes it
very easy to intuitively use the applications. Although the use of tangible user inter-
face metaphors have been explored in projected environments, they have been less
used in AR applications.

In addition to using physical objects to interact with AR content, there is also inter-
esting research that can be performed in involving other input modalities, such as
adding speech and gesture input. For example, users could issue combined speech and
gesture commands to interact with the virtual content.

One of the first interfaces to combine speech and gesture recognition was Bolt’s
Media Room [21] which allowed the user to interact with projected graphics through
voice, gesture and gaze. Since then, speech and gesture interaction has been used in
desktop and immersive Virtual Reality (VR) environments. Weimer and Ganapathy
[22] developed a prototype virtual environment that incorporated a data glove and
simple speech recognizer. Laviola [23] investigated the use of whole-hand gestures
and speech to create, place, modify, and manipulate furniture and interior decorations.

However, there are relatively few examples of AR applications that use multimodal
input. Olwal et al. [24] introduced a set of statistical geometric tools, SenseShapes,
which use volumetric regions of interest that can be attached to the user, providing
valuable information about the user interaction with the AR system. Kaiser et al. [25]
extended this by focusing on mutual disambiguation between speech and gesture
input to improve interpretation robustness. This research is a good start but more
work needs to be done on how best to use speech and gesture input in an AR setting.

A final area of interest for advanced interaction techniques is in mobile and hand-
held AR. In recent years AR applications have migrated to mobile platforms, includ-
ing Tablet PCs [26], PDAs [27] and mobile phones [28]. The mobile phone is an ideal
platform for augmented reality (AR). The current generation of phones have full
colour displays, integrated cameras, fast processors and even dedicated 3D graphics
chips. Henrysson [29] and Moehring [28] have shown how mobile phones can be
used for simple single user AR applications.

Most handheld and mobile AR applications currently use very simple interaction
techniques. For example, the Invisible train AR application [27] uses PDAs to view
AR content and users can select virtual models directly by clicking on the model with
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a stylus. The Siemen’s Mosquito mobile phone AR game [30] shows virtual
mosquitos that can be killed with a simple “point and shoot”” metaphor, while the AR-
PAD interface [31] is similar, but it adds a handheld controller to an LCD panel, and
selection is performed by positioning virtual cross hairs over the object and hitting a
button on the controller.

As more mobile devices are used to deliver AR experiences then there is an oppor-
tunity to explore improved interaction techniques that move beyond simple point and
click. In section 5 we will discuss this in more detail.

3 Tangible Augmented Reality Interfaces

By considering the intimate connection between the physical world and overlaid AR
content, we believe that a promising new AR interface metaphor can arise from com-
bining the enhanced display possibilities of Augmented Reality with the intuitive
physical manipulation of Tangible User Interfaces. We call this combination Tangible
Augmented Reality [32].

Tangible AR interfaces are extremely intuitive to use because physical object ma-
nipulations are mapped one-to-one to virtual object operations. There are a number of
good tangible design principles can be used to create effective AR applications. Some
of these principles include:

— The use of physical controllers for manipulating virtual content.

— Support for spatial 3D interaction techniques (such as using object proximity).
— Support for multi-handed interaction.

— Matching the physical constraints of the object to the task requirements.

— The ability to support parallel activity with multiple objects

— Collaboration between multiple participants

In the next section we give a case study showing how these design principles are
combined in an example AR application.

3.1 Case Study: The Magic Cup

A good example of how tangible interaction methods can be applied in an AR experi-
ence is with the MagicCup interface. The MagicCup is a cup-shaped handheld
compact AR input device with a tracker that detects six-dimensional position and
pose information (see figure 1). MagicCup uses the interaction method of “covering,”
which employs it novel “shape that can hold an object.” The “shape that can hold an
object” and the interaction method of “covering” are useful for the virtual objects
within arm’s reach. A human’s action when using the cup is as follows. In an interac-
tion with a virtual object, there is one action — “Cover.” In the actions with just the
cup, except for the general relocation action, the variety of actions is limited to about
five actions — “Put,” “Slide,”*Rotate,”“Shake,” and “Incline.” According to Tangible
AR, we need to make natural reactions of the virtual objects responsive to these
actions. This allows users to build the right mental model easily.
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Fig. 1. MagicCup Input Device
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Fig. 2. Magic Cup Manipulation Methods

We assigned human actions to the reactions of the virtual object (Figure 2. A user
holds the cup upside down and controls the virtual objects. (1) in Figure 2 shows
selection. (2)(3)(4) show manipulation. (5)(6) show system control.

4 Multimodal Interfaces

Like the MagicCup example above, most of the current AR interfaces use a single
input modality to interact with the virtual content. However Tangible AR interfaces
have some limitations, such as only allowing the user to interact with the virtual con-
tent that they can see. To overcome these limitations we have been exploring speech
and gesture interaction in AR environments.
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Our example multimodal system is a modified version of the VOMAR application
[33] for supporting tangible manipulation of virtual furniture in an AR setting using a
handheld paddle. VOMAR is a Tangible AR interface that allows people to rapidly
put together interior designs by arranging virtual furniture in empty rooms. Originally
objects were manipulated using paddle gesture input alone and the AR Application is
based on the ARToolkit [34] library and the VOMAR paddle gesture library.

To create a multimodal interface we added the Ariadne [35] spoken dialog system
to allow people to issue spoken commands to the system using the Microsoft Speech
5.1 API as the speech recognition engine. Ariadne and the AR Application communi-
cate with each other using the middleware ICE [36]. A Microsoft Access database is
used to store the object descriptions. This database is used by Ariadne to facilitate
rapid prototyping of speech grammar.

To use the system a person wears a head mounted display (HMD) with a camera
on it connected to the computer. They hold a paddle in their hand and sit at a table
with a large workspace sheet of markers on it and a set of smaller menu pages with
six markers on each of them (Figure 3a). When the user looks at each of the menu
pages through the HMD they see different types of virtual furniture on the pages
(Figure 3b), such as a set of chairs or tables. Looking at the workspace they see a
virtual room. The user can then pick objects from the menu pages and place them in
the workspace using combined paddle and speech commands. The following are some
commands recognized by the system:

— Select Command: to select a virtual object from the menu or workspace, and place
it on the paddle, eg "Select a desk".

— Place Command: to place the attached object at the paddle location in the work-
space, eg "Place here" while touching a location.

— Move Command: to attach a virtual object in the workspace to the paddle so that it
follows the paddle movement, eg "Move the couch".

To understand the combined speech and gesture, the system must fuse inputs from
both input streams into a single understandable command. When a speech recognition
result is received from Ariadne, the AR Application checks whether the paddle is in
view. Next, depending on the speech command type and the paddle pose, a specific

Fig. 3a. Using the system Fig. 3b. The user’s view
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action is taken by the system. For example, consider the case when the user says "grab
this" while the paddle is placed over the menu page to grab a virtual object. The sys-
tem will test the paddle proximity to the virtual objects. If the paddle is close enough
to an object, the object will be selected and attached to the paddle. If the paddle is not
close enough, the object will not be selected.

In a user study of the system [37], when using speech and static paddle interaction,
participants completed the task nearly 30% faster than when using paddle input only.
Users also reported that they found it harder to place objects in the target positions
and rotate them using only paddle gestures, and they also said they liked the multimo-
dal input condition much more than the gesture only input condition. These results
show that by supporting multimodal input users are able to select the input modality
that best matches the task at hand, and so makes the interface more intuitive.

5 Mobile AR Interfaces

As mentioned in the introduction there is a need for new interaction techniques for
mobile AR experiences. There are a number of important differences between using a
mobile phone AR interface and a traditional desktop interface, including:

— limited input options (no mouse/keyboard)
limited screen resolution

little graphics support

reduced processing power

Similarly, compared to a traditional HMD based AR system, in an AR application on
a phone the display is handheld rather than headworn, and the display and input de-
vice are connected. Finally, compared to a PDA the mobile phone is operated using a
one-handed button interface in contrast to a two-hand stylus interaction.

These differences mean that interface metaphors developed for Desktop and HMD
based systems may not be appropriate for handheld phone based systems. For exam-
ple, applications developed with a Tangible AR metaphor [32] often assume that the
user has both hands free to manipulate physical input devices which will not be the
case with mobile phones.

We need to develop input techniques that can be used one handed and only rely on
a joypad and keypad input. Since the phone is handheld we can use the motion of the
phone itself to interact with the virtual object. Two handed interaction techniques [38]
can also be explored; one hand holding the phone and the second a real object on
which AR graphics are overlaid. This approach assumes that phone is like a handheld
lens giving a small view into the AR scene. In this case the user may be more likely
move the phone-display than change their viewpoint relative to the phone. The small
form factor of the phone lets us explore more object-based interaction techniques
based around motion of the phone itself (Figure 4).

We conducted a recent user study [39] exploring interaction techniques where a
virtual block is attached to the mobile phone and the phone was moved to position the
block. We found that people were able to accurately translate a block 50% faster
when it was attached to the phone, than when using phone keypad input. However
object-based interaction techniques were twice as slow for rotating objects compared
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Fig. 4. Interaction using a mobile phone

to keypad input. The results show that using a tangible interface metaphor provides a
fast way to position AR objects in a mobile phone interface because the user just has
to move the real phone where the block is to go. However, there seems to be little
advantage in using our implementation of a tangible interface metaphor for virtual
object rotation.

6 Conclusions

In order for Augmented Reality technology to become more mainstream there is a
need for new interaction techniques to be developed that allow people to interact with
AR content in a much more intuitive way. In this paper we review several advanced
interaction techniques based on the tangible AR metaphor which combines tangible
user interface input techniques with AR output.

The MagicCup application shows how using tangible AR design principles can
produce a very intuitive user interface. Combining speech and gesture input can create
multimodal interfaces that allow users to interact more efficiently than with either
modality alone. Finally, we show how the tangible AR metaphor can also be applied
in mobile AR interfaces to move beyond traditional input methods.

In the future more evaluation studies need to be performed to validate these tech-
niques. User centered design approaches could also be applied to transfer these
research ideas into commercial applications that meet the needs of a variety of appli-
cation domains. Finally, formal theoretical models could be developed to predict user
performance with a variety of tangible AR methods.
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Abstract. Quantitative models of whole body expressive movement can be
developed by combining methods form biomechanics, psychology, and statis-
tics. The purpose of this paper was to use motion capture data to assess
emotion-related gait kinematics of hip and shoulder sagittal plane movement to
evaluate the feasibility of using functional data analysis (FDA) for developing
quantitative models. Overall, FDA was an effective method for comparing gait
waveforms and emotion-related kinematics were associated with emotion
arousal level.

Keywords: Whole Body Interaction, Motion Capture, Functional Data Analy-
sis, Affective Computing.

1 Introduction

Integrating expressive whole body behavior into computer applications is an impor-
tant feature for emerging applications ranging from the gaming industry to virtual
environments. Many of these applications will need to recognize and produce emo-
tionally expressive behavior for natural interaction between human and computer.
Effective integration of these capabilities requires quantitative models of expressive
behavior. To date, relatively few studies have used quantitative methods to investigate
characteristics associated with expressive movement. Thus, the purpose of this paper
is to demonstrate one possible approach to quantifying the effect of emotion on joint
angular kinematics.

The approach presented in this paper for characterizing expressive behavior is mul-
tidisciplinary, combining methods from biomechanics, psychology, and statistics.
From the field of biomechanics, the use of motion capture technology is an estab-
lished method for gathering quantitative movement data. With this method, passive
retro-reflective markers are placed on specific anatomical landmarks on the body and
the position of each marker is tracked using high-speed video cameras. The centroid
position of each marker is calculated for each instant in time. The three-dimensional
coordinate data are used to demarcate body segments that are linked to form a repre-
sentation of the body; each segment represents a bony segment of the musculoskeletal
system. Therefore, motion capture can be used to describe body position and how it
changes over time from three-dimensional coordinate data.
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Motion capture is an effective method for describing body movement, but when
the aim is to characterize expressive movement, methods from psychology can help
ensure that the motion data contains the expressive signal. In brief, to identify emo-
tion-related movement characteristics, the emotion signal must be in the motion data
analyzed. Therefore, the emotion must be felt by the encoder and recognized by
observers. Evaluating felt emotion is important for two reasons. Firstly, recent fMRI
studies suggest a neurological basis for emotion affecting body movements in charac-
teristic ways [1, 2]. Secondly, the quantitative difference, if any, of movements
between felt and recognized emotions remains to be studied. Consequently, for stud-
ies that assume neurobiological changes due to emotion, it is especially important to
ensure that the experience of emotion and associated bodily changes are captured [3].
Additionally, identifying trials that communicate the target emotion increases the
probability that the data analyzed are representative of the actual emotion. Thus, vali-
dated methods from psychology can be borrowed for inducing and evaluating felt
emotions as well as identifying motion stimuli that communicate target emotions.

The purpose of this paper is to provide a framework for characterizing emotion-
related whole body movement and to demonstrate one potential statistical technique
for quantifying emotion-related movement characteristics. First, the framework used
for capturing emotion-related kinematic data is discussed. Second, functional data
analysis methods are described. Finally, the results and conclusion of our analysis are
presented.

2 Framework for Collecting Motion Data

Established methods from psychology can help ensure that motion data included in
quantitative analyses contain the emotion-related signal. This section describes 1) the
protocol used to capture motion data while participants experienced one of five target
emotions, 2) the method used for evaluating felt emotion, and 3) the use of a social
consensus paradigm to determine whether observers were able to accurately recognize
the emotion portrayals.

Walking was studied because it is a well-documented whole body movement task
in biomechanics and it is an emotionally neutral task. Further, studying a single
movement task allows the expressive content to be separated from the task so that
changes in the kinematics can be attributed to emotion difference. Previous studies
have also demonstrated that emotions are recognizable in walking [4], suggesting that
characteristics modifications in this task may be associated with specific emotions.
Thus, walking is an ideal task to begin exploring the characteristic movement styles
associated with specific emotions.

2.1 Motion Capture

The following methods were used to collect motion data, emotion elicitation data, as
well as side-view video from walker participants. Further details about the methods
used to collect these data are described in [3]. Walkers (n = 42, [5-7]52% female)
were recruited from the University of Michigan undergraduate student population.
Ages ranged from 18-32 years (20.1 + 2.7 yrs.). All participants were able-bodied and
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no special skills were required. Prior to data collection, participants reviewed a de-
scription of the study and signed a consent form approved by the Institutional Review
Board (IRB).

Upon arrival, the participants were informed that the study was about the expres-
sion of emotion and that video and motion capture data would be recorded during
walking. They were informed that their faces would be blurred in the whole-body
videos and these videos would be shown to peers in another study.

An autobiographical memories paradigm [5-7] was used to elicit emotions in
participants. Participants were given as much time as needed to complete an autobio-
graphical memories worksheet. They were informed that the worksheet was for their
use only, to help feel emotions, and would remain confidential. On the worksheet,
participants were asked to describe times in their own life when they felt two negative
emotions (angry and sad), two positive emotions (content and joyful), and neutral
emotion. Using only a few words, they were asked to indicate a) where they were, b)
who they were with, and c) what caused the feeling/what was it about? For example,
to elicit sadness, participants were asked to recall the following scenario.

Think of a time in your life when you felt in despair, for instance,
when you felt low or depressed, or felt like you wanted to withdraw

from the world.

After completing the worksheet, participants changed into a special motion capture
suit, and thirty-one passive retro-reflective markers (2 cm diameter) were placed on
specific anatomical landmarks on the body in preparation for collection of motion
capture data. The placement of the markers allowed the body to be demarcated into
eight linked segments, each segment representing a bony segment of the musculo-
skeletal system.

Once the set-up was complete, participants were asked to walk at a self-selected
pace approximately 5 meters after recalling a memory from their worksheet. Before
each walking trial, the participants read their notes to help recall the specific memory.
Memories were referred to as numbers rather than emotions to help ensure that a bias
was not introduced. Participants began walking when they felt the recalled emotion as
strongly as possible; they did not wait for a cue from the experimenter to begin and
they did not have to provide a cue to indicate they were ready to walk. As each
participant walked, side-view video and whole body 3-D motion capture data were
recorded.

Participants performed three trials for each memory in a block to increase the prob-
ability that at least one trial would have usable video and motion capture data and that
the target emotion would be felt.

2.2 Emotion Elicitation Evaluation

Subjective experience of emotion was assessed after each walking trial using a self-
report questionnaire. The questionnaire included the four target emotions and four
non-target, distracter emotions. The non-target emotions were selected for inclusion
based on their similarity, in terms of valance and arousal, to the target emotions. After
each walking trial, participants rated the intensity with which they felt each of the
eight emotions using a 5-item likert scale (0 = not at all; 1 = a little bit; 2 = moder-
ately; 3 = a great deal; 4 = extremely). After each emotion block, the walker was also



26 E. Crane, M. Gross, and E. Rothman

asked to indicate the trial they felt was their best trial for that memory. The memory
order was randomized for each participant.

One observation for each walker for each emotion was selected for inclusion in the
final kinematic dataset (42 walkers x 5 emotions = 210 total observations). To be
selected for inclusion in the dataset, a trial needed to have usable kinematic data and
usable side-view video. If more than one emotion trial met these criteria for an indi-
vidual emotion portrayal, the trial with the highest score for the target emotion item
on the self-report questionnaire was selected. If two or more trials had the same score
for the target self-report item, the self-selected best trial was used. If the self-selected
best trial was not available, the trial with the lowest scores for all other questionnaire
items was selected.

For each of the included walking trials, one gait cycle was selected (Heel strike or
Toe off). Motion data was filtered to reduce noise in the signal with a 6Hz low pass
Butterworth filter. For each trial the neck, trunk, shoulder, elbow, wrist, hip, knee, and
ankle joint 3D kinematics were calculated, in addition to four 2D postural angles. All
calculations were completed using C-Motion Visual 3D software package.

2.3 Social Consensus

Side-view video clips from the 210 trials (42 walkers x 5 emotions) selected in the
walker protocol were shown to observers in a social consensus study to determine
whether the emotion was recognizable. The walkers’ faces were blurred to ensure that
observers were not using information from facial expression to assess emotion, and
the movement clips were looped three times. Two sets of observers (n=60 in each set)
from the University of Michigan student population were recruited for participation in
each study. Participants (n=60, 48% female) in the Recognition study ranged in age
from 18-30 years (20.9 + 2.7 yrs). No special skills were required. However, partici-
pants could not participate in the social consensus study if they participated as a
walker. Displays were considered recognized if the observer recognition rate was
greater than the chance recognition rate. Further details about the social consensus
study are reported in [8].

3 Functional Data Analysis Methods

Joint angular data from hip and shoulder sagittal plane motion were included in a pilot
study to assess the feasibility of quantitatively comparing gait waveforms using a
functional data analysis (fda) approach. The object was to characterize the mean
behavior in functional form for each emotion.

3.1 Inclusion Criteria

Motion in the sagittal plane for both joints was used in the analysis (flexion / exten-
sion). To be included in the analysis, emotion portrayals had to be considered felt by
the walker and recognized by observers. For technical reasons, some emotion portray-
als were missing motion data. This typically resulted from marker occlusion in the
motion capture system. A cubic spline was used to interpolate missing data when
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Table 1. Number of trials used in the fda analysis for each emotion for each joint

Emotion
Angry Joyful Content Neutral Sad
Hip 15 20 22 25 22
Shoulder 16 22 20 17 23

appropriate according to standards in biomechanics. However, trials missing data
after applying standard interpolation rules were additionally excluded from this analy-
sis. Because of the strict criterion for inclusion in this analysis, it was particularly
important to begin with a large sample size (Table 1).

3.2 Registration

Data were time normalized to ensure that gait cycle events occurred at the same point
in time. Fig. 1 illustrates a common problem when analyzing gait data, the amount of
time it takes to complete a single gait cycle can vary between trials and between
participants. Data registration ensures that this does not confound the analysis. For
each emotion portrayal, the data were time normalized to 100 samples per trial.
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Fig. 1. Comparison of unregistered and registered joint angular data

3.3 Functional Form

A cubic B-spline was used to model the motion data in function form. Although other
options such as polynomial functions could have been used to fit the data, these op-
tions lack the necessary stability and meaningful interpretations. In addition, using
knots to demarcate the waveform into smaller sections can capture subtle features of
the waveform. The fda library [9] in R version 2.5.0 was used for this analysis.

One primary goal of this analysis was to assess how joint angular kinematics
change over time rather than assessing the angular position at the start and end of the
gait cycle. Joint angles from human locomotion do not start and end at the exact same
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angular position. This is expected in human subject data due to naturally occurring
variability in human motion resulting from both internal and external factors.
However, the variability is expected to be within a small range. A test of the ranges
between the start and end angles determined that this variability was not affected by
emotion. Therefore, to simplify this pilot study the waveforms were adjusted to start
at zero. This allowed us to apply a constraint to the function.

A cubic B-spline regression was used to fit a curve for each emotion group. Knots
were visually selected for both the hip and shoulder joints. The object was to obtain a
fit with extremely high r* (minimum acceptable value was .98), the squared correla-
tion between the fitted values and actual values. In addition to the endpoint constraint,
we also assumed that the first and second derivatives at each of the knots matched.
A multivariate analysis was used to assess whether emotion affected each of the
parameters.

4 Results

The overall results for the hip and shoulder analyses were the same. Three groups
emerged based on arousal level: high arousal (anger and joy), moderate (neutral and
content), and low arousal (sad).

Four knots were needed to fit the motion data. These knots were visually selected
and occurred at 20, 40, 60, and 80 percent of the gait cycle. The shoulder analysis
additionally included percent recognition in the regression analysis. Percent recogni-
tion was weighted so that portrayals with higher recognition rates had more influence
on the fit of the model than those with lower recognition.

The fitted curve for the shoulder joint motion was defined as equation 1. The
regression parameters are represented by :51' and the basis functions (Fig. 2) are repre-
sented by ,Bi (x) where each is a truncated cubic polynomial.

F()=2 BeBx). M)
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Fig. 2. Basis functions for shoulder joint angular data. Given the use of four knots and three
constraints, there were a total of eight parameters.
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Fig. 3. Mean function for each emotion (red curve) plotted with the actual joint angular data for
shoulder motion (black dots). The green curves represent the stability of the mean functional
form; narrower bands indicate increased stability. The comparison plot represents the mean
functional forms for each of the target emotions.
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Fig. 4. Side-by-side boxplot of the eight parameters used to model the shoulder motion data. In
each boxplot, the order of target emotions from left to right are anger, joy, content, neutral,
and sad.

Table 2. First derivative of the shoulder angle position at four points in the gait cycle

% Gait Cycle
20 40 60 80
Anger 1.02 0.63 -0.54 -0.97
Joy 0.76 0.61 -0.49 -0.75
Content 0.68 0.52 -0.55 -0.54
Neutral 0.62 0.46 -0.50 -0.51
Sad 0.63 0.28 -0.51 -0.38

For both joints, the range of motion tended to increase as the emotion arousal level
increased (Shoulder Flexion presented in Fig. 3). However, the mean function for
anger was the least stable of all target emotions. Stability was tested with a bootstrap-
ping method and is represented in Fig. 3 by the green curves. Visual inspection of the
actual angles for all portrayals of each target emotion revealed that anger had the most
variability in the movement pattern between individuals. This may have contributed
to the decreased stability of the mean function.

The waveforms tended to differ most mid cycle. These differences are represented
in a side-by-side boxplot (Fig. 4) that is divided into eight blocks to represent the
eight parameters used to model the shoulder motion data. Within each block there are
five boxes, each representing one of the target emotions. Post-hoc pairwise compari-
sons of a multivariate analysis confirmed this effect with the most significant differ-
ences between the emotions occurring mid cycle.

In general, increased emotion arousal also corresponded to an increased rate of
change in joint angular motion. The rate of change in joint angular motion for the
shoulder joint was checked by calculating the first derivatives of the waveforms at the
four knots which represent four unique points in the gait cycle (Table 2). With respect
to biomechanics, this suggests that arousal is associated with joint angular velocity.
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5 Conclusions

The results of this pilot study indicate that joint angular motion can be modeled in
function form and gait waveforms can be quantitatively compared. Although the func-
tional form was different for each joint, the differences between emotions were the
same for both hip and shoulder kinematics. The high r* values (> .98) associated with
the fitted models for the joint angular data combined with consistent results for the
two joints suggest these findings are robust. The finding that differences were associ-
ated with arousal level may be related to changes in gait velocity. Indeed, in a previ-
ous study we determined that gait velocity was significantly greater for the high
arousal emotions than the low arousal emotion sadness [10].

Based on the results of this pilot study, this method will be applied to assess joint
angular data from additional limb and postural gait kinematics. It will also be impor-
tant to assess the effect of gender, since one limitation of this analysis was that gender
was not considered as a factor. Further evaluation is also necessary to determine
whether cubic B-splines are the best choice for modeling the joint angular data.
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Abstract. Whole Body Interaction has emerged in recent years as a discipline
that integrates the physical, physiological, cognitive and emotional aspects of a
person’s complete interaction with a digital environment. In this paper we pre-
sent a framework to handle the integration of the complex of input signals and
the feedback required to support such interaction. The framework is based on
the principles of Autonomic Computing and aims to provide adaption and
robustness in the management of whole body interaction. Finally we present
some example case studies of how such a framework could be used.

Keywords: Whole Body Interaction, Motion Capture, Autonomic Computing.

1 Introduction

Bill Buxton [1] mused on what future archaeologist would make of today’s humans
extrapolating from our current computer technology and came up with a being with
one eye, a dominant hand and two ears but lacking legs, and a sense of smell or touch.
He argued for greater involvement in the whole person and their senses in human-
computer interaction. Researchers and artists have responded to this challenge by
exploiting the various technologies that fall under the general banner of virtual reality,
and support whole body interaction. In our own work with artists [2] we have seen
how they use camera vision and motion capture in novel interactions.

However, despite the technological and methodological advances we are still some
way off from a completely integrated approach to Whole Body Interaction. Let us
give a definition of Whole Body Interaction:

The integrated capture and processing of human signals from physical, physiologi-
cal, cognitive and emotional sources to generate feedback to those sources for inter-
action in a digital environment.

From this definition we can see that some approaches to HCI do not give us an in-
tegrated view of interaction. For example, Ubiquitous Computing [3] is more con-
cerned with the notion of ‘Place’ rather than capturing the full range of actions.
Physical Computing [4] is more concerned with artifacts than the physical nature of
humans. Of course it is the nature of research to focus on certain, measurable aspects
of interaction within the scope of a research project. However, in doing so we
can loose sight of the larger, richer picture and the possibilities of Whole Body

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 32-40,]2009.
© Springer-Verlag Berlin Heidelberg 2009
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Interaction. For Whole Body Interaction to succeed requires an interdisciplinary
approach and interactions between the following disciplines

e Physical — we need interaction with Sports, Movement Science and Artists on the
physical capabilities and limitations human being

e Physiological — sharing with clinicians and psychologists on the reading and inter-
pretation of physiological signals

e Cognitive — the long history interaction between cognitive psychologists and com-
puter science has been the bedrock of HCI

e Emotional — Psychologists, Artists and Game Designers have sought to understand
and introduce knowledge of human emotions into interaction design

From this collection of disciplines we can see there is quite a rich interplay of knowl-
edge required before we can begin to support a truly integrated Whole Body Interac-
tion system. It would also be the case that as further research is carried out in the
contributing disciplines, our understanding of how can support Whole Body Interac-
tion would evolve. Furthermore, there are a vast range of possible applications areas
for Whole Body Interaction including, Games and Entertainment, Medical, Military,
Education, Sports, Household, the Arts and so forth and each application area would
have its own requirements as to accuracy of movement, the nature of any feedback
and robustness of the system. And within each area individuals will learn and evolve
their physical skills as they interact.

From this opening set of requirements we can see that we may need a complex
system to manage Whole Body Interaction. However, if we are to allow domain ex-
perts to exploit Whole Body Interaction then we need an approach which allows them
to express their domain knowledge; in movement, cognition, physiology, in their
own terms.

The rest of the paper is structured as followed. In section 2 we explain Autonomic
Computing as a basis for managing complex Interaction. In section 3 we present our
framework based on Autonomic Computing. In section 4 we present some illustrative
case studies, and final in section 5 we discuss our conclusions and the future
implications of our work.

2 Autonomic Computing and Interaction

Autonomic Computing systems [5] were proposed by IBM as a way of managing the
configuration and management of complex systems without continuing user human
involvement. Such systems could include farms of servers, monitoring equipment in
the field, Cloud-like distributed systems of services, wireless sensor networks and
autonomous robots. Autonomic Computing systems borrow and adapt ideas from
biological systems in order to support their on-going self-management. Thus such
systems try to take care of:

e Reconfiguration in the event that one or more components fail or go off line

e Real-time service selection: as circumstances change new services may be selected
to cope with them

e Self-Monitoring of the status of the whole system supporting self-repair
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Though originally envisaged as supporting embedded or autonomous systems without
much human involvement, the principles of Autonomic Computing have been used in
complex interactive systems. Here the requirement is to support characteristics such
as adaptability, robustness, self-repair and monitoring of the interaction. We require
the system to be able to cope with emerging complex issues after it has been released
to the end users without further monitoring or maintenance by the original develop-
ment team. Ideally we would like the end users to provide their own on-going systems
configuration based on their expert domain knowledge.

In our own work on post-operative Breast Cancer decision support [6] we used the
mechanisms of Autonomic Computing to support the integration of components in a
complex decision making process. The key challenges to such a system were:

e The modeling of clinical decision-making processes — these processes could evolve
over time and vary from hospital to hospital

e The governance of adherence to guidelines and patient safety

e Integration of rule-based guidelines modeling with the data mining of historical
treatments data to provide a cross-cutting approach to decision support

e Providing multiple views of decision data

e Generating user interface(s) to the above

The chief mechanism for our Autonomic User Interface Engine is the Situation Calcu-
lus. The Situation Calculus provides an extensible representation of system knowl-
edge, ideal states and action sequences [7, 8] is used as a User Interface Description
Language to provide the major specification formalism and reasoning mechanisms.
Firstly the action-based semantics of the language provide an in-built description for
every available user interactive action and system-generated event; unpredictable en-
vironmental events are also expressible in the formalism, at runtime, through action
histories. Secondly the effects of user interactions are predictable through the use of
successor state axioms; providing a context and prediction for the consequences of
action choices: Uniquely, counterfactual reasoning with branching timelines is per-
mitted, thus reasoning may proceed, completely automatically, based on “what-if”
scenarios. Thirdly, there is no requirement for a complete state enumeration and
transition model; rather what is true in the system can be logically stated reasoned
upon and updated whilst behaviour follows by logical consequence: The Current cir-
cumstance (situation), for the production of a user interface, is conceived as a causal
action (event) history. Fourthly, properties of the specification can be proved entirely
within the logic, whereas other formalisms require a separate mechanism to prove
correctness properties of the interface deployment. Fifthly, the user interface,
described in Situation Calculus, is directly implementable through Neptune scripts,
which are runtime generable and adaptable; allowing rapid uptake and updating of
decision models with runtime reasoning to incorporate current application knowledge
with historical data in an integrated, fully audited and provably correct manner.

We can learn general lessons about supporting the requirements for rich and com-
plex interaction scenarios where we need to support evolving processes, quality crite-
ria, the integration and cross-working of components and the engineering of the final
user interface. These can be expressed in the Situation Calculus to support a wide
range of complex interactions.
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2.1 Autonomic Computing and Whole Body Interaction

From the opportunities and challenges posed by both Whole Body Interaction and
Autonomic Computing we can see how the latter can support the former. For
example, in using multiple sensors for motion capture (accelerometers, 3/5 axis gyro-
scopes, ultrasonic transducers etc) we face potential problems of the sensors malfunc-
tioning, temporarily dropping signals or giving error-prone signals. So we need a
sensor management layer to ensure the robustness of the input data. We can triangu-
late this data with data from, say, markerless camera-based motion capture or stored
kinematics models to smooth and correct the data.

Our stored kinematics model may give us a generic model of possible and allowed
motions that can be used to ensure the safety of the human operator. However, we
may also wish to model an individual’s patterns of motion to either compare them
with some norm or adapt the responses of the system to the individual. So there would
be a machine-learning layer to capture and analyse the individual’s performance.

Equally, if we are considering the emotional state of the person, we may wish to
collect patterns of psycho-physiological data in an attempt to infer emotional states.
Again we would need the appropriate machine-learning component in our framework
and a means to integrate the data from that component with the other components. So
we could combine signals from the physical and physiological states adjust the re-
sponses of the system to the user, e.g. to recognize they are under stress and change
the nature of the feedback given.

3 An Advanced Framework for Whole Body Interaction

The full details of the implementation are outside the scope of this paper, and further
details are available in the given references. To summarize, the implementation is
executed through the Cloud architecture; the federation of services (component
agents) and resources, with appropriately derived user interface descriptions. It is
defined to enable the autonomic framework to function as a User Interface production
module using the specially developed language, Neptune that allows management
objects to be compiled and inspected at runtime. A system space provides persistent
data storage for service registration and state information giving the means to coordi-
nate the application service activities into an object model and associated User
Interfaces based on the recorded interaction model and functional requirements. Rea-
soning can then proceed based on the Situation Calculus model, whereby the user
interface descriptions are derived, inferred or adapted. Neptune exposes policies and
decision models for system governance, derived from the Situation Calcu-
lus/Extensible Decision model, as compiled objects that can be inspected, modified
and executed at runtime. Thus the system can evolve as modelled by the logical speci-
fication in a safe and predictable manner giving the adjustable self-management
required. Neptune objects are executed on demand through an event model exposed
by the Cloud architecture.

The system controller with an associated Observation System controls access to
and from the individual services and resources within the Cloud. It brokers requests
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Fig. 1. The Observation system

to the system, through the contrived User Interface, based on system status and
governance rules, in Neptune objects, derived from the deliberative process as stated
above. An overview of the Observation system is shown in Figure 1.

Each service and resource when it first registers itself to the Cloud sends a
meta-object serialized from an XML definition file. This meta-object contains the
properties and state data of the service it is describing and is stored within the System
Space at registration. Each service maintains its own meta-object and updates the
System Space when changes in state occur. The XML definition file contains all
information required for the Cloud to discover the service through registration con-
tained in the service element and prepare the appropriate User Interface. In addition to
the meta-objects exposing properties of a service within the Cloud, they also describe
the interface events that can be fired, caught and handled, allowing multi-modal inter-
faces to be composed. The event model begins by the service informing the System
Controller when an event is fired, which itself marshals this event to the System
Space to provide the appropriate scope. It should be noted however, that the event
model is abstracted from the components within the system, and is controlled by the
Neptune scripting language that sends and receives the appropriate event calls to the
controller. The Neptune scripting language is structured in terms of rules, conditional
statements and variable assignments that are translated from the Situation Calculus
specification to software system objects, encapsulating all the logical inference proc-
esses and variable instantiations for the production of the most relevant interaction
model and associated interface. An overview of this process is shown in Figure 2.

In this way the base rules for deliberation to control the Cloud architecture, through
enhanced user interaction, have been transcribed, from the Situation Calculus
reasoned representation, into Neptune objects that can be modified as a result of
Observation System deliberation on system events.
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Fig. 2. User Interface Production at Runtime

4 Case Studies

To demonstrate the validity of the framework we present 3 case studies from current
research work at Liverpool John Moores University.

4.1 Assessment of Risk of Falling in Older People

As the population in the more advanced countries ages there is an increasing burden
on health services and budgets, not to mention personal risks and frustrations for older
people. One of the major risks for older people is falling. Due to brittle bones, as a
result of a fall, elderly people are more likely to break a major bone such as a hip or
femur. They will then become bed-bound and loose their mobility and independence.
The risk of premature death after a fall increases. These risks may be exacerbated by
other factors such as diabetes, balance problems, Parkinson’s disease and so on. At
Liverpool John Moores the Caren platform [9] has been used to help measure issues
or gait and balance. However, such platforms are large and expensive and thus not
available to most clinicians who are diagnosing and caring for elderly people. It is
also difficult to bring elderly people to such a facility. Ideally we would like a mobile
system that would support:

e Research and Investigation of the general factors promoting the risks of falls

e A clinical diagnostic system that would help clinicians to identify at-risk individuals

e A personal mobile device that would warn elderly people that they were develop-
ing a fall risk

In the research system we are required to capture as much data as possible and com-
pare it with existing models of potential fall situations and look for correlations with
our clinical data, such as evidence of other diseases. We would need tools to visualize
the data and help us refine our understanding of fall risks. For the diagnostic and alert
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models we would require a simplified physical model but a more robust management
of the sensors to both ensure that risks were captured and that false positives were
avoided.

4.2 Sports Excellence

In sporting academies it has long been a goal to discover next generation sporting
champions. With the rising costs associated with their training and the potential loss
of such talent due to poor management, attention has been drawn to scientific meth-
ods for talent prediction, training and programme development. Current methods are
ad hoc in nature and rely heavily on human expert judgment including metrics and
benchmarks. Whilst, research into scientific methods and test beds for sport science is
not new and has already produced and/or enriched the talent of many world class
names such as Lance Armstrong (cycling) and Amir Khan (boxing) to name but a
few. Due to cost and time constraints often such laboratory based facilities are
only available to the very few, and the techniques used are either intrusive or labora-
tory based, hence limiting their applicability to those sports that require mobile
performance measurement (telemetry).

Using our framework we adopt a multidisciplinary approach where results from
world-class research expertise in gait analysis for sportsmen, and advanced wireless
body-area sensor networks and high-stream data analysis and visualisation are com-
bined [10]. The framework aims to develop a fundamental understanding into
full-motion modelling and analysis methods including associated test beds to support
the prediction and follow up of potential sporting champions. Rather than utilising
both marker and markerless motion capturing techniques we utilise advances in Mi-
cro-electromechanical systems that when connected to the body and switched on form
an ad hoc peer-to-peer body area network. Ultrasonic transducer pairs, 3/5-axis gyro-
scopes, and accelerometers allow fully body motion to be captured. The challenge is
to collect information from these data sources in real-time and perform predictive
analysis of movements for the intended purpose of detecting movements, reactions
and techniques typically associated with current and past world champions.

Using our novice and world champion martial arts collaborators we aim to evaluate
the framework. Martial artists are equipped with body area sensor networks that dy-
namically connect to sub-networks in the gymnasium, such as gloves, footwear and
the floor, including the sensors attached to the opponent. The sensors in one body area
network form a coupling with another indicating that they are in combat mode. This
allows attacks given by one subject to be compared against the defence techniques of
the other. Building on techniques from artificial intelligence (neural networks) and
autonomic computing a predictive module will collect information in real-time and
rank the potential of new students using data from existing world champions.

4.3 Operator Performance in Simulators

Operators of complex systems, from automobiles, to aircraft to nuclear plants face
they possibility of errors and mistakes when they become over-loaded or stressed.
We can put operators in stressful but risk-free situations in simulators to assess
people’s reactions to stress and propose avoiding or alerting actions. Work on



Towards an Advanced Framework for Whole Body Interaction 39

Bio-cybernetic Control [11] has looked at the collection of physiological data such as
heart rate, breathing rate and galvanic skin response to look for patterns in the data in
moments of stress. However, such data does not always correlate with actual stress
and potentially dangerous changes in operator behaviour in stressful scenarios. We
would need to look for other factors such as body posture, head tilt and eye gazed to
assess the alertness of the operator; have their physical responses to the controls
changed, has their head titled forward due to fatigue or have their patterns of eye
gazed changed from normal?

Once again we are looking at the integration of two types of input data with a view
to discovering rich patterns of interaction, and our knowledge of both areas improves
we would wish to update any stress monitoring and alerting system without re-writing
the whole system.

5 Conclusions and Future Work

We have presented the beginnings of an advanced framework for whole body interac-
tion. Having learned lessons from other domains we have applied the principles of
Autonomic Computing to provide a framework that supports the requirements for
system evolution, robustness and self-monitoring which are necessary in the complex
field of Whole Body Interaction. Our illustrative case studies show such a framework
could be used in a number of areas. These demonstrate the requirements for robust-
ness in the use of sensor, pattern discovery and adaptability.

There are of course many challenges to the wider development and use of Whole
Body Interaction systems. We need further investigation of the physical capabilities
and limitations of humans in full body interaction. As Buxton [13] more recently
observed we still only have a good knowledge of interaction involving the hands and
arms but little beyond that. We are still at the early stages of understanding emotion in
interaction let alone whole body interaction [12]. However, without a rich and evolv-
able framework, developments in these supporting areas will fail to provide the
expected potential benefits.

Acknowledgements. The authors have benefit from discussions and presentations at the
series of Whole Body Interaction workshops. The position papers for these workshops
can be found here: http://lister.cms.livjm.ac.uk/homepage/staff/cmsdengl/WBI2009/.
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Abstract. The viewers of three-dimensional (3D) movies often complain of
blurring and bleeding. They sometimes experience visually induced motion
sickness (VIMS). In this study, the effect of VIMS on body sway was examined
using stabilograms. We measured the sway in the center of gravity before and
during the exposure to images projected on a head-mounted display (HMD).
While viewing, the subjects were instructed to remain in the Romberg posture
for the first 60 seconds and maintain a wide stance (midline of the heels, 20 cm
apart) for the next 60 seconds. Employing Double-Wayland algorithm, we
measured the degree of determinism in the dynamics of the sway in the center
of gravity with respect to viewing 3D movies on HMD. As a result, the
dynamics of the sway during and before the exposure was considered to be
stochastic. Thus, exposure to 3D movies would not change the dynamics to a
deterministic one.

Keywords: Three-dimensional (3D) movie, Visually induced motion sickness,
Stabilogram, Degree of determinism, Double-Wayland algorithm.

1 Introduction

The human standing posture is maintained by the body’s balance function, which is
an involuntary physiological adjustment mechanism called the righting reflex [1]. In
order to maintain the standing posture when locomotion is absent, the righting reflex,
centered in the nucleus ruber, is essential. Sensory signals such as visual inputs, audi-
tory and vestibular inputs, and proprioceptive inputs from the skin, muscles,
and joints are the inputs that are involved in the body’s balance function [2]. The
evaluation of this function is indispensable for diagnosing equilibrium disturbances
such as cerebellar degenerations, basal ganglia disorders, or Parkinson’s disease in
patients [3].

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 412009‘
© Springer-Verlag Berlin Heidelberg 2009
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Stabilometry has been employed to evaluate this equilibrium function both
qualitatively and quantitatively. A projection of a subject’s center of gravity onto a
detection stand is measured as an average of the center of pressure (COP) of both feet.
The COP is traced for each time step, and the time series of the projections is traced
on an x-y plane. By connecting the temporally vicinal points, a stabilogram is created,
as shown in Fig 1. Several parameters such as the area of sway (A), total locus length
(L), and locus length per unit area (L/A) have been proposed to quantitize the instabil-
ity involved in the standing posture, and such parameters are widely used in clinical
studies. It has been revealed that the last parameter particularly depends on the fine
variations involved in posture control [1]. This index is then regarded as a gauge for
evaluating the function of proprioceptive control of standing in human beings.
However, it is difficult to clinically diagnose disorders of the balance function and to
identify the decline in equilibrium function by utilizing the abovementioned indices
and measuring patterns in the stabilogram. Large interindividual differences might
make it difficult to understand the results of such a comparison.

Mathematically, the sway in the COP is described by a stochastic process [4]-[6].
We examined the adequacy of using a stochastic differential equation and investigated
the most adequate equation for our research. G(x), the distribution of the observed
point X, is related in the following manner to V(x), the (temporal averaged) potential
function, in the stochastic differential equation (SDE), which has been considered as a
mathematical model of the sway:

V(x)= —%ln G(X) + const. (1)

The nonlinear property of SDEs is important [7]. There were several minimal
points of the potential. In the vicinity of these points, local stable movement with a
high-frequency component can be generated as a numerical solution to the SDE. We
can therefore expect a high density of observed COP in this area on the stabilogram.

The analysis of stabilograms is useful not only for medical diagnosis but also for
achieving the control of upright standing for two-legged robots and for preventing
falls in elderly people [8]. Recent studies suggest that maintaining postural stability is
one of the major goals of animals, [9] and that they experience sickness symptoms in
circumstances where they have not acquired strategies to maintain their balance [10].
Riccio and Stoffregen argued that motion sickness is not caused by sensory conflict,
but by postural instability, although the most widely known theory of motion sickness is
based on the concept of sensory conflict [10]-[12]. Stoffregen and Smart (1999)
report that the onset of motion sickness may be preceded by significant increases in
postural sway [13].

The equilibrium function in humans deteriorates when viewing 3-dimensional (3D)
movies [14]. It has been considered that this visually induced motion sickness (VIMS)
is caused by the disagreement between vergence and visual accommodation while
viewing 3D images [15]. Thus, stereoscopic images have been devised to reduce this
disagreement [16]-[17].

VIMS can be measured by psychological and physiological methods, and the
simulator sickness questionnaire (SSQ) is a well-known psychological method for
measuring the extent of motion sickness [18]. The SSQ is used herein for verifying
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the occurrence of VIMS. The following parameters of autonomic nervous activity is
appropriate for the physiological method: heart rate variability, blood pressure, elec-
trogastrography, and galvanic skin reaction [19]—-[21]. It has been reported that a wide
stance (with midlines of the heels 17 or 30 cm apart) significantly increases the total
locus length in the stabilograms of individuals with high SSQ scores, while the length
in those of individuals with low scores is less affected by such a stance [22]. We
wondered if noise terms vanished from the mathematical model (SDEs) of the body
sway. Using our Double-Wayland algorithm [23], we evaluate the degree of visible
determinism for the dynamics of the sway.

We propose a methodology to measure the effect of 3D images on the equilibrium
function. We assume that the high density of observed COP decreases during expo-
sure to stereoscopic images [14]. Sparse density (SPD) would be a useful index in
stabilometry to measure VIMS. In this study, we verify that reduction in body sway
can be evaluated using the SPD during exposure to a new 3D movie on an HMD.

2 Material and Methods

Ten healthy subjects (age, 23.6 = 2.2 years) voluntarily participated in the study. All
of them were Japanese and lived in Nagoya and its surroundings. They provided in-
formed consent prior to participation. The following subjects were excluded from the
study: subjects working the night shift, those dependent on alcohol, those who
consumed alcohol and caffeine-containing beverages after waking up and less than 2
h after meals, those who had been using prescribed drugs, and those who may have
had any otorhinolaryngologic or neurological disease in the past (except for conduc-
tive hearing impairment, which is commonly found in the elderly). In addition, the
subjects must have experienced motion sickness at some time during their lives.

We ensured that the body sway was not affected by environmental conditions.
Using an air conditioner, we adjusted the temperature to 25 °C in the exercise room,
which was kept dark. All subjects were tested from 10 a.m. to 5 p.m. in the room. The
subjects wore an HMD (iWear AV920; Vuzix Co. Ltd.) on which 3 kinds of images
were presented in random order: (I) a visual target (circle) whose diameter was 3 cm;
(IT) a conventional 3D movie that shows a sphere approaching and moving away from
subjects irregularly; and (III) a new 3D movie that shows the same sphere motion
as that shown in (II). The last movie was created using the Olympus power 3D
method [24].

2.1 Experimental Procedure

The subjects stood without moving on the detection stand of a stabilometer (G5500;
Anima Co. Ltd.) in the Romberg posture with their feet together for 1 min before the
sway was recorded. Each sway of the COP was then recorded at a sampling frequency
of 20 Hz during the measurement; subjects were instructed to maintain the Romberg
posture for the first 60 s and a wide stance (with the midlines of heels 20 cm apart)
for the next 60 s. The subjects viewed one of the images, i.e., (I), (I), or (III), on
the HMD from the beginning till the end. The SSQ was filled before and after
stabilometry.
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2.2 Calculation Procedure

We calculated several indices that are commonly used in the clinical field [25] for
stabilograms, such as “area of sway,” “total locus length,” and “total locus length per
unit area.” In addition, new quantification indices that were termed “SPD”, “total
locus length of chain” [26] and the translation error [27] were also estimated.

3 Results

The results of the SSQ are shown in Table 1 and include the scores on nausea (N),
oculomotor discomfort (OD), disorientation (D) subscale and total score (TS) of the
SSQ. No statistical differences were seen in these scores among images presented to
subjects. However, increases were seen in the scores for N and D after exposure to the
conventional 3D images (II). In addition, the scores after exposure to the new 3D im-
ages were not very different from those after exposure to the static ones (I). Although
there were large individual differences, sickness symptoms seemed to appear more
often with the conventional 3D movie.

Typical stabilograms are shown in Fig. 1. In these figures, the vertical axis shows
the anterior and posterior movements of the COP, and the horizontal axis shows
the right and left movements of the COP. The amplitudes of the sway that were
observed during exposure to the movies (Fig. 1c—1f) tended to be larger than
those of the control sway (Fig. la—1b). Although a high density of COP was
observed in the stabilograms (Fig. la—1b, le—1f), the density decreased in stabilo-
grams during exposure to the conventional stereoscopic movie (Fig. 1c—1d). Further-
more, stabilograms measured in an open leg posture with the midlines of heels 20 cm
apart (Fig. 1b, 1d, 1f) were compared with stabilograms measured in the Romberg
posture (Fig. la, lc, le). COP was not isotropically dispersed but characterized by
much movement in the anterior-posterior (y) direction (Fig. 1b, le). Although this
trend is seen in Fig. 1d, the diffusion of COP was large in the lateral (x) direction and
had spread to the extent that it was equivalent to the control stabilograms (Fig. 1a).

Representative results of the Double-Wayland algorithm are shown in Fig. 2.
Whether subjects was exposed to the 3D movies or not, E,,,; derived from the tempo-
ral differences of those time series x, y was approximately 1. These translation errors
in each embedding space were not significantly different from the translation errors
derived from the time series X, y.

According to the two-way analysis of variance (ANOVA) with repeated measures,
there was no interaction between factors of posture (Romberg posture or standing
posture with their feet wide apart) and images ((I), (II), or (IIT)). Except to the total
locus length of chain, a main effect was seen in the both factors (Fig. 3).

Table 1. Subscales of the SSQ after exposure to 3D movies [28]

Movies 1) (I1I)
N 11.4+£3.7 10.5+4.4
OD 18.2+4.1 17.4+4.9
D 23.7+8.8 19.5+6.6
TS 19.8+£5.3 18.0+4.9
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Fig. 1. Typical stabilograms observed when subjects viewed a static circle (a)-(b), the conven-
tional 3D movie (c)—(d), and the new stereoscopic movie (e)—(f) [28]
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Fig. 2. Mean translation error for each embedding space. Translation errors were estimated
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Fig. 3. Typical results of the two-way ANOVA with repeated measures for indicators [28]; the
total locus length (a), the SPD (b)

4 Discussion

A theory has been proposed to obtain SDEs as a mathematical model of the body
sway on the basis of the stabilogram.

In this study, we mathematically measured the degree of determinism in the dy-
namics of the sway of COP. The Double-Wayland algorithm was used as a novel
method. E,,; > 0.5 was obtained by the Wayland algorithm (Fig. 2), which implies
that the time series could be generated by a stochastic process in accordance with a
previous standard [29]. The threshold 0.5 is half of the translation error resulting from
a random walk. The body sway has been described previously by stochastic processes
[4]-[7], which was shown with the Double-Wayland algorithm [30]. Moreover, 0.8 <
E.ns < 1 obtained from the temporal differences of these time series exceeded the
translation errors estimated by the Wayland algorithm, as shown in Fig. 2b. However,
the translation errors estimated by the Wayland algorithm were similar to those
obtained from the temporal differences, except for Fig. 2b, which agrees with the
abovementioned explanation of the dynamics to control a standing posture. The expo-
sure to 3D movies would not change it into a deterministic one. Mechanical variations
were not observed in the locomotion of the COP. We assumed that the COP was
controlled by a stationary process, and the sway during exposure to the static control
image (I) could be compared with that when the subject viewed 3D movies. Indices
for stabilograms might reflect the coefficients in stochastic processes although the
translation error did not exhibit a significant difference between the stabilograms
measured during exposure to the conventional 3D movie (II) and the new 3D
movie (III).

The anterior-posterior direction y was considered to be independent of the medial-
lateral direction x [31]. Stochastic differential equations (SDEs) on the Euclid space
E*s(x, y)
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% = —%Ux(x) +w (1)
dy 0

Q- %ypy

o oy S +w (1)

have been proposed as mathematical models that generate the stabilograms [4]-[7].
Pseudorandom numbers were generated by the white noise terms w.(f) and w,(f). Con-
structing the nonlinear SDEs from the stabilograms (Fig. 1) in accordance with Eq.
(1), their temporally averaged potential functions U,, U, have plural minimal points,
and fluctuations could be observed in the neighborhood of the minimal points [7]. The
variance in the stabilogram depends on the form of the potential function in the SDE;
therefore, the SPD is regarded as an index for its measurement. Although, stereo-
scopic movies decrease the gradient of the potential function, the new 3D movie (III)
should reduce the body sway because there is no disagreement between vergence and
visual accommodation. The reduction can be evaluated by the SPD during exposure to
the movies on an HMD screen. We have succeeded in estimating the decrease in the
gradient of the potential function by using the SPD by performing a one-way analysis
of variance.

Multiple comparisons indicated that the SPD S, during exposure to any of the
stereoscopic movies was significantly larger than that during exposure to the static
control image (I) when subjects stood in the Romberg posture. The same calculation
results were also obtained for S;. The standing posture would become unstable
because of the effects of the stereoscopic movies. As mentioned above, structural
changes occur in the time-averaged potential function (1) with exposure to stereo-
scopic images, which are assumed to reflect the sway in center of gravity.

Scibora et al. concluded that the total locus length of subjects with prior experience
of motion sickness increases with exposure to a virtual environment when they stood
with their feet wide apart [22], whereas, in our study, the degree of sway was found to
be reduced significantly when the subjects stood with their feet wide apart than when
they stood with their feet close together (Romberg posture). However, the total locus
length during exposure to the conventional stereoscopic movie was significantly lar-
ger than that during exposure to the control image when they stood with their feet
wide apart. As shown in Fig. 1d, a clear change in the form of the potential function
(1) occurs when the feet are wide apart. The decrease in the gradient of the potential
might increase the total locus length.

Regardless of posture, the total locus length during exposure to the conventional
3D movie (IT) was significantly greater than that during exposure to the control image
(Fig. 3b). Moreover, the total locus length of chain tended to increase when subjects
were exposed to the conventional 3D images (II) compared that when they were
exposed to (I). Hence, we noted postural instability with the exposure to the conven-
tional stereoscopic images (II) by using these indicators involved in the stabilogram
(total locus length and that of chain). This instability might be reduced by the
Olympus power 3D method.
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Abstract. We propose a methodology for estimating a user’s interest in docu-
ments displayed on a computer screen from his or her physical actions. Some
studies show that physical actions captured by a device can be indicators of a
user’s interest. We introduce the ongoing pilot study’s results, which show the
possible relationship between a user’s face approaching the screen, as captured
by a webcam, and their interest in the document on the screen. Our system uses
a common user-friendly device. We evaluate our prototype system from
the viewpoint of presuming an interest from such a face approach and the
practicality of the system, and discuss the future possibilities of our research.

Keywords: Interface design, knowledge acquisition, user interest, motion
capture.

1 Introduction

Although keyboards and mice are standard input devices for personal computers,
many new devices are coming into regular use. Nintendo Wii’s motion-sensitive con-
troller is a popular example of such futuristic input devices. Video capturing devices
can also be used as a means of input whereby people can control PC software, games,
or other machines by moving their hands or bodies.

Techniques to detect and analyze body (including the face) movements are becom-
ing more accessible. In particular, face tracking technologies are now used in house-
hold electronic goods [e.g., 1, 2, 3].

There has been a lot of research on new input devices and on using devices to
detect user reactions in the field of human-computer interaction (HCI). These devices
and systems tend to be heavy or distracting in some way, and user experiments in-
volving them have had to be conducted under extraordinary conditions. To capture
natural and emotional behaviors, more common situations are needed.

Our research focuses on how to capture the users’ natural behaviors in response to
information displayed on the screen via user-friendly (low impact) devices such as
webcam. We are planning to identify user actions reflecting their interests using these
devices and put them to practical use in the real learning situations. Therefore, we
need light-weight and effective data for estimating the user’s interest.

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 51 2009.
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We are proposing a methodology to estimate the users’ interests by using face
tracking data captured by a webcam. We describe our preliminary test results showing
the potential effectiveness of such a methodology. This is part of our ongoing
research on new interactive systems for supporting users in acquiring knowledge.

2 Previous Work

The topic of using sensors to recognize user actions has attracted the attention of
researchers in the field of computer science for a long time, and quite a lot of devices
have been developed. We will introduce some of these in the following paragraphs.

2.1 How to Capture User Actions

For a system to be able to capture whole-body movements, users sometimes have to
wear sensor devices. For example, Sementile et al. [4] proposed a motion capture sys-
tem based on marker detection using ARToolkit. The system consists of markers with
patterns that act as reference points to collect a user’s articulation coordinates. This
system was used to generate humanoid avatars with similar movements to those of the
user. Another example is the emotion recognition sensor system (EREC) that detects a
user’s emotional state [S]. It is composed of a sensor globe, a chest belt, and a data
collection unit. Eye tracking cameras are often used, and the EMR eye tracker is one
example [6]. This system uses a dedicated computer to make a head-mounted camera
track the eye movements of the user.

Jacob categorized input devices in terms of the aspect of HCI [7, 8]. He studied the
use of the hands, foot position, head position, eye gaze, and voice to manipulate a
computer and described the devices that could be manipulated. Picard and Daily [9]
summarized the body-based measures of an affect and described the typical sensor
devices that can detect the action modalities, such as the facial or posture activities.
They introduced video, force sensitive resistors, electromyogram electrodes, micro-
phones, and other electrodes.

2.2 Body Action, Interest, and Capture Devices

Mota and Picard [10] described a system for recognizing the naturally occurring pos-
tures and associated affective states related to a child’s interest level while he or she
performed a learning task on a computer. Their main purpose was to identify the natu-
rally occurring postures in natural learning situations. The device used in this research
was composed of pressure sensors set in a chair. They used a hidden Markov model to
remove the noise from the data and estimated the relationship between a posture and
interest. They found evidence to support a dynamic relationship between postural
behavior patterns and the affective states associated with interest.

Wakai et al. [11] proposed a technique for quantitatively measuring the change in
interest from a portrait measured with a camera. They focused on the pose of eye gaze
and the distance to the object. Their system detected eye gazes and the posture from
the video image, and they succeeded in detecting changes in the direction of interest
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when the experiment’s participants were asked to choose one favorite advertisement
from a total of three. They used three cameras set behind each of the advertisements
to detect the approach posture from the silhouette.

3 Proposed System

We propose a system that uses a familiar webcam to detect a user’s face approaching
the screen. We intend to use this system to select the natural movements which relate
to the interest from a large amount of real-life samples. Figure 1 shows the basic
structure of our prototype system.

200810,/17 11:26:22.890,
ace. 27, Google,
hitp:s S gocgle.coms

,ZDDB/’ 10417 11:26:22.090,

Mova, 313:52:48, Yahoo,

hittp:sww yahoo, comy

Motion Recognition

Event Sensor Acquisition of Activated Lag Record

Window Information

Fig. 1. Basic structure of prototype system

Webcam
(Qcam E3500)

Fig. 2. Participants of the web experiment (left: with desktop PC; right: with notebook PC)
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The webcam (Qcam E3500) mounted on the top of the screen (Fig. 2) captures the
images of the user and the event sensor of the system detects the size of the face (face
recognition part) and the body movements (motion recognition part). When the event
sensor is activated, the log part records the timestamp in milliseconds, the active win-
dow’s name, the URL (only when a browser is active), and the recognized face or
motion size. The sensor detects the target event from each frame, and the maximum
frame rate is 30 fps.

The image acquired from the camera is reduced to 1/2 size for the purpose of faster
processing. The original image is 240 pixels in height by 320 pixels in width, and the
converted image is 120 x 160 pixels.

3.1 Detection of Face Approaches

We used OpenCV [12] to detect the events in which a face approached the screen, as
judged from the expansion of the recognized face. The face-detection function in the
OpenCV library has a cascade of boosted classifiers based on Haar-like features. It
excels at detecting blurred or dimmed images, although objects other than a face
might be distinguished as one depending on the brightness difference in the rectangu-
lar area. We used a prepared front-face classifier. The size of the face is calculated
from the sum of the width and height (in pixels) of the front face image detected by
the system.

The event of a face approaching the monitor is determined on the basis of
each user’s baseline size. We obtained 100 baseline size data before starting the de-
tection. The average and standard deviations of the size were calculated for each user.
Face approaches were counted by comparing them with the average and standard
deviations.

3.2 Detection of Other Actions

To investigate how other physical actions are related to a user’s interest, the size of
the user’s body motions were also recorded. Body motions were calculated by sum-
ming up the widths and the heights of the motion segment detected by OpenCV.

4 Pilot Study Results

The implemented motion detector was tested in a pilot study. We evaluated its func-
tion and the relationship of the body movements to the user’s interest.

4.1 Participants

Nineteen university undergraduate and graduate students from 19 to 31 years old (av-
erage age: 21.74 yrs.) participated in our preliminary test. All of them were right-
handed. Seven of them did not use any visual correction devices, but the rest wore
either contacts or glasses.
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4.2 Procedure

Participants were asked to adjust their monitor and keyboard positions to suit their
preferences. Then, they were asked to gaze at the monitor. This was the baseline ses-
sion, and it lasted more than three minutes.

During the experimental session, the participants were asked to watch and evaluate
the web pages according to the links on the screen. To distribute the degree of interest
on a web page, we prepared 10 links to topics on the arts, academics, current news,
fiction, and commercial goods. The participants were asked to visit all the links
shown on the screen and other links if they wanted, and after visiting a link or view-
ing a new page, they were asked to rate on a scale of one to ten each page by using the
following points: degree of reading (from °‘did not read’ to ‘read carefully’), interest
(from ‘not interesting at all’ to ‘very interesting’), amusement (from ‘not amusing at
all’ to ‘very amusing’), novelty (from ‘not novel at all’ to ‘very novel’), benefit (from
‘not beneficial at all’ to ‘very beneficial’) and easiness (from ‘not easy at all’ to ‘very
easy’). The duration of the experiment was around one hour. The face recognition and
motion recognition parts of our system recorded data in both the experimental session
and in the baseline session.

After this experimental session, all participants were asked whether they cared
about the camera on the screen. We used these answers to evaluate the system’s
impact on the user.

4.3 Collected Data

The user's evaluation of each page and their actions (face approach and motion) while
each page was being shown were totaled for reflecting whole tendency. The face size
data in the experimental session was compared with a threshold value. We used the
following function (1) and a size that was bigger than the threshold (7) value was
counted as a face approach. T value was determined by adding on averaged x values
in baseline period (avg(Xpuseiine)) to standard deviation of x values (stdev(Xpuseiine))
multiplied by coefficient o (from 1 to 3) value.

x = face.height + face.width
T = avg (Xhaseline ) + o X stdev (Xhaseline ) ’
f(x) _ {l lf xexperiment >T

0 otherwise

ey

We used only one threshold for the motion detection, because all of the users’ avg.
+ 2 stdev. values and avg.+3stdev. values exceeded the maximum size of the recogni-
tion area (280 pixels), and most of the values recognized by the prototype system
were near the maximum. We also measured the duration of each page’s access.

4.4 Preliminary Results

We eliminated two of the 19 participants’ log data because of a system failure in re-
cording and an answering mistake. The face approaches were counted on each web
page, and the Pearson's product-moment correlation coefficients between the counted
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Fig. 3. Comparison of correlation coefficients between counted number of face approaches and
each evaluation value from three different thresholds

Table 1. Matrix of correlation coefficients between variables

Reading Interest Amusing Novelty Benefits Easiness Face Motion Duration
Reading  1.00 0.80(**) 0.75(**) 0.17(*) 050(**) 057(**) 023(**) 006 0.04
Interest 0.80(**)  1.00 087(**) 012 053(**) 0.58(**) 0.15(*) 0.04 007
Amusing 0.75(**) 087(**) 1.00 0.12 051(**) 055(**) 021(**) 0.10 0.08
Novelty 047(*) 012 0.12 100 032(**) -007  -013(*) -047(*) -003
Benefits 050(**) 0.53(**) 051(**) 032(**) 1.00 0.09 0.09 0.07 0.07
Easiness 057(**) 058(**) 055(**) -007 0.09 1.00 0.09 0.03 -0.02
Face  023(**) 045(*) 021(**) -043() 009 0.09 100 047(**) 042
Motion 006 0.04 0.10 -017¢*) 007 0.03 047(**) 100 007
Duration 0.04 0.07 0.08 -0.03 0.07 -0.02 0.12 0.07 1.00
** p<001
* p<005

number of face approaches and each evaluation value were calculated for three
thresholds (Fig. 3).

For all the thresholds, all the coefficients showed the same tendency in positive and
negative values. Face approach counts using avg.+1stdev. threshold showed these
tendency more clearly. Significant (p<0.01) correlations were found between the face
approach frequency and the degree of reading (0.23**) and amusement (0.21**) at
the avg.+1stdev. threshold. The results at the avg.+2stdev. threshold showed similar
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tendencies. Although the level of significance was low (p<0.05), interest was posi-
tively correlated (0.15%) and the novelty was negatively correlated (-0.13%*).

The face count, motion count, page access duration time, and all the page evalua-
tion points are summarized in the correlation matrix (Table 1). The motion count and
duration did not show any significant correlation to the reading, interest, or amuse-
ment factors, but the face approach and motion counts were significantly correlated.
The N size of a motion was much smaller than the others’, because four of the partici-
pants did not leave motion logs in the baseline period and their data was treated as a
missing value. The reading, interest, and amusement factors highly correlated with
each other.

Results from questions and answers about webcam were shown below (Table 2).
Most participants said that the existence of the camera didn’t matter to them. Even if
they had no experience in using personal computers with a webcam, they could
browse without being concerned. This result showed that the camera on the computer
was not considered to be out of the ordinary.

Table 2. Questions and answers about webcam

Did you care about Have you ever

Have you ever seen

the camera on the . . used a PC with a
a camera like this? . .
screen? camera like this?
Yes 3 13 6
No 16 6 13

N=19

S System Evaluation

We evaluated our prototype system from the viewpoint of presuming an interest from
the face approach frequency and the practicality of the system.

5.1 Effect of Interest Estimation by Using Face Approach

There was a positive correlation between the face approach frequencies acquired by
the system and the degree to which the user had actually read the page and the degree
of amusement they felt while viewing it. In addition, the reading factor was highly
correlated to the interest and amusement factors. These results showed that our system
could be used to estimate whether a user had actually read the contents with positive
emotions such as interest or amusement. However, these relationships became vague
as the threshold value increased.

Motion count and page access duration were not useful data for estimating the
user’s interest in this experiment. The size of the acquired motion or the range of the
value might be the reason for this problem. It is necessary to reexamine the sensitivity
of the system or the acquisition method for characterizing an individual's behavioral
pattern for the precision enhancement in addition to the face approach.
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5.2 System Practicality

In our experiment, most of the participants reported that the existence of the camera
did not bother their activities when exploring the web. Although the data size of a
captured image was very small, the results showed the possibility to estimate a user’s
emotional status. This prototype system seems to be applicable to the current PC
environment.

Moreover, our system did not directly record facial images, but recorded only nu-
meric size data. In addition to the familiarity of a device, such data might be compara-
tively less intrusive to the user. That is, it might be useful data for the information
provider, and it can be collected while maintaining the user’s privacy.

6 Conclusion

We described our prototype system to identify a user's interest in the target on a PC
screen using a common webcam. Although our methodology is very easy to use, the
preliminary results showed the possibility of using it to identify actions reflecting the
user’s interest in a target. For the detailed analysis, we will evaluate this tendency of
each individual.

Analyzing the whole-body movement with dedicated equipment continues to have
a very important role, because our experiment is based on the relations revealed by
past experiments. On the other hand, experimental analyses using real-world equip-
ment in real-life situations are becoming more and more important now that there is
an ever-increasing variety of input devices. Developing an application for an actual
environment will soon be an important issue.

This technique might could be applied to various fields, although it would be nec-
essary to set the appropriate thresholds for judging face approaches under varying
circumstances. The degree of reading showed a positive correlation, and this seemed
to indicate the possibility of utilizing our technique for user profiling in systems that
make recommendations. To estimate the user’s interest in a website, researchers have
used the viewing duration, mouse movement, or eye gaze [13]. If our system proves
to be valid in future experiments, it may be useful for estimating users' actions on
the web.

The results of our experiments are presently being validated in real-world learning
situations. We plan to analyze additional movements and revise the prototype system
while applying it in an actual environment.
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Abstract. The present study aimed to test the function of the exocentric view
on the acquisition of survey knowledge during spatial navigation in a virtual
multilevel building. Subjects navigated a virtual three-level building in three
conditions. In the first condition, subjects navigated the building without any
aid. In the second condition, subjects navigated the building with the aid of a
three-dimensional (3D) floor map which illustrated the spatial layout on each
level from one exocentric perspective. In the third condition, subjects could
watch the spatial layout on each level from the exocentric perspective when
traveling to another level by an elevator. After navigation, all subjects made the
judgment of spatial relative direction. The analyses of the accuracy of spatial
judgments showed that the accuracy of judgment of spatial horizontal direction
was significantly improved when subjects observed the exocentric views of
levels in the last two conditions; the judgment of spatial vertical direction was
significantly worse in the 3D floor map condition than in other two conditions.
Furthermore, the accuracy of judgment of both spatial horizontal and vertical
directions was best in the direction faced by subjects when they first enter each
level. The results suggested that the content of exocentric view should be care-
fully designed to improve the acquisition of survey knowledge. The application
of the findings included the design of 3D map for the navigation in the virtual
multilevel building.

1 Introduction

Spatial navigation in a multilevel building is one common task in people’s daily life,
such as the navigation in the subway station, shopping mall and the museums. A mul-
tilevel building is a constrained three-dimensional (3D) space with the constraints of
walls, ceilings and floors. Navigation in a multilevel building is also limited within
specific areas, such as on floors and staircases. Because of the constraints of building
and navigation, it is very difficult for people to acquire the accurate survey knowledge
of a multilevel building. When navigating the multilevel building in the virtual
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© Springer-Verlag Berlin Heidelberg 2009



Spatial Navigation in a Virtual Multilevel Building: The Role of Exocentric View 61

environment (VE) rather than in the real world, people encounter more problems in
acquiring the survey knowledge. Previous studies [4, 13] have demonstrated that the
exocentric views provided during the navigation on the level in one virtual building
can facilitate the acquisition of survey knowledge of spatial layout in this level. Two
questions are addressed in the present study: (1) Do the exocentric views facilitate the
acquisition of survey knowledge in a virtual multilevel building; (2) what difference
exists in survey knowledge if the way to provide the exocentric views is different
during spatial navigation in the same virtual multilevel building.

Generally, there are two common ways to provide the exocentric views during spa-
tial navigation in VE. The first way is to elevate the viewpoint in air. For example,
subjects in study [13] study learned a virtual floor layout of building with one of three
navigation training aids: local and global orientation cues, exocentric views, and a
theme environment enhanced with sights and sounds, where subjects with the exocen-
tric-view aid watched the layout from a viewpoint outside the building. The survey
knowledge was tested after the navigation. The results indicated that the exocentric
views were effective in improving performance on the survey knowledge tests. One
extreme exocentric view of environment is a 3D model of environment, such as
“world in miniature” (WIM, [10]) which can be changed at will simply by rotating or
zooming in study [4] employed a 3D model of one floor of a building to assist their
subjects’ spatial learning, and the results indicated that this modal was even as good
as a real-world environment for acquiring survey knowledge. Furthermore, they
suggested that a VE training system that combines an immersive walk-through VE
and a miniature-model VE could provide better training to achieve the survey knowl-
edge than real-world training.

The second way is to draw the exocentric view of space into a 3D map, or called
the exocentric map, on a computer screen or a paper. Compared with the 2D map, the
3D map preserves features of objects and integrates all three dimensions into a single
rendering, thereby enhancing the shape and layout understanding [11]. Evidence for
the benefits of the 3D map comes from the research on aviation displays for naviga-
tion in the unconstrained 3D natural space [3, 12] and the research on learning the
building structure in the constrained building space [2]. For example, Fontaine [2]
found that subjects using a 3D map could better elaborate the vertical relations
between levels of a subway station than their counterparts without the map.

Although spatial learning from the exocentric views can facilitate the acquisition of
survey knowledge, the orientation-dependent mental representation is still observed.
Subjects in study [9] study learned the spatial layout on one floor in a large-scale
virtual building environment from either the egocentric or exocentric perspective, and
then performed the judgment of relative direction (JRD ,“Imagine you are standing at
object A and facing object B, point to object C”). The accuracy of spatial judgment
indicated that subjects judged the relative directions between objects more accurately
when imagining facing the direction aligned with the initial orientation faced in
this building. The experience of exploring spatial layout plays a critical role in
defining the orientation-dependent property of mental representation of this
environment [6].
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The present study aimed to test the function of the exocentric view on the acquisi-
tion of survey knowledge of a virtual multilevel building. The exocentric view was
acquired through the above two ways, the elevation of viewpoint in air and the 3D
map. Specifically, the first way was realized by permitting subjects to observe the
floor layout from the exocentric perspectives when they took the elevator to travel
between levels in this multilevel building. The second way was to provide the 3D
floor map which draws the floor layout from one exocentric perspective. The content
of the 3D floor map would be updated when subjects arrive at a new level in this
multilevel building.

Three hypotheses would be tested in this study. First, the exocentric views
provided by above two ways could facilitate the acquisition of survey knowledge in
the virtual multilevel building. Second, there was no difference between the survey
knowledge when the exocentric views were provided by these two ways. Third, orien-
tation dependent mental representation of the virtual environment would be build
even though the exocentric views were provided during the spatial navigation.

2 Participant

Thirty undergraduate and graduate students (15 males, 15 females, all between 18 and
29 years of age, M =22, SD = 2.586) from Nanyang Technological University in Sin-
gapore participated in this experiment for monetary compensation. All participants
had normal or corrected-to-normal vision.

3 Materials

A HP xw4300 workstation with a 19-in LCD monitor was used to display virtual
environments (VEs) which were created by using EON software (Eon Reality Com-
pany, 2004). Movement through the VE was effected by pressing the arrow keys on
the keyboard: the up and down arrows effected forward and backward movements,
whereas the left and right arrows effected left and right rotations. Subjects could hold
down the keys to obtain the continuous translation with 1 meter per second and
rotation with 60° per second.

The multilevel VE was comprised of three vertically aligned rooms that formed a
three-level building (see Figure 1). The room on each level was rectangular in shape
and measured approximately 8mx6mx3m. In the middle of one of the shorter walls on
each level was an elevator with a 2x2m floor, which connected the adjacent levels.
The elevator had one door which was open to the room and close when the elevator
moved between levels. In all but one experimental condition, the doors were opaque
and subjects could not observe the outside when taking the elevator. Inside the eleva-
tor room, subjects could choose the target level by clicking on a level button. There
were nine common household objects (e.g. chair, cabinet, etc) in the experimental
building, three positioned in different locations in each room.
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Fig. 1. The virtual three-level building

4 Design

The independent variables included one between-subjects variable and two within-
subjects variables. The between-subjects variable defined three kinds of navigation
treatment: no map, 3D floor map, and transparent conditions. Subjects were randomly
assigned to each of three experimental conditions. The no map group was the control
group, in which subjects explored the virtual building without any aid.

The 3D floor map presented the layout of each level from the viewpoint of 4 me-
ters above that level, looking forward from the elevator. The geometric field of view
(GFOV) of the exocentric map was set at 74° on the horizontal axis and 59° on the
vertical axis to help with the depiction of spatial layout and to assist subjects with the
position judgment.

In the 3D floor map condition, a small (10.2cmx8.1cm) map was embedded in the
3D immersive view and located in the top left of the computer screen. This method
was based on the split-screen technique used in the design of aviation display (e.g.,
[7]). This design allowed subjects to go back and forth easily and quickly between
exocentric views of maps of space and egocentric views derived from being in that
space, which was effective for remaining oriented and learning the space. Specifi-
cally, the 3D floor map showed the layout of the level on which subjects were stand-
ing. When subjects arrived on a new level by taking the elevator, the content of map
automatically changed to show the new level layout. The view of the second level in
the 3D floor-map condition is shown in Figure 2(a).

In the transparent condition, the elevator door and its connected wall were trans-
parent so that subjects could observe the room layout through the door when standing
inside the elevator. The virtual building was not augmented with any map aid. But
different from the no map condition, subjects in this condition could observe the room
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(b)

Fig. 2. The view of second level in (a) the 3D floor map condition and (b) the transparent
condition

layout from exocentric perspectives as elevation changed. The view of the second
level in the transparent condition is shown in Figure 2(b) when subjects took the
vertical move between the second and third levels.

The two within-subjects variables defined the characteristics of probe questions to
be asked in the judgment of relative direction task (JRD, “Imagine you are standing at
object A and facing object B, point to object C”,[1]): (1) the level difference between
the target objects C and the reference objects A and B and (2) the imagined facing
direction from object A to object B. The level difference along the vertical dimension
could be two levels up, one level up, same level, one level down, two levels down,
designed to reveal the vertical same level bias and downward bias in spatial memory.
The imagined facing direction along the horizontal dimension could be forward (fac-
ing the room from the elevator), left/right, or backward (facing the elevator from the
room), purported to reveal the preferred orientation in spatial memory.

To perform the JRD task, subjects were required to stand at one mark which was 1
meter in front of a vertically mounted board. A coordinate system was set up in this
test environment. The original point of this coordinate system was the mark on the
ground, the Z axis was defined to be vertical to the ground, the Y axis paralleled the
front board, and the X axis was orthogonal to the front board. Therefore, each position
in the test environment could be represented by a coordinate of this system (X, y, z).
Moreover, the target object C in the JRD task were all in front of subjects as they
imagined facing the reference object B, so subjects would not need to point to objects
behind them. Subjects were required to use a laser pointer to project a point on the
board, through which they could imagine seeing the top of the target assigned in the
instruction. The experimenter recorded the coordinates of the eye and the point on the
board. From this, the horizontal and vertical angles between the eye and the point in
the coordinate system could be computed.

In this test, the dependent variables were the angular error and the response time.
The angular error was measured as the absolute angular difference between the point-
ing direction and the actual direction where the target would have been. There were
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two angular errors: the error of horizontal angle and the error of vertical angle. The
response time was measured as the time from the presentation of instruction to the
end of the subject’s response, which was recorded by a stop watch.

5 Procedure

Subjects were tested individually in a quiet room. In order to screen out subjects with
the poor memory, all subjects first took a memory test. They were required to scan
nine objects printed on a piece paper for 30 seconds and then generate these objects at
the corresponding positions on a piece of blank paper with the same size. These nine
objects were not used in the virtual building. All subjects could recall more than six
objects in this test and were allowed to proceed to the next phase.

Subjects were then seated approximately 0.42 meters from the computer screen.
They first observed the nine experimental objects printed as 3D objects on a piece of
paper. After they were familiar with the objects and could associate each with a
unique name, they started practicing the navigation in a practice building containing
no objects. The practice building was the same as the experimental building except
the spatial objects. Maps were not given to subjects in the 3D floor map condition at
this moment and no time limit was imposed on this preliminary exploration. Subjects
then navigated the experimental building with nine objects. They were told that each
of nine objects would react if clicked by the mouse and they needed to go nearby to
the objects to click on the objects. Subjects were instructed to explore all three levels
freely in ten minutes and enter each room at least twice. They were told that the pur-
pose of this exploration was to remember the locations of the nine objects and that
they would later be asked to point out these locations.

After exploring the building, subjects were asked to perform the JRD task. The
instruction of each trial was displayed on the computer. Subjects first took two trials
in order to be familiar with the requirement and procedure of the JRD task. The per-
formance in these two trials was not counted in the data analysis. The total time for
the experiment was approximately 60 minutes.

6 Result

All dependent measures were subjected to analysis of variance (ANOVA) in terms of
navigation treatment, level difference and imagined facing direction. Since the levels
of the two within-subjects variables were not fully crossed, the interaction between
them could not be tested. Therefore, in the customized analysis, only the main
effects of the three independent variables and the interaction effects between naviga-
tion treatment and each of the two between-subjects variables were examined. A
significance level a < .05 was adopted for all these analyses.

6.1 The Judgment Accuracy of Horizontal Direction

The main effect of the navigation treatment was significant, F(1, 27) = 3.82, p < .05.
Multiple comparisons showed that the performance was significantly worse in the
no-map condition than in other two conditions; the remaining two did not differ
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Fig. 3. Judgment of the horizontal direction. (a) Mean error of horizontal angle as a function of
level difference and navigation treatment; (b) Mean error of horizontal angle as a function of
imagined facing direction and navigation treatment.

significantly. As depicted in Figure 3(a), the main effect of level difference was sig-
nificant, F(4, 108) = 19.23, p < .01. Multiple comparisons showed that (1) the best
performance (least error) was observed when subjects pointed to objects on the same
floor, and (2) the performance was better when pointing up than pointing down. The
interaction between navigation treatment and level difference was not significant.

As depicted in Figure 3(b), the main effect of the imagined facing direction was
significant, F(2,54) = 41.80, p < .01. Multiple comparisons suggested that the per-
formance in the forward direction (i.e. the orientation from which subjects entered the
room) was the best and in the backward (i.e. the orientation from which subjects
exited the room) was the poorest. The interaction between navigation treatment and
imagined facing direction was also significant F(4,54) = 2.60, p < .05. Further analy-
ses in each navigation condition revealed that (1) in the no-map condition, the
performance in the forward direction was better than those in the left/right and back-
ward directions; (2) in the 3D floor map condition, the performance in the forward
direction was better than those in the backward direction, while no significant differ-
ence was found between the left/right direction and other two directions.; (3) in the
transparent direction, the performance was best in the forward direction, then in
the left/right direction, and poorest in the backward direction.

6.2 The Judgment Accuracy of Vertical Direction

The main effect of the navigation treatment was significant, F(1, 27) = 4.37, p < .05.
Multiple comparisons showed that the performance was significantly worse in the 3D
floor map condition than in other two conditions; the remaining two did not differ
significantly. As depicted in Figure 4(a), the main effect of level difference was sig-
nificant, F(4, 108) = 20.64, p < .01. Multiple comparisons showed that (1) the best
performance (least error) was observed when subjects pointed to objects on the same
floor, and (2) the performance was better when pointing down than pointing up. The
interaction between navigation treatment and level difference was not significant.



Spatial Navigation in a Virtual Multilevel Building: The Role of Exocentric View 67

lavigation treatment

0

Navigation treatment

.Nemap

Mean error of vertical angle (degree)

3Dfloor map 3Dfloor map

A
A Transparent
Twodown Onedown  Same Onewp  Twoup Forward LeftRight Backw ard

(a) (b)

Mean error of vertical angle (degree)

Transparent

Fig. 4. Judgment of the horizontal direction. (a) Mean error of vertical angle as a function of
level difference and navigation treatment; (b) Mean error of vertical angle as a function of
imagined facing direction and navigation treatment.

As shown in Figure 4(b), the main effect of the imagined facing direction was
significant, F(2,54) = 52.78, p < .01. Multiple comparisons suggested that the per-
formance in the forward direction (i.e. the orientation from which subjects entered the
room) was better than those in other two directions. The interaction between the
imagined facing direction and the navigation treatment was not significant.

6.3 Response Time

Navigation treatment did not show significant main effect on response time. There
was a significant effect of level difference, F(4, 108) = 4.22, p < .01, and pointing to
objects on the same level was fastest, as shown in Figure 5(a). The interaction
between navigation treatment and level difference was not significant.

As shown in Figure 5(b), the main effect of the imagined facing direction was sig-
nificant, F(2, 54) = 6.749, p < .01. The interaction between navigation treatment and

30
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Fig. 5. Response time. (a) Response time as a function of level difference and navigation treat-
ment; (b) Response time as a function of imagined facing direction and navigation treatment.
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imagined facing direction was significant, F(4, 54) = 3.98, p < .05. Post hoc analysis
showed that only in the no map condition was the response time affected by imagined
facing direction, suffering most when subjects imagined facing left or right.

7 Discussion

The results of this study were threefold. First, the exocentric views provided during
the spatial navigation in the virtual multilevel building can significantly improve the
accuracy of mental representation of the spatial horizontal information (see Figures
3(a) and 3(b)). This result supported the first hypothesis that the exocentric views
facilitate the acquisition of survey knowledge in space [8, 13]. The exocentric views,
however, could not significantly facilitate the mental representation of spatial vertical
information, which did not support the first hypothesis. The distinct effect of the
exocentric view on the mental representations of spatial horizontal and vertical
information demonstrated that spatial information on the horizontal and vertical
dimensions is represented differently in memory.

Second, compared with the static exocentric views provided by the 3D floor map,
the dynamical exocentric views provided during the vertical movement between lev-
els in the transparent condition can better assist subjects to acquire spatial vertical
information (see Figures 4(a) and 4(b)). This result did not support the second
hypothesis.

Last, the orientation dependent mental representation was observed even though
subjects could acquire the exocentric views of the virtual environment (Figure 3(b)
and 4(b)). This result supports the third hypothesis. The extra exocentric views
provided during the spatial navigation could not ensure the orientation-free mental
representation of the virtual multilevel building.

In general, subjects in the transparent conditions perform best in the present
experiment. The reason would lie in two aspects. First, compared with the 3D floor
map condition, subjects in the transparent condition could acquire more exocentric
views of each level. The increased number of exocentric views helped subject better
observe the spatial layout. This result was consistent with our previous finding in the
virtual room space [5]. Second, the way to provide the exocentric views in the trans-
parent condition was more natural, and subjects would be easy to switch between the
egocentric and exocentric views.

The preferred orientation in the mental representation of the virtual room space
was aligned with the facing direction (the forward direction) when subjects first enter
each level. This finding was consistent with the previous research [9], suggesting that
the first view of the environment should be most salient in the spatial memory even
though subjects could walk around and faced different directions in the environment.

The findings of the present study have two important implications for assisting spa-
tial navigation in VE. The first implication is that VE designers should provide the
continual and better natural exocentric views for users during their navigation in the
virtual multilevel building. For example, when users take elevation in the virtual
multilevel building, the designers can provide the escalator for users so that users can
observe the exocentric views of the spatial layout. The second implication is about
the design of the 3D map of building. When a 3D map is employed to assist the
navigation in the virtual multilevel building, the 3D map should illustrate the vertical
relationship between levels in a multilevel building (also see [2]). The present study
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has demonstrated that the 3D floor map which only illustrates the spatial layout on
one level can impair the mental representation of spatial vertical information among
three levels.

Our future work will further investigate the design of the 3D map for navigation in

a virtual multilevel building. Some research questions are remained. Besides the re-
quirement of illustration of spatial vertical relations between levels, what are other
requirements? What is the effect of the 3D map of building on the wayfinding
performance in the virtual multilevel building? Can users improve their wayfinding
strategy in the virtual multilevel building if the 3D map is applied?
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Abstract. In the present paper, a new augmented reality environment
that is based on an optical communication system is described. Optical
communication devices have been used in several studies on ubiquitous
computing. A novel physical structure of an optical communication sys-
tem that enables the user to select the optical signal by simply pointing
its transmitter with his/her finger is developed. In such an environment,
the optical transmitter can be treated as a visual tag, referred to as a
GhostTag, that includes continuous data, such as audio files. In addi-
tion, the PointSpeech application, which provides the user with audio
assistant data via GhostTag, is presented herein.

1 Introduction

In the present paper, a new augmented reality environment, which enables the
attachment of continuous data to real-world objects as an annotation, is pre-
sented. In some studies, RF tags or visual tags are used to attach small amounts
of data to real-world objects[1I213]. The annotations are stored in the tags as a
visual pattern on paper or as digital data in small circuits. The user must be close
to the tag and readout the annotations. In the present system, the annotation is
placed within the visual angle of the real-world object (Fig[l). The visual angle
within which an annotation is placed is referred to as the GhostTag, and the
user reads out the annotation by a pointing behavior, referred to as TeleClick.

This visual-angle-based annotation system is similar to a GUI system, in which
the GhostTag corresponds to an icon, and the index finger corresponds to the
cursor. TeleClick, in which the user overrup his/her index finger on the visual
angle of object(Figlll Fig[d) is the method used to select an annotation.

2  GhostTag

GhostTag is essentially the visual angle around a tag. GhostTag can be generated
by a simple combination of a transmitter, photo-detector and an image sensor.
Figure 2l shows the system used to generate and read GhostTags.

An optical transmitter(tag), which transmits optical signal, is attached to a
real-world object. When an image sensor observes the this transmitter, a pho-
todetector, which is directed toward the surface of the image sensor, detects the

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 70 2009.
© Springer-Verlag Berlin Heidelberg 2009
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GhostTag

Annctations placed in
the visual fields of real-
world objects. The size
of the GhostTag is
independent of distance.

TeleClick

A selection method for ghosttag: overlapping user’ s
index finger on the ghosttag.

Fig. 1. GhostTag: continuous data placed within in the visual angle, TeleClick: selec-
tion method of GhostTag
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s Surface of image sensor
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Fig. 2. Schematic diagram of the GhostTag setup

optical signal reflected by the surface of the image sensor. The optical signal is a
cone-shaped and is symmetric about an axis formed by a line running from the
center of the image sensor to the center of the light emitter. The cross section of
this cone is GhostTag. The center of GhostTag is a light emitter on the tag, and
the size of GhostTag is determined by the distance between the image sensor
and cross section d,.. The visual angle of GhostTag, 6,., is determined primarily
by d,.

Generally, optical communication systems that use transmitters and receivers
have time-domain resolution, rather than spatial resolution. Owing to its simple
structure, in which the photodetector is directed toward the image sensor and
senses the signal reflected from the surface of the image sensor, the proposed
system has both time-domain and spatial resolutions.
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3 PointSpeech

PointSpeech is an application system that provides audio assistance to the user.
The user obtains sound data from GhostTag by TeleClicking. In the following,
the method used to detect a TeleClick by the user and read out the contents
of the TeleClicked GhostTag is described. The optical transmitter, attached to
real world object as a tag, has two LEDs: one for transmitting data signals (Q)
and another for transmitting inverted data signals (Q) (Fig.[B]). When a receiver
receives both these signals, it outputs a flat signal (data signal is eliminated).
When a user blocks an inverted signal by TeleClicking as described above, the
data signal can be observed by the receiver. In PointSpeech system, Pulse Width

Modulation(PWM) is used to translate auditory data.

3.1 RealEyeCommunicator/VisionCommunicator

Receiver of PointSpeech system is implemented through RealEyeCommunica-
tor(REC)/VisionCommunicator(VC), a receiver part(image sensor and photode-
tector) of GhostTag generator. VC includes a cell phone CCD as the image
sensor , and the other receiver uses the eye of the user as the image sensor.
By implementing through REC/VC system, PointSpeech does not require im-
age processing to select and readout the data from GhostTag, althogh it is a
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Fig.5. A transmitter of VC/REC

vision-based pointing system. This enables the use of high-speed signals as an
annotation, and helps to employ numerous optical systems, including the eye of
the user as an image sensor.

4 System Implementation

PointSpeech was implemented in the proposed optical system. Audio data is
broadcast from transmitters, and the user selects the transmitted signals by
pointing at the transmitter. Two types of receivers, REC and VC are used.

5 Experiments

In this section, the visual angle of GhostTag and its pointing time are described
through experiments. In the following subsections, an optical translator, for which
the LED distance is 6.0 cm, is used as a tag. The tag emits a digital optical signal,
the content of which is a sound generated by pulse width modulation (PWM).
Pulse width modulation is a popular digital modulation for conveying analog
information over communication channels. Pulse width modulation uses a rect-
angle wave that is pulse width modulated such that the average value is equal to
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the source signal. By the principle of PWM, the following characteristics can be
lead. The user can retrieve same sound weather which LED to be TeleClicked.
In the following section, the visual angle of the GhostTag and the time required
to TeleClick are obtained for several cases.

5.1 Visual Angle Required for Read out

The visual angle of GhostTag required in order for VisionCommunicator or
RealEyeCommunicator to be used as a receiver is shown.

VisionCommunicator. The following experiment shows the visual angle of
GhostTag when VisionCommunicator is used. The experiment is performed when
d, = 0.4m and a cursor of 16 x 102 m in diameter is used, and both the distance
d and the position of the cursor are manipulated (Figlfl).

In this experiment, the integrated cell-phone camera (Fig. H]) with a resolution
of 160 x 120 is integrated into the system. The experimental value is shown in
Figure [[I] and its view is shown in Fig. [1

Before the cursor touches the optical signal, the voltage output by the receiver
is flat. When the signal appears, that cursor position is left (right) edge of the
GhostTag. The horizontal length of GhostTag is measured by this method.

d

d . Left Edge Position of Gursor

Hemm [oO

~Right Edge Position of Cursor

Fig. 6. Experimental setup

Fig. 7. Left and right edges of GhostTag
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Figure [{ shows the normal and ”clicked” signals.
Based on these experimental results, VisionCommunicator has sufficient spa-
tial resolution to detect a TeleClick performed by the index finger of the user.

75

RealEyeCommunicator. Next, an experiment using the RealEyeCommuni-
cator (REC) as a receiver. The REC uses the human eye as its image sensor.
A glass-like interface is constructed and a photo-diode is attached near the eye
of the user to receive a reflected optical signal from the eye (Fig. d). Then, a
ruler is placed behind the transmitter, and the position of the cursor is measured
(Fig. @). A graph of the position and the received signals when d =1.5m and
d, =0.4m is shown in Fig. Both edges (W8 and E6) have a flat signal, and
enough signal (> 0.005V) to make sounds appeares from W7 to E4. The code

Index Finger

Index Finger

Fig.9. A view of VisionCommunicator/RealEyeCommunicator
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of W7 or E4, means 8.0 x 10~2m left(or 6.0 x 10~2m right) of the center. The
visual angle of GhostTag(6,.) can be calculated to

7 4 0.8
= - =3.1° 1
0, = arctan 150 + arctan 150 arctan 40 3 (1)

0.8
when d = 150cm. The last part of this equation, arctan 4 is the visual angle of

index finger. The visual angles in case of d=2.0,2.5m is presented in Fig[ITl The
visual angles for d =2.0m and 2.5m are shown in the following figure (Fig. [IT])

5.2 Time Required for Pointing and TeleClicking

The movement of TeleClicking, overupping his/her fingertip on a target in view,
is similar to natural pointing. To evaluate this novel movement, an experiment
is conducted to compare the pointing time of TeleClick to the times for the
other pointing methods. Five subjects participated in this experiment. A black
circle is displayed on the screen, and the subjects are instructed to point to
or TeleClicked the targets as quickly as possible(Fig. [[2]).The distance between
the screen and the subject is 2.5m, and the diameter of the target is 0.6 x
10~2m (visual angle: 2.5°). The experiments were carried out as follows: natural
pointing, TeleClicking with natural view, TeleClicking with cell phone camera
view, and laser pointing (Fig. [[2)) for five subjects. As shown in Fig. [[2] the
pointing times for natural pointing, natural TeleClicking, and laser pointing are
similar, but the pointing time for the cell phone system is approximately double
compared to the other pointing methods. One reason of delay is the low refresh
rate of the cell-phone CCD.
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6 Previous Work

Pierce present a interaction techniques called ” Stickey Finger”, overlapping user’s
index finger to the object in head-tracked immersive virtual world[4]. In this
work, some other interaction techniques, Head Crasher, Framing, Lifting Palm,
using 1st person view, are presented. Interactive Sight and TeleClick, which us-
ing user’s viewfield, is presented in the authors previous work[5/6]. These system
includes a receiver of Real Eye Communicator, but transmitter is not developed.
A interaction method to optical signal with TeleClick behavior, has been devel-
oped in this paper. Ayatsuka presents finger point interaction with visual code,
overlapping index finger on the code, in their paper[3].

In some studies, laser pointer, or narrow angle LED were mounted to user’s
index finger, to detect the target of natural pointing[7/8/9], and evaluating its
pointing(motion) time. The pointing time of hand-held laser pointer is reported
in several papers[TO/IT].
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7 Conclusions

In the present paper, a real-world streaming data translator, that allows con-
tinuous data to be placed in a small visual angle to a real-world object, called
PointSpeech, were developed. PointSpeech is based on a cell phone camera (Vi-
sionCommunicator) or the human eye (RealEyeCommunicator) with an added
optical communication system, which receives optical signals from real-world
tags. These optical signals, modulated in both temporal and spatial domains,
appear its data part by detecting user’s contact. The combination of transmitters
and a receiver has sufficient ability to resolute user’s contact with his/her index
finger, this system can be used as a real-world pointing device, even though it is
a data translator. The experimental results indicate that these systems, vision
communicator and real eye communicaotr, have very similar characteristics with
respect to resolution, data translation ability, and pointing ability. However, the
systems differ in their practical applications. The pointing times for these sys-
tems are measured and compared to other pointing methods such as natural
pointing and laser pointing methods. The results for the eye system are similar
to those for the natural pointing and laser pointing methods. However, the time
required by the cell phone system is double that of the other methods. In the
present paper, a novel optical system that has both the ability to translate audio
signals and the ability to distinguish a transmitter which visual angle is 2.8° is
presented. These abilities allow the system to be used as a pointing device, and
enables to realize PointSpeech system, to attach sound data on the image field
of the user.
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Abstract. A conventional movie watching method is to view movies in front of
a large screen such as theaters. Conventional presenting images in fixed posi-
tion have a problem that it is easy for audiences to lose their spatial sensation of
existing movies. In this paper, we propose a novel movie watching method in
order to improve presence in existing media contents using virtual reality tech-
nology. We assumed when frames are presented with shooting angle based on
audiences' looking position, their presence will be much higher. To represent
the camera-shooting angle, we used a optical flow method. We proposed a
movie watching viewing method based on the reconstructed camera shooting
angle which is presented with a moving projector or a wall screen. We thought
that our method made it possible to reconstruct lost spatial in movies.

Keywords: Presence, Camera Work, Roaming Images, a Moving Projector, and
Spatial Sensation.

1 Introduction

Recently, displays and projectors have been improved recently. It leads users to buy
projectors for their personal use in their home, for example, making a home theater. In
addition, the media of movies are increased such as DVD and Blue-ray. We can enjoy
high resolution and high quality movies with both projectors or displays and digital
medias.

Displays and projectors are generally used to present images, and they come to
enable users to feel presence. There are several ways to improve presence. Researches
improved presence are followings; expression of immersion [1], image moseying for
generating a large and high resolution images by integrating multiple images
[2][3][4], and construction of 3D space from multiple images or movies[S][6].
Researches that relate to reconstruct 3D geometry using an optical flow have been
conducted for many years [7][8]. Study about 3D reconstruction calculated by optical
flow from pre correction camera [9][10].

In movie theatre, wide view screen and high resolution displays are introduced.
With using a still projector that are used in general, shooting loses spatial sensation
because presenting images cannot be moved. It leads to lose the spatial sensation that
was taken at the movie shooting.

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 80 2009.
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Proposed Method using a Moving Projector

In this paper, we propose a novel VR based movie-watching method of improving
presence of existing media contents. Our proposal method makes it possible to recon-
struct lost spatial sensation in the movie. By presenting frames with shooting angle
based on audiences' looking position, lost spatial sensation can be reconstructed and
audiences can feel higher presence. We reconstruct camera work and present images
by roaming images with a moving projector based on camera work calculated from
movies (Fig.1). We also present movies not only current frames but also past frames
using a wall type display. The frames are presented in a wide view display based on
the spatial angle.

2 Spatial Sensation and Camera Work in a Movie

2.1 Spatial Sensation

In this paper, spatial sensation is defined as extensity. That is to say, recognizing spa-
tial sensation means to grasp the position of objects or situation with high accuracy.
We consider recognizing spatial sensation make us feel high presence. However, the
existing methods of movie appreciate are difficult to express accurate space in movies
because the position of presenting images are fixed. Thus, we reconstruct the space of
movie for grasping the position of objects or situation in movie with accuracy.

Our method helps to construct space in movie and to grasp spatial sensation intui-
tively. In a movie theatre, we can see a large wide view screen, which enable us to fell
presence. However, we know presence consists of not only a large wide view but also
a spatial sensation in a real world. We can feel directions of objects, position of ob-
jects, and relationship among them. We often remember the spatial relationship
among objects. For example, there is a kiosk shop next to a station and there is a po-
lice station in front of the kiosk shop. We remember the position and the direction of
such objects. We focused on this kind of sensation in order to improve presence.
When we watch movies in a conventional movie watching methods, we have to
reconstruct object positions in our mind. We have to remember the previous frames
that present one object and have to grasp the camera work in order to know the
relationship between the object and a new object. That is, we reconstruct our spatial
sensation by ourselves.

2.2 Camera Work

Many movies with complex camera work are existed. However, according to "Gram-
mar of the film Language" written by D.Arijon, the movements of camera itself are
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only panning (to rotate the camera angle with camera's position fixed), traveling (to
move camera position) and zooming (to change focal distance of a lens) [11]. We
consider the effective method of presenting images for every movement of camera. In
this paper, we focus on panning and constructed the system applicable only for
panning.

3 System

In our system, we calculated shooting camera angle from a movie to reconstruct spa-
tial sensation that was lost by shooting. To present images based on estimated camera
work can comprehend intuitively space in a movie.

Fig.2 shows a concept sketch of our system. Our system is composed of two parts;
the process of calculating camera angle and the process of presenting images (Fig.3).
In the process of calculating camera angle, we computed the camera angles when the
movie was shot from a camera. In the process of presenting images, we projected
movie frames at the position synchronized with calculated camera angles.

Mewie
J} two successive frame

Procese of naloulat ng camara angle

s

meving angles of each frame
(Farizonal and verticall

Frocass of presenting images

stitg rethac o7

senting 1nages R

Fig. 2. Concept Image of Proposed Method Fig. 3. System Overview

3.1 Process of Calculating Camera Angle

In this paper, spatial sensation is defined as extensity. That is to say, recognizing spa-
tial sensation means to grasp the position of objects or situation with high accuracy.
We consider recognizing spatial sensation make us feel high presence. However, the
existing methods of movie appreciate In order to apply also to existing movies, we
computed camera angles not by sensors such as gyroscope and accelerometer, but by
optical flow (calculated velocity field between successive.) Because current movies
did not taken with such sensors. Using optical flow enables to calculate differential
angle between two successive frames.

We used OpenCV library that Intel Corporation have been developed and opened
for image processing when we calculate optical flow between images. Optical flow
has several methods--gradient method, Block-Matching method and so on. We use
iterative Lucas-Kanade method in pyramids [12]. Lucas-Kanade method is one of the
local gradient methods that is said to be one of the best algorithm for this usage
because of high processing speed and high level of confidence [13]. This method
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Fig. 4. The relationship between a camera and an image

can give us accurate movement of each feature point. We divide a movement into
horizontal element and vertical element and respectively calculate differential angles
by the angle of view of a camera and the size of a frame image. Fig 4 shows the rela-
tionship between a viewpoint and a frame.

Coordinate x;, which represents the position of feature point of former frame and
coordinate x,, which represents that of latter frame can be calculated by using optical
flow. Suppose that the angle of view of a camera (o) and the size of a frame image
(a) are known. The differential angle (0) is difference between 6;, which is the angle
between coordinate x; and the center of the image, and #,, which is the angle between
coordinate x, and the center of the image.

6 = arctan(xl_la/zj (€]
[= al?2
tan(c/2) @

1, which is the length from the center of the image to the camera is calculated by (2).

x,—al2
al?
tan(ar/2)

6 =arcta 3)

6, is calculated by (3). 6, can also be calculated by the same process. 6 is difference of
6, and62.

However, when we calculate camera angles only by a movie, we cannot know the
angle of view of a movie. So, we calculate virtual camera angles using parameters of
the projector. We use the angle of projection (o) and the size of projection (a) and
calculate camera angles.

In our method, optical flow is calculated after extracting many feature points.
There are several optical flows, so we average them as the difference angle between
two frames. We calculate the difference angles between every two frames.
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Fig. 5. Optical flows in the upper part of frames

However, when we don't account for moving objects, we can't calculate accurately
the different angles because the optical flows of moving objects may be noises. There-
fore, we focus only on stopped objects and calculate optical flows only from them.

For example, a movie scene sometimes does not have moving objects in the upper
half of the frames. We should use the upper half of the frames for calculating the opti-
cal flow. We use equation (1)-(3) for calculating camera’s relative moving angle. Fig
5 shows the picture of calculating the optical flow of the upper half of the frames.

3.2 Process of Presenting Images

In the process of presenting images, we used a moving projector "Active Vision" pro-
duced by TOSHIBA LIGHTING & TECHNOLOGY CORPORATION. The moving
projector can change the direction of projection either horizontally or vertically. We
reconstructed the shooting camera angles by directing the moving projector to the
angle calculated by the process of calculating camera angle. The moving projector can
move at most 80 degrees/sec. The size of presenting images depends on the size and
the aspect ratio of the projector.

We need to revise the projecting images because the angle between the plane of
projection and the line of projection is changed by moving the projector. We project
the images revised by changing the shape of images, not by changing the parameter of
the projector. Fig.1 shows the appearance of projecting images.

3.3 Process of Presenting Images with Frame Logs

In the process of presenting images, we also used a wall type screen. When we used a
moving projector, we could know the spatiality because we could know the exactly
presented angle. It was easy for us to grasp relationships among objects such as a
buildings and road. However, a moving projector has a limitation. It can present im-
ages on a restricted area. We could not see the previous frames. We should remember
the frames when presented images are moving. Thus we propose a new combine
method in order to present both spatiality and frame histories. We used a wall type
screen (9m wide x 2.7m height). The past frames are left on the wall screen. Thus
audiences can easy to grasp the spatiality when a movie moves a lot.

3.4 Implementation Results

We applied our method to various movies. Fig. 6 shows the result of an applied
movie. Our method helps to construct space in movie and to grasp spatial sensation
intuitively.
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Fig. 6. (left) The result of Roman Holiday[14] (right) Appearance of presenting images using
moving projector

4 Evaluations

4.1 Evaluation of the Process of Calculation Camera Angle

We applied In order to meet our proposal purpose; we should calculate the camera-
shooting angle precisely. In this section, we evaluated the process of calculating
camera angle using the optical flow methods. The way of evaluation is by comparison
between the result of calculation and the real movement angle. We calculated the
camera angle when we took a movie with a panning. We compared the moving angle
between observed and calculated angles.

We examined about seven movies that are different of movement angle at three dif-
ferent places. Table.1 shows the result of this examination. The ratio of the difference
of the movement angle calculated by the theory and our system to theoretical move-
ment angle is 7.5% on an average. This is sufficient accuracy to our study and this
result implied that the process of calculating camera angle by optical flow revealed
the effectiveness.

Table 1. Comparison between the translated angle calculated from theoretical and this system

The angle of The angle of our error The rate of
theory system (degree) error
(degree) (degree) (percent)
38.7 35.1 3.6 9.3
29.7 273 24 8.1
16.0 14.3 1.7 10.6
213 21.8 -0.5 23
28.8 27.4 14 4.9
374 322 52 13.9

29.0 28.0 1.0 34
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4.2 Experiment of Grasping the Objects’ Position by Reconstruction Shooting
Camera Angle

We as a pilot experiment, we examined on six subjects whether presenting images by
a moving projector enables users to grasp accurately the position of objects in a movie
by comparing two projection methods--projecting position is fixed and move to
reconstruct the shooting camera angles.

Method of Experiment. First, we shoot three objects in a room by rotating camera
horizontally. Second, subjects observe in two methods--projecting position is fixed
and move to reconstruct the shooting camera angles calculated by optical flows.
Third, the subjects draw the position of three objects in the movie and answer several
questions. The subjects observe two movies--first, by the method of the fixed position
of presenting images (non-moving) and second, by the method of the roaming images
(moving). We categorized six subjects into two groups (group I, IT) and change the
order of presenting two movies (movie A, B), where the position of the three objects
are different. Fig.7 shows the appearance of this experiment.

Result and examination. Fig.7 shows the difference of actual positions of the objects
and written positions by a subject.

Table 2 shows the group I subjects experimental results, which is the angle
between the position of objects in the real world and the written position of the ob-
jects by the subject. Table 3 shows the group II subjects experimental results for the
sample. Fig 8 shows the graph of the same result of Table 2 and Table 3. Fig.8 shows

® maving pro_scter
Q wub et

[0: actuzl positions
2 written pozsitions

Fig. 7. The relationship between a camera and an image

Table 2. The angles of actual positions Table 3. The angles of actual positions
and written positions by group II and written positions by group II
Group | Non-moving (movie A) Moving (movie B) Group Il | Non-moving (movie B) Moving (movie A)
subject & & & & £ & subject & & & & 2 &
1 7.0 5.0 300 | -100 -10.0 9.0 4 15.0 3.0 -8.0 10.0 10.0 -8.0
2 140 175 -200 | 16.0 5.0 20.0 5 100 420 90 | 140 165 35
3 70 60 -310| 100 50 30 6 110 110 200 | 130 165  -120
Average 9.3 95 27.0 | 120 6.7 10.7 Average | 120 187 123 | 123 143 7.8
(abs) (abs)
average 15.3 9.8 average 14.3 10.6
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Table 4. Answer of the question “Which task is easy for you to grasp the object position”

groupl answer groupll answer
Subject 1 5 Subject 4 5
Subject 2 4 Subject 5 3
Subject 3 5 Subject 6 5

the angles of actual positions of objects and written positions by subjects (both group
I and II) in each case of non-moving and moving. Many subjects can grasp more
accurately the position of the objects in the case of moving than in the case of non-
moving since the more the difference angle between actual and written objects close
to 0 degree, the more the subjects grasp the positions of the objects.

We conducted questionnaires for subjects. Table 4 shows the result of the question;
“Which task is easy for you to grasp the object position?”” A result of questions sug-
gests that the method of reconstructing the shooting camera angles got high valuation
from most subjects. This means that subjects can grasp the positions of objects easily.
We can suggest that roaming images is effective to improve presence and grasp the
space precisely in the movie.

We shoot three objects in a room by rotating camera horizontally. Second, subjects
observe in two methods--projecting position is fixed.

4.3 Experiment with Existing Movies

We compared two method applied for the existing movie. We employed six subjects
and conducted the experiment that can compare subjects’ feelings under two condi-
tions; present images at a fixed position and presenting images based on the recon-
structed camera work. Subjects were asked to answer several questions. The positions
of the screen, the moving projector, and subjects were the same as the previous pilot
experiment. We categorized six subjects into two groups (group I, II), used two
different movies (movie A, B), and changed the order of presenting method as well as
the pilot experiment. In group I, subjects observed the both movies with the method
of the fixed position first and then observed the movies with our proposal method.
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In group II subjects observed the both movies with our method first and then observed
the movies with the method of the fixed position. We presented the movie a first in
both methods. Subjects were asked to answer the questions after observing each
movie four times.

We prepared five questions and subjects replied them by choosing five answers;
strongly disagree, disagree, neutral, agree, and strongly agree.

Could you grasp what occurred in the movie?
Could you grasp the space in the movie?

Did you feel the space is wide?

Did you feel you observed in the space?
Were you interested?

Moreover, subjects asked to answer the most impression point.

In each movies, five subjects thought it was possible to grasp the spaces in the
movies using our method, thus it suggested that our method was effective to recon-
struct the lost spatial sensation. In addition, five subjects in the case of movie A and
four subjects in the case of movie B felt that they were there in our method. In each
movie, one subject who answered "disagree" answered the same score or higher score
in our method than the other method. Therefore, it was suggested that our method
could improve presence.

In group I (with the method of the fixed position of presenting images first), the
impressed objects in the movies were same in the case of our method and in the case
of the method of the fixed position of presenting images, but in group II (with our
method first), the impressed objects in the movies were different by two methods.
Additionally, most subjects of group I were impressed by concrete objects in the
movie, but most subjects of group II replied sensational answers. These results
implied that subjects felt differently between the method of the fixed position of
presenting images and the method of the moved position of presenting images.

5 Conclusion

In this paper, we proposed the novel presentation method of improving presence for
existing media contents such as movies. The method includes a reconstruction of the
lost spatial sensation in movies and presentation of images at the right direction which
angles are calculated by optical flow. This method enables us to improve our sense of
spatiality and presence. A pilot experiment indicated that present images based on the
reconstructing camera work makes us more accurately grasp the space that are ex-
pressed in the movie than presenting images at a fixed position. In addition, an appli-
cation for existing movies revealed that our method was effective in reconstructing
the lost spatial sensation in movies and improving presence.

Acknowledgments. A part of this study is supported by JST CREST “Technology to
Create Digital Public Art”.
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Abstract. In the present study, we examined the visual accommodation of
subjects who were gazing fixedly at 3D images from two different displays: a
cathode ray tube (CRT) while wearing special glasses and a liquid crystal dis-
play (LCD) while not wearing special glasses. The subjects in this experiment
were two healthy people aged 22 and 39 years, all with normal vision. The in-
strument objectively measured visual accommodative changes of the right eye
in both binocular and natural viewing conditions. The results suggested that it
was easy and comfortable to focus on both the LCD and CRT. When the sub-
jects viewed the progressively receding target, their accommodation was about
0.8 D at the presumed furthest points, a level at which the ciliary muscle is
relaxed. The accommodative power differed by about 1.5 D from the near to far
point. Thus, the ciliary muscle is repeatedly strained and relaxed while the
subject views the moving target.

Keywords: Accommodation, binocular and natural viewing, stereoscopic
image, display, LCD and CRT.

1 Introduction

Various studies have been performed on the influence of stereoscopic images on
visual function [1] [2] [3]. Most prior studies discussed the effects of visual image
quality and extent of physical stress. These studies have employed bioinstrumentation
or surveys of subjective symptoms [4].

Under natural viewing conditions the depth of convergence and accommodation
agreed. However, when viewing a stereoscopic image using binocular parallax, it has
been thought that convergence moves with the position of the reproduced stereoscopic
image, while accommodation remains fixed at the image display. As a result, there is

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 9096,]2009.
© Springer-Verlag Berlin Heidelberg 2009
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contradictory depth information between convergence and accommodation, called
discordance, in the visual system. With the aim of qualitatively improving stereo-
graphic image systems, bio measurements under stereoscopic viewing conditions
are needed.

However, from objective measurements of the accommodation system it has been
confirmed that there is a fluctuating link between accommodation and convergence
[5]. To comfortably view a stereoscopic visual system, we are at the stage where we
should view the qualitative improvements that need to be made from a different per-
spective. Therefore, to investigate the influence of stereoscopic images on visual
function in humans, we measured accommodation in people gazing at a target under
both binocular and natural viewing conditions.

The aim of this experiment was to verify whether there are differences in vision
with stereoscopic images on different hardware: an LCD (EIZOS-1911SA-BK) and
CRT (both with liquid-crystal shutter eyeglasses).

2 Method

2.1 Accommodative Measurement and Stimulus

Using an original accommodo-refractometer, we measured and recorded accommoda-
tion in the subjects while they were viewing stereoscopic images on the two different
displays for 40-second periods: a cathode ray tube (CRT) while wearing special
glasses and a liquid crystal display (LCD) while not wearing special glasses. Visual
function was tested using a custom-made apparatus.

This combined an automated infrared accommodo-refractometer (Nidek AR-1100)
and original binocular halfmirror system [6][7]. The display images were placed in
front of the small mirror for the tests. Subjects gazed at each type of display through a

Target displav

Small mirrar
L. 5Tem

—]

Avconanodo-r=facione e

Fig. 1. A schematic view of the device developed for the present experiment. Apparatus to
measure lens accommodation, modified for experiment.
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Fig. 2. Experiment scenery of CRT and LCD

a) Left b) Right

Fig. 3. The upper photograph is an image of the liquid-crystal shutter at which the testee gazes.
a) is an image for the left eye and b) is an image for the right eye. The time of this figure is not
the same as the right and left.

half (dichroic) mirror and an ordinary small mirror. The instrument objectively meas-
ured visual accommodative changes of the right eye at a 12.5 Hz sampling rate in
both binocular and natural viewing conditions [8].

The distance between the subjects’ eyes and the target on the screen was 57 cm
(1.00/0.57 = 1.75 diopters (D)) (Note: diopter (D) = 1/distance (m); MA (meter angle) =
1/distance (m)). The scene for measurements and the measurement equipment are
shown in Fig. 2.

The presented images were the same stereoscopic images used in the LCD/CRT
experiment. The subjects were instructed to gaze at the center of the sphere, and the
gaze time was set at 40 seconds. All subjects had a subjective feeling of stereoscopic
vision. While both eyes were gazing at the stereoscopic image, the lens accommoda-
tion of the right eye was measured and recorded.
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Fig. 4. The scene for measurements and the measurement equipment

2.2 Experiment Procedure

The subjects were 2 people aged 21 years and 39 years, with normal vision. The sub-
jects’ refraction was less than + 0.5 Diopter (D), so both were emmetropic. The
stereoscopic sphere image used had a reciprocating movement with the image appear-
ing to move on the LCD and CRT toward and away from the subjects in a ten-second
period (Figure 5). Gaze time was 40 seconds, and the accommodation of the right eye
was measured and recorded while the subjects gazed at the stereoscopic image with
both eyes. The subjects were instructed to focus on the stereoscopic image on each
display. They gazed at the open-field stereoscopic target under binocular and natural
viewing conditions. We measured and recorded the change in accommodation of their
right eye continuously over the 40 seconds.

Note: It had a reciprocating movement with the image appearing to move on the LCD
toward and away from the subjects in a ten-second period.
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Fig. 5. The stereoscopic sphere image and the principle of a parallax barrier. Note: diopter
(D) = 1/distance (m); MA (meter angle) = 1/distance (m). The distance between the subjects’
eyes and the target on the screen was 57 cm 1.00/0.57 = 1.75 diopters (D).

3 Results

When the subjects were viewing the stereoscopic image, the accommodation in the
right eye corresponded to the time when the visual target was at the virtual nearest
point with all of the displays, and accommodation occurred that led to focus in the
distance. With the CRT, accommodation was from 3.2 D for far vision to 0.72 D for
near vision. Thus, the focus accommodation was from 31 cm near the eyes to 1.4 m
away from the eyes. With the LCD, accommodation was from about 2.5 D near the
eyes to 0.5 D away from the eyes, so the focus changed from about 38 cm in front of
the eyes to about 2.5 m at the far point (Figure 6).

In subject B, it was larger than the angle of convergence. With the CRT, accom-
modation was from 5.4 D for far vision to 1.0 D for near vision. Thus, the focus
accommodation was from about 19 cm near the eyes to 1 m away from the eyes. With
the LCD, accommodation was from about 4.5 D near the eyes to 0.9 D away from the
eyes, so the focus changed from about 22 cm in front of the eyes to about 1.1 m at the
far point (Figure 7). A tendency was thus seen to focus on a place more distant than
the actual screen.

The above results indicate that focal accommodation in near vision did not differ
greatly with the different types of display, but that in peak accommodation at the far
point focal accommodation was more distant with the LCD than with the CRT. Thus,
it was shown that accommodation is strongly influenced by angle of convergence
when subjects gaze at a stereoscopic image. It was also shown, regardless of the
whether or not liquid crystal shutter glasses were used, that accommodation was easy
and comfortable when focusing on virtually distant movements on both the LCD
and CRT.
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4 Conclusion

To investigate the effect of stereoscopic images on human visual function, we meas-
ured accommodation in both binocular and natural viewing conditions. Consequently,
it was confirmed that when following a moving target accommodation changes to

focus on far and near distances.
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. Thus, the ciliary muscle is repeatedly strained and relaxed while the subject views

the moving target.

. Irrespective of the use of liquid crystal shutter glasses, accommodation was shown

to occur with both far and near virtual motion.

. It was also confirmed that there was accommodation for still stereoscopic images

with both distant and near images.

Therefore, it is assumed that the ciliary muscles of subjects who viewed the stereo-
scopic image moved repeatedly between stressed and relaxed stages. In other words,
the ciliary muscle was stretched effectively. These results suggest that prolonged near
work with computers may cause eyesight to shift toward a myopic state, and that the
stereoscopic images might improve eyesight under working conditions. Moreover,
repeatedly stretching between near and far vision may be useful in easing the fatigue
of VDT work [5].
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Abstract. Embodied interaction has been claimed to offer important advantages
for learning programming. However frequently claims have been based on
intuitions and work in the area has focused largely around system-building
rather than on evaluation and reflection around those claims. Taking into ac-
count research in the area as well as in areas such as tangibles, psychology of
programming and the learning and teaching of programming, this paper identi-
fies a set of important factors to take into account when analysing the potential
of learning environments for programming employing embodied interaction.
These factors are formulated as a set of questions that could be asked either
when designing or analysing this type of learning environments.

1 Introduction

Often learning environments designed to introduce children to computer program-
ming have used some form of interaction with the physical world. Ef forts in this area
have tended to concentrate on designing and building environments capable of this
interaction but the motivation for the approach as well as the specifics of the instruc-
tional design have been driven largely by intuitions. Although there has been some
research aimed at building theories and frameworks in areas such as tangibles in
learning, computer programming poses specific challenges related to taking advan-
tage of the concreteness of the physical world in order to understand and master an
abstract task such as programming.

An embodied type of interaction aims to exploit the familiarity of physical world
couplings between actions and their ef fects by employing analogies based on those
couplings [1]. An example of exploiting familiar analogies are electronic organisers
that can present documents in portrait or landscape mode depending on how they are
physically orientated. Employing analogies of physical world couplings tends to work
well for tasks that require a concrete, direct form of manipulation, however computer
programming is not about direct manipulation.

Computer programming is related to specifying abstract behaviours to be
performed by the computer. These behaviours are abstract because, for instance, they
might take place in the future and / or might depend on certain conditions [2]. Pro-
gramming activities are therefore radically dif ferent from direct manipulation tasks
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and it is not clear whether the benefits of familiar coupling analogies apply in this
case. This paper analyses where the benefits of embodied interaction may lie by iden-
tifying a set of important factors to take into account when designing or analysing a
programming learning environment with embodied interaction. The second section
highlights some of the difficulties faced by novice programmers, the third section
discusses some of the potential benefits that embodied interaction could of fer to the
learning of programming, the fourth section describes how embodied elements have
been incorporated into learning environments for programming, the fifth presents a
set of important factors to consider for this type of environments and the sixth
discusses some important aspects of these factors.

2 The Difficulties of Learning Programming

Programming is hard precisely because, among other factors, its abstract nature
prevents the use of direct manipulation [2]. Du Boulay [3] separates into five areas the
difficulties facing those who are learning to program for the first time. First is a gen-
eral orientation towards the nature of programming itself. It involves clarifying what
programs are for, what can be done with them and what is the point and value of
them. Second is the notional machine. This is the abstract machine which will execute
the program. We do not mean the hardware or memory registers themselves. It is not
about bits and bytes, but about the kind of activities that one can describe in the pro-
gramming language being learnt. For example, printing a word, causing a Logo turtle
to move forward, adding two numbers together, adding a value into a table and so on.
The programming paradigm (declarative, functional, object-oriented) is determined
by the particular instantiation of the notional machine. Third is the notation of the
programming language, in other words the way that the programming language as a
language is expressed the syntax, where the semantics is covered by the notional ma-
chine. Fourth is standard structures or programming plans [4, 5]. This is about how
one puts standard phrases and sentences of the language together to make meaningful
paragraphs or essays. For example, how one uses a looping construct to iterate
through a list, or how one organises a program into separate methods or separate func-
tions. Fifth is pragmatics: how one makes use of the overall environment (e.g. the
editor and the compiler or the program development environment) to get from the
idea for a program to a working program itself. Pragmatics also covers developing the
skills of ef fective design and debugging to ensure that the program does what it is
supposed to do. Frequently the importance of pragmatics or strategic programming
knowledge is underestimated [6].

Typically when learning a second programming language, the general orientation
and some aspects of the pragmatics can be generalised from what has already
been learned, even if the new notation, the new notional machine and the new struc-
tures are quite dif ferent. And when learning a third language similarities of notation,
notional machine and structures are likely to emerge to simplify and shorted the
learning process.

Within a learning environment containing embodied or tangible elements, the
question arises as to how far the inclusion of those embodied and/or tangible elements
can assist in the mastering of a difficult task such as programming.
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3 Potential Benefits of Embodied Interaction

Exploiting the familiarity of physical world couplings between actions and their
effects by employing analogies and metaphors based on those couplings is important
not only for embodied interaction in general but also for tangibles learning environ-
ments. These perceived couplings [7] are an important aspect of the meaningful inter-
action with the world to which embodied interaction aspires [1]. The couplings can be
literal, when there is a close one-to-one mapping in the analogy, or more abstract,
when the mapping is looser and the relationship between actions and effects has a
certain degree of arbitrariness [8]. Abstract couplings are not necessarily negative,
Hornecker and Buur [7] point out that many tangible environments aim for literal
couplings missing out on opportunities to exploit people’s imagination or to provide
useful re-representations of information.

The relationship between actions and ef fects in abstract couplings is usually me-
diated by a representation. The more arbitrary the representation the more abstract the
coupling. The correspondence could be based on symbols, which have an arbitrary
structure, or on icons, which have a more direct perceptual correspondence, for exam-
ple [9, 10]. Hurtienne and Israel [11] propose that physical manipulations can be
employed not only for literal but also for abstract correspondence. They propose to
employ the concept of Image Schemas [12], abstract representations of recurring dy-
namic patterns of bodily interactions, as a sound basis to provide abstract couplings in
tangible environments. According to them, Image Schemas capture patterns of sen-
sory-motor experiences, exist beneath conscious awareness and can be represented
visual, haptic or kinesthetic way for example. The container schema, for example, is a
pattern characterised by comprising an outside, an inside and a boundary between
them and is derived from our daily experience with houses, rooms, boxes, cars, etc.
Image Schemas can have a central importance in taking advantage of the concreteness
of the physical world in order to support the learning of an abstract task such as
programming.

Frequently embodied environments mix representations of dif ferent types in the
perceived couplings, for example, the shape of a toy car could communicate how it
could be used but it could also have an attached printed label with symbols to for ex-
ample, indicate additional functions or characteristics. There are potential advantages
and disadvantages in mixing representations of dif ferent types; one representation
could, for example, constraint the interpretation of another and in this way support
the learner [10].

Besides aspects associated with the notion of perceived couplings, embodied inter-
action can of fer other benefits that could be particularly important for programming
learning environments. Important aspects in this sense are those that have to do with
social interaction and motivation. Embodied interaction has a strong potential for
enabling collaboration, which is an important aspect when learning to program [13].
Being able to interact with the environment from multiple points, the inherent visibil-
ity of actions and events happening in the physical world and the sheer size of objects
and physical environments [7] make embodied interfaces especially suitable for
enhancing communication and collaborative learning.

Embodied interaction and its potential for collaboration may also support the un-
derstanding of abstraction in a more direct way. Deictic references to physical objects
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and gestures performed while communicating have been found to support the emer-
gence of scientific languages and ontologies in school children [14]. Verifying
whether this is also the case when using embodied interaction for the learning of
programming would be of central importance for the area.

The potential of embodied interaction for motivation was highlighted in one of the
first environments employing tangible elements [15]. Embodied interaction was
claimed to increase the feelings identification with the characters of the environment
and in this way the level of absorption in the task. Additionally, embodied interaction
can enable performative action [7], which in turn has been suggested as capable of
inducing motivating experiences [16].

4 Embodied Interaction in Programming

The discussion above suggests that there are three important dimensions to consider
when employing embodied interaction in learning programming environments: where
the embodied element is located (a) pragmatically and (b) conceptually, and (c) what
its nature is. The embodied element could target any of the five sources of difficulty
for novice programmers outlined in Section 2. For example the embodied element
could aim to provide cues about the workings of the notional machine or about the
nature of the notation. In practical terms, the embodied element could be associated
with any of the elements of the environment: the input, the output, the editor, the
debugger, etc. Finally the nature of the interaction could be predominantly haptic or
kinesthetic but could combine these with symbolic or iconic elements.

For example, in Logo and its follow-up versions [15, 17-20], the embodied ele-
ment is associated with their output, a tangible robotic system. Logo aimed to teach
programming concepts to children by controlling a robotic turtle. The only tangible
element in Logo was its output (the robotic system). The program had to be written by
conventional means (typing code to a computer) and the notation was a simplified
version of Lisp. Other versions such as the Button Box [18] and Quetzal [20] had ad-
ditional embodied elements. The button box was a device employed to enable
children to control the turtle without having to learn how to type commands on a
keyboard. It had a series of buttons that had a one to one mapping with the main con-
trolling functions. Additionally, there was a record button that enabled children to
record a sequence of commands and a play button that allowed the command
sequence to be played. Although still using a type of keyboard as input, the couplings
between actions and ef fects where more direct than those of a conventional key-
board.

Quetzal is an interesting system that allows children to edit Lego Mind-storms [19]
programs with tangible tokens representing keywords of a textual programming lan-
guage. Children create program statements by physically connecting tokens to form
chains that describe the flow of control of the program, similarly to the way textual
programs are written as a sequence of statements on the screen with conventional
textual languages. In this case there are two independent embodied elements, one is
related to the editor of the environment and the other to its output. The editor uses a
combination of symbolic and tangible elements.
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Another example with a dif ferent combination of embodied elements are tangible
programming environments. Usually in these systems the focus of the embodied
element is the notation. One typical tangible programming environment is the Elec-
tronic Blocks system [21]. Electronic Blocks uses Lego blocks augmented with
sensors, actuators and logic circuits to enable children to program logical behaviours
by joining blocks that perform simple operations. In this case the notation uses a
combination of symbolic, iconic and haptic elements. The notation has symbolic ele-
ments as blocks of dif ferent colours belong to dif ferent categories. It also has
iconic aspects as the shapes of the blocks indicate their use (for example those shaped
as cars can run on wheels). Finally it is haptic as statements of the language are con-
structed by physically joining the blocks.

The three dimensions discussed in this section plus some of the factors described in
previous sections can be used to analyse the learning potential of embodied environ-
ments for programming. The following section of fers an initial framework that can
be used when designing or analysing a programming learning environment with an
embodied style of interaction.

S Important Factors for Embodied Environments for Learning
Programming

A set of important factors for programming learning environments with an embodied
style of interaction are illustrated on Table 1. These factors could be classified as
technical and social. Technical factors could be further classified into those related
with the nature of the interaction and those associated with the place where interaction
occurs. Social factors could also be further classified into collaborative and those re-
lated to motivation. This section talks about them in terms of questions that can be
asked when designing or analysing a programming learning environment using
embodied interaction.

5.1 Nature of the Interaction

These factors have to do with the type of the perceived couplings, how abstract they
are and the type of support they could of fer.

e What is the nature of the bodily interaction? It could be symbolic, iconic, haptic,
kinetic, gestural, or a combination of them.

e How literal or abstract are the action-ef fect couplings provided in the environ-
ment? If they are abstract are they based on a sound framework of correspondence
such as Image Schemas for example?

e What is the support intended through the bodily interaction type? if the interaction
type is mixed (iconic and haptic for example), there might be benefits associated
with external representations, one representation constraining the interpretation of
another for example. This could enable, for example, to allow a progression from
understanding more concrete to more abstract notations.
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Table 1. Some important factors for programming environments with embodied interaction

Interaction type

Nature Degree of abstraction
Technical Representational support
Programmin n
Focus g g concepts
Environment elements
. Affordances of embodiment
Collaboration - -
Social Scaffolding abstraction
. Possibility of performative action
Motivation

Body-syntonic

5.2 Focus of the Interaction

These factors refer to the place where the embodied element occurs. The place could
be conceptual (one of the difficult aspects of learning programming) or related to the
programming environment (input, output, editor, etc.).

What programming concept understanding is the bodily interaction aiming to
support?

Do familiar coupling analogies:

Help to visualise the scope and general orientation of the system?

Provide cues about the workings of the notional machine and the nature of the
notation?

Constrain or direct users into producing valid structures?

Of fer guidance to perform practical tasks?

e Where in the programming environment is the bodily interaction taking place? It

could take place in the input, editor, output, debugger, etc.

What is the relationship between the targeted concept and the place of the envi-
ronment where the bodily interaction takes place? For example, is a tangible output
aimed to support the understanding of the notional machine?

5.3 Collaboration

One of the most important characteristics of embodied environments is their potential
for collaboration. Here we consider, besides the generic collaborative af fordances,
those that could support the understanding of abstraction.

What are the collaborative af fordances of the bodily interaction style? For exam-
ple, is the sheer size of the tangible elements conducive to collaboration?

Are collaborative activities aimed at scaf folding the mastering of abstraction? For
example deictic references to physical objects and gestures have been found
to support the emergence of scientific language and ontologies in science learning.
They might play a similar role in understanding how to specify abstract
behaviours.
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5.4 Motivation

Similarly to collaboration, motivation is an important factor for embodied environ-
ments. For programming, performative action [7] and body-syntonic relations [15] are
particularly important.

e Does the system give opportunities for performative action when carrying out the
programming task? Combining programming and performative action might
induce motivating experiences and appeal to segments of the population who are
not usually attracted to programming.

e s the type of interaction aimed at producing body-syntonic relations with users?

6 Discussion

This paper of fers an initial framework that can be useful for analysing the learning
potential of programming environments employing an embodied type of interaction.
Perhaps more importantly, the initial framework can be used before any system has
been built to maximise the learning potential of such environments.

The factors taken into account by the initial framework can be classified into tech-
nical and social. Within the technical factors, an important consideration is the degree
to which the action-ef fect couplings provided by the environment are literal or
abstract. As mentioned above, embodied interaction aims to exploit the familiarity of
physical world couplings but programming, on the other hand, could benefit from
employing abstract couplings as a way of specifying abstract behaviours. A concept
that can bridge this apparent mismatch is Image Schemas [12]. Image Schemas cap-
ture patterns of recurring bodily interactions and therefore encapsulate important
aspects of our familiarity with the physical world. At the same time, they are generic
enough to be employed for abstract couplings. Image Schemas have been employed to
provide abstract couplings in tangible environments [11]. However, they have not, to
the best of our knowledge, been employed in programming environments employing
an embodied type of interaction. The potential of Image Schemas for this type of
environments needs to be evaluated empirically.

Social factors can be particularly important as they can address sociological barri-
ers to programming such as lack of social support and compelling contexts [22].
Social support can be enhanced by the potential of embodied environments for col-
laboration. The degree of collaboration can be increased if the embodied elements are
associated with the actual environment rather than just with its output. Traditional
tangible robotic systems, for example, limit the potential for collaboration by employ-
ing a conventional desktop setup for the actual programming environment.

Finally performative action can be an important factor for providing compelling
contexts. Unfortunately most of the current embodied environments for programming
do not provide many opportunities for performative action. These opportunities can
be enhanced by environments which embed their embodied elements in large physical
spaces (rooms for example) [23] or by those that enable whole body interaction [24].
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7 Conclusion

This paper has motivated and presented a set of important factors to take into account
when analysing the learning potential of programming environments employing an
embodied type of interaction. These factors are classified into technical and social.
Technical factors are further classified into those related with the nature of the inter-
action and those associated with its focus. Social factors have been classified into
collaborative and those related with motivation.

The factors are presented as a set of questions that could be asked when designing
or analysing programming learning environments employing an embodied type of
interaction.

These factors and questions suggest that if the potential of embodied interaction is
maximised, the learning of programming would be much more compatible with a stu-
dio approach and in many ways similar to learning in disciplines such as architecture
or product design. It would be similar not only because the end product could be
tangible, but also because of the emphasis on a hands-on approach, on collaboration
and on performative action. However this is a conjecture, work that focuses not only
on system-building but also on empirically evaluating the benefits and implications of
embodied interaction in the learning of programming is needed.
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Abstract. Unlike most desktop computer and laptop, mobile interface are
designed to facilitate user operating the information easily with various situa-
tions that is standing, walking, and moving. However, almost mobile devices
such like cell phones have a small key pad and small display because those
devices should keep compact and light weight for bringing and pocketing.
Therefore, they impose a lot of burdens to users in terms of watching a small
display and typing with a small keyboard. Such devices do not focus to provide
implicit and awareness information. In this paper, we describe features of body
worn projector, which has capability for projecting information to user's periph-
eral vision, and body worn camera, which has capability for recognizing user's
posture and estimating user's behavior, is suitable interface for providing aware-
ness, implicit, and even explicit information. Finally, we propose two mobile
interfaces which are “Palm top display for glance information” and “Floor
projection from Lumbar mounted projector”.

Keywords: Mobile AR, Wearable Computer, Mobile Interface, Mobile Projector,
and Procams.

1 Introduction

Unlike most desktop computer and laptop, mobile interface are designed to facilitate
user operating the information easily with various user’s situations that is standing,
walking, and moving. However, almost mobile devices such like cell phones have a
small key pad and small display because those devices should keep compact and light
weight for bringing and pocketing. Therefore, they impose a lot of burdens to users in
terms of watching a small display and typing with a small keyboard. Also, they are
designed for providing explicit information such like “search result of user’s input”
and “mail for you”, needs user’s deeply attention. For example, when user supposes
to get restaurant information, user push a small button for inputting the restaurant
name and gaze a small display for confirming the search results. Existent those
devices do not focus to provide implicit and awareness information. For example, if
the current cell phones provide “Good restaurant around you” via character informa-
tion with the small display when user walks around the good cuisine and the user
storages the cell phone in user’s pocket, the cell phone should vibrate itself, ring or
flash for awaking to the explicit information, and then, user should take the device
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from user’s pocket to confirm the information. However, in case of user does not
suppose to get restaurant information, it bothers the user. In this paper, we report that
a combination of body worn projector, which has capability for projecting informa-
tion to user’s peripheral vision, and body worn camera, which has capability for
recognizing user’s posture and estimating user’s behavior, is suitable interface for
providing awareness, implicit, and even explicit information.

2 Related Works

Real world based interface, which aim to provide information based on user’s behav-
ior and circumtance around a user in real world, has been researched as good piece of
supporting IT usability[1-8][10][13][15]. In the fields of wearable and mobile com-
puter such like cell phones, providing information based on the place, pose and
circumstances of mobile user, real world based interface has a possibility to boost
usability dramatically. Also estimating user’s purpose and circumstance by means of
multimodal interface, several researches[3][4][5][6][8-12][16][17][19-21] provide
information corresponding to the estimated purpose and circumstance. In those re-
searches, some works adopted projector as display interface. Projecting information to
various place and parts of human body, user can obtain the projected information with
various postures such like standing, walking, running and crouching. Following
paragraph introduce some details of above relate works.

Assaf Feldman presents “ReachMedia”[5], a system for seamlessly providing just-
in-time information for everyday objects, built around a wireless wristband with an
RFID reader to detect objects that the user is interacting with. It enables hands and
eyes- free interaction with relevant information using a unique combination of audio
output and gestural input, allowing socially acceptable, on-the-move interaction.
Toolstone[8], the system applies only the information of object poses. However, these
researches do not apply 3D spatial relation between the held object and a user. One of
ways of recognizing user’s condition and situation is identifying a held object and
using it as input to a system. Tsukubu[7] proposed that a system comprised from a
visible and an infrared camera estimates user’s status with a held object and offers a
teaching video. Ueoka [6] presented “I’m here” to support a user’s memory where he
placed an object by displaying the last video scene of the object he handled. The
system enables users to retrieve certain information from a video database that has
recorded a set of the latest scenes of target objects which were held by the user and
observed from the user’s viewpoint. As mentioned above, those researches recognize
just a held object. 'SIXth Sense'[22][23] bridges these digital devices and interaction
with the physical world by augmenting the physical world around us with digital in-
formation and proposing natural hand gestures as the mechanism to interact with that
information. 'SIXth Sense' projects information to any surface, walls, and the objects
around us, and to interact with the information through natural hand gestures, arm
movements, or with the object itself. However, 'SIXth Sense' treates explict informa-
tion by explicit gesture mainly.

Those works indicated providing a information based on user’s posture and gesture
is good way to boost IT usability. However, those works mainly focused to explicit
information based on explicit user’s gesture and posture.



108 N. Sakata, T. Konishi, and S. Nishida

3 Mobile Interface by Body Worn Projector and Camera

Commercial projector such like mobile LED projector become small enough to attach
a human body, recently. One big feature of body worn projector is projecting to vari-
ous places, such as floor and wall, and even human body parts which are arms, palms,
fingers and back of the hands. It enables to provide information via any surface
around a user. In section 3.1, we suggest “Palmtop display for glance information” for
mobile interface of shoulder or breast worn projector and camera. In section 3.2, we
suggest “Floor Projection from lumbar worn projector” for mobile interface of lumbar
worn projector and stabilization method for lumbar mounted projector using internal
inertial Sensor.

3.1 Palmtop Display for Glance Information

With attaching a projector on user body, it causes occlusion problem by user’s own
body. Mayol[18] conducts the simulation to measure a level of decoupling of camera
movement from the wearer's posture and motions by a combination of inertial, visual
sensor feedback and active control. In terms of field of view of the handling space and
amount of camera motion during walking, around a breast and shoulder is suitable
place for deploying wearable visual robot which has 2-axis actuator, some sensors and
a camera. We assume that cell phone installed a projector module is attached to user’s
shoulder. In that situation, we suggest “Palmtop display for glance information”. We
define information which needs short time to view and understand as the glance in-
formation. For example, when getting a spam mail on cell phone, in case of using
current cell phone, user should bring out a cell phone from own pocket or bag, and
then user watch small display. Finally, user recognizes the information is no worth to
browse. However, using a palm top display, user just holds up own palm to certain
position, and then the cell phone projects header information to user’s palm. Conse-
quently, user can cut out motion of bringing out cell phone from own pocket and bag.
This way of viewing information is suitable for time, short message, mail subject, and
memo information (fig.1). Note that in case of that the projected information is worth
for replying and operating, user just takes a cell phone from shoulder, and then, user
operates by old fashion ways such like pushing buttons. Therefore, this mobile inter-
face just boosts ease of viewing information and cuts out bothersome motions to bring
out a cell phone from own pocket and bag, it does not deny current operating of
cell phone.

We conduct a user study to assess performance of "Palmtop display for glance in-
formation" with qualitative and quantitative analysis. We set "on shoulder condition"
and "in pocket condition" as comparative conditions. "Palmtop display condition" is
that user just hold up own palm to certain position and view the projected information
on user’s own palm under wizard-oz-way. "On shoulder condition" is that user detach
semi-fixed cell phone from own shoulder and view a display of the cell phone. "In
pocket condition" is that user brings out cell phone from shoulder and view a display
of the cell phone. Ten males served as subjects (age:21-24).

The sampling data are completion time of viewing and completion time of motion.
Completion time of viewing is time through a signal of starting, viewing the informa-
tion on cell phone display or user's palm and telling the information to observer.



Mobile Interfaces Using Body Worn Projector and Camera 109

| In case of back of p——

the hand
projecting time

In case of palm
projecting map

Fig. 1. Palm top display for glace

Completion time of motion is time through a signal of starting, viewing the informa-
tion on cell phone display or user's palm, telling the information to observer, fixing
cell phone to pocket or shoulder (in case of palmtop display, putting back own palm
to original position). Also, to measure the performance of palm top display purely, we
conduct Wizard-of-OZ test in "Palmtop display condition". Actually, in "Palmtop
display condition", to compensate a problem of stability of projected information by
user’s motion, we fixed camera and projector with tripod instead of attaching to user’s
body. Note that we do not disrespect the stabilize problem. We believe that it is nec-
essary to solve the problem for realizing palmtop display. We put ARToolkit[21]
Marker to user's wrist (fig.3) for recognizing 3D posture and position of user's palm
by the camera. After the user test, we conduct questioners to subjects.

Fig 3 shows a result of the user test. In case of "Palmtop Display condition”,
completion time of viewing and completion time of motion mark shortest time as
shown in the upper side of fig. 3. Lower side of fig. 3 shows a result of questionnaire.
"Palmtop display condition" marks less bothers. In this result, we can confirm possi-
bility that palmtop display realize ease of viewing information and reduce bothers to
bring out a cell phone from own pocket and bag.
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Holding up user’s palm top,
information is projected.

Fig. 2. Palmtop display condition (Wizard-of-Oz)
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3.2 Floor Projection Using Internal Inertia Sensor

Almost mobile device provide information to user via small own LCD. To use such
mobile device, user must hold the device by one-handed and gaze installed small dis-
play even while user walking and running. However, risks of collision and falling are
increased with gazing and holding the device by one-hand. Furthermore, it is difficult
to provide the information based on real-world situation such like AR information.
Also, the devices are designed for providing explicit information such like "search
result of user's input" and "mail for you". Such style information needs user's deeply
attention. Those devices have no focus to provide implicit and awareness information.
Therefore, we propose “Floor projection” from lumbar mounted projector. This
projecting way realizes hands, eye, and head free interface with current social accep-
tance. In section 3.1, we assume that cell phone installed a small projector and a
camera are attached to user’s shoulder. However, considering social acceptance, we
assume that people storage the cell phone in a pocket or fix the cell phone to own belt
such like current mobile style in early age of spreading cell phone with projection
capability. The common feature of body worn projector enables to provide informa-
tion via any surface around a user. With using body worn projector, implicit and
awareness information are projected to on a part of floor where user watches by user’s
peripheral vision. Explicit information is projected to a part of floor where user
watches by user’s central vision (Fig. 4).

Explicit information

rojector

Implicit information

Fig. 4. Projecting explicit and implicit information from lumbar mounted projector
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However, lumbar as mounting position loses a stability of projection comparing to
shoulder, breast and head mounting. In particular, during walking and running, the
projected information becomes unstable extremely. Therefore, we propose stabiliza-
tion method for lumbar mounted projector using internal sensor. Actually, acceler-
ometer and attitude sensor which be installed to a lumbar mounted projector measure
translation and rotation of the lumbar mounted projector. Also we focus to periodicity
of walking for applying compensations of time and spatial displacement by means of
active noise cancel (ANC). Finally, according to measured translation and rotation,
the projected information is moved on pixel of projector coordinate to cancel motion
of lumbar mounted projector. Currently, we implement canceling a projector rotation.
As a result, we can prevent that the projected information drop from user's peripheral
while walking. However, it still involves stabilization problems. We should imple-
ment canceling translation by means of ANC.

4 Conclusion

In this paper, we describe features of body worn projector, which has capability for
projecting information to user's peripheral vision, and body worn camera, which has
capability for recognizing user's posture and estimating user's behavior, are suitable
interface for providing awareness, implicit, and even explicit information. Finally, we
propose two mobile interfaces which are “Palmtop display for glance information”
and “Floor projection from Lumbar mounted projector”.

Conducting a user study of “Palmtop display for glance information”, we can
confirm possibility that palmtop display realize ease of viewing information and re-
duce bothers to bring out a cell phone from own pocket and bag. Also we propose a
stabilization method for lumbar mounted projector using internal accelerometer and
attitude sensor and implement canceling rotation.

In future work, we suppose to realize palmtop display with real wearable condition
while waling and even running. Also, we suppose to implement canceling translation
of stabilization method for lumbar mounted projector.
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Abstract. Visual environments are evolving rapidly along with the populariza-
tion of high resolution and wide field-of-view displays. However, there is a
concern that these environments may give negative effects on viewers’ health
such as visually-induced motion sickness (VIMS). Previous studies reported
that some physiological indices were useful to assess the effect of visual stimu-
lation. However, we have little knowledge about temporal relationship between
the severity of sickness and the change in the physiological indices. In this
study, the average mutual information has been employed to investigate this
relationship. The analysis of experimental data has suggested that there is a pos-
sibility to detect a sign of VIMS prior to the development of symptoms of
VIMS with the physiological indices.

Keywords: visually-induced motion sickness, physiological index, subjective
score, averaged mutual information.

1 Introduction

In recent years, people are often exposed to a moving picture taken by an amature
cameraman who does not have any special knowledge for filming. This is because a
video camera has come down in price and posting private videos on the Internet has
been expanded. In this situation, some cases were reported in which people suffered
from visually-induced motion sickness (VIMS) during or after watching a video
including unexpected whole image motion and vibration [1]-[4].

Some previous studies reported that not only questionnaires but also physiological
indices were useful to detect the symptoms of VIMS. In particular, variations in
the parasympathetic cardiac activity [5]-[6], skin conductance [7]-[8] and gastric
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tachyarrhythmia [7][9]-[10] are considered to be affected by VIMS. The authors also
proposed a physiological index (p..) and reported that this index decreased
significantly when people suffered from VIMS [11]-[14]. However, the temporal
relationship between the change in the physiological state and the development of
VIMS based on a subjective score has not been clarified yet.

The aim of this study is to reveal the temporal relationship between the
physiological indices and the subjective score obtained from subjects suffering from
VIMS. In the experiment of this study, both the subjective score and the physiological
parameters were measured simultaneously, and the average mutual information [15]
was calculated to measure the statistical dependence between them.

2 Methods

2.1 Experiment

Fifty-one healthy adults (22 males and 29 females; 26.6 £ 9.3 years) participated in
the experiment. A 37-inch liquid crystal display (resolution: 1920 X 1080 pixels,
brightness: 100 cd/m”) was used to show a video to each subject. The subject sat on a
chair placed 70cm away from the display, which gave 60.5X40.3 degree field of
view, and watched a self-produced video for 27min30s after adaptation to darkness.
The video included unexpected whole image motion and vibration (20min) which
would induce VIMS. Before and after the moving image, a wholly gray screen with
no image was presented to the subjects for 5Smin30s and 2min, respectively.

During the experiment, biological signals were measured in the way hereinafter
described. ECG and finger photo-plethysmogram were measured by physiological
amplifiers (ECG100C, PPG100C; BIOPAC System Inc.), and they were stored by a
data recording device (MP-100; BIOPAC System Inc.), whose voltage resolution and
sampling rate were 16bit and 1kHz, respectively. The subject rated the symptom of
VIMS on a scale of zero to four with a joystick every lmin. It is regarded that the
higher this subjective score (SS) was, the more severe the symptom of VIMS was.

Informed consent was obtained from each subject before the experiment. And the
experimental protocol was approved by the University’s Internal Review Board.

2.2 Data Analysis

Only 23 subjects’ data (10 males and 13 females; 27.6 + 10.0 years) could be ana-
lyzed because artifacts, measurement noise or mistakes in measuring were found in
the other subjects’ data.

In this study, to investigate the relationship between the subjective score and the
physiological index, the averaged mutual information (/) which shows the statistical
dependence between changing patterns (increased, decreased or changed little) of
variables was calculated. Heart rate variability (HRV), its low-frequency component
(LFyR) from 0.05 Hz to 0.15Hz and high-frequency component (HFyg) from 0.15 Hz
to 0.45Hz were chosen as the physiological index to calculate /. In addition to these
indices, P Was also chosen. The index pp. is defined as the maximum cross-
correlation coefficient between heart rate and pulse transmission time whose
frequency components are limited to Mayer wave-related frequencies.
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By its nature, I between arbitry variables X and Y does not contain directional in-
formation, in other word, I does not show causality between X and Y. Whereas, it is
possible to detect causality between X and Y by the calculation of / using X; instead of
X. X, is the time series which lags behind X by L [16].

3 Results and Discussion

Figure 1 a) shows changes in p,, and SS of a subject. SS increased at 8min, 11min,
19min and 22min, and p,,,, decreased at around these points of time. Fig.1 b) shows
the average mutual information / between SS and p,,,x of this subject. In this figure, /
was the highest at time lag L=-1min. This result means that his physiological state had
changed 1 minute before he felt the sensation of VIMS.

Figure 2 shows relationships between time lag L and the mean values of [
calculateded from four physiological indices a) p.x, b) HRV, ¢) LFyr and d) HFyg. In
these figures, the mean / at an arbitrary time lag L, was obtained as the value aver-
aged only in subjects whose I were the highest at L.

In Fig.2, I obtained from p,,x and HFyr showed higher level than those from other
physiological indices. This agrees with the results of previous studies which reported
that the changes in p,,., and HFyr were associated with the development of motion
sickness [5]-[6] [11]-[14].

Meanwhile, between p.x and HFyy, there was a difference in the time lag when
the relation of the physiological index with SS was strengthened. This means that
the physiological reaction seen in HFyg appeared at almost the same time as the sub-
jective evaluation changed, while the reaction in p,,,, appeared before or after the sub-
jective evaluation changed. The cause of this result has not been clear. However, the
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Fig. 1. a) Changes in py,,, (black line) and subjective score SS (gray line) of a subject and b) the
average mutual information / between them
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four physiological indices a) py.x, b) HRV, ¢) LFyr and d) HFygr. Bar graph at each time lag
represents the number of subjects whose I were the highest at that time lag.

difference in the autonomic nervous activity may be a candidate of the causes. It is
well known that HF g reflects the parasympathetic nervous activity while py,,, is ob-
tained from Mayer wave component which is related to both the sympathetic and the
parasympathetic nervous activities [17]-[19].

In general, the dependence between the physiological index and the subjective
score is not necessarily linear. However, this problem can be avoided by analyzing /
which shows the statistical dependence of the two variables.

4 Conclusion

In this study, the average mutual information was employed to investigate the tempo-
ral relationship between a subjective evaluation score and some physiological indices.
The result showed that the physiological states of some subjects changed prior to the
development of VIMS symptoms.

In future works, it is necessary to analyze other physiological indices in the above
way, such as gastric tachyarrhythmia which has been frequently reported to have rela-
tionship with motion sickness. Moreover, to confirm the validity of the proposed
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method, the number of sampling points of the subjective score should be increased by
carrying out experiments in which the duration of watching a video is extended or one
subject watches the same video over and over again.
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Abstract. Visually induced motion sickness (VIMS) is caused by sensory con-
flict, the disagreement between vergence and visual accommodation while
observing stereoscopic images. VIMS can be measured by psychological and
physiological methods. We quantitatively measured the head acceleration and
body sway before and during exposure to a conventional 3D movie. The sub-
jects wore a head mount display and maintained the Romberg posture for the
first 60 s and a wide stance (midlines of the heels 20 cm apart) for the next 60 s.
Head acceleration was measured using an Active Tracer with 50 Hz sampling.
The Simulator Sickness Questioner (SSQ) was completed immediately after-
ward. For the SSQ sub-scores and each index for stabilograms, we employed
two-way ANOVA with leg postures and presence/absence of stereoscopic
images as factors. Moreover, we assumed that the input signal was the head ac-
celeration in the transfer system to control the body sway and estimate the
transfer function.

Keywords: visually induced motion sickness, stabilometry, sparse density, head
acceleration, transfer function analysis.

1 Introduction

The human standing posture is maintained by the body’s balance function, which is
an involuntary physiological adjustment mechanism termed the righting reflex [1]. To
maintain a standing posture when locomotion is absent, the righting reflex, centered
in the nucleus ruber, is essential. Sensory signals such as visual inputs and auditory
and vestibular inputs as well as proprioceptive inputs from the skin, muscles, and
joints are involved in the body’s balance function [2]. The evaluation of this function
is indispensable for diagnosing equilibrium disturbances such as cerebellar degenera-
tions, basal ganglia disorders, and Parkinson’s disease in patients [3].

Stabilometry has been used to evaluate this equilibrium function qualitatively and
quantitatively. A projection of a subject’s center of gravity onto a detection stand is
measured as an average of the center of pressure (COP) of both feet. The COP is

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 120 2009.
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traced for each time step, and the time series of the projections is traced on an x-y
plane. By connecting the temporally vicinal points, a stabilogram is created. Several
parameters such as the area of sway (A), total locus length (L), and locus length per
unit area (L/A) have been proposed to quantify the instability involved in the standing
posture, and such parameters are widely used in clinical studies. The last parameter,
in particular, depends on the fine variations involved in posture control [1]. This index
is then regarded as a gauge for evaluating the function of the proprioceptive control of
standing in human beings. However, it is difficult to clinically diagnose disorders
of the balance function and to identify the decline in equilibrium function by utilizing
the abovementioned indices and measuring patterns in the stabilogram. Large interin-
dividual differences might make it difficult to understand the results of such a
comparison.

The analysis of stabilograms is useful not only for medical diagnosis but also for
achieving control of upright standing by two-legged robots and for preventing elderly
people from falling [4]. Recent studies suggest that maintaining postural stability is a
major goal of animals [5] and that they experience sickness symptoms in circum-
stances where they have not acquired strategies for maintaining their balance [6].
Riccio and Stoffregen argued that motion sickness is not caused by sensory conflict
but by postural instability, although the most widely known theory of motion sickness
is based on the concept of sensory conflict [6]-[8]. Stoffregen and Smart (1999)
reported that the onset of motion sickness may be preceded by significant increases in
postural sway [9].

The equilibrium function in humans deteriorates when viewing three-dimensional
(3D) movies [10]. This visually induced motion sickness (VIMS) has been considered
to be caused by a disagreement between vergence and visual accommodation while
viewing 3D images [11]. Thus, stereoscopic images have been devised to reduce this
disagreement [12]-[13].

VIMS can be measured by psychological and physiological methods, and the
simulator sickness questionnaire (SSQ) is a well-known psychological method for
measuring the extent of motion sickness [14]. The SSQ is used herein for verifying
the occurrence of VIMS. The following parameters of autonomic nervous activity are
appropriate for the physiological method: heart rate variability, blood pressure, elec-
trogastrography, and galvanic skin reaction [15]-[17]. A wide stance (with midlines
of the heels 17-30 cm apart) reportedly results in a significant increase in the total
locus length in the stabilograms for individuals with high SSQ scores, while the
length in those of individuals with low scores is less affected by such a stance [18].

By using the SSQ and stabilometry, in this study, we examined whether the VIMS
was induced by a stereoscopic movie. We also investigated the relationship between
the body sway and head acceleration by using transfer function analysis.

The correlation between head movement and the movement of the center of gravity
has been investigated in general, and a corporative effect was seen in their relation-
ship [19]. By showing a stereoscopic movie to the subjects, Takeda et al. verified that
there is a corporative correlation between the head movement and the sway [20]. We
herein assume that the input signal, x(t), is the head acceleration in the transfer system
to control the body sway as shown in Fig. 1. In this figure, we denote the Fourier
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transform by a capital letter corresponding to the letter of function being transformed
(such as y(t) and Y(f)). The transfer function H(f) is defined as a Fourier transform
of the impulse response h(f). In our experiments, we cannot observe the output signal
of the transfer system but only the signal added to the noise n(t). Based on a theorem
(Winner-Khinchine):

W, = IX(OF = 0,> AR,,), (1)

we can easily estimate a power spectrum W,,. On the right-hand side of Eq.(1), Oy

expresses the standard deviation and A Ry,) means the Fourier transform of the auto-

correlation function with respect to the signal x(t) [21]. In this study, we estimate the
transfer function that controls the sway as follows.

N(f)
n(t)
Transfer system
z: V(D) Y
X(f) » ,
' H{(f) vty Ly
~ X(L-) h([] ‘(4‘)_.

AN

Fig. 1. A transfer system and its output, y(t)

2 Materials and Methods

Ten healthy subjects (age, 23.6 + 2.2 years) voluntarily participated in this study. All
of them were Japanese and lived in Nagoya and its surrounding areas. They provided
informed consent prior to participation. The following subjects were excluded from
the study: subjects working in the night shift, those dependent on alcohol, those who
consumed alcohol and caffeine-containing beverages after waking up and less than 2
h after meals, those who had been using prescribed drugs, and those who may have
had any otorhinolaryngologic or neurological diseases in the past (except for conduc-
tive hearing impairment, which is commonly found in the elderly). In addition, the
subjects must have experienced motion sickness at some time during their lives.

We ensured that the body sway was not affected by environmental conditions. By
using an air conditioner, we adjusted the room temperature to 25 °C and kept the
room dark. All subjects were tested from 10 a.m. to 5 p.m. in the room. The subjects
wore an HMD (iWear AV920; Vuzix Co. Ltd.) on which 2 kinds of images were pre-
sented in a random order (Fig. 2): (I) a visual target (circle) whose diameter was 3 cm;
(IT) a conventional 3D movie that shows a sphere approaching and moving away from
subjects irregularly (Fig. 3).
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Fig. 2. The setup of the experiment [22] Fig. 3. A scene in the movie [22]

2.1 Experimental Procedure

The subjects stood without moving on the detection stand of a stabilometer (G5500;
Anima Co. Ltd.) in the Romberg posture with their feet together for 1 min before the
sway was recorded. Each sway of the COP was then recorded at a sampling frequency
of 20 Hz during the measurement, while the head acceleration was simultaneously
recorded by the active tracer (AC-301A; GMS Co. Ltd.) at 50 Hz; subjects were
instructed to maintain the Romberg posture for the first 60 s and a wide stance (with
the midlines of heels 20 cm apart) for the next 60 s. The subjects viewed one of the
images, i.e., (I) or (II), on the HMD from the beginning until the end. The SSQ was
filled before and after stabilometry.

2.2 Calculation Procedure

We calculated “total locus length,” which is commonly used in the clinical field for
stabilograms [23]. In addition, new quantification indices termed “SPD” were also
estimated [24].

When subjects stood with their feet close together (Romberg posture), the coher-
ence function between the head acceleration x(i) and the movement of the centre of
gravity y(j) was estimated as

2
cohyyy)(E) = Wiy / (Wi Wygyi)s (2)

where i and j expressed the component (1: lateral, 2: anterior/posterior). By using the
Fast Fourier transform algorithm, power spectrums Wi, Wy Were estimated.
On the basis of Eq.(1), we calculated cross spectrums Wy)y;. The coherence means
an index for the degree of the linear correlation between input and output signals



124 H. Takada et al.

(0 <coh <1). There exists a completely linear correlation between these signals when
coh =1. In this study, we assumed that a linear system intervenes between the head
and the body sway only if coh > 0.12 (significant correlation coefficient for N = 512,
p < 0.01). Moreover, we estimated the transfer function as follows:

H(f)= Wx(i)y(j) / Wx(i)x(i):
and the transfer function gain (TFG) IH(f)!.

3 Results and Discussion

Scores for SSQ-N (nausea), SSQ-OD (eyestrain), SSQ-D (disorientation), and SSQ-
TS (total score) were 11.4 +3.7, 18.2 £ 4.1, 23.7 + 8.8, and 19.8 + 5.3, respectively.
Sickness symptoms seemed to appear with the exposure to the stereoscopic images
although there were large individual differences.

Typical stabilograms are shown in Fig. 4. In these figures, the vertical axis shows
the anterior and posterior movements of the COP, and the horizontal axis shows
the right and left movements of the COP. The amplitudes of the sway that were
observed during exposure to the movies (Fig. 4c—4d) tended to be larger than
those of the control sway (Fig. 4a—4b). Although a high density of COP was ob-
served in the stabilograms (Fig. 4a—4b), the density decreased in stabilograms during
exposure to the conventional stereoscopic movie (Fig. 4c—4d).

(a) (b)

Fig. 4. Typical stabilograms observed when subjects viewed a static circle (a)—(b) and the
conventional 3D movie (c)—(d) [22]
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Fig. 6. Representative examples of the distributions of coherence function (a), (b) and transfer
function gain (c), (d) between the head acceleration (anterior/ posterior) and the lateral sway

Furthermore, stabilograms measured in an open leg posture with the midlines of
heels 20 cm apart (Fig. 4b, 4d) were compared with those measured in the Romberg
posture (Fig. 4a, 4c). COP was not isotropically dispersed but was characterized by
considerable movement in the anterior-posterior (y) direction (Fig. 4b, 4d). Although
this trend is seen in Fig. 4d, the diffusion of COP was larger in the lateral (x) direction
and had spread to the extent that it was equivalent to the control stabilograms (Fig. 4a)

According to the two-way analysis of variance (ANOVA) with repeated measures,
there was no interaction between the factors of posture (Romberg posture or standing
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posture with their feet wide apart) and images (I or II). For the total locus length and
the sparse density (Fig. 5a, 5b), there were main effects in response to both factors
(p < 0.01). Multiple comparisons revealed that these indices significantly increased
when the subjects viewed the 3D movie (II) with their feet close together (Romberg
posture). The VIMS could be detected by these indices for stabilograms.

When the subjects stood with their feet close together (Romberg posture), transfer
function analysis was implemented with the head acceleration (input) and the body
sway (output). We estimated the coherence function (2), i.e., cohygy)(f), cohyyy2)(),
cohyoyy1y(f) and cohypoyyo)(f). For any frequency, cohyy)(f) and cohyyye)(f) were
less than 0.12 (significant correlation coefficient for N = 512, p < 0.01) (Fig. 6a). On
the other hand, cohy()y2)(0.51) was more than 0.12. cohy)y;(0.51) and cohy)y)(7)
during the exposure to the 3D movie (II) remarkably increased for j = 1, 2 (Fig. 6b).

While watching the 3D movie, the lateral sway might become dependent on its
transverse component of the head movement. Moreover, we estimated the transfer
functions. Fig. 6¢ and 6d showed their TFG before and during the exposure to the
stereoscopic movie, respectively. The TGF during the exposure to the 3D movie (II)
simultaneously increased, which was obtained from the transfer function between the
head acceleration (anterior/posterior) and the lateral sway. The transfer function is
considered to be useful for the linear prediction of the response to the load, such
as the Galvanic Vestibular Stimulation [25], which enhances the head acceleration
(anterior/posterior).
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Abstract. This paper presents a system for overlaying 3D GIS data information
such as 3D buildings onto a 2D physical urban map. We propose a map recog-
nition framework by analysis of distribution of local intersections in order to
recognize the area of the physical map from a whole map. The retrieval of
the geographical area described by the physical map is based on a hashing
scheme, which is called LLAH. In the results, we will show some applications
augmenting additional information on the map.

Keywords: GIS, Augmented Reality, LLAH.

1 Introduction

Geographical Information Systems (GIS) have become essential tools for studying,
handling and planning urban development. GIS can superimpose layers (representing
homogeneous information) that are fused together to generate maps. GIS data can be
updated any time and are thus more up-to-date than traditional paper maps. They can
moreover be adapted in real time to meet the user's need.

One of the research issues in GIS community is GeoVisualization, which is a way
of designing an interface and displaying and handling the spatial and temporal GIS
data on the interface [1, 2]. The advantages of using Augmented Reality (AR) tech-
niques to display digital information on standard paper maps have been shown,
because AR enables 3D data to be manipulated easier [3, 4, 5]. Moreover, GIS need a
shift towards 3D to be compatible with sustainable development concerns. To manage
increasing complexity of sustainable development requirements, spatial and temporal
queries have to be handled to compute new indicators that are now being defined. For
instance, a thermal comfort indicator could be 'walls that have more than 8 hours
sunlight in winter and less than 2 hours in summer'. Visualizing the results of such a
query requires 3D representation way because sunlight exposure is dependent on
building height and neighboring buildings. 3D virtual environments are not easy to
manipulate for local authorities. That is why we assume that the use of AR maps will
facilitate the display of such results by letting the user manipulate both a paper map
and the viewpoint in a natural way.

In this paper, we propose a framework of map recognition technique to establish a
correspondence between the image of a real map captured with a camera and a GIS.

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 128-[135.[2009.
© Springer-Verlag Berlin Heidelberg 2009
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Intersections are extracted from the input image, and then matched with the GIS data,
as in the problem of “Document image retrieval” [6]. We are then able to compute the
camera position and orientation with respect to the map assuming that a map is flat,
and display more information from the GIS. In experimental results, we will show
that our framework is compatible with AR system and some applications.

The rest of the paper is organized as follows: we will first briefly present related
works that can be used to match images representing the same objects, i.e. compute
the geometric transformation that links the two images. We will then provide an over-
view of our system in Section.4 and the algorithm in Section.5. Finally, experimental
results will be presented and discussed.

2 Related Works

The problem of finding a match for a query object using feature points has been ad-
dressed in various ways. The feature points can be described using rich descriptors
such as SIFT [7] or SURF [8], that typically use image patches. These descriptors are
robust in terms of change of illumination, scale and rotation and describe them with
high-dimensions vectors. The search methods have then to deal with the problems of
nearest neighbor search in high dimensions with approximate nearest neighbor
searching [9] or locality-sensitive-hashing [10].

Rich descriptors are well suited to the retrieval of images near-identical to the ones
in the database, with few repetitive texture patterns. By contrast, 2D maps can be pre-
sented in different ways, according to the manufacturer, and the retrieval method
needs then to focus on the geometry of the urban environment they describe. For this
reason, the feature points need to be specific to urban environments and the location
of intersections are used in this paper.

It is not possible to distinguish an intersection query using only the location of a
single intersection. For this reason, the essential information in retrieval is the
arrangement of the features points. Such an arrangement, in our case, must be invari-
ant to the orientation of the camera relative to the map.

One of the recognition methods by geometrical information is Geometric hashing
(GH) [11]. GH is such a general model-based object recognition method widely used
in computer vision as well as in other domains. The introduction of a geometric
invariant yields a computational cost quite important, that is unsuitable for an aug-
mented reality application. A probabilistic reduction of the number of feature points
results in accuracy degradation and has led to the introduction of “Locally Likely
Arrangement Hashing” (LLAH), which outperforms GH in both processing time and
required amount of memory [6]. In this scheme, neighboring points are considered for
the calculation of an affine invariant used as a key in a hashing table. A voting tech-
nique is employed for retrieval, insuring efficiency and robustness against erasure of
feature points. We use a combination of this method and a more traditional tracking
technique to first recognize the area in the camera filed of view, then overlay 3D
buildings in real-time.
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3 System

The user has a hand-held device equipped with a camera coupled with a computer, for
example a cellular phone or a see-through HMD. In our experimental setup, we use a
digital camera and a laptop (Fig.1 (a)).

The physical map can be displayed on a desktop, on a wall or any flat surface. At
the beginning of the use, the camera needs to be in a position more or less parallel to
the map, so that perspective distortion is not too important (Fig.1 (b)). After that, the
user can move more freely (Fig.1 (c)) to watch the 3D buildings and the GIS data in
real-time on the screen of the device (Fig.1 (d)). All physical maps should be regis-
tered in the database beforehand. The user can select a map from the registered map
for watching its visual aids.

(b) Usage

Fig. 1. System Overview

4 Algorithm

4.1 Overview

In the off-line process, the initial database of LLAH features of all intersections in
GIS is generated beforehand. In the on-line process, the same process is executed at
every frame (Fig.2). From a captured image, intersections are extracted by using sim-
ple color segmentation because their color was determined beforehand. Since another
automatic intersection extraction method has been proposed [12], we focus on
map image retrieval by distribution of intersections. For each intersection, the
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corresponding intersection is retrieved from the database by using the LLAH features.
Based on the number of the retrieved intersections, the area of the map can be deter-
mined. In addition, the camera pose can be computed by using the retrieved intersec-
tions for displaying 3D GIS data of the area. At the same time, LLAH features of each
intersection in the captured image are updated.

Y
e
| Intersection Extraction |

v
| Intersection Recognition |

v v

| Camera Pose Estimation | | Database Update |

AR Display

Fig. 2. Algorithm

4.2 GIS Data

Real GIS data of a large French city is used. GDMS [13] is used to process the data in
two ways:

e with a simple query, all intersections are extracted from the road network to
build the features points that are used in the method.

e  following Neubauer and Zipf's idea [14], we have built an XML style file that
describes how the GIS database will be rendered in the virtual environment, i.e.
whether a polygon layer should be rendered with flat surfaces or extruded poly-
gons, and additional information such as the color to use. We have thus built a
VRML builder above GDMS that transforms GIS data according to the XML
file and generates a VRML file.

The area described by the data can in theory be very large, and must be sub-divided in
sub-areas that correspond to the size of the physical maps used as queries. These
sub-areas are defined by a specific ID with intersection’s IDs such as (Area ID, Inter-
section ID1, Intersection ID2 ...). Each Intersection is stored with its belonging area
such as (Intersection ID, Area ID). Additional information of the map such as 3D
models of buildings is also tagged with its belonging area ID to be able to retrieve the
information from area ID.
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Fig. 4. Outlier Removal by RANSAC based Homography Computation

4.3 Intersection Recognition

From a captured image, red intersections are extracted by finding red region. For each
intersection’s region, the center is computed. Based on LLAH [6], the corresponding
intersection of each extracted intersection is retrieved from the database. As a result,
some intersections are correctly matched and other intersections are wrongly matched
(Fig.3). Since there are similar arrangements of intersections, the result of LLAH
sometimes includes wrongly matched intersections. For removing these wrongly
matched intersections, we use RANSAC based homography computation [15].

Since the map is 2D, the correspondence between the map in the database and the
map in a captured image can be described by homography. For computing a homo-
graphy, several intersections are randomly selected and evaluated in the RANSAC
process. After that, high confidential intersections are selected (Fig.4).

After the homography is computed, the homography can be converted into a
camera position and orientation [16], which is equivalent to camera pose estimation.

4.4 Database Update

Since the initial database is generated by using intersections in GIS, we can say that
the LLAH features in the initial database are generated by using a top view image. If
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we use only the initial database, the retrieval of intersections will succeed in case of
near top view including many points. By adding new LLAH features according to the
changes of the user's viewpoint, the retrieval will still work when the captured image
is not close to the top view image.

When the homography is computed in Intersection Recognition, the intersections
in the database can be reprojected onto the captured image by using the homography.
If a distance between the reprojected intersection and an extracted intersection in the
image is within a threshold, the extracted intersection is matched with the reprojected
intersection. Thanks to the reprojection, many intersections which are not matched
with corresponding intersections in GIS by LLLAH can be matched.

5 Experimental Results

5.1 Computational Costs

For evaluating computational costs of AR display, 100 frames are captured in order to
compute the average computational costs. Our device is composed of a laptop (Intel
Core 2 Duo 2.2GHz and 3GB RAM) with a firewire camera.

The computational costs of Intersection Recognition and Database Update depend
on the number of extracted intersections, which can be represented by O(N) in the
case that the number of extracted intersections is N. In our algorithm, total computa-
tional costs are 46 msec (more than 20fps). However, 3D Model Rendering took most
computational costs because GIS data includes detailed polygons. The content should
be appropriately selected depending on computational costs.

Table 1. Computational Costs

Process Time (msec)
Intersection Extraction 11
Intersection Recognition 22
Camera Pose Estimation 3
Database Update 10
3D Model Rendering 102

5.2 Application

Since the camera pose against the map is estimated, any virtual object can be overlaid
at an appropriate position. In this section, we will introduce one application for AR
geovisualization.

Fig.5 shows a system for displaying a picture at the captured place on the map. If a
user takes a picture with its information of the captured place and input it into the
application, the application displays the picture at the captured place on the map
(Fig.5 (b)). The user can recognize the places and their relationships where the user
captured pictured.
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——

(a) Input (b) Tagged images

Fig. 5. Display of tagged images on a map

6 Conclusions

In this paper, we have presented an AR representation system for 3D GIS that are
based on the augmentation of a physical map including intersections. It provides a
natural device for 3D GIS information representation and manipulation. Intersection
recognition is based on LLAH framework by using geometrical relationship with
neighbor intersections. For free camera moving, update of LLAH features is adapted.

Our future work will be centered on two main topics. First, we will be using a real
physical map, easier to manipulate, but requiring more image processing to recover
the features needed in the initialization phase. Second, a map contains more informa-
tion than just intersections, and this could be used to extract other features such as
connectivity.
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Abstract. The purpose of the study is to examine whether the effects of global
motion, (GM), on visually induced motion sickness, (VIMS), found with visual
stimulus consisting of simple global motion will be applied to the effects of
moving images including combination of global motion on VIMS. We, previ-
ously, found that velocity, but not temporal frequency component, of GM
dominates subjective scores related to VIMS in the experiments presenting
simple GM. To achieve the purpose, I made a model to estimate discomfort
level of a standard observer during watching a moving image. The model, at
the beginning, analyses GM included in the movie; and then, the time-series of
velocity data in each element of analyzed GM is compared with the characteris-
tics of simple GM on VIMS for estimating discomfort level. The validity of
the model was examined by comparing the estimated discomfort level and actu-
ally measured average discomfort level using identical video movie which
rather easily inducing VIMS. As a result, the model well estimates the values
of subjective score actually measured during observers watching video movies.

1 Introduction

Because of recent evolution of moving image technology, we can enjoy, communicate
with, and learn from a variety of real and dynamic moving images. However, we may
sometimes suffer from motion-sickness-like symptoms. The symptoms that are ob-
tained when people are watching moving images are called visually induced motion
sickness, or VIMS. Actual incident of VIMS was reported by news media in Japan in
2003, in which 36 students of 294 who watched a 20-minutes movie displayed on a
large screen were treated at a hospital for a symptom of VIMS [2]. The cause is
supposed to be frequent visual motion included in the footages, which was induced by
jaggy and dynamic motion of handheld video camera.

There are many factors that possibly affect VIMS. As Lo and So [1] reported, the
factors may be categorized in the following three: (i) how moving image is presented,
(i) who watches moving image, and (iii) what is presented as moving image. Among
the factors, the trigger of VIMS can be visual motion, especially global motion or
optic flow, which belongs to the item (iii) above. The literature actually reported ef-
fects of image rotation along each of the three axes, yaw, pitch and roll, on visually
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induced motion sickness [1, 3, 4, 5]. They reported that: (i) visual roll motion can be
the most effective and visual yaw motion can be the least effective, and (ii) a certain
range of rotational velocity is effective for VIMS. Moreover, our recent data indi-
cated that the dynamic visual motion can affect temporal variations of subjective
discomfort ratings (Ujike, 2007), which can be well associated with VIMS.

The present study investigates whether what we have found about VIMS with sim-
ple GM can be applied to discomfort induced by moving images, such as movies. In
another word, I examined how global motion velocity affect VIMS from actual mov-
ing images. To do this, I developed and examined the validity of a model estimating
time-varying discomfort level based on velocity components of GM.

2 Procedures

2.1 Model Development

As a tool to examine how global motion velocity affect VIMS in actual moving im-
ages, I tried to find out a mathematical function that connects camera motion velocity
of a movie and discomfort subjective ratings that are experimentally obtained with the
movie. For the camera motion, we use the term pan, tilt, roll, which correspond to
yaw, pitch, roll in global motion, respectively.

To investigate the mathematical function of the model, I used a movie produced by
computer graphics, which includes the identical camera motion of a movie provoking
an incident of VIMS in Japan, 2003. Input of the model is the camera motion veloc-
ity, which can be obtained by analyses of local motion vector (LMV) and global
motion vector (GMV) of the movie. Output of the model will be fitted to subjective
discomfort rating, which is experimentally obtained every one minute during observer
watching a video movie.

As a first step, in this study, instead of using camera motion velocity, we used
video frame count that contains camera motion velocity included in the range of
provocative to VIMS.

Vian, Vitty Vo, Voo

an
Tilt

VIMS model
DRy =
f( Vpan, I/ﬂ'lr, Vm//, Vzoom)

7

none  moderate
slight severe

B
and Zoom

Camera motion Subjective
velocity discomfort rating

Fig. 1. A model connecting camera motion velocity as input and subjective discomfort rating
as output
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Fig. 2. City scene image presented to observer. The image was textured to inside wall of a
sphere, at which center a virtual camera was set to make a movie image. The camera motion
applied to the scene is shown in Fig. 3.
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Fig. 3. Camera motion included in the moving image used in the study. The camera motion
originated from the global motion analyzed from the movie of the incident in Japan in 2003.

2.2 Moving Image and Its Estimated Camera Motion

A sample moving image was produced for obtaining the input and output of the
model. The moving image was a 20-minutes video footages that was made as com-
puter graphics, (CG), movie of virtually produced city scene (Fig. 2). The camera
motion in the CG movie was basically reproduced based on the camera motion
estimated in the video movie that induced the incident in Japan in 2003. The camera
motion velocity as input of the model is shown in Fig. 3.

Based on the effects of simple GM on VIMS found previous basic researches,
number of frames that include camera motion velocity within the range provocative to
VIMS was obtained and shown in Fig. 4. From this graph, large number of frames
appeares at around 7 min and 16 min.
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Fig. 4. Number of frames that include camera motion velocity within the range provocative to
VIMS found by basic researches

2.3 Measurements of Subjective Discomfort Rating

The visual stimulus was video image that was comprised of five-minutes gray image,
20-minutes video footage described in the former section, and another two-minutes
gray image, which were presented in this order. Four different small experimental
booths were set up side by side; each of the booths was mostly enclosed by blackout
curtain, was set up with a LC display, the chin-, head- and arm-rests, with a viewing
distance of 1.0 m. There were two different size of the LC display, 20 inch (or 22.7 x
17.0 deg) and 37 inch (or 34.1 x 25.9 deg). The height of the LC display was adjusted
so that the center of the display was the same as vantage point of observers. The ex-
perimental room was light-proofed, and the light other than the display was turn off
during the experiment.

On one of the armrest, a response box was fixed. The response box has a button
and a four-way joystick. The button was pressed when a small red dot was appeared
for a short period on a movie image, in order to keep the observers eyes on the display
screen. The joystick was used for observers to evaluate discomfort in a four
point scale.

Thirty-three adults, aged 19-52 years (mean: 36.2, SD: 8.7; 24 females and 9
males), participated in the study as observers, after giving their informed written con-
sent in accordance with the Helsinki Declaration, and were free to withdraw at any
time during the experiment. The study was approved by the Ethics Committee of the
National Institute of Advanced Industrial Science and Technology. The observers
were naive as to the purpose of the experiments, and had normal or collected-to-
normal visual acuity.

Each experimental session started with asking observers to do Simulator Sickness
Questionnaire, and then, observers fix their heads at chin- and head-rests, and their
arms on armrests. They watched the video movie for 27 minutes; during this time,
observers were asked, every one minute, to report about one of SSQ score, “General
discomfort” in four alternatives: “None,” “Slight,” “Moderate,” and “Severe”; they
report the score using the four-way joystick. The observers also need to respond by
pressing the button on the response box when a small red dot was appeared for a short
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Fig. 5. Averaged discomfort rating obtained in the experiment

period on a movie image; the position and time (three times every minute) of the
appearance of the was randomized. Just after finishing watching the video movie,
they started, again, SSQ, and then they did it another three times every 15 minutes.

The measurement results are shown in Fig. 5, in which averaged value of general
discomfort ratings are plotted against time.

3 Analyses for Modeling

When the frame count based on camera motion velocity data in Fig. 4 and the subjec-
tive discomfort rating in Fig. 5, the following two can be pointed out:

1. When the frame count increases, the discomfort rating increases.
2. The rating gradually increases with time, despite no-increment of the frame count.

These points may indicate that there are two different time components of develop-
ment of VIMS. The first one is transient component, and the second one is accumu-
lated component.

To develop a model estimating discomfort level, I examined whether subjective
discomfort rating can be reproduced by weighted average of the frame count data.
Considering the two possible components described above, I adopted the followingg
mathematical expression. That is, the discomfort rating at time tn:

DR(tn) = Fc(tn) >kWn + FC(tn—l) *Wn—l + FC(tn—Z) >kWn—Z + oo
while,

FC(t,) : Frame count at time t,

The function was obtained by multiple regression analysis. Because of the collin-
earity problem (condition index <5.0), we adopted one present and three previous
values of frame count.
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DR(t,) =§(Fc (tn) ¥Wp + FC(ty 1) *Woy + * =+ + FC(ty3) *Wy.3)
W, = 0.319, W,,, = 0.164, W,, = 0.068, W, 5 = 0.139

The difference between the discomfort ratings and the regression has linear trend:
(Difference) = 16.361xTime - 171.86.

This trend can not be simply explained by the sum of the weighted average of
frame count values. This may represent the accumulation effect: after some exposure
to visual motion, the rating becomes larger for the same range of camera motion
velocity. Then, I combined the multiple-regression function obtained above and the
residual liner trend.

Therefore, the discomfort rating can be formulated as follows:

DR(t) = 2(FC (&) *wr, + FC(t 1) *We + === + FC(t5) *ws + ARL) + B
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Fig. 6. Comparement of the Discomfort ratings and estimated scores obtained by the model

4 Summary

With multiple regression of camera motion velocity data to subjective discomfort
rating, I have developed the model estimating valid values of discomfort level caused
by moving images. Moreover, during the development of the model, I found two dif-
ferent temporal components of discomfort related to VIMS.

In the study, discomfort induced by moving images can be mostly determined by
the velocity and time period of GM in a moving image.
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Abstract. In contrast to 2D environments which apply well established user
interface elements and generally accepted interaction techniques, VR and AR
applications typically provide rather individual and specific realizations. This
often leads to inconsistent user interfaces and a long and cumbersome develop-
ment process. In this paper we show how we extended our approach on model-
ing VR and AR interface elements and interaction techniques represented by
interaction and behavior objects by some simple yet powerful mechanisms:
modules, templates, and inheritance. We will also show how specific examples
could benefit from that approach.

Keywords: Virtual Reality, Augmented Reality, Mixed Reality, 3D User Inter-
faces, Multi-modal User Interfaces, Interaction Techniques.

1 Introduction

The majority of the overall effort and time required to develop Virtual Reality (VR)
and Augmented Reality (AR) applications is spent for the development of specific
user interface elements and underlying interaction techniques [2]. The first issue is
also true for many traditional 2D desktop applications, although it is generally easier
there due to the availability of appropriate user interface design tools and well estab-
lished design guidelines (both not available for VR and AR). However, when it comes
to interaction techniques, the difference is even more obvious. While in 2D desktop
environments applications usually rely on the well known and well established WIMP
metaphor, no standard interaction techniques for VR and AR exist [4]. In contrary,
they often depend on the specific (3D) input devices available, the user’s preferences
as well as the specific requirements of the application. Further, most users have no or
little experience using VR and AR technology and related devices and interaction
techniques. This additionally complicates the user interface design and often results in
either rather poor user interfaces or several iterative user trial and update cycles
requiring a high implementation effort.

Existing approaches to overcome this problem include user interface description
languages such as UIML [1] and InTML [7], authoring tools such as DART [13] or
iaTAR [11], scene graph related approaches such as Behavior3D [6] and YABLE [5],
and component based approaches such as BodyElectric [10] or Unit [12].

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 145 2009.
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Our original approach [4] combines synchronous control and data flows with asyn-
chronous event and network distribution. It is based on a predefined yet extendable
set of components representing integral parts of VR/AR interaction techniques and
related device handling. Several of these components are combined into a so called
interaction or behavior object (aka interactive bit). These objects react to event input
from input devices or other objects, or depend on the elapsed time or are synchronized
with per frame scene updates.

While the overall approach has already proved to be quite powerful for fast and
easy realization of application prototypes, reusability of already realized interaction
techniques going beyond simple copy and paste has been a major request by the users.

In this paper we will present our recent extensions allowing for easy and powerful
reusability of user interface elements and interaction techniques. In section 2 we will
briefly explain the major concepts and components of our original approach. In sec-
tion 3 we will then present our extensions allowing for an efficient reusability of in-
teraction and behavior objects. In section 4 we will provide some example scenarios
to demonstrate how specific user interfaces and interaction techniques can benefit
from the approach, before concluding and looking at some future work in section 5.

2 Our Original Approach

In our original approach [4] we used a component based approach allowing for mod-
eling rather than programming 3D user interfaces and interaction techniques by
assembling interaction and behavior objects from a set of pre-defined components.
These components represent integral parts of autonomous object behavior, user inter-
face elements, and interaction techniques. Generally we distinguish between seven
component categories:

e Base components, for receiving and sending events and to query information or
register for updates or changes at other system components. This for instance
allows for registering for an input device and to manipulate a scene graph object
accordingly.

e Execution components are used to influence the control flow and to perform calcu-
lations or even more complex behavior by scripting.

e Time-dependent components are invoked independent of user input at specific
timestamps or after certain periods, etc.

e Key-value mapping components are in particular used for realizing animations, but
also for mapping between different data sets and for autonomous behavior based
on state machines.

e Device input calculation components allow for easy calculation as necessary for
using 2D devices in 3D interaction techniques and for modifying 3D input data.
This includes components for transforming and filtering data.

e Data storage components, allow for temporal (memory) and permanent (file) stor-
age and retrieval of data.

e Networked components, finally provide enhanced versions of other components for
better supporting their usage in networked environments allowing for more ad-
vanced distributed interaction mechanisms than by replicated scene graphs only.
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Fig. 1. Component hierarchy for assembling interaction and behavior objects

Fig. 2. Visual programming environment for defining interaction and behavior objects

Figure 1 provides an overview of the currently supported components.

Each interaction and behavior object may use an arbitrary number of components
of each type, which are connected by a signal/slot mechanism. This mechanism al-
lows us to transfer data values (such as integers, floats, strings, vectors, matrices, etc.)
between the individual components. In order to specify the control flow for the execu-
tion of the individual components, event signals are used (also specified by the
signal/slot mechanism). However, these mechanisms apply for the internal communi-
cation between the individual components of a single object only. For external
communication, i.e. access to input and output devices, scene graph objects, or ser-
vices such as object picking or collision detection, an asynchronous event based
mechanism is used. Thus, it allows for easy application of the approach to net-
worked/distributed environments, where events will need some time to be transmitted.
This event based mechanism is also used for communication between different
interaction and behavior objects.
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While the interaction and behavior object description uses a text based description,
we additionally realized a visual programming environment (see Figure 2) for easier
arrangement and editing of the individual components, and their interconnection by
data connections and event signals [3].

3 Our Approach to Support Reusability

In order to reduce the effort for realizing similar interaction techniques we extended
our original approach by four mechanisms for supporting the reusability of already
defined interaction and behavior objects. These are:

¢ Instantiation

e Templates

e Modules

e Inheritance

By instantiation we provide a mechanism which allows for easy attachment of inter-
action techniques to several user interface elements at once. Therefore a master object
is defined, which is actually not immediately used. As part of the definition an
attachment rule is defined. Whenever the attachment rule is fulfilled, a instance
(copy) of the object defined is created and attached to the objects specified. As the
specification of the target attachment is quite flexible (e.g. specifying specific scene
graph objects by wild cards) and the actual attachment may be either explicit or
implicit (e.g. whenever a new object is created), this mechanism allows for easy reuse
of elements already defined. The short coding fragment below shows how an object is
specified to be dynamically attached to objects in a certain branch of an X3D scene
graph having a name with the prefix “CHAIR”. The attachment is re-evaluated each
time a file is loaded or a node is added to the scenegraph.

Behavior {
targets XSG:X3D::MY_ ROOM/FURNITURE/CHAIR*
attachment [LOAD_FILE, ADD_NODE]

// definition of individual components follows here
Sensor GRAB {

3

Action MOVE {
targets . // i.e. the local entity the
// behavior is attached to

-}

Further, we developed two template mechanisms: one for entire interaction and be-
havior objects and one for individual components. The first one allows for specifying
a full object with additional parameters applied during initialization. Upon instantia-
tion the parameters are then used to create the actual object. The individual compo-
nents of such a template are invisible and cannot be accessed directly within the
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instantiated object. A simple example would be a behavior simulating the movement
caused by a parabolic flight. As a parameter you may specify the velocity (direction
and amount).

The second template mechanism applies to individual components. A component
template is always based on one or several already existing components (or compo-
nent templates). In addition to parameters a component template has to define the data
and control flow interfaces of the new template component. Those are mapped to the
corresponding data and signal slots of the underlying sub-components. This allows us
to combine several components into a new component template, which then may be
used similar to built-in components.

Further, our approach supports a mechanism for realizing interface and interaction
technique modules. It may be used to include previously defined interaction and
behavior objects or templates. It allows for the provision of frequently used interac-
tion and interface modules (e.g. for rigid 3D manipulation such as positioning and
rotating, support for tangible user interface elements, or individual navigation styles
for specific types of input devices).

Finally we provide an inheritance mechanism. It allows us for the reuse of already
defined behaviors object, enabling the rapid construction of new objects with rather
small modifications (either replacing parts of their behavior or by applying additional
features). For example, a standard object behavior which highlights a scene graph
objects upon selection can be easily modified and extend to use a color frame and a
sound feedback instead, while the underlying selection mechanism is kept). Inheri-
tance applies during instantiation of an object and applies to any part of its definition.

A big advantage of the four approaches presented is their ability to be combined
and even nested arbitrarily.

4 Example Scenarios

In this section we would like to present and discuss some example scenarios. In par-
ticular we will show how those examples benefited from the mechanisms introduced
in this paper.

4.1 Autonomous Behavior

In this little demo example we realized an arena containing a configurable yet arbi-
trary number of autonomous robots. Each robots goal is to explore the given arena
and to kill as many other robots as possible. The entire demonstration scenario is
based on two 3D files (one containing the geometry of the arena and one for the ge-
ometry of a robot), three behavior objects (in a single file) and a couple of sound files
representing the individual activities of the robots. The three behavior objects are:

e One defined as template, where the actual instance used allows for specifying the
number of robots and the size and location of the area for their potential initial
starting position. This one will include the robot file as many times as specified,
giving each of them an individual name (ROBOT1 ... ROBOTn) and define an
arbitrary starting position for each robot.
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e One for registering the virtual 3D scene with the tracked marker on the table. This
is a standard marker tracking behavior which is loaded from an appropriate module
using the include mechanism.

e One for the actual behavior of the individual robot. Its main component is a State-
Machine (scan, fire, cruise, explode, idle) activating and deactivating individual
tests (i.e. picking and/or collision detection) and animations. The behavior object is
defined as master allowing for an automatic instantiation and attachment of an in-
dividual copy to each robot’s geometry upon creation.

Fig. 3. Demo application showing autonomous robots trying to destroy each other

4.2 Application Specific Interaction Styles

TimeWarp [8] — an application showcase of the integrated project IPCity [9] - is a
location-based Mixed Reality game where the players have to solve challenges in
different locations distributed throughout the old part of Cologne. In addition to
enhancing the real environment by the virtual challenges, the game takes the players
to different epochs in the history of the city by augmenting the real environment visu-
ally and acoustically. Players use either head-mounted optical see-through displays or
handheld ultra mobile PCs applying video see-through AR. While the individual
challenges are quite different regarding their content, the interaction techniques for
selecting and manipulating content are shared by all challenges. As each challenge
typically is realized independently (even by different developers or game designers),
it was important to ensure that the interaction techniques used are independent of the
individual challenge. For that reason an interaction library module was created and
included in each challenge implementation. This also ensured that changes to the
interaction techniques apply to all challenges automatically. Specifically the reusabil-
ity mechanisms also allowed us to support different flavors of the interaction
techniques depending on the devices used. While for head-mounted displays we relied
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Fig. 4. A virtual version of the famous Roman Dionysus mosaic in Cologne was modified and
had to be re-arranged to represent the original figures by the players

on ray-based picking along the viewing direction in the center of the current view,
ray-based picking on the handheld devices providing a touch screen was more flexible
as objects could be directly selected by the players using their fingers. Thus, we just
inherited and extended the original ray-based mechanism, adding the inherited inter-
action technique to the module.

Additional reusability mechanisms were applied to realize individual challenges.
The challenge to reconstruct the original tiles of the famous Roman Dionysus mosaic
(see Figure 4) consists of nine interactive tiles. Each of them may be turned by 180°
based on user interaction. While each tile seems to consist of two faces, there are
actually three different texture applied to each tile in a sequence. Thus, the behavior
object for turning a tile and replacing the textures from a set uses the template mecha-
nism to specify the individual texture as parameters.

4.3 Guided Tour

Another application we realized using the mechanisms presented was a guided tour
for a stereoscopic 3D presentation of a reconstruction of the Bamiyan Buddha statues
in Afghanistan for a museum (see figure 5). The camera was animated smoothly
flying from one point of interest to the next one. This was the standard mode in the
museum. For guided tours however, there was a SpaceTraveler as navigation device.
By that, a guide could interrupt the animated camera at any point and continue indi-
vidual navigation. The automatic animation of the camera would resume after a
certain time of inactivity, flying smoothly to the next POI in line.

Here, the SpaceTraveler navigation is loaded from a navigation module containing
navigation support for various input devices as template. The default 6-DOF
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Fig. 5. Guided tour and interactive navigation for a presentation of the destroyed Bamiyan
Buddha statues in the Gandhara region of Afghanistan

navigation provided by the device is reduced to 5-DOF by disabling the roll axis for
easier use by occasional users, since user tests showed that they otherwise get easily
lost in the scene. This was done by inheriting from the template a modified behavior
template, thus combining the template and the inheritance mechanism.

5 Conclusion and Future Work

In this paper we introduced our approach on supporting the reusability of interaction
techniques and user interface elements in VR and AR environments. We showed how
the approach overcomes the limitations of existing approaches in respect to flexibility,
scalability, and usability.

Beside the detailed introduction of the mechanisms applied, we presented several
examples from ongoing projects, showing the actual feasibility of the individual
mechanisms and the usability of the overall approach.

In our future work we will further extend the interface and interaction libraries of
predefined behavior templates and base classes, reflecting all major 3D interaction
techniques and interfaces. We further intend to combine this with a tutorial on best
practice examples for easier use by new interface developers and in particular for
using the approach for teaching VR and AR user interface classes.
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Abstract. This article covers avatars as anthropomorphic tutors in learning
processes within teaching and learning settings. Starting points and objectives
are presented, as well as the requirements for the creation, the environment and
the tools. The article focuses on the latter, the media-synergetic problems the
different tools pose, and possible solutions to those problems.

1 Introduction: Avatars in Education

For the cognitive-emotional processing of information vital for learning, nonverbal
impulses are of utmost importance. Such impulses are triggered by the form and mo-
dality of the communicating parties’ gestural and mimic behavior. This is because
nonverbal behavior has a greater impact on the regulation of relationships than verbal
behavior. Thus some instructors are able to enhance the learning outcome by their
demeanour alone. Others, while commanding the same expertise, achieve much lesser
results - or even create counterproductive effects - just by the way they behave. In the
design of human-machine-interaction this fact has played an important role from the
beginning. Early on there have been attempts to design avatars capable of emulating
the function of nonverbal behavior in the process of reception and storage of knowl-
edge (MIT Media Lab, plus the universities Philadelphia, Northwestern and Stanford;
in Germany the ,,Virtual Human Project®).

However, multimedia specialists found in learning projects that the attempted im-
plementations met with refusal by the users so that they did not meet expectations.
The avatars used — e.g. the “assistants” used in commercial office systems — never
rate better than “annoying gimmick”.

Those hitherto disappointing results can be ascribed to the fact that the develop-
ment work had almost exclusively been driven by engineers. Accordingly their focus
was on the solution of (certainly non-trivial) technical problems like photorealistic
renderings or optimizations of motion capture techniques. This led to the construction
of avatars before it had been determined, which specific attributes of complex non-
verbal behavior are responsible for cognitive and emotional reactions observed, which
of those are supportive and which are disruptive factors for the learning process.

This approach had a particularly negative effect on the creation of the anthropo-
morphic avatars that are vital to learning processes. This is vividly demonstrated in
the grave problem recently discussed under the label “Uncanny Valley”.

If we are to successfully emulate the nonverbal behavioral patterns relevant to
the information processing of the human brain, we must first develop profound
knowledge of this centrally important component of communications behavior. In
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particular, we must learn which cognitive and emotional effects are triggered in the
recipients by specific nonverbal behavioral patterns.

Only on the basis of this knowledge can we create avatars in Web 2.0 environ-
ments with two important properties: Firstly, to be able to keep a learner’s attention
and concentration on the learning matter, secondly, to kindle a learner’s desire to
learn, thus creating the precondition for their lasting and dedicated engagement with
the learning matter.

2 Presentation of the Suitable Data Streams and Tools

2.1 Video

The sequences to be learned are recorded as a basis for the synthetic scenes that will
be created. Naturally, the videos have to fulfil several requirements to serve appropri-
ately. Primarily they have to show clearly and distinctly the motions of the nurse
while executing certain operations. Close-ups of specific procedures performed on the
patient are to be recorded in detail, using zooms and other video techniques. The
video material serves both as general information and for the acquisition of 2D
motion data of the nurse. That information is input in a special tool for rendering 3D
motion data.

2.2 Tool to Generate 2D/3D Motion Data

The proprietary tool can show the videos in combination with a virtual stick-figure.
Using that stick-figure, the operator can transfer the movement of the nurse seen on
the video frame by frame to 3D space. To be as productive as possible the tool has to
focus on the main task — the transformation of human motion from video sequences to
three dimensional representations of the human skeleton. Thus a dataset of the 3D
motion for use in a 3D animation system is created. The data has to be optimized and
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structured to export it in a format that 3D applications can understand (see also point
2.3 and 3). In Figure 1 the combination of workspace data (*.wsp), rotational data of
joints (*.asc) and the video-source is shown in a schematic view.

2.3 3D Computer Animation System

The project uses the well-known animation system Autodesk Maya to visualize the
avatars. Maya works with *.ma files that contain all necessary information for the
creation of a 3D computer animation. It is also possible to work with *.anim files, that
predominantly contain the motion data of joints. It is necessary to develop adequate
conversion tools and interfaces as a part of the discussed project. Their task is the
transfer of the 3D motion data generated from the real life videos to the Maya system
for creation of the desired learning sequences in Maya.

Computer animations are created by first modelling the characters and objects for
the learning sequences as three dimensional geometric shapes, and then rigging and
preparing them for animation.

Rigging is the construction of a skeleton with bones and joints and setting it up for
animation. The properties of the rig define how the elements of a mesh (a polygon
lattice) can be moved. Quite often the construction is oriented along the properties of
areal skeleton, e.g. emulating a real thighbone or a real knee joint.

After the creation of the skeleton, the polygon mesh can be linked to it (skin bind-
ing). Often a further work step — called skinning — is required, eliminating the imper-
fections which can occur while linking mesh and bones.
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Fig. 2. Creation of the skeleton with correct naming
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With the optimized motion data (see point 2.2) the motion of the characters can be
controlled in detail. Additional visualization effects (e.g. illumination, camera moves)
are added in the 3D computer animation system. In addition to Autodesk Maya the
software Motion Builder will be used here. The character has to look in the direction
of the positive z-axis and be in the T-stance: the avatar stretches its arms in a straight
angle of 90°. Legs are close together (Figure 2). The FBX-plugin from Autodesk is
used to interchange the data between Maya and Motion Builder.

3 Software Technologies

The following technologies are utilized:

Programming language: C++

— Graphic user interface: QT V4.3.3
— 3D graphics engine: OpenGL

— Framework: Eclipse

The tool for generating 2D/3D motion data generates the data for the skeleton from a
video sequence. The motions in the video are transferred to the avatar. Variations of
these motions can be created within the tool.

The motion data must be importable to commercial animation software programs
to visualise, shade and render the avatars appropriately. The imported data is applied
to a skeleton. At this point the 3D-modeled surrounding can be added and the motion
edited using commercial software. The tool for generating 2D/3D motion data is sup-
posed to show the following features:

Platform independence
Efficiency
Extensibility
Maintainability

User friendliness

Platform independence: Platform independence is exceptionally important, because
there are plans to provide the software as a download on the internet so that several
people around the world can transform the 2D video data to 3D rotational data. There-
fore it is absolutely necessary to make the software available for users of all systems.
The platform independence was achieved by the use of the GUI-library QT.

QT is a C++-library for platform independent programming of graphic user inter-
faces. There are interfaces to various programming languages.

Efficiency, Extensibility, Maintainability: The use of an object oriented program-
ming language largely ensures efficiency, extensibility and maintainability of the
software.

Two technologies were under consideration as the object oriented programming
language: Java and C++.

Research showed that C++ is the best choice for the project because the use of
OpenGL is not common in java programming and requires the special Java library
JOGL. This turned out to be a particular disadvantage.
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4 Objectives

The project includes and optimizes the following, among others:

The collection and analysis of tools and appliances available for creating and ap-
propriately animating 3D objects for use in teaching and learning scenarios in the
area of nursery education.

Development of a tool or a procedure for determining empirically which nonverbal
interaction patterns help to foster an enduring interest in the use of web based
teaching/learning scenarios.

Use of the findings generated with the above mentioned tool for developing an
avatar with a nonverbal behavior that is adjusted to the reception processes of users
in a way that activates learning processes and supports them.
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Abstract. Tangible user interfaces (TUIs) can create engaging and useful inter-
active systems. However, along with the power of these interfaces comes
challenges; they are often so specialized and novel that building a TUI system
involves working at a low level with custom hardware and software. As a result
the community of people that are capable of creating TUIs is limited. With this
project we aim to make a particular class of TUIs accessible to a broader range
of designers and HCI researchers by exposing TUI specific tools in a mixed-
reality rapid prototyping environment know as DART (The Designer’s Aug-
mented Reality Toolkit). In this paper we discuss the creation of a system for
rapidly prototyping marker based tangible user interfaces. These prototyping
tools were then used to create a set of TUI-based applications with the goal of
raising students’ interest in science via an exploration of fine art concepts.

Keywords: Tangible User Interfaces, rapid prototyping, mixed reality, toolkits.

1 Introduction

Tangible User Interfaces (TUIs) are a promising avenue for HCI research and a
diverse array of TUI projects have been developed over the past fifteen years [6].
However, along with the unique power of these interfaces comes a drawback; they are
often so specialized and novel that building a TUI system often involves working
from scratch with custom hardware and software. As a result the community of peo-
ple that are capable of creating TUISs is limited and the ability to iterate, test, and de-
ploy them is also restricted. There has been considerable interest in the development
of TUI toolkits that aid in the rapid prototyping and deployment of TUI systems [9],
and there is still need for work in this domain. In particular there is a need for toolkits
that enable TUI development by people without access to specialized hardware or low
level programming expertise.

In this project we aim to make a particular class of TUIs accessible to a broader
range of designers and HCI researchers by exposing TUI specific tools in a mixed-
reality (MR) rapid prototyping environment know as DART (The Designer’s
Augmented Reality Toolkit). DART exposes a variety of tracking and MR prototyp-
ing services (e.g. “Wizard of Oz” support) that can be incorporated in standard Adobe
Director applications; thus providing a mature rapid prototyping environment for
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augmented reality (AR). This tool provided a starting point for our work which was to
identify the additional components that were needed to support the creation of TUIs
with DART and to incorporate them into a toolkit we refer to as DART-TUI. In this
paper we discuss the creation of this system for rapidly prototyping marker based tan-
gible user interfaces. The resulting tool (DART-TUI) was then used as part of an
initiative to create novel and engaging interactive experiences for students with the
goal of increasing their interest in science via an exploration of fine art concepts.

In the following sections we will discuss further the need for this type of tool and
the underlying architecture of DART. We will examine the similarities and differ-
ences between the needs for AR and TUI prototyping tools. Then we will discuss in
detail the additional components we created for DART that supports TUI develop-
ment. Lastly we will discuss the first application we have created with our toolkit; a
suite of art-themed applications that let students use tangible interfaces to have a
constructivist learning experience to explore scientific concepts such as optics and
fractals.

2 Background

Many unique and inspired TUIs have been developed over the years; ranging from a
marble based music composition tool [2], to Topobo, a robot construction kit [13], to
Designer’s Outpost which allows web designers to layout sites via post-it notes [8], to
a physical system for developing multimedia narratives [11]. As TUIs these systems
are defined by the fact that the user sends input and (possibly) receives output through
physical objects. Therefore a key component of a TUI system is the ability to track
various types of objects such as marbles [2], drinking glasses [16] and ping pong balls
[7]. In the systems mentioned above the tracking is often achieved via RF tags placed
on the objects [11] (or magnetic switches [13)] and surfaces that are capable of sens-
ing them. Computer vision [8] and acoustics [7] based systems are also used. While
these approaches provide a robust and unobtrusive solution, working with such
technologies requires both expertise and resources that may not be available to every-
one wanting to experiment with TUIs and the resulting systems are hard to duplicate
and move.

However for over a decade AR researchers have been utilizing an open source
toolkit that uses paper based markers for tracking, called the ARToolkit [5]. The AR-
Toolkit can also be used as the method of tracking tangible objects in a TUL Of
course, there are drawbacks to the use of visual markers for this task. The markers
must remain in view of the camera and the user may have a hard time detecting when
they are not. A user’s hand occluding part of the marker will stop the object from be-
ing tracked. Fast movement of the markers will affect the tracking as will light levels.
There are limitations on the range of motion (particularly rotation) for an object since
the entire marker must always be in view. Lastly having to place a relatively large
marker on an object can detract from its aesthetic qualities and its affordances for
manipulation. However, based on our experience with our science education applica-
tion we feel that these drawbacks can be accounted for in the design of the TUI and
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that the advantages (inexpensive, easy to deploy and replicate) outweigh these
disadvantages. Therefore in DART-TUI we leverage this simple tracking mechanism,
which can be used for cheap and easy prototyping.

From the beginning, researchers have designed TUIs that utilize the tabletop para-
digm. From Wellner’s DigitalDesk [15] to table top tangible games such as fish pong
[16], many TUI systems have been based on the user interacting with objects placed
on a table-top surface. While TUIs can come in other forms (like Topobo) the tabletop
interface is a common one and is amenable to the marker based tracking we were lev-
eraging in DART-TUI .Therefore our components are specifically crafted for this
table-top TUI approach.

This is not the first project to tackle the concept of TUI prototyping. For years
researchers working in the TUI domain have recognized the need for prototyping
tools. In fact DART was first discussed as a platform for TUI extensions at Pervasive
Computing 2004 [3]. There is not room in this paper to catalog the variety of projects
that have looked at the taxonomy of tangible interactions [14], user definable TUIs
[12], and hardware prototyping [4] for example. However one toolkit is of particular
interest in the context of DART-TUI. Klemmer’s Papier-Mache is a tool with some
similarities to DART but originally created with TUIs in mind [9]. Papier-Mache pro-
vides rapid prototyping services including Wizard of Oz functionality and supports an
array of tracking and identification technologies. And the designer is able to swap out
technologies throughout the design process (e.g. prototyping with bar codes and
deployment with RFID).

3 DART

DART is a set of tools added onto Adobe (formerly Macromedia) Director that allows
designers and non-technologists to rapidly prototype augmented reality (AR) applica-
tions [10]. DART (and DART-TUI ) applications are created with “Actors” which are
any sort of asset in the application (e.g. 3D object, audio clip, billboarded texture etc.)
or physical object the user is interacting with. These Actors can be linked directly or
indirectly to “Trackers” which are visual markers, a VRPN device, or a phidget
sensor. “Cues” are used to generate events triggered by occurrences such as the ap-
pearance of a visual marker, two Actors within a specified proximity, the pressing of
a button etc. “Actions” are what happen as a result of Cues (e.g. when a marker
comes into view an audio clip is played or a virtual Actor becomes visible in the
scene). In section 5 we will discuss how DART-TUI utilizes modified versions of
these basic components for TUI specific functionality.

All the behaviors that are provided with Director (and are part of DART) are writ-
ten in Lingo and editable by the user. Therefore a common approach is for developers
to modify the standard behaviors while also writing their own from scratch. This is
key to understanding the design of DART-TUI. We have created a suite of TUI
specific scripts, but some of them were crafted for the specific needs of our initial
application. This is not a shortcoming of the toolkit but rather is the standard way of
working with Director. We provide a set of tools that may be useful “out of the box”
to TUI designers however these scripts can be easily modified or built upon. In
fact this process of building up a library of TUI components is an effective way of
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providing TUI tools. As discussed previously TUIs come in many different forms and
it would be impossible to anticipate every component a TUI designer would need.
The attempt to do so would either result in an overly complicated generalized system
or one that is only of use in a particular type of application. Instead DART-TUI can
evolve over time based on the needs of the user.

4 Requirements: AR vs. TUI

There are many similarities between the requirements of AR and TUI applications.
Both require some sort of tracking technology. In AR applications the goal is to track
the position of the user’s eye so that virtual 3D graphics can be rendered such that
they are properly registered with the physical world [1]. In AR applications that use
marker tracking the goal is usually to register 3D content at the location of the mark-
ers. In TUIs the tracking needs are more focused on monitoring the position and
orientation of the tangible objects the user is interacting with rather than the user’s
head/eye. While all the AR specific functionality of DART intended for head tracking
and registering 3D graphics is still available to TUI developers our goal in with the
DART-TUI additions was to provide components that fit with the “trackable objects”
paradigm and make it easy for TUI developers to define the relationships between
object location and application input. By using marker based tracking of objects this
tool then allows designers to rapidly prototype a TUI by simply printing out a few
markers and attaching them to the object they wish to track. The system then uses a
webcam to track their positions. Of course this system restricts the types of TUIs that
can be prototyped, but still supports a wide variety of interfaces. And marker tracking
can be switched out for more sophisticated sensors in the DART-TUI application
at any time.

In AR applications the output and rendering are typically focused on presenting 3D
graphics overlaid on the live video stream. The display modalities and types of con-
tent presentation in TUIs are much more varied. Therefore DART-TUI decouples the
tracking and presentation of content and allows the developer to more easily map
tracker location to functions such as the movement of a 2D pointer.

Similarly since registration is often the goal in AR there are limits on the types of
modifications you can make to tracker data that would impact the ability of the
system to tightly link the graphics to physical objects. TUIs however do not have this
constraint. Therefore the DART-TUI components let the designer apply transforma-
tions to the data such as smoothing so as to make the interactions more fluid for
the user.

S The DART-TUI Toolkit

Our prototyping system supports the creation of TUIs that have two main compo-
nents: physical objects that will be manipulated by the user and a work area in which
the user will interact with the objects. Contained within DART-TUI are behaviors that
allow the designer to define the work area, the objects, and the application’s response
to object manipulation.
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The first step in designing a TUI is defining the workspace in which a user will in-
teract. One approach for defining a space is to use a book paradigm. The pages can
have text, illustrations, and other guides printed on them but these pages also act as
the trigger to expose a particular activity or interaction set to the user. Therefore we
created the “BookTracker” behavior which is used to create a workspace that consists
of one or more “pages”; each page has printed on it a unique marker. With the Book-
Tracker it is up to the designer to define what the cue generated by the appearance of
a page will trigger. In our applications we use the cue to advance the application to a
new exercise. An advantage of using the book workspace is that since we wanted to
create applications that could be replicated and moved (e.g. our science education app
was to be deployed in various student computer labs) this approach lets us define a
workspace without delicate calibration or setup. When using the BookTracker the
designer can have all the other trackers in the application report their position and
orientation relative to the page marker, therefore the correspondence between
movements of the objects and input to the system will remain constant no matter the
angle, position, or distance of the page relative to the webcam. The other advantage
of the book workspace is that it supports natural navigation through an experience
(e.g. flipping to another page to choose another exercise, moving back and forth be-
tween pages to review previous information) and allows for content physically printed
on the page to enhance the tangible feel of the experience and supports the users’
interactions with the objects.

The “TableTracker” is a behavior that is used to track any number of physical ob-
jects within the work space. The TableTracker has all the capabilities of the original
“LiveTracker” from DART (see [10] for more detail), but with some TUI specific
features. First, as mentioned previously, the coordinates of the physical objects are
reported relative to the marker on the work area page so that the designer can rely on
the objects reporting within a set range of values regardless of how the book/work
area is placed under the camera. Unlike AR applications, TUI designers may often
wish to ignore parts of the tracker information so as to limit the degrees of freedom of
the physical objects. In our science education application it was common that for a
particular activity we would simply need the position of an object; using rotation data
only made the interaction more confusing to the user. Therefore the TableTracker lets
the designer indicate which degrees of freedom she wishes to be reported by the
system. The tracker data can also be passed through a filter component(s). Marker
tracking often results in constant small pose estimate errors that manifest as jittering
of the registered objects in AR. This jittering was less acceptable in a TUI where
movements of the objects were transformed and then used to control various types of
2D and 3D interfaces. Therefore we created a “smooth” component that minimized
these tracker errors. This type of filtering would be unacceptable in an AR system
where the result would be a loss of registration between the marker and the 3D object,
but it was very useful for TUI development. These filters are simply treated as track-
ers themselves that consume live tracker data and then pass it on to subscribers trans-
parently. It is therefore possible to combine several filters together seamlessly. We
created “smooth” and “delay” trackers to modify our TUI tracker data, but developers
can easily create their own filters by using these basic scripts as templates.
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For TUI control, the designer needs additional tools to transform the raw tracking
information into meaningful control data for the application; the interface or applica-
tion that is ultimately affected by the user’s manipulation of the tangible objects does
not have the natural correspondence between marker pose and virtual object rendering
that an AR application has (in fact our science application uses both 2D and 3D envi-
ronments as the output). In DART-TUI once the physical object information has been
filtered it can be passed on to a variety of “controllers” that are fed into the interface
of the designer’s choice. It was important to build them with an architecture that
makes it easy for designers to create controllers of their own since as previously dis-
cussed a characteristic of TUIs is the unique mappings between object interaction and
application response. For example, in our application we created controllers that
would transform the movement of objects into a change in camera field-of-view in a
3D scene, navigation of the virtual camera through a 3D scene, movement of a 2D
pointer, rotation of a 3D object, and intensity of a light in a 3D scene among others.

Due to the structure of DART it is quite easy for a designer to add their own con-
trollers to the existing set. A controller simply subscribes to a tracker (which may in
fact be a filtered version of a live tracker) and, if needed, applies a “tracker specific
transform” which maps the coordinates reported by the tracker into the coordinate
system appropriate for this controller’s function (e.g. a controller that controls the
movement of a 2D point on the screen projects the reported points into 2D screen
coordinates). The controller then has a set of properties related to its specific function.
For example the Camera Controller that lets the user dolly a camera in a 3D scene
asks the designer for the amount of time it should take the virtual camera to reach the
next point. The controller will then interpolate between the current camera position
and the new position so as to further smooth the movement in the world and to make
the camera movements pleasing even if the user picks up a marker and moves it to
another location. There is also a property that specifies whether the camera should
always point at the origin or simply maintain its original orientation. The Rotation
Controller which is used to rotate a 3D object lets the designer specify which actor to
apply the rotation to and min/max angles of rotation for the 3 axes.

6 The STEM Application

Our first application created with DART-TUI presents students with a suite of
activities which aim to teach them about science topics via art lessons (e.g. light,
perspective, and fractal math). This work was sponsored via an NSF project led by
Morehouse College that is studying the efficacy of using simulation environments that
include artistic elements to enhance Science, Technology, Engineering and Mathe-
matics (STEM) curricula at the high school level. An emphasis on creativity and
passion was intended as an antidote to negative student attitudes about these fields.

To use the STEM application the student sits in front of a desktop computer; in-
stead of a keyboard or mouse there is a physical book in front of her and a webcam is
placed on the monitor such that is has a view of the book from above. The student
accesses the activities by paging through the physical book (see Fig 1.). Each page
contains printed illustrations and instructions to guide and enhance the activity. The
student places various plastic paddles on the book page to interact in the activity. To
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Fig. 1. A student interacts with an exercise in the Perspective module

get guidance with the system the student places a paddle with a “?” on the page it to
access the help system. The TUI system allowed us to create an interface for the ac-
tivities utilizing two handed interactions and direct manipulation. The student can
experience a variety of activities such as subtractive color mixing, changing lighting
effects in a still life, and using magic lenses to see paintings in new ways.

There are several advantages of this TUI approach for the exercises. In general we
wanted to provide a novel and fun interface which would make these activities more
engaging to the students than a typical desktop computer keyboard and mouse based
application. Also, in the exercises the students are often manipulating multiple vari-
ables simultaneously (e.g. coordinated dollying and zooming of the virtual camera,
generating seed values and iterations of a fractal) which is afforded by the two handed
control of the TUI. The tangible interface also gives subtle and expressive control
over the input parameters (e.g. color mixing). Since we are teaching via art it is fitting
that the students have a sense of applying their own creativity (e.g. fractal creation,
lighting a still life, camera effects etc.) to the experience. The TUI also allows us to
convey spatial concepts through the interface (e.g. the student can understand the
ratios of apparent size to distance from the viewer in the perspective module because
she can see the relative distance the two paddles are from each other on the page).
This tangible approach also allows us to leverage physical media such as the book
pages (e.g. putting information, guides, and other content on the physical book pages).
Lastly, the result is a natural interface that supports exploration (e.g. turn to another
book page to go to another section, turn back and forth as you please, put the “?” pad-
dle on the page to get help). The students can discover through experimentation how
the tangible objects (paddles) affect the activity (e.g. multiple paddles defining fractal
creation and magic lenses).
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6.1 Application Interactions

In this section we will highlight a few of the thirteen exercises from three modules
that make up the STEM application and discuss the tangible interfaces for each.

In the Perspective module the student does a variety of tasks that help illustrate the
concept of perspective, how field of view of a camera affects our perception of it, and
how depth is conveyed in 2D art via vanishing points. The first set of exercises take
place in a 3D scene created from photographs of the Morehouse campus (not unlike a
diorama) (See Fig. 1). In the fourth exercise in this module two paddles are used to
change the camera location and the FOV in this scene. The student is challenged to
recreate the “zoom in/ dolly out” style effect that is seen in movies such as “Vertigo”
and “Jaws.” Sliding paddle 1 vertically on the page will change the FOV while doing
the same motion with paddle 2 will dolly the camera in and out. The mappings
are defined such that moving the paddles in opposite directions will achieve the
desired effect (e.g. “zooming in” by reducing FOV while simultaneously dollying the
camera out).

The Light Module allows students to explore the concept of light, its importance to
art and our perception of it. In one exercise the student is exposed to how the human
eye works via a series of “magic lenses” that they can move over a painting via the
paddles. First the student moves a lens over Seurat’s “Sunday in the Park”. The area
under the lens is magnified. This allows the student to see how individual dots of
different colors are perceived at a distance as a mixture of those colors. Then the stu-
dent manipulates a series of lenses over a second painting (each paddle represents a
different type of lens). Through the lenses she can see how a person with a vision
impairment experiences a scene (color blindness, retinitis pigmentosa etc.)

In the Fractal module the student is able to create and modify fractals and learns
how they appear in nature as well as art. In the first exercise the student creates an
iterated function system (a method of generating fractals). Two paddles define a start-
ing position and orientation of two block figures in 2D. The third paddle dynamically
increases and decreases the number of recursive iterations of function generator. In
another the students are exposed to fractals in art (architecture). Ba Ila villages in
Zambia have a pseudo fractal pattern. The student builds her own Ba Ila village by
placing huts in the scene (paddle 1 is used to move a hut around the world and when
paddle 2 is placed on the page the hut is dropped) and a virtual village is generated
around these starting conditions. The student can then browse their village via paddle
1 which is used to rotate the 3D scene.

7 Conclusion and Future Work

Through this process of design and implementation we have identified the compo-
nents that are necessary to repurpose an AR design tool for use as a TUI prototyping
system. In particular these components allow the designer to define a workspace, and
map object position/orientation to arbitrary functions in the application. The DART-
TUI toolkit is particularly useful for rapidly creating inexpensive and portable
tabletop TUI prototypes. A designer can download the code, print out the markers,
and then begin working with her own TUI environment. We have utilized our toolkit
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to create an educational system (the STEM application) that uses tangible interactions
and fine-art concepts to expose students to science topics.

This STEM education application is in the process of being evaluated by More-
house College researchers with high school students. In the future we plan to add
additional exercises and to gather data on the usability and learning effects of our
system. DART (with the DART-TUI components) is available for download and we
are eager to see our toolkit applied to additional TUI applications.
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Abstract. This research presents a user evaluation study examining the
effect different rendering styles of 3D virtual city models, as intended for
navigational purposes, could potentially have on users with emphasis on non-
photorealistically rendered (NPR) stylizations. The purpose of this experiment
is to establish whether, particularly for the application area mentioned above,
non-photorealistic, expressive rendering could provide alternative, more effec-
tive visual styles than the photorealistic representations of urban areas usually
opted for by developers today. 50 participants were exposed to a predominably
questionnaire-based study assessing various parameters by observation of the
models on a UMPC (Ultra Mobile PC). The results of this research could poten-
tially have significant implications on how future pedestrian navigational
software should be visualized in the future.

Keywords: non-photorealistic rendering, mobile navigation, urban modeling,
user studies.

1 Introduction

Despite of the fact that traditional computer graphics research to this day still focuses
on the production and assessment of photorealism, a relatively new field, the one of
non-photorealism (NPR), has produced results that focus on viewer engagement by
the use of stylization, abstraction and expressiveness. This new field has been slowly
gaining ground not only in research but also in commercial applications since the
rich visual styles it can emulate are in many occasions more suitable for certain in-
formation visualization communication purposes. Examples include psychological
applications ([1], [2], [3], [4], [5]), architectural applications [6], perception of space
studies [7], texture-based depiction ([8], [9], [10]), medical applications [11], learning
applications [12] and also weather / natural phenomenon visualization software [13].
In the field of mobile navigation and particularly in regards to 3D urban modeling,
research has already been conducted offering conclusive evidence that, especially for
remote visualization of large city models, NPR can have many potential benefits. A
recent approach [14] used a feature-line NPR method for building facades, demon-
strating that urban data content using this type of shading over a photorealistic one
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can be transmitted much faster over a limited-bandwidth network. Similar work [15]
has also yielded positive results for NPR methods and mobile device rendering.

While the technical advantages of using NPR shading for 3D city models have
been explored, there has not, to this day, been a cognitive study offering results and
evidence to support the argument that indeed artistic rendering is not only less
resource-heavy but also, because of its nature, more appropriate in conveying infor-
mation to the average user of mobile 3D navigational software. Furthermore,
the technical studies listed above only evaluated / visualized one NPR style on a
mobile device rather than attempting to cover more of the many visual styles the area
has to offer.

2 Methodology

Since the main objective of the project is to contrast photorealistic rendering and non-
photorealistic rendering types in context with mobile urban navigation, it was evident
that this research should consist of a mainly exploratory study regarding the users’
preference. Then, it was decided that the main task of the study would be the
viewing/observing of images depicting 3D urban environment (rendered in pre-
selected rendering types) on a mobile device. The data would be collected through
questionnaires after viewing the images but a face-to-face meeting with each of the
participants was considered essential since the same means (a specific mobile device)
should be used to view the rendered images. In other words, questionnaires would not
be distributed by email or post since the images should be viewed on the same mobile
device by all participants.

It is worth noting that 50 sample users participated in total. More specifically, 31
male and 19 female subjects took place in the experiment. The subjects involved were
undergraduate students, postgraduate students and professionals and subject age was
of a great range (18 to over 43). Moreover, it should be mentioned that all subjects
had normal or corrected-to-normal vision. The sampling was randomly performed
although the subjects were selected from various places in London and the greater
area so that a further diversity of the population participated could be achieved.

The device used in the experiment was an Ultra Mobile PC (UMPC) and more spe-
cifically an ASUS R2Hv (with a 7-inch screen display). This device was chosen
because the platform technology of such an ultra-mobile, ultra-portable PC with a
small screen display is expected to be the norm over the next few years for pedestrian
3D navigation.

In order to contrast the normal shading rendering style with the non-photorealistic
rendering styles, it was decided to use six rendering styles overall, representative of
NPR styles in general. Thus, 3D rendered images have been created for each of these
styles of an average central London urban area using the Virtual City Maker applica-
tion [16]. The styles were the following; a) normal shading b) toon-shaded c) pen-
and-ink with noise d) pen-and-ink e) line rendering and f) volume illustration. Figure
1 demonstrates a variety of the rendering styles used.
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Fig. 1. The six rendering styles used in the experiment

A questionnaire was used for the collection of data. This included demographics
such as general details of each participant (age, gender, occupation etc) and some
questions regarding their previous experience regarding non-photorealistic rendering,
navigation applications and mobile devices. The rest of the questionnaire was divided
in six sections; one for each rendering type (normal shading, toon-shaded, pen-ink
with noise, pen-ink, line rendering, volume illustration). Each section included seven
(ordinal scale) questions, exactly the same ones for each rendering type as well as a
special part at the end dedicated to any comments that could be left by the respon-
dents (open question). All the questions were related to the efficiency of the rendering
type in context with mobile 3D urban navigation. More specifically, the subjects were
asked for each rendering type;

. how they would rate the urban environment they see aesthetically

. how easy they would be able to perceive distance in the urban environment given

. how easy they would be able to perceive height in the urban environment given

. how easy it would be to distinguish finer details in buildings such as doorways and
windows in the urban environment given

e. how immersive they find the urban environment given

o0 o



172 C. Gatzidis, V. Brujic-Okretic, and M. Mastroyanni

f. how effective in interaction with the user they would find the urban environment
given if it was used in a navigation application

g. how appropriate and/or visible they think this rendering style is for small-screen
display devices like the one used in the experiment

For each of the ordinal scale questions answers should be given from 1 to 5. 40 to 45
minutes were spent on average per subject. After observing on the UMPC device sev-
eral different angles of the 3D urban model in each rendering style, the participants
were given the chance to answer the questions above for each one before moving to
the next style.

3 Results

For each of the seven ordinal scale questions that contribute to the efficiency of a ren-
dering style in context with mobile urban navigation we can simply average (calculate
the arithmetic mean of) the results in total, as demonstrated in the following sections.

3.1 Aesthetics

In Figure 2 it is noticed that the normal shading rendering style is aesthetically equal
to the toon-shaded rendering style. That is to say, the majority of the population that
participated in the experiment preferred aesthetically both of the aforementioned ren-
dering styles. It is very interesting to see an average value on both rendering styles
which is exactly the same.

Aesthetics
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Fig. 2. User aesthetical preference

Furthermore, it is also noticeable that line rendering scores second as far as aesthet-
ics is concerned. Volume illustration scores third aesthetically while from the two
pen-and-ink styles the one without the noise scores higher leaving pen-and-ink with
noise last. Interestingly, we notice that normal shading and toon-shaded rendering
styles score equally aesthetically but much above the average of levels (ranging from
1 to 5 or “very poor” to “excellent”) while line rendering comes second with some
distinguishable difference from the first ones (but again above the average). The other
styles score below the average, a fact that shows that they are not preferred aestheti-
cally by the participants.
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3.2 Distance

In Figure 3, we notice that the toon-shaded rendering type is almost equal to the nor-
mal shading rendering type as far as distance perception is concerned. That is to say,
the majority of the population that participated in the experiment suggested that they
were able to perceive distance easier in both of the aforementioned rendering types
than the other types with a slight preference of the normal shading over the toon-
shaded. Again, it should be mentioned here that the average value in those types is
almost the same. Line rendering scores third as far as distance is concerned. Volume
illustration scores fourth while from the pen-and-ink styles the one without the noise
scores higher leaving the style of pen-and-ink with noise last. Finally, the results
indicate that the normal shading and toon-shaded rendering styles score almost
equally and much above the average of levels (ranging from 1 to 5 or “very hard” to
“very easy”) while line rendering comes third with some distinguishable difference
from the first ones (although slightly below the average). The other styles score below
the average, a fact that shows that they are not preferred by the participants as satis-
factory rendering styles as far as distance recognition is concerned.

3.3 Perceiving Height

In Figure 4, we notice that the toon-shaded rendering style is almost equal to the nor-
mal shading rendering style as far as height perception is concerned. That is to say,
the majority of the population that participated in the experiment suggested that they
were able to perceive height easier in both of the aforementioned rendering types than
the other types with a slight advantage of the normal shading over the toon-shaded.
Again, it should be mentioned here that the average value in those types is almost the
same. Line rendering scores third as far as height is concerned. Volume illustration
scores fourth while from pen-and-ink styles the one without the noise again scores
higher leaving the style of pen-and-ink with noise last. The data indicate that the
normal shading and toon-shaded rendering types score almost equally and much
above the average of levels (ranging from 1 to 5 or “very hard” to “very easy”) while
line rendering comes third with some distinguishable difference from the first ones



174 C. Gatzidis, V. Brujic-Okretic, and M. Mastroyanni

Height
5
a - 6 e
3,64 3.56 B Normal shading
;3 R O Togn-sheded

[ Pen-ink noise

2.24
2 1.76 1.82 B Pen-irk
M Lina rencering
1
Myalumea llustration
o]

Rendering Type

Parcalving Heighs
Lavel

Fig. 4. Ability to perceive height in rendering styles

Details

° 3.36 33 w Hormal shading

OToor-snaced

Level

Bl Pen-nkanise

2.04
“ 138 14€ 1.52 W 2en-ink
1 I I H B Lne rendering
Ovalame Hastration
0

Rendering Type

Distinguishing Details

Fig. 5. Ability to distinguish finer details in rendering styles

(but above the average). All the other styles score below the average, a fact that shows
that they are not preferred by the participants as satisfactory rendering styles as far as
height is concerned.

3.4 Distinguishing Details

Interestingly in Figure 5, we notice that the toon-shaded rendering type scores higher
than the normal shading rendering type as far as the details that can be distinguished
is concerned. That is to say, the majority of the population that participated in the ex-
periment suggested that details in buildings (windows, doorways etc.) were clearer to
make out in the toon-shaded rendering style than the normal-shading. Line rendering
scores third as far as the distinguishable details are concerned. Volume illustration
scores fourth while from the two pen-and-ink styles the one without the noise scores
slightly higher leaving the style of pen-and-ink with noise last. Finally, the data indi-
cate that normal shading and toon-shaded rendering types score almost equally much
above the average of levels (ranging from 1 to 5 or “very hard” to “very easy”) while
line rendering comes third with some distinguishable difference from the first ones
(below the average). The other styles score below the average too, a fact that shows
that they are not preferred by the participants as satisfactory rendering styles as far as
making out details is concerned.
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3.5 Immersiveness

In Figure 6, we notice that the toon-shaded rendering style scores slightly higher than
the normal shading rendering style as far as immersiveness is concerned. That is to
say, the majority of the population that participated in the experiment suggested that
they have found the 3D urban environment given very immersive in both of the
aforementioned rendering styles (since the difference between them is really small).
Line rendering scores third as far as immersiveness is concerned. Volume illustration
scores fourth while from the pen-and-ink styles the one without the noise scores
higher leaving the style of pen-and-ink with noise last. Finally, the data indicate that
normal shading and toon-shaded rendering types score almost equally much above the
average of levels (ranging from 1 to 5 or “not at all” to “very much”) while line ren-
dering comes third with some distinguishable difference from the first ones (although
slightly below the average). All the other styles also score below the average, a fact
that shows that they are not preferred by the participants as satisfactory rendering
styles as far as immersiveness is concerned.
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3.6 Interaction Effectiveness

In Figure 7, we notice that the normal shading rendering type scores slightly higher
than the toon-shaded rendering type as far as the effectiveness in interaction with the
user is concerned. That is to say, the majority of the population that participated in the
experiment suggested that the user could be able to interact more effectively in the 3D
urban environments relating to both of the aforementioned rendering styles (since the
difference between them is really small). Line rendering scores third as far as the ef-
fectiveness in interaction with the user is concerned. Volume illustration scores fourth
while from pen-and-ink styles the one without the noise scores higher leaving the
style of pen-and-ink with noise last. Finally, the data indicate that normal shading and
toon-shaded rendering types score almost equally and much above the average of
levels (ranging from 1 to 5 or “not at all” to “very much”) while line rendering comes
third with some distinguishable difference from the first ones (although below the
average). All the other styles score below the average.
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3.7 Suitability for Small Screen

In Figure 8, we notice that the normal shading rendering type scores higher than the
toon-shaded rendering type as far as its suitability for small-screen display devices is
concerned. That is to say, the majority of the population that participated in the ex-
periment suggested that both of the aforementioned rendering styles (since the differ-
ence between them is really small) are very appropriate and visible for usage on a
small-screen display device. Line rendering scores third as far as the appropriate-
ness/visibility for small-screen display is concerned. Volume illustration scores fourth
while from the pen-and-ink styles the one without the noise scores higher leaving the
style of pen-and-ink with noise last. Finally, the data indicate that normal shading and
toon-shaded rendering types score almost equally and much above the average of lev-
els (ranging from 1 to 5 or “not at all” to “very much”) while line rendering comes
third with some distinguishable difference from the first ones (but again below the
average). All the other styles also score below the average.

4 Discussion of Results and Conclusion

The collected data was also analysed by a number of other ways (not shown in this
publication) including averaging male-female population and using the one-way
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ANOV A model. Overall, results agree on the following: the cartoon-shaded view (one
of the NPR rendering styles) is efficiently equal or almost efficiently equal to the
photorealistic shading in context with mobile urban navigation (i.e. in all categories
examined). Notably, finer details of the 3D environment were more distinguishable to
the subjects in the aforementioned NPR rendering style than in any of the others
including the photorealistic view, meaning that building outlines, doorways, windows,
street signs and other intricacies of the scene are more easily recognised with this vis-
ual representation. This style was also ranked as the most immersive according to user
preference. These findings support the initial argument that a mobile navigation sys-
tem with an expressively rendered view (a toon-shaded one in particular) has tangible
advantages over the standard photorealistic shading on a cognitive level.

Currently a real-time navigation experiment is underway (as the second part of this
study), where users are asked to walk a distance of approximately 100 metres in the
same area, for each rendering style, with a mobile device (PDA) in hand, while
observing the corresponding 3D model which is translated in real-time according to
the subject’s positioning and orientation. The mobile device comes equipped with a
GPS and digital compass and is running a prototype of the LOCUS application [17].
The same seven areas with the study presented above will be researched again with
similar questions post-tasks, after each one of the rendering styles. This way, a com-
plimenting and contrasting study for real-time NPR results will emerge which can
offer comparable results with the ones presented in this publication, leading to further
discussion on the applicability of NPR to mobile navigation visualisation.
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Abstract. Creating effective and compelling soundscapes for simulations is a
challenging process that requires non-traditional tools and techniques outside
the scope of standard production methods. In an immersive simulation, sound is
at least as important as graphics; auditory cues can be heard from behind walls,
around corners, and out of the line of sight. This paper describes a novel ap-
proach to interactive 3D sound design utilizing vision-based motion capture and
multi-tiered, configurable loudspeaker delivery.

Keywords: Sound Design, Immersive Simulation, Motion Capture, 3D Sound,
XACT.

1 Introduction

Sound is well understood in the film industry to be at least “50 percent of the experi-
ence” and as such a great deal of time and money are put into the scoring and sound
designing of a major film production. Films are then released into sound treated
rooms with powerful surround systems and bass transducers that can envelope the
listener in an intense aural and tactile experience to complete the visual display on the
screens in front of them.

It can be argued that sound is even more important in an interactive, multi-modal,
and fully immersive simulation. Sound is an essential form of communication and can
be used in both verbal and non-verbal forms, and in abstract and naturalistic presenta-
tions. Abstract sounds are used in many aspects of simulation and in general computer
interaction. “Beeps and boops” let the user know when new messages or processes
may require attention or some form of action. These sounds may also provide feed-
back when a user has made an erroneous command or has added a new device to a
system. Naturalistic sounds are more common in gaming and simulation and may
provide environmental details whereas linguistic sounds can give direct commands
and communications to the user [1].

In fully immersive environments, sound provides a truly 360 degree, 3D sense.
Humans can detect sounds all around them, in front or behind, as well as above and
below head level. Eyes cannot see through walls or around corners but ears can hear
sounds that are occluded by such obstructions thus providing a unique source of in-
formation that would otherwise be unavailable. Sound has been shown to greatly
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increase a sense of immersion and presence in simulation and is an essential compo-
nent for situational awareness [2]. Additionally, temporal acuity is an order of magni-
tude greater with hearing than it is with sight in the human system and as such can be
an essential first indicator of an important cue or event in a simulation or real-world
situation [3].

Sound design is the art and science of capturing, synthesizing, mixing, integrating,
and delivering sound into a particular form of media. Interactive, immersive simula-
tion is one of the most challenging environments for a sound designer. Unlike a
linear product such as film, a sound designer must craft the audio in such a way as to
be responsive to unexpected and oftentimes unpredictable interactions. Where a sound
designer for a film can hear the final product and tweak every last sound, a sound
designer for interactive simulation will never hear a final product. Every time a simu-
lation is run, a different set of outcomes and interactions will change the overall pres-
entation of sound.

In order to provide a sound designer of interactive simulations with tools that can
facilitate a successful outcome and effective final product, new capabilities must be
developed that allow the designer to work in an environment similar to the listeners’
environment. In other words, the sound designer must be able to design within the
actual immersive and interactive world.

This paper provides an overview of the production pipeline for the sound design of
interactive simulation and describes two new approaches for the integration and
delivery of sound.

2 Audio Production Pipeline for Simulation

The sound design process for interactive simulation can be summed up in four main
steps: capture and synthesis, mixing and mastering, integration, and delivery. The
first two steps utilize standard production hardware and software and are consistent
with most other media projects that have a sound design component. The final two
steps require tools and processes that differ greatly from standard production and as
such require a certain amount of research and innovation to produce a quality product.

2.1 Capture and Synthesis

Capture consists of recording (in the field or in the studio), gathering sound effects
from available libraries, and synthesizing sounds utilizing hardware and software syn-
thesizers. Field recording refers to on-location capturing of various kinds of sound
effects or environmental sounds. This is typically done with mobile recording devices
such as the Sony PCM-D1 or similar units. Field recording is essential for the capture
of authentic soundscapes (some examples could include ambience in a remote forest,
a dense urban cityscape, a shooting range, etc.). Studio recording is used for the
isolated capture of discrete sound events such as voice or Foley (the recording of
sounds to videos or animations, e.g. footsteps). The controlled environment of studio
recording allows for a clean capture of very specific sound effects which can later be
mixed into a larger soundscape.
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Some sound effects cannot be captured because of budget or other practical limita-
tions. These sounds can often be retrieved from sound effects libraries. For instance,
if a simulation requires the sound of a 50 caliber machine gun, arranging to record
this kind of sound will take a good deal of time, money, planning, and other logistical
concerns. Adequate recordings of such sounds already exist in effects libraries that
can be purchased for a greatly reduced cost. Finally, some sounds that may be neces-
sary for a simulation don’t exist in nature. For simulations that require abstract sounds
(such as various kinds of “beeps and boops”), synthesis is a good approach. Synthesis
can also be used to add an extra effect to real world sounds. For instance, most
recordings of gun shots fail to capture the haptic component of a weapon being fired.
A crafty sound designer can add a low-frequency “hit” into the sound of a gun firing
to provide a richer and more true-to-life effect.

2.2 Mixing and Mastering

Mixing and mastering is the process during which all captured, gathered, or synthe-
sized sounds are brought together and output to a set of finalized audio files that will
be used in the simulation. Some sounds may be as simple as a single footstep while
others may be 5 minute long, richly layered ambient tracks. This is the last step in the
standard production process that a sound designer for simulation follows and in
many instances this is the last step where a sound designer may be able to exert
creative control.

2.3 Integration

Integration is the process where all sound effects are made accessible to the game
engine or controlling code. Depending on the tools available to the sound designer,
this could be as simple as handing over a folder with audio files to a programmer, or it
could be a much more involved process using audio toolkits, scripting engines, or
other methods of integration. The manner in which this is handled can be the differ-
ence between an elegant presentation of sound or a repetitive and annoying auditory
experience. If the sound designer does not have the proper tools to test and tweak at
this stage, the end product will suffer as a result.

2.4 Delivery

Delivery is the method through which sound goes from the computer to the user’s
ears. This can involve the use of headphones, loudspeakers, tactile transducers,
hypersonic sound devices and other technologies. The main challenge for anyone
designing sound for gaming and simulation is that it may not be known what hard-
ware the end user will use. There are standards for movie theatres and even though
the quality among them may vary, there is at least a minimum of expectation for what
the delivery system will be. Sound designers for simulation cannot depend upon such
expectations. As such, the delivery of sound must be made scalable to accommodate a
wide variety of delivery formats. Even when simulation is not intended to be distrib-
uted and may only be experienced in set environments, the specific environments may
vary greatly from the controlled space of a mixing room. For example, the final prod-
uct may be in an elaborate MOUT facility or it may be a travelling simulation that is
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to be displayed at convention centers or exhibitions. These factors must be consid-
ered and addressed by the sound designer and resolved either programmatically or
through creative hardware configurations.

3 Integration: XACT and Motion Capture

The integration process developed at the Media Convergence Laboratory (MCL)
combines off the shelf technology and custom designed tools to place as much control
as possible in the sound designer’s hands. The XACT sound toolkit which is a part of
Microsoft’s XNA suite is utilized for the first step of the integration process. XACT
allows the sound designer to create wave and sound banks from a collection of .wav
files. The designer can create individual cues that reference one or multiple sounds
within the banks. A number of built in features give the sound designer specific
interactive controls that would typically be hard coded by a programmer and an audi-
tioning feature that allows the designer to preview the results. Below is a brief list of a
few key features currently being utilized by MCL’s team:

Looping

Randomized playback

Randomized pitch and volume shifting
Distance attentuation

Global dynamic variables

The XACT toolkit provides an excellent set of controls for the sound designer,
especially for real-time and interactive audio cues. However, it still does not provide
the designer with the ability to tweak and alter sounds from within the simulation
environment.

3.1 Motion Capture

One of the biggest challenges for visual designers is the translation of motion capture
to the simulation environment. Animations that may look good inside of Motion-
Builder, Maya, or 3D Studio Max don’t always translate properly to the actual simula-
tion. This problem can be compared to the issues that sound designers face when the
audio in a traditional production environment sounds much different than it does once
integrated. Motion-captured animations are essentially pre-scripted sequences that
can be triggered at certain times and looped if necessary. There is a similar need for
these types of sequences in sound design. For instance, in a given simulation there
may be a certain time when two helicopters are triggered to fly past each other. One
way to handle this may be to place the sound of a helicopter on each model and when
they are triggered, the sound moves with the models across the scene. This approach
rarely yields satisfactory results. Ideally, the sound designer would be able to work
directly in the environment and, by hand, move an evolving sound from its start to
stop points.
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Fig. 1. Sound Designing with Motion Tracking

The system designed by MCL allows the sound designer to do just this. Utilizing
two inexpensive motion-capture cameras and retroreflective objects, the sound de-
signer can attach a sound or sounds to a node or nodes and move them in real-time
across the 3D space to achieve the precise effect desired for a given situation. In many
instances, there are sounds that have no virtual model associated with them. For
instance, in a given simulation it may be appropriate to have birds flying around
through the soundscape. Hand crafted audio animations can be created while monitor-
ing their effects in real-time to create a very compelling and realistic sounding spatial
effects for this type and many other scenarios.

The system is designed to be size-scalable such that a sound designer can create a
200 foot long animation by merely moving a retroreflective object 20 centimeters. In
other words, the animations can be created without having to get out of a chair and
can be done on a desk table.

4 Delivery: Configurable Speaker Placement

Most audio APIs such as OpenAL or Creative’s EAX don’t provide support for alter-
nate speaker arrangements. Speaker set-up is therefore determined by the sound card
software. Typical sound cards will provide support for traditional set-ups including
headphones all the way up to 7.1 configurations. However, it is assumed that the
speakers will be set up on a single plane and according to conventional guidelines.
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One huge limitation of these configurations is the inability to simulate sound in the y
axis (i.e. above and below head level). For 3D simulation it is essential to have true
3D sound. This cannot be achieved with a single tier of speakers.

The system developed at MCL allows for the placement of speakers in non-
standard configurations, including multiple tiers. Each individual output channel on a
sound card can be assigned a specific location in 3D space. If a simulation is
designed such that the user will remain still then the user location can be assumed to
be stationary. However, if the simulation requires that the user move through out a
physical environment, the user must be tracked and their location should affect the
way in which the sounds are spatialized. In the system described here, this is handled
by a ListenerObject which can either be placed at the point of origin (for desktop
simulations with a stationary user) or can be placed on the user (for immersive simu-
lations with a mobile user). The spatialization algorithm accounts for both the speaker
locations and the user location in order to determine the output.

The most computationally and algorithmically complex part of the rendering pipe-
line is the spatialization computation for spatialized channels. The essence of the
algorithm is the computation of a table of attenuation factors for each combination of
source and speaker on that channel. This table is computed once per iteration of the
channel thread, and then each sample in the block of samples read in that iteration is
multiplied by the appropriate attenuation factor in the table. The computation of the
attenuation factors is based on the techniques for spatialization described in [4];
the essence of it is that the dot product of the vector to the source and the vector to the
speaker is used for attenuation, so that speakers in exactly the direction of the source
play the sample at full volume, and the attenuation factor increases based on an in-
creasing angle until at a difference of 90 degrees, the sample contributes nothing to
that speaker. This also means that speakers at an angle of greater than 90 degrees—
i.e., speakers in the opposite direction of the source, will not play those samples; this
does lead to undesireable artifacts—for example, a sudden and jarring transition from
the speakers on the left to those on the right when a source moves past the origin
along the x-axis—but the simplicity of the technique makes it a desirable one to use
despite the artifacts associated with it, and such effects can be avoided as long as the
sound designer is careful to avoid having sources move very close to the origin.
(OpenAL seems to exhibit the same artifacts, so it seems likely that the approach here
is typical of spatialized audio applications.)

5 Conclusions and Future Work

Sound is crucial element in immersive simulation and should be given the same kind
of consideration and effort as its visual counterparts. Providing sound designers with
tools that facilitate the process and cater to the particularities of simulation will result
in more effective and immersive simulations.

The current integration method described in this paper is a first step towards a bet-
ter production process for sound design in simulation. Sound orientation has not yet
been developed as part of this technique but should most definitely be implemented in
the future. Additionally, a system that can self calibrate speaker locations without the
need for measurement and placement within the scripting code would be a very useful
development.
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Abstract. Trails are a proven means of improving performance in virtual envi-
ronments (VE) but there is very little understanding or support for the role of
the trailblazer. The Use-IT Lab is currently designing a tool, the VTrail System,
to support trailblazing in VE’s. The objective of this document is to introduce
the concept of trailblazing, present the initial prototype for a tool designed
specifically to support trailblazing and discuss results from an initial usability
study.

Keywords: trailblazing, virtual environments, wayfinding.

1 Introduction

A hurdle to the wide-scale adoption of 3D interfaces is the lack of tool specificity [1].
Current tools and techniques do not take into consideration the specific needs of the
environment, the task or the user. Generality in 3D interaction design is evident
within the development of tools for navigation tasks. Navigation is a complex task
consisting of physical (travel) and cognitive components (wayfinding) [2]. One type
of wayfinding that receives very little attention is trailblazing — allowing the user to
mark routes traveled and places visited while traveling through an environment.

Trails remain a fundamental means of conveying directional information for the
purpose of wayfinding. Whether the trail consists of footprints in the snow or bread-
crumbs on a website, trails reduce the mental workload associated with wayfinding
tasks. While there are efforts directed towards the design of improved methods of
creating and presenting trails [3], [4], [5], there is a lack of research looking at the role
of the trailblazer in virtual environments (VEs).

The Usability and Interactive Technology (Use-IT) Lab is currently developing a
trailblazing tool called the VTrail Tool. The initial objective is to create the VTrail
Tool to enhance wayfinding within current virtual training environments, like those
being used by Department of Research Defense Canada (DRDC)-Toronto. Providing
support for effective trailblazing and trail following tasks can lead to improved
performance in virtual training applications [4].

2 Design of the VTrail Tool

The preliminary design for the VTrail interface was created based on scenario-
based task analyses performed on a typical infantry training scenario provided by
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Fig. 1. Initial design for the default VTrail Tool; user related information located at the top
center of the screen, trail information located on the bottom left, and the mini-map on the lower
right corner

DRDC-Toronto. By applying an object-oriented task analysis to the military ground
troop scenario, the key tools and behaviours to be included for the trailblazer were
identified. For the initial interface design, the tools were categorized as providing
information relevant to the user, the trail or the environment. These tools were com-
bined and the resulting interface is show in Figure 1.

2.1 Trail Information

A key component to the VTrail tool is the information regarding the trail. The trail
display, located in the lower left corner, provides information about the trail markers,
information embedded in a marker, and a preview of environment at the markers’
position.

A trail consists of at least two, and ideally more, markers. Each marker has an 1D,
position (X, y, z) and heading (in degrees) to find the next marker in the sequence.
Two buttons with triangle icons (pointed up, pointed down) allowed the user to scroll
through all the markers. Another button allows the trailblazer to remove the marker
currently being viewed. For the initial implementation of the VTrail, the users
are only provided with one type of trail marker. Limiting the user to one type of
marker simplifies the controls needed to create the trail. The marker design is based
on earlier studies [6].

To increase the utility of the markers, the users have the ability to embed additional
information into the marker. The trailblazer may want to highlight a landmark, or
provide a warning to the trail followers. Although the current implementation of the
VTrail only supports text, future versions could include multimedia content to
enhance the training potential of the VTrail tool.

A trailblazer may want to provide a trail follower the ability to preview the envi-
ronment prior to arriving at the location. As such, the design of the VTrail marker
includes a camera that provides a view of the environment in front of the marker. Fur-
thermore, although the VTrail system is designed based on continuous movement
through the environment, providing a preview of the environment with the marker
camera reduces disorientation if the training program allows for teleportation as a
means of travel.
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2.2 User Information

To be able to localize within an environment a user must know his position and
orientation.

In the real world, GPS data is presented in the conventional format of degrees:
minutes: seconds, which can then be overlayed on to a map to indicated the user’s
position in the world. Without the aid of the map, the GPS data is difficult to interpret
if the user has a desire to travel to a specific position in the world. Within VEs the
positional information is presented using Cartesian co-ordinates (x, y, and z if neces-
sary to represent vertical displacements). While positional data will indicate when a
user reaches a desired destination, a compass is useful in indicating the direction
necessary to reach the destination.

Using only a compass an expert wayfinder can successfully navigate to a desired
location and back provided he keeps accurate track of the distance traveled and bear-
ing. The simplest form of providing orientation information similar to a compass is to
indicate heading information with text, i.e. 0° representing North, and 180° represent-
ing South. Displaying the heading in this manner allows the user to quickly and
accurately align heading with the orientation of the trail marker provided by the trail
display. Combining a compass with a map allows for position tracking and terrain
prediction.

2.3 Environment Information

Providing a map to the users aids with planning, and reviewing of the trail as well as
construction of a mental model of the environment. The VTrail includes two maps, a
mini-map available while exploring the environment and a static world map. Both
maps are created using an aerial photograph and are presented with a North up orien-
tation. The mini-map, centered on the user represented by a dot, shows an exo-centric
viewpoint of the environment up to 25m around the user.

3 Usability Study

The initial objective of this user study is to answer fundamental research design ques-
tions, such as; are there unnecessary features currently included in the standard
design; are there features that should be added to the standard interface? Furthermore,
user feedback will be used to evaluate the design of the independent interface compo-
nents. For example, participants may provide insight with regards to the design of the
map or the marker information provided. While a detailed and separate study can be
performed on the design and validation of each individual component of the VTrail
interface, the decision was made to test the interface in its entirety because of possible
interactions between components. For example, use of a map is improved with the
presence of a compass.

This study compared performance on creating trails to guide a user to multiple tar-
gets in the environment using either the interface with a minimum number of features
or the current proposed default interface. The minimum interface is representative of
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performing the task with only a map and compass. The minimum interface is included
for comparison to ensure that adding additional information into the user’s visual field
does not interfere with task performance.

Additional insight for modifications to the design may be gleaned from studying
how individuals of different genders and spatial ability interact with the interface.
There are known behavioural differences in navigation due to gender and spatial abil-
ity, but it is unknown if the differences will require changes to the standard interface
to be more universal.

3.1 Participants

Twelve (6 male, 6 female) undergraduate students from the University of Waterloo
agreed to participate. All participants were right hand dominant and had normal
(20/20) or corrected to normal vision. When asked to rate their level of comfort on
using the computer controls all participants rated themselves with a score of at least 3
on a 5-point Likert scale, indicating somewhat comfortable using computers.

3.2 Experimental Setup

The virtual world was generated using the Virtual Navigation and Collaboration Ex-
perimentation Platform (VNCEP) supplied by DRDC. VNCEP ran on Pentium™ 4 PC
desktop computer with a 3.4 GHz processor and 3 GB of RAM. The computer uses
Windows™ XP operating system with a Quadro™ FX 3450/4000 SDI (256 MB) from
NVIDIA™. The large projection screen display was an 81 Fakespace® ImmersaDesk
with 1280 by 1024 resolution at a 75Hz refresh rate. Non-stereoscopic vision was
used to reduce possibility of simulator sickness [7]

Movement through the environment was similar to controls used in popular first
person computer games. Participants used the “W”, “A”, S”, and “D” keys on the
keyboard to translate through the environment. The participant’s walking speed was
set to 1.5 m/s to simulate walking, but the participant could increase their speed to 3
m/s by pressing either “Shift” keys on the keyboard. Participants controlled their
viewpoint through the mouse. Translating the mouse forward allowed participants to
look up and translating the mouse backwards moved the viewpoint down. Left and
right mouse movements controlled the viewpoint in their respective directions. The
left mouse button was used to drop the trail markers and the right mouse button
removed the marker nearest to the user. Travel was coupled with the gaze of the
user. Participant movement was restricted to a single plane to simplify control and
environment design.

The experimental environments consisted of three large-scale, approximately 300m
x 300m, environments. Since there are no self-reported differences in wayfinding
strategies between indoors and outdoors [8], the environments represented an outdoor
rural setting. A rural environment was preferred over an urban environment because
of the increased complexity of selecting a direction at a decision point. In an urban
environment the decision may be constrained by the structure of the decision point
(e.g. a 4-way intersection forces a choice between 3 directions). The environments
were constructed in the form of a 3x3 matrix, consisting of nine square tiles each
100m x 100m. To reduce possible experimental bias due to the design of the world,
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Fig. 2. Exocentric View of One of the Experimental Environments

the environments were created from a random arrangement of the nine tiles. Each tile
contained a large feature (e.g. a building), a smaller feature (e.g. windmill), and
assorted vegetation (e.g. trees and bushes). Participants were not able to enter the
buildings. An exocentric view of an archetypal rural landscape is shown in Figure 2.
Lighting simulated daytime levels.

3.3 Method

Upon arrival at the USE-IT Lab the participant was seated at a table approximately
one meter in front of a large (81”) projection screen. The participant was provided
with an information letter describing the main objectives, the benefits of participating
and the potential minimal risks of participating in a computer-based experiment. After
reading the information letter the participant was asked to sign a consent form and
complete a background questionnaire. The background questionnaire collected infor-
mation on demographics (age, gender, computer experience, wayfinding experience),
vision, and computing gaming experience. Participants completed the cube-
comparison test [9]. Both tests are pencil and paper based and measure mental
rotation, which has been linked to wayfinding ability [10]. Spatial ability will be stud-
ied as a covariate in these experiments as it may help explain individual differences in
performance.

Two researchers were present during the study. One researcher was responsible for
recording observations while the other researcher was responsible for running the
study. Test scripts were used to reduce experimental variation. The participant was
given an opportunity to learn how to use the VTrail interface during a familiarization
in an environment similar to the experimental environment.

Upon completing the familiarization task, participants began the experimental
trials. During the experimental trials participants were asked to use a “think aloud”
protocol. The participant completed three (minimum/default/control interfaces) trials.
For the minimum and default trials the trailblazing participant was asked to create a
trail that would help someone deliver five packages to the appropriate locations. For
example, the football would go to the stadium. At the beginning of each trial the
trailblazer was provided a list of the delivery items and could either locate the five
delivery targets and then create the trail or generate the trail while searching for
the delivery locations. Once the participant was satisfied with the trail they could
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terminate the trial. The control condition was used to measure the participants’ per-
formance on the delivery task without the additional task of creating a trail. In the
control condition the participant had to memorize the list of five items to be delivered.
Upon locating all five locations, the participant was required to return to the starting
location. Once the participant was back at the starting point the control trial was com-
plete. Due to the differences in the task between the control trial and the minimum
and default trials, the control trial was not included in the analysis. The control trial
was included to determine if there are any baseline differences between the partici-
pants in this study and the participants selected for a planned study on trail following.

The order of minimum and default trials was random for the first two trials and the
control was always the third trial. Performance on the control was not relevant in the
comparison between the two VTrail interface designs but is used for another aspect of
the study not discussed in this paper.

At the end of each trial the participant was asked to complete a subjective usability
questionnaire on the interface they had just used. After completing the three trials the
participant was thanked and provided with a general feedback letter outlining the
benefits of the research.

3.4 Measures

There were two types of measures used in the assessment and comparison of the
proposed interfaces; performance measures, and usability measures.

Performance Measures
The common method of quantitatively comparing interface designs is through task
performance metrics. For this study the task metrics were time and distance travelled.
A more useful metric in assessing the effectiveness of the VTrail interface was the
quality of the trail generated. A well-designed interface enables a trailblazer to create
trails using an appropriate number markers that are placed in a manner that facilitates
effective trail following. Poorly performed trailblazing will result in the placement of
markers that are confusing or do not provide useful information. However, the litera-
ture does not provide any recommendations for assessing the quality of a trail from a
user’s perspective. Quantitatively it is possible to use graph theory to determine the
number of markers dropped and positioned in the VE, as well as the distance between
markers. However, such an approach does not view the trail within the context of the
environment. The use of qualitative measures is likely to more suitable. The proposed
approach to evaluating trail quality is based on modified criteria set by Parks Canada
[11]. Modifications to the guidelines were required to due to physical requirements in
the real world that are not applicable in virtual worlds, such as soil erosion. For this
study, the virtual trails were evaluated on the following: marker placement (hard to
spot, easy to spot), frequency of markers (too many, too few, appropriate number),
length of trail (too long, not long enough), location of interest (e.g. start, finish, deliv-
ery location) indicated and overall impression of the trail quality. Graduate and
Faculty members of the Use-IT lab were asked to independently review the created
trails and evaluate the trails on a 5-point Likert scale based on a set of heuristics. One
example of a heuristic is; “are the markers positioned in the environment so that
the markers are easy to identify?” If all the markers are easy to identify, then the
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participant may receive a high score (around 5 on the scale) for the trail, whereas
markers that are poorly positioned will result in a low score (around 1 on the scale).
Averaging the ratings across the reviewers will contribute to an overall measure of the
path quality.

Usability Measures
In addition to the task metrics an important source of data for evaluating interface
design is user preference data captured through subjective questionnaires. The ques-
tionnaires were based on a 5-point Likert Scale, where 1 represents “strongly
disagree” and 5 represents “strongly agree”. For example, a question asks the partici-
pant to rate the usefulness of each tool provided. Participants were also asked to rate
the overall interface. Space was provided for the student to add additional feedback.
Accumulated observational data, from the “think aloud” protocol and recorded
observations during the trials provided additional insight into the effectiveness and
usability of the components of the interface designs.

3.5 Results

The results of the pre-task mental rotation test were analyzed to determine if there
were any differences in spatial ability between the genders. A T-Test comparing
scores on the mental rotation task found no significant difference (p >.05) between
the genders.

To determine trail quality four graduate members of the Use-IT lab (2 male, 2
female) received an hour-long training session involving a description of the trail
quality metrics and practiced evaluating trails to ensure consistency. Trail evaluators
then independently assessed all the trails in a random order. The final trail quality
score was the average of individual evaluators scores.

A repeated measures analysis of variance (ANOVA) design was used to analysis
the time spent trailblazing, distance traveled, and trail quality score, with factors
being, Gender (2; male, female) X Interface (2;minmum, default) and spatial score as
the covariate.

Analysis of the time and trail quality found no significant (p >.05) main effects or
interactions. There was a significant interaction between gender and interface on the
distance traveled while trailblazing, [F(1,9) = 8.30, p <.05]. On average, females trav-
eled further (M = 37774m, SD = 14240) when using the minimum interface compared
to the default interface (M = 23790m, SD = 10611).

Usability data was analysed using Friedman’s test. Results indicate that the par-
ticipants significantly, preferred using the default interface [mean rank = 1.75; ¢* (1,
n=12) = 6.00, p <.05] compared to the minimum interface [mean rank = 1.25]. Par-
ticipants also indicated that they did not like the embedded marker cameras, ¢* (2,
n=12) = 6.50, p <.05.

4 Discussion

The objective of this initial study was to validate the current toolset provided in the
default VTrail interface. In addition the study investigated the effect of providing
additional information on trailblazing performance (minimum interface versus default
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interface). Due to known differences, gender and spatial ability were included as co-
variates to gain insight on the impact of individual differences on interface design.

Some interface components were viewed as critical, such as the compass and mini-
map. However, the features that participants responded to positively require further
development. For example, the compass was provided in a strictly digital display, and
a participant mentioned a preference of having a combined traditional dial compass
for a relative sense of direction and digital information for improved accuracy. In ad-
dition, the marker camera feature was considered to provide of little or no support.
While being able to view a location prior to teleporting reduces disorientation [12] the
ability to teleport was not provide in this study and so this feature had limited use.
However, other applications may allow users to jump between locations and so future
VTrail interfaces may incorporate this feature that can then be customized to the
needs of the specific application.

Participant feedback also led to some design considerations for the next version of
the interface. The current interface provided users with a single type of trail markers
to simplify the controls. However, participants expressed an interest in having another
marker, one for conveying directional information, and another for marking important
locations.

Previous studies [13], [14] reported that participants failed to create trails when
asked to simply manually drop the markers. However in this study all the participants
made use of the markers to create trails. The difference may be due to the fact that the
primary task in this study was the creation of the trail whereas trailblazing was a sec-
ondary task in the previous studies. This suggests that users are capable of producing
trails which may be more meaningful than a trail generated automatically based on an
individual’s travel history. However, based on trail quality results there is room for
significant improvement to the quality of the trails generate, which can be achieved
through improved awareness of the concept of trailblazing and further improvements
to trailblazing support tools.

Despite the lack of difference in spatial ability, females tended to travel further
when using the minimum interface compared to using the default interface. This
suggests that providing additional information improves female performance on a
trailblazing task, while males may achieve little performance gains from enhanced
information on basic trailblazing tasks. Since the gender difference disappears when
provided with additional support, this suggests that there is no need to consider the
need for different interface designs for the different genders.

The small number of participants used in the study may be viewed as a limitation,
particularly with a lack of significant results. However, this study is primarily a
preliminary a design activity to determine interface design guidelines for the VTrail
system. Similar to heuristic evaluation [15], individually participant feedback is in-
complete, but the aggregated data of the 12 participants provided enough information
to move forward with the next design cycle.

5 Conclusion

Initial results are encouraging and provide insight for the direction for future studies.
Tools included in the original design have been identified as not useful and removed
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in the next design. Furthermore, feedback from the users has resulted in the inclusion
of additional VTrail modifications such as the use of multiple trail marker types.
Finally, this study demonstrated that providing additional information to the trail-
blazer did not overload or hinder the performance on the trailblazing task. While the
trails generated from trailblazing with the VTrail interface were not better than the
trails with the minimum interface, this may be due to the participant’s lack of trail-
blazing experience.Further modifications to the trail quality heuristics may also be
necessary in future studies. Feedback provided by participants will be reviewed and
incorporated into the next version of the VTrail trailblazing interface.

The efforts of this research are directed towards the design of the VTrail Tool to
aid in the generation of trails in virtual training environments. However, due to the
lack of understanding on how to support trailblazing, this study and the others that
follow will be setting the foundations for the understanding of trailblazing in the
current known and future unknown environments.
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Abstract. This study assessed the utility of measures of Self-efficacy (SelfEffi-
cacy) and Perceived VE efficacy (PVEefficacy) for quantifying how effective
VEs are in procedural task training. SelfEfficacy and PVEefficacy have been
identified as affective construct potentially underlying VE efficacy that is not
evident from user task performance. The motivation for this study is to establish
subjective measures of VE efficacy and investigate the relationship between
PVEefficacy, SelfEfficacy and User task performance. Results demonstrated
different levels of prior experience in manipulating 3D objects in gaming or
computer environment (LOE3D) effects on task performance and user percep-
tion of VE efficacy. Regression analysis revealed LOE3D, SelfEfficacy,
PVEgefticacy explain significant portions of the variance in VE efficacy. Results
of the study provide further evidence that task performance may share relation-
ships with PVEefficacy and SelfEfficacy, and that affective constructs, such as
PVEefficacy, and SelfEfficacy may serve as alternative, subjective measures of
task performance that account for VE efficacy.

Keywords: User-based evaluation, Virtual Environment, Evaluation methodology.

1 Introduction

Immerging computing technologies, such as Virtual Reality (VR) is perceived to be
effective in enhancing human abilities to complete complex tasks. A generic immer-
sive VR system consists of a virtual environment (VE), advanced human-computer
interface and models of interaction, these are useful for facilitating perception in such
computer simulated 3D environments [18]. Enhanced perception is achieved through
using displays that provide rich visual, auditory and haptics sensory information that
allow human users to easily engage, immerse and interact with learning tasks [7]. A
Virtual Environment (VE) is often used synonymously as VR to describe an environ-
ment based on real-world or abstract objects and data [17].

Effective design of a VE is often aimed at conveying to users the feeling of being
“immersed”, “present”, “engaged”, “satisfied”, and or “enjoyed” in the simulated envi-
ronment [9, 11, 12, 14, 16]. Moreover, to convey high level of self-efficacy- individu-
al’s beliefs of his or her capability to organize and execute the behaviors to performing
tasks successfully [19] are thought to be useful. It has been speculated that facilitation
this sense of self-belief not only leads to higher level of acceptance and adaption of
computer technology [3, 5] but also enhance task performance and outcomes [2].

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 196-$03, 2009.
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In the field of VE understanding how to use immersive technology to support the
learning of abstract concepts or tasks and evaluating the degrees of effectiveness of
how well a system is in assisting a user to achieve the intended learning, this present a
substantial challenge for designer and evaluators of this technology. The challenges
include users understanding, transfer of training and retention of trained techniques.
Further, it is unlikely that a single evaluation factor or criteria construct will be
capable of adequately assessing VE efficacy [10, 15, 17]. Many orientational, affec-
tive, cognitive and pedagogical issues are considered fundamental to VE efficacy
[10]. However, there is currently no standard on the “best” way to quantify VE
efficacy [17].

1.1 Measures of VE Efficacy in User-Based Evaluation

Typically, VE is measured objectively on user task performance. Common task per-
formance measures used to evaluate the effectiveness of VE include time on task,
speeds of completion and numbers of errors [12]. Additionally, having computer
event driven recordings of all the experiments details, allowing for the incorporation
of more accurate performance evaluation of the VE is also used widely in usability
evaluation. Other objective measures are derived from physiological factors involve
recording, such as heart-beat, blood pressure or eye movement over the course of the
experiment. These are useful for ergonomic assessment of VE as they allow us to link
physical responses directly to VE. Quantitative data produced from these objective
measures is useful in showing “what” the users did, but they cannot be used to explain
“how” or “why” user performed in a certain manner [18].

On the other hand, subjective measures, such as self-report in behavioral interview
and questionnaires involve collecting both quantitative and qualitative data during a
usability evaluation or user modeling, in which user behaviors are collected and
assessed. Self-report data through behavioral questionnaire, for example is useful in
collecting data of subjective views on particular aspect of interaction and learning
experience with computer systems. Various multiple response modes such as physio-
logical, motoric, and cognitive behaviors can be gathered using questionnaire [18]. It
has advantages, such as an efficient use of time for both evaluator and respondent,
and standardization of questions. In the field of VE, questionnaires are used quite
frequently to elicit information about subjective phenomena [17]. Well designed ques-
tionnaire, such as Presence Questionnaire (PQ) by Witmer and Singer (1998) [20]
have wide reaching effects and have been adapted extensively in evaluation of VE.
More importantly, insight of user perception and preference of an interactive comput-
er system can not be explained fully if only objective measures are used. For these
reasons, there has been a call for subjective measures of VE in the literature.

1.2 Quantifying VE Efficacy through User Perception

Empirical evidence illustrates that perceptions such as self-efficacy (beliefs) and
perceived efficacy of computer systems (attitude) can be influenced by the system
design features in performance of cognitive or procedural tasks [5]. Self-efficacy is
defined as an individual’s expectancy in his or her capability to organize and execute
the behaviors needed to successfully complete a task [1]. Perceived self-efficacy has
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been used to predict performance in decision making, cognitive task performance, and
mathematical test scores [19], as well as proven to be beneficial in increase in prob-
lem-solving efficiency [6]. Prior research has also shown that perceived self-efficacy
and attitudes toward computer are predictive of performance in computer mediated
learning [13]. Perceived VE efficacy refers to user perception of how effective a VE
is in assisting their interaction and learning experience, as well as learning outcomes.
As an affective construct, perceived VE efficacy assesses VE quality from the users’
point of view.

Subjective perception of VE and rating techniques has shown benefits in evaluat-
ing VE system [15]. In the field of usability engineering, user perception of computer
technology plays an important role in evaluation. For example, users’ perception of
immersion, presence, engagement, satisfaction and enjoyment are associated with
system design features. Draw on Fishbein and Ajzen’s (1975) attitude paradigm from
psychology, Davis (1993) [3] developed a technology acceptance model that
addresses the beliefs (e.g. self-efficacy) and attitudes (e.g. perception) of the software
systems on users’ actual system usage, this plays a significant role in users’ adoption
of computer systems. For example, a person’s belief about behaviour refers to his or
her subjective likelihood that performing the behaviour will lead to a specified out-
come; and attitude toward a behaviour is an affective evaluation of that behaviour.
Because of the hypothesized benefit to performance, beliefs of self-efficacy and atti-
tude towards computer system have been generally accepted as an evaluation criterion
for computer mediated learning. On this point, perceived self-efficacy (SelfEfficacy)
and perceived VE efficacy (PVEefficacy) are important in measuring performance in
VE training system. We also hypothesize that if a system is effective, users should
have higher perception of usability and learnability; and higher attention, comprehen-
sion, but lower cognitive load. In the field of VE, it is surprising to see a lack of work
on incorporate self-efficacy and user perception measures to quantify VE efficacy. In
line with other researchers [10, 17], we believe a reliable, repeatable and robust
measure is needed to quantify VE efficacy.

The primary goal of this research is two fold: first, to determine if construct of the
user perception measures of self-efficacy scale and perceived VE efficacy scale, can
be used to quantify VE efficacy of an object assembly task; second, to explore the
hypothesized relationships between self-efficacy beliefs, user perception of VE effi-
cacy and task performance.

2 Hypotheses

Task performance and user perception are significantly affected by subjects’ prior
experience of manipulating 3D objects (LOE3D) in gaming or computer environ-
ments. Higher performance and perception will be associated with higher LOE3D. In
addition, VE efficacy score will be significantly positive related to performance and
perception on the object assembly task. VE efficacy also was expected to be signifi-
cantly positive related to LOE3D.
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3 Experiment

The validation of the proposed hypothesis is performed by training users in object
assembly simulation called Virtual Training Environment (VTE) developed at Centre
for Intelligent System Research (CISR), Deakin University. In addition, an empirical
assessment of the object assembly simulation, based on the proposed evaluation
framework [8], has been carried out. Thirty volunteers with different levels of expe-
rience in manipulating 3D objects in gaming or computing environment (LOE3D)
performed a series of object assembly tasks in a virtual training system. The task in-
volved selecting, rotating, releasing, inserting and manipulating 3D objects these tasks
required users to utilize a data glove, a haptics device, a 3D mouse and a head-
mounted display (HMD). Subjective assessments of SelfEfficacy, PVEefficacy were
recorded along with objective assessment of task performance.

Fig. 1. Experiment setup (a) and training tasks (b)

Subjective measures on user perception of VE efficacy were captured through two
questionnaires: Self-efficacy questionnaire (SEQ) or post-VE exposure questionnaire
that measured self-efficacy (SelfEfficacy) and perceived VE efficacy questionnaire
(PVEQ) or post-VE training test questionnaire that measured user perceived VE effi-
cacy (PVEefficacy). Validation technique for questionnaire instrument [4] of factor
analysis for data reduction of variables and Cronbach’s Alpha for internal consistence
were performed, which has shown the construct validity and reliability of these two
measurement tools. Objective measure on task performance was captured through
system logging file that automatically tracks user task performance and outcomes. A
memory test was also conducted two weeks after the training test to assess users’
long-term retention in the VE using a memory-test questionnaire (MTQ). Figure 2
represents the sequence of activities during the experiment. Upon entering the
experimental environment, each subject was asked to complete a pre-test question-
naire (Pre-test Q). Each subject was then given a brief introduction of the system and
performs a simple object assembly task, which serves as a pre-test of subject’s ability
to interact with, control and use various VE system control devices. SEQ was then
filled out. Afterwards, a training test was presented to each subject, whom has 15 mi-
nutes to complete 7 object assembly tasks in the VE system. PVEQ was presented
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Fig. 2. Experiment Sequence

to the subject in the experimental environment. Lastly, an open-ended interview
with each subject was carried out right after the test. Two weeks after the experimen-
tal test, subjects required to respond on the MTQ that requires them to recall their
learning tasks or procedures in the VE training system.

4 Results and Discussion

VE efficacy was hypothesized to be significantly affected by different level of prior
experience in manipulating 3D objects in gaming or computer environment (LOE3D).
As VE efficacy was measured on TTS, SelfEfficacy, PVEefficacy and MMT, it was
expected that people with higher level of LOE3D have higher self-efficacy beliefs,
achieve better outome in training test, perceive the VE to be more effective and have
higher achievement on the memory test.

4.1 Effect of Prior Experience

To assess the utility of prior experience for explaining task outcome, we used multiple
predictors: computer use frequency (ComFreq), computer use history (CompHis),
experience of manipulating 3D objects in gaming or computer environment (LOE3D),
experience of manipulating 3D objects in VE environment (ExpVE). These were
included in a multiple linear regression (MLR) model to predict training test score
(TTS). Because of potential effects object assembly skills in real life may have influ-
ence on the subjects’ performance in the VE, experience of using electronic tools for
object assembly tasks (ExpTool), and perceived level of difficulty of assembly task
(PdifTask) were included as predictors in this model. Finally, due to the potential
effects of age and gender on training test score, and other response measures, these
two variables were included in the model.

In general, the inclusion of these variables in the predictive model of training test
score was aimed at avoiding biases in the parameter estimates; CompFreq, CompHis,
LOE3D and ExpVE that might have occurred if variance due to prior object assembly
skills (ExpTool, PdifTask) or individual differences were not taken into account
However, it is anticipated that there were interrelationships among the variables. With
this in mind, standard approach of multiple regression was performed, which allowed
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us to find out how the multiple predictors combine to influence the training test score.
The regression model used to assess the utility of multiple predictors on training test
score was structured as shown in equation 1.

TTS = B, + B1Age + B,Gender + B;CompFreq + B,CompHis )
+ B5LOE3D + B¢ExpVE + B,ExpTool + BgPdifTask

Results of the standardized regression coefficients analysis indicated that this re-
gression model predicts training test score well, F' (2.404), p<0.05. Approximately
48% of the variability in training test score was explained by this model (R?=0.478).
The results also show that at the @=0.05 level, LOE3D is the most important predictor
of training test score (Beta=0.567, p=0.032). More important, LOE3D alone, account
for 38% of the variance of training test score, F=17.136, p=.000. Surprisingly, of the
eight predictors, only subjects’ prior experience of manipulating 3D object in gaming
or computer environment contributes significantly (p=0.001) to the model. Correla-
tion analysis (1-tailed) also confirms that LOE3D was significantly and positively
correlated with training test score, 7=.616, N=30, p=.000. In other words, people who
are more experienced in manipulating 3D objects in gaming or computer environment
tend to achieve higher training test score. In addition, a moderate but significant linear
relationship between gender and training test score (r=0.321, N=30, p=0.042), and
between ExpVE and training test score (r=.358, N=30, p=.026) were found. These
results show that male tend to outperform than female, and people with more expe-
rience in manipulating 3D objects in VE achieved higher training test score. In
addition, younger people tend to have more experience of manipulating 3D objects in
gaming or computer environment than elder ones, 7=0.508, N=30, p=0.004.

4.2 Utility of User Perception Measures

To assess the utility of user perception measures, the response of self-efficacy ques-
tionnaire (SelfEfficacy) and perceived VE efficacy (PVEefficacy) were included in a
multiple linear regression model to predict VE efficacy. Because of potential effects
of the independent variable on VE efficacy and the other response measures, LOE3D
also was included as a predictor in this model. Finally, memory test score (MTS) was
added in the model to account for any susceptibility to cognitive learning outcomes
that is essential in quantifying VE efficacy, as shown in equation 2.

VEefficacy=
Bo + BLLOE3D + B,TTS + B;SelfEfficacy + B,PVEefficacy + ;;MMT +¢ (2)

Results of the standardized regression coefficients analysis indicated that the re-
gression model adequately described self-efficacy believe, F' (7.822), p=0.000. The
results also shows that at the z=0.05 level, training test score (TTS) (Beta=0.636,
p=0.000) is the most important predictor of VE efficacy. Other predictors, memory
test score (MMT) (Beta=0.266, p=0.000), perceived VE efficacy (PVEefficacy) (Be-
ta=0.233, p=0.000), and self-efficacy beliefs (SelfEfficacy) contribute to the model
slightly (Beta=0.193, p=0.000). However, LOE3D show no contribution to the model
(Beta-.000, p=.706).
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In addition, results of the Pearson correlation coefficients revealed strong, positive
and significant relationships between VE efficacy and TTS (+=0.888, N=30,
p=0.000), and between VE efficacy and MMT (r=0.766, N=25, p=0.000). Moreover,
the result also shows a moderate, positive and significant linear relationship between
VE efficacy and SelfEfficacy (=0.637, N=30, p=0.000), and between VE efficacy
and PVEefficacy (7=0.585, N=30, p=0.000). Interestingly, a moderate, positive and
significant linear relationship also found between VE efficacy and LOE3D (r=0.506,
N=28, p=0.000). These results shows people who achieve higher on training test
(TTS) tend to have higher VE efficacy score. In addition, a moderately weak but posi-
tive linear relationship between PVEefficacy and TTS (r=0.384, N=30, p=0.036)
suggests that people who perceive VE to be effective achieved higher TTS. A mod-
erate and significant linear relationship also found between LOE3D and TTS
(r=0.529, N=28, p=0.529), which suggest that people with high LOE3D tend to per-
form better than those with low and moderate LOE3D. Interestingly, no significant
relationship found between self-efficacy (measured before the training test) and per-
ceived VE efficacy (measured after the training test). Even thought a positive correla-
tion exist between the two, but it is not significant, r=0.177, N=30, p=.175.

4.3 LOE3D on TTS, SelfEfficacy, PVE Efficacy and MMT

One-way analysis of variance (ANOVA) was performed and results show that there
was significant effects of LOE3D on task performance, F=7.586, p<.05. Turkey Post
Hoc test revealed that subjects performed task better (p<.05) under the moderate
LOE3D (mean=82) than under the high (mean=85) and low LOE3D (mean=43).
Counter to our expectations, results on SelfEfficacy and PVEefficacy revealed no
significant effect (P>.05) of LOE3D. SelfEfficacy and PVEefficacy were observed as
dependent measures in this study. People with low LOE3D have similar self-efficacy
beliefs and perceive VE to be effective as these with moderate and high LOE3D.
Mean score on TTS, SelfEfficacy and PVEefficacy indicate LOE3D have effects on
these measures that account for VE efficacy as shown in Figure3. Additionally, one-
way ANOVA analysis shows that there is no statistic significant difference on sub-
jects’ ability of recall in memory test (MMT) across LOE3D, F=1.852 p>.05. All
subjects were able to recall learning task or procedures at high level, regards different
ranges of LOE3D (mean>80).

miTenszars
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Fig. 3. Effects of LOE3D on TTS, SelfEfficacy and PVEefficacy
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4.4 LOE3D on VE Efficacy

ANOVA analysis also shows that there is a statistic significant difference on VE effi-
cacy score across LOE3D, F=4.42, p<.05. Tukey Post Hoc test further suggests that
the differences lie between low and high experienced subjects, and no significant
difference between moderate and high experienced subjects (p>.05). Mean results
shows that moderate and high experienced subjects share similar VE efficacy sore
(M>70), and low experienced subjects have lower VE efficacy score (M<60).

Table 1. Effects of LOE3D on VE efficacy

Low Vs Moderate Moderate Vs High High Vs Low

TTS P05 P=05 P=05
SelfEfficacy P=05 P=.05 F=05
PVEfficacy P=05 P=05 FP=05
MMT P=05 P=.05 FP=05
VE efficacy P05 =05 P=05

4.5 Summary

We found that users with a different range of LOE3D had little to no effect on the
self-efficacy and perceived VE efficacy in the VE. As mentioned above, different
level of prior experience in manipulating 3D was gathered based on subjective self-
report of their expertise. The manipulation of experimental group was affected by
such information. With respect to LOE3D on TTS and VE efficacy, LOE3D of high,
moderate and low ranges may not have been substantial enough to affect subject’s
ability to predict their performance and rate VE system efficacy. Besides, subjective
perception may not be consistent with objective task performance measures. As in
motivational/affect literature, self-efficacy and user attitude (perception) should be
used as supplement of objective measures in evaluating VE system performance [10,
15]. Supported by the results of this study, we believe that user perception measures
are equally important (if not superior) to assess system efficacy. Even though self-
efficacy do not correlated with object measure of task performance significantly well,
a positive relationship is detected between PVE and VE efficacy; and both user
perception measures of self-efficacy and PVE efficacy are positively and strongly
correlated with VE efficacy.

5 Conclusion

Various evaluation methodologies and techniques can be considered and applied for
evaluating efficacy of VE systems designed for procedural task training. This paper
has discussed issues related to the evaluation of this particular class of applications.
Utility of user perception measures of self-efficacy and perceived efficacy based on
our proposed evaluation methodology have shown significance in quantifying VE
efficacy. The experiment confirms the general hypothesis that a positive correlation
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exists between subjective and objective measures designed specifically to quantify
VE efficacy. Additionally, previous studies have not investigated a model of VE effi-
cacy based on the combined objective measures of task performance and subjective
measures of user perception. We also incorporated users previous experience in a
computing environment, this past expertise possessed by the test subjects has not been
done before when evaluating the effectiveness of a VE. As our research has found
more study is required in this direction in order to clearly establish any relationships
between self-efficacy, perceived VE efficacy and task performance.
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Abstract. Using computer games for educational purposes is a fascinating idea
that is getting increasingly popular amongst educators, researchers, and devel-
opers. From a technical as well as psycho-pedagogical viewpoint, today’s
educational games are at an early stage. Most products cannot compete with
non-educational, commercial games and not with conventional educational
software. Research must address fundamental challenges such as methods for
convincing learning-game design or individualization of gaming experiences.
An important key factor is development costs. To enter the market successfully
requires reducing development costs significantly, however, without reducing
gaming or learning quality. In this paper we introduce an approach of using
existing methods for educational adaptation and personalization together with
ideas of emergent game design.

Keywords: Digital educational games, game-based learning, adaptation,
personalization, interactive storytelling, emergent game design.

1 Introduction

Computer games are a very successful element of the today’s entertainment landscape
and an integral part of everyday life. The young people, the so-called digital natives,
spend a many hours on playing computer games. Thus, it is not surprising that educa-
tors developed an affinity to the idea of using computer games for educational
purposes. The result is a significant hype over educational or serious games. Digital
educational games (DEGs) are on their way to become a mainstream genre of educa-
tional technology. Of course, this idea is not new, educational games are as old as
computer games. An early example is the game Oregon Trail released first in 1971
and re-released by the educational publisher Broderbund for the Apple II in 1985. The
game focused on teaching resource management. Today, the examples for educational
games are manifold, ranging from so-called moddings (modifications of commercial,
non-educational games) to games and simulations for primarily educational purposes.
Also the scientific community addresses educational games for a while now, conduct-
ing research on the foundations of effective yet appealing DEGs. The reason for the
hype, however, is not only the appeal of computer games to young people, computer
games enable realizing elementary and essential pedagogical and didactical principles
in a very natural way. Computer games, for instance, provide an emotionally and
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© Springer-Verlag Berlin Heidelberg 2009



Emergent Design: Serendipity in Digital Educational Games 207

semantically appealing and meaningful context for learning, rich and immersive
possibilities for visualizing contents, or the possibility for self-directed, active learn-
ing. In short, computer games do have the potential to make knowledge attractive,
important, and meaningful.

Surveying the market as well as the body of scientific prototypes and projects,
however, educational computer games are still at an early stage [8]. There exists a
great many of small and simple games for the very young children and also “game-
play-enhanced” approaches with clear limitations in educational impact and gaming
quality. However, there is a clear lack of DEGs that can compete with their “non-
serious” counterparts in terms of gameplay, narrative, and visual quality as well as
with conventional learning technology in their educational impact.

One fundamental problem of DEGs — and at the same time their most prominent
advantage — is the intrinsic motivational potential of computer games. Children, ado-
lescents, and adults play computer games voluntarily, for fun, and they spend a sig-
nificant amount of time on playing. Today’s gamers are used to an incredible visual
quality and appeal of game play of entertainment computer games. However, if edu-
cational games cannot compete with this level of quality, the motivation to play them
will be rather limited. Since the costs of current computer games are exploding — a
good game might well cost 50 to 100 million dollars — educational publishers cannot
keep up with game industry. Even worse, the “education” in educational computer
games makes the development even more expensive. So it is clear that a prerequisite
of commercial and educational success is cost-effectiveness. The consequence is that
compelling DEGs are still rare. Quite in the contrary, more and more off-the-shelf
entertainment games or modifications are used in class rooms.

An obvious idea to overcome the problem of cost-effectiveness is reducing the
development costs. Unfortunately, this is most likely bound to reducing the quality of
education, design, narrative, and game play. In conclusion, driving the establishment
and quality of DEGs requires games that are effective from an educational point of
view, effective from the development point of view, and competitive from the gaming
point of view. And this is a non-trivial problem. In this paper we present an approach
that, essentially, is based on a fusion of an intelligent in-game personalization and
adaptation (in a psycho-pedagogical sense) with interactive storytelling and with ideas
of emergence in game design.

2 Personalization in Digital Educational Games

Using “intelligent machines” for educational purposes has a long history; in fact, it
can be traced back at least to 1926 when Sidney Pressey [12] tried to build a machine
that presented multiple choice questions, their answers, and adequate feedback. The
driving force behind intelligent educational systems is to provide individual learners
with individual solutions, essentially because of the fact that meaningful and suitable
one-on-one teaching is the most effective way of teaching. Unfortunately, a personal
tutor is the most expensive way of teaching also. To address this problem with a tech-
nological solution, over the past decades several methods and frameworks for intelli-
gent and adaptive tutorial systems were developed [2].
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In contrast to conventional adaptive educational technology, for example learning
management systems, DEGs are challenging the technological state-of-the-art by
requiring a non-invasive assessment (e.g., of knowledge or learning progress) and
adaptation. In simple words, typical assessment methods such as multiple choice
questions or cloze texts cannot be utilized in immersive DEGs because, in all likeli-
hood, popping-up assessments would immediately destroy game flow and immersion.
The challenge is to find ways and methods to embed assessment subtly in the game-
play and narrative. In addition, the methods of personalization and adaptation must
occur in a non-invasive way as well. Prominent methods are adaptive curriculum se-
quencing (selecting and re-ordering learning objects) and adaptive presentation
(changing the look and feel of a learning environment). These methods (e.g., skipping
a learning situation because the systems concludes that the learner already has the
related knowledge) are hardly realizable in an immersive DEG because they would
corrupt gaming experience and game flow, ending up with an implausible and confus-
ing storyline without any motivational and educational potential.

Our solution is a non-invasive way of personalization and adaptation, that is, micro
adaptivity, which was developed particularly for DEGs and which is related to tech-
niques of adaptive problem solving support. The principle of micro adaptivity is to
monitor the learner’s behavior in the virtual world and to interpret the behavior in
terms of available and lacking knowledge or in terms of specific inner states (e.g.,
motivation). To give an example, imagine a game-like exploratory learning situation
within which the learner is required to narrow a light cone from a torch to a small
light beam using a couple of blinds (see Figure 1). If the learner cannot narrow the
light cone, we can conclude that this learner lacks the understanding of the blind prin-
ciple. Of course, a single observation is not very significant but with an increasing
number of actions, the (probabilistic) picture of the learner becomes continuously
clearer and more valid. The micro adaptive assessment is complemented with subtle
educational and motivational interventions, which are strictly embedded in the game.

Fig. 1. Screenshot of a competitive educational game about the physics of optics. The game is a
prototype developed in the context of the European ELEKTRA project (www.elektra-
project.org).
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An example is to provide the learner with feedback of the learning progress or hints.
By aforementioned example, a non-player character (a NPC) might suggest the
learner promising locations for the blinds. A more in-depth description of the micro
adaptivity concept is provided by [6].

2.1 The Macro Level: Adaptive Storytelling

So far our concept of personalization and adaptation for DEGs just concerned assess-
ment and interventions within specific limited and pre-defined learning situations.
Educationally important techniques for personalization and adaptation such as
adaptive sequencing of learning units (learning situations in a DEG) or adaptive pres-
entation, however, are not addressed. To extend and enrich our approach to in-game
personalization and adaptation, we aim for a fusion of the micro adaptivity concept
with interactive and adaptive storytelling. In that way, we can realize a personalized
sequencing of learning situations and units according to educational aspects as well as
personalized adjustments of the game according to individual needs and preferences.
In other words, we can shift in-game adaptation to the macro level.

In the literature several techniques for interactive or adaptive storytelling are
described, varying in the openness of story generation and in their operational reliabil-
ity. The approaches range from a recombining of self-contained story elements to an
open-ended automated generation of “new” stories. For our goal of adaptation we rely
on a robust approach based on the specification of atomic story-related entities (rang-
ing from single spoken sentences to self-contained story units). In this context, a
crucial aspect of interactive storytelling is to find an appropriate storyline on the basis
of a pool of given atomic story or game elements. These entities can be compared to
the rooms of a house and the furniture in those rooms, each entity has a specific goal
(e.g., providing the learner with information, assessing internal states, or contributing
to story and gameplay), specific characteristics and properties. During a gaming epi-
sode the single game entities must be adaptively re-combined and re-assembled into a
meaningful storyline and a meaningful environment. The assembly is driven by
specific sets of rules which refer to aspects of the game genre, the story model, educa-
tional aspects, and individual aspects.

The story model underlying our approach relies on a formalization of the classical
three-act structure of Aristotle providing an arc model with ‘exposition’, ‘rising
action to climax’, and ‘denouement’ (Figure 2, left panel). The related set of rules is
supplemented with domain-related rules, defining the set of educationally meaningful
sequences of learning, so-called learning paths through the learning situations of the
game (or learning objectives of a conventional learning environment). This combina-
tion generates game paths (Figure 2, right panel), possible and meaningful paths
through the game accounting for story model, learning objectives, and pedagogical
interventions (see [7] for details).

The outlined approach, unfortunately, has an important drawback that is contract-
ing our initial aim, the cost factor. A comprehensive adaptation throughout an entire
game would require massive content (i.e., game elements) production. We address
this problem by extending the approach of adaptive, educational storytelling with
ideas of emergent game design.
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Fig. 2. The left panel shows the three act story model and its translation to a sequence of game
entities. The right panel shows a formal representation of restrictions in the sequencing of story
elements.

2.2 Emergence in (Educational) Game Design

A potential solution to the dilemma is making the game more “autonomous”. In regu-
lar games, a sequence of scripted events occurs throughout the game. According to
[15], however, this bears the downside that the game system has a limited awareness
of what is happening and, more importantly, the game is lifelessly determined
by what the designers think is exciting and fun. Emergence, on the other hand, occurs
when more or less simple rules interact to give rise to behavior that was not specifi-
cally intended by the developer of a system. Emergence refers to the process of deriv-
ing new but coherent patterns or behaviors in complex systems. Emergent phenomena
occur due to a non-trivial interaction of system components with each other and with
the user. As [4] suggested, the collective of such kind of interactions forms novel,
complex, and unexpected results. Emergent game design offers a ,platform’ and
‘tools’ for gaming, however, without any further blueprint; this is comparable to
improvisational theatre or giving a kid a box of toy cars. The context is fixed but what
happens occurs interactively and incidentally.

One method of realizing emergent game design is that gameplay is based on
excellent and comprehensive simulations. Rich virtual worlds enable the player to
interact with a large degree of freedom and, more importantly, to interact with game
entities that respond in a realistic way. Examples might be SimCity, The Sims, or
Grand Theft Auto. The key to emergent gameplay and emergent narrative is a mean-
ingful and “intelligent” interaction with the game and within the game. The advantage
is that players receive a very unique and personalized gaming experience as a direct
result of their own behavior.

There exist several techniques from complex systems, machine learning, and artifi-
cial life that potentially enable emergent behavior in games. According to [16] some
examples are flocking (simulating group behavior such as a flock of birds), cellular
automata (discrete time models simulating complex systems), neural networks (ma-
chine learning techniques inspired by the human brain), or evolutionary algorithms
(optimization techniques using concepts from natural selection and evolution
to evolve solutions to problems). Some of those principles have already been trans-
ferred to real games; for example, Half-Life used flocking to give its monsters more
lifelike responses. Another example is Blade Runner; here a pre-defined storyline is
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“enriched” or altered by accidental aspects, making the game different at each time.
Important work in this area comes from [17] who developed and evaluated a techni-
cally sound framework for realizing emergent game design. Several authors claim
that emergence is the direction game development is heading, which includes more
flexible, realistic, and interactive worlds.

3 Educational Game Design

Realizing emergent game design requires a game context. Two fundamental dimen-
sions of a game are gameplay and narrative. The gameplay determines the what and
how, the narrative determines the why. Although both dimensions occur on a contin-
uum, specific games are either gameplay-oriented (e.g., role playing games, action
adventures, or campaign games) or narrative-oriented (e.g., simulation games,
management games, or strategy games). To give very prominent examples, a game
like Tetris is fundamentally driven by the gameplay without any story behind; adven-
ture games such as the famous Zak McKracken are, almost like an interactive movie,
driven by a story.

These dimensions also aroused some debate on which a game should focus more:
The ludologists say that games should be played and not perceived like interactive
movies. The narratologists, instead say, games should follow a red story thread. Both,
the gameplay dimension as well as the narrative dimension can be described on a con-
tinuum between open/emergent and predefined/scripted.

When aiming for an effective and efficient design of DEGs, of course, more
dimensions of computer games must be considered. A valuable contribution to for-
malizing viewpoints to computer games came from Smed and Hakonen [14]. These
authors argue that the main dimensions of the computer game concept are linked
together in a subtle way by the representation form (medium), by rules, by the goal
definition, and by the absence or presence of opponents. Figure 3 illustrates these di-
mensions. A further important systematization of game genres we have to consider
came from Lindley [10]. This approach begins with a classification of games on a
‘plane’ of ludology, narratology, and degree of reality (the author terms this ‘simula-
tion” or ‘prosthetic reality’). In a next step, the model is extended by a 3rd dimension,
that of chance (the author terms this ‘gambling’ or ‘decisions about gain and loss’).
The model manifests as a three-dimensional pyramid, which allows for classifying
game types along its dimensions (Figure 3). Although Lindley’s taxonomy offers a
systematic approach that covers a wide range of aspects, the “purpose” aspect is not
represented very well. Particularly educational aspects and intentions establish a
micro universe of educational game types that must be considered in educational
game design. With respect to the idea of emergence, finally, this dimension must be
considered as well.

Emergent approaches involving intelligent gameplay and intelligent characters
might play a crucial role in future mainstream game design, particularly in the context
of serious games. The “intelligence” of game characters can be considered as essential
factor. Those characters are supposed to behave flexible, challenging, unpredictable,
or cunning [18]. An intelligent agent can be considered autonomous if it relies on its
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Fig. 3. The left panel shows the dimension of computer games according to [14], the right panel
shows a different approach to describe game types according to [10]

own precepts and not on the predefined ‘will” or ‘knowledge’ of the game designer
[13]. Being autonomous, in turn, requires situational awareness. An example for such
approach in an existing computer game is the agents in Half Life. Those characters
“look” and “listen” to what is happening in their neighboring areas [9]. Still, the reali-
zation is rather simple; pre-defined check scripts are processed. In psychological
terms, existing models perform a top-down approach driven by the design-
ers/developers intelligence. The next generation of artificial in-game intelligence will
rather purse a bottom-up approach by meaningful responses on changes in the agent’s
neighborhood.

3.1 Serendipity Instead of Emergence

If we consider emergence, as mentioned above, as a box of toy cars, certain rules
and possibilities are fixed, what the play will be exactly is open — in other words,
emerging. The problem is that this idea of openness is not compatible with (most)
educational purposes. The existing ideas and approaches were developed in the
context of entertainment games. Educational computer games cannot simply overtake
such ideas since a distinct difference between the two kinds of games is that educa-
tional objectives require the learner to pass through certain learning situations follow-
ing a certain curriculum. This means that pedagogical implications limit the degree of
freedom and randomness in emergent approaches to game design. It is necessary that
a learner is exposed to certain learning situations in a certain sequence.

Quite naturally, the question is arising whether both ideas can be merged into one
game; the designers do not want to (and also must not) lose all control and system-
only generated story plots are likely not very convincing. Thus, a subtle balance is
required between a global idea of the story and emergent aspects; research proposed a
dual layer model that separates a narrative layer and an agent/simulation layer [11].
The story generation is based on the interaction with the beholder, a story-ontology,
and vectors of story elements and relationships.

To overcome the incompatibility of emergence and educational purpose while still
taken advantage of an open approach, we generated a narrative context model. This
model is based on the characteristics of the hero’s journey [1] and the classical three-
act story model. It determines a general red thread through the game and it defines the
intro act and the closing act. As underlying data model we extended an ontological
approach [5]. As shown in Figure 2, the atomic story elements provide the game with
a certain degree of freedom of how the story proceeds and about what is happening in
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the game. To bring education into play, the story elements are mapped to educational
objectives and pedagogical implications — utilizing a formal cognitive theoretical
framework, that is, Competence-based Knowledge Space Theory [5], which estab-
lishes a structure of story/game elements that are meaningful in terms of education
and in terms of story. The cognitive model reflects the psycho-pedagogical require-
ments and thus determines the admissible game parameters.

In a next step we introduce an abstraction layer. On an ontological basis we
separate game play features, story features, and educational features from the game
entities (story elements, in-game-objects, NPCs, etc.). As a result, we obtain a set of
generic modules (cells), which can be “furnished” just-in-time in accordance with the
ontological cognitive model and which can be sequenced in accordance with the nar-
rative. The theoretical background of the generation of modules and their sequencing
is similar to the principles of cellular automata. Many of today’s approaches to mod-
eling real-world phenomena, which aim to come up with accurate models, are based
on this approach. Within games it is not necessary to be accurate in that sense; it is all
about be consistent and credible. Forsyth [3], for example has described methods with
which natural processes (e.g., fluid flow) can be simplified for games using cellular
automata.

The game entities are seen as cells of a multi-dimensional grid. Each cell is in one
of a finite set of admissible states (e.g., in terms of story or in terms of knowledge)
and each cell has a set of update rules. The state of a cell is a function of the states of
the neighboring cells and it is sensitive to the actions of the learner. This results in an
ebbing and flowing of incidents and it allows an emergent development of game play
as well as narrative — of course limited by the global red thread through the game and
the educational objectives. The properties of cells can either be discrete or steady. For
example, probability distributions over cells are used to estimate the learner’s knowl-
edge (in the sense of an associated memory). In such a way, actions of the user
influence the properties of the cells (the present game state). In turn, altering the
properties of a cell changes the properties of the neighboring cells, comparable to the
propagation of waves when a stone hits the water surface. To give an example, if the
learner fails to narrow a light cone properly, the next learning unit automatically
adjusts itself to teach the learner about the blind concept.
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Fig. 4. Brief sketch of the architecture for an emergent behavior of the autonomous NPC —
named Feon — that is currently developed in the 80Days project
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What does this mean for our initial goal, reducing the costs of intelligent DEGs?
The big advantage of this approach is that it is not necessary to develop all possible
learning situations in a traditional sense. On this basis it suffices to develop a pool of
assets (basic environments, objects, characters, sentences, etc.). The underlying intel-
ligent technology autonomously builds the game upon the given assets.

4 Conclusion and Future Directions

To make effective and competitive DEGs mainstream educational technology, it is
necessary to reduce the cost factor and to increase personalization and adaptation
(which is likely even more important for DEGs than it is for conventional learning
environments). The presented approach takes up existing intelligent technology for
adaptation in the game-context and extends by a component of emergence — or rather
serendipity (making fortunate discoveries by accident). We presented a hybrid model
which tries to combine the best of both worlds, the author driven scripting of the
global context (including the educator driven design of learning) as well as the degree
of freedom and cost-effectiveness of emergent approaches to game design. Of course,
the ideas and their technical realization are at an early level. Future work must extent
the present theoretical approach, implement it, and evaluate its applicability. In the
context of the European research project 80Days (www.eightydays.eu), we are cur-
rently focusing on an autonomous and intelligent NPC (Figure 4), which is supposed
to serve as teacher in a competitive DEG. As outlined, the behavior of this character
as a certain awareness of the game and learning progress and tailors its own behavior
to those requirements. Thus, the script of what is happening when is not authored but
emergent in the interaction with the learner. At the present stage, however, we have
clear limitations in the variability of the overall story. Future developments will
increase the freedom by extending the cellular network and by increasingly adding the
so-called smart props.
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research priority, contract number 215918 (80Days, www.eightydays.eu).
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Abstract. According to the target model for a designer to sketch, an effective
style or shape of input device can be defined differently. The spatial sketch
system that supports various types of wand can help to sketch efficiently. We
suggest the idea of changing wand style by altering the posture of a 3D wand.
This method allows a designer to work in intuitive ways without being inter-
rupted by complicated menus. We implement the surface drawing and merging
technique with the grid based data structure which deals with multiple strokes
from various types of wand.

Keywords: Virtual Reality, Virtual Conceptual Sketch, Surface Modeling,
Interaction Technique.

1 Introduction

A number of tangible wands and software have been developed for sketching a model
effectively in surface design. In hardware, a haptic device provides 3D interaction
with force-feedback to users [1, 2] and enables them to reduce input errors in the
depth position due to an incorrect cognition concerning depth cues [3, 4]. The similar
shape of input device that user used to sketch on a 2D plane helps users to understand
and adapt easily to a new device in spatial sketch system [5, 6]. In software, the wand
shape in display can be changed for the purpose. BLUI [7] has a sphere-shaped wand
and allow extruded surface to be created by moving a wand in space. Sketch-based
3D modeling systems, such as Teddy [8] and FiberMesh [9], enable the user to create
a 3D model by inflating the region described by a silhouette. Thus, various styles of
interaction with a 3D wand allow a designer to create spatial input suitable for differ-
ent purpose. However, if it is necessary to navigate a complicated menu system
to change the style of wand, the designer’s train of thought will be interrupted. We
propose a more intuitive method of changing wand brush style, based on the posture
of the wand.

This research used a 3D input device that allowed designers to intuitively sketch
within a spatial sketch system. Like the method through which a designer sketches on
a 2D plane, the research used a method of drawing and deforming through the repeti-
tive input of strokes [10, 11]. However, since curved lines and surfaces that are drawn
overlapping, the drawing and merging algorithm is required to handle a large amount
of data. Our system generates a model directly from the paths of different wand

R. Shumaker (Ed.): Virtual and Mixed Reality, LNCS 5622, pp. 216-£24] 2009.
© Springer-Verlag Berlin Heidelberg 2009
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brushes, each of which creates a different type of geometry. Our system uses a 3D
input device to sketch and deform surfaces through a series of strokes. The drawing
space contains pre-defined grids with movable internal vertices, which is similar to
marching cubes [12].

This paper is comprised as follows. Chapter 2 explains the definition of wand
brushes and the change of the brush style based on the posture of the wand. Chapter 3
explains surface modeling tool with multiple strokes. Chapter 4 explains the results of
the paper.

2 Spatial Sketch Inputs with Various Brush Types

The way in which a designer uses a sketching system depends on the models they are
trying to construct, and different types of brush would be appropriate for rectilinear
and freeform models. Sketch systems therefore provide several brush types, for draw-
ing different forms of geometry, such as curved lines and surfaces.

Fig. 1. Spatial sketch system

The position and posture of the wand is acquired by two infrared cameras which
have three infrared reflection markers, as shown in Fig. 1. The velocity and accelera-
tion of a moving wand can be calculated from a series of the position data. Also, the

curvature (X, ) and torsion (7,,) of the wand can be calculated from (1). There are

various kinds of brush types according to the relation between these properties and the
changing rule of brush. We can associate three types of brush with a 3D wand, using
rules which take account of the position and also the posture of the wand.
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First operation is used to define an initial swept cross-sectional curve as shown in
Fig. 2(a). It is based on the Frenet formulas as shown in Fig. 2(b) and does not require
menu interactions.
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As shown in Fig. 3(a), the length of the initial swept cross-sectional curve is
adjusted by moving the wand in the z-direction. The curvature in the z-direction is
created by the rotation a of the wand about the x-axis shown in Fig. 3(b), and the tor-
sion in the z-direction is determined by the rotation § of the wand about the z-axis, as
shown in Fig. 3(c). This arrangement can be changed at the beginning of the drawing
process to be suitable for a designer.

A surface is defined by the swept cross-sectional curve shown in Fig. 4(a). This is
then represented as polygons in the cells of the grid, as shown in Fig. 4(b). The ren-
dered surface is shown in Fig. 4(c) and (d).

Second operation is a similar method to the first operation. However, this method
has no need to make initial swept cross-sectional curves, because the cross-sectional
curves are reshaped in proportion as the path of the wand automatically [8, 9]. As a
designer moves the wand to draw a model in space, the operation gets the paths of the
wand and calculates the curvature and torsion simultaneously in (1) as shown
Fig. 5(a). The calculated curvature and torsion is applied to the Frenet formulas in
Fig. 2(b). The designer can draw surfaces easily without the menu to change initial
swept cross-sectional curves as shown in Fig. 5(b).

Wand Shape

Wand Path "

() (h)
Fig. 5. Drawing a surface with automatic swept cross-sectional curves

Third operation is definition of the initial surface uses a similar method to that em-
ployed by the first brush, again using the Frenet formulas as shown in Fig. 2. Fig. 6(a)
shows how the width of the initial surface is adjusted by moving the wand in the x and
y-directions. The curvature in the y-direction is determined by the rotation o of the
wand about the x-axis, and the curvature in the x-direction is determined by the rota-
tion B of the wand about the y-axis, as shown in Fig. 6(b).

After the initial surface has been created, the designer moves the brush to the in-
tended position and then stamps it. The surface is stored in the grid. Some rendered
surfaces are shown in Fig. 7. This brush type is useful to draw shapes with simple
geometries such as planes, cylinders, or spheres.
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Three kinds of brush types have different advantage for use. So, it is useful to
chan