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Abstract. A review is carried out on the traffic characteristics of an
optical carrier’s OC-192 link, based on the IP packet size distribution,
traffic burstiness and self-similarity. The generalised exponential (GE)
distribution is employed to model the interarrival times of bursty traf-
fic flows of IP packets whilst self-similar traffic is generated for each
wavelength of each source node in the optical network. In the context
of networks with optical burst switching (OBS), the dynamic offset con-
trol (DOC) allocation protocol is presented, based on the offset values
of adapting source-destination pairs, using preferred wavelengths specific
to each destination node. Simulation evaluation results are devised and
relative comparisons are carried out between the DOC and Just-Enough-
Time (JET) protocols. Moreover parallel generators of optical bursts are
implemented and simulated using the Graphics Processing Unit (GPU)
and the Compute Unified Device Architecture (CUDA) and favourable
comparisons are made against simulations run on general-purpose CPUs.
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Optical Networking (SONET), optical burst switching (OBS) protocol,
Just Enough Time (JET) protocol, Generalised Exponential Distribution
(GE), bursty traffic, self-similar traffic, Compute Unified Device Archi-
tecture (CUDA), Parallel Processing, Wavelength Division Multiplex-
ing (WDM), Dense-wavelength Division Multiplexing (DWDM), Optical
Packet Switching (OPS), Optical Burst Switching (OBS), Self-Similarity,
Long-Range Dependence (LRD), Generalised Exponential (GE) Distri-
bution, Graphics Processing Unit (GPU).

1 Introduction

Optical networks with wavelength division multiplexing (WDM) have recently
received considerable attention by the research community, due to the increasing
bandwidth demand, mostly driven by Internet applications such as peer-to-peer
networking and voice over IP traffic. In this context, several routing and wave-
length reservation schemes, applicable to present and future optical networks,
have been proposed [1], [2], [3], [4].
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More specifically, optical burst switching (OBS) [1] and [2] was proposed as
an alternative to current schemes like SONET. The main feature of OBS is the
separation of data burst transmission and the corresponding control information
entitled Burst Head Packet (BHP). Each burst is preceded by its own BHP, which
travels slightly ahead, configuring the switches and reserving a wavelength path
for the upcoming burst. Several OBS protocols define the transmission time
delay, called the offset, of a data burst following the BHP. A protocol such as
the JET (Just Enough Time) [3] appears to outperform the TAG (Tell and Go)-
based and JIT (Just in Time) protocols [3], [4]. However, there is still scope for
further exploration in the OBS realm such as burst loss reduction and quality
of service (QoS) provisioning. There is a requirement to develop networking
protocols to efficiently use the raw bandwidth provided by the WDM optical
networks [5].

In this tutorial a novel allocation protocol entitled the dynamic offset control
(DOC) protocol is proposed in an attempt to tackle efficiently the aforemen-
tioned performance and QoS issues arising in the context of OBS networks.
Similar proposals that provide feedback of the blocking probabilities to adapt
the offset time have been proposed in the past, like [6]. However, even though [6]
mentions Long-Range Dependence, it is never actually taken into consideration
during the experiments. The paper assumes, exponentially distributed Optical
Bursts arriving into the core optical network, with exponential Optical Burst
sizes. The interarrival time of Optical Bursts is assumed to be exponentially dis-
tributed, and it depends on the number of available wavelengths (each of which
would have OC-192 traffic Load - i.e. an aggregation of OC-192 traffic load per
wavelength for each ingress edge node), the aggregation strategy employed at
each edge node (based on the running protocol), the IP packet interarrival time
distribution as well as Self-Similar Long-Range dependent traffic load, as well as
the IP packet size distribution. Having multiple OC-192 traffic streams would
definitely cause certain optical bursts to arrive into the core optical network si-
multaneously. This makes the Poissonian assumption incorrect. Even though it
would be more logical to use GE [7] (albeit with different parameters) to model
optical burst interarrival in the short time scales than the exponential distri-
bution, this paper makes no assumptions on the bursts’ interarrival times and
aggregates and assembles optical bursts based on the measured IP packet sizes,
the measured IP Packet interarrival times and the aggregation strategy chosen.

What [6] accomplishes (with the assumptions it makes), is to achieve fair-
ness in the blocking probability for all source-destination pairs, regardless of
the amount of hops in the light-path. This however, is accomplished at the ex-
pense of the lightpaths that don’t have many hops (i.e. it increases the blocking
probability in the bursts with a small number of hops to achieve fairness). This
is accomplished by simply increasing offset times for the bursts that need to
travel more hops on average, thus achieving less blocking. This, however, would
have significant impact at the edge nodes’ buffer length, which is not taken into
account into the paper’s analysis.
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Other authors have considered to proactively drop bursts at the edge node,
also based on blocking probability estimates [8]. However, burst arrivals are as-
sumed to follow a Poisson process as well, and the blocking probability estimates
are based on the Erlang-B formula. Even though [8] suggests that the blocking
probability estimates need to use a different method if the arrival process is not
Poisson, the paper does not provide nor does it investigate realistic traffic.

A Poissonian model is frequently considered in the literature. Yu, X. et al in [9]
make the first proper attempt to get the characteristics of assembled traffic. The
paper investigates several scenarios however the Poissonian assumption is again
followed. No IP packet arrives at exactly the same time, IP packet interarrival
time distribution and a fixed IP packet size is assumed. Even in the case where a
variable IP packet size is considered, it assumes to be exponentially distributed
instead of actually using the measured IP packet size distribution. Although
[9] actually considers LRD in certain scenarios it is still affected by incorrect IP
packet sizes and interarrival times. Realistic IP packet sizes and interarrival times
are of vital importance when investigating characteristics of optical assembly.

The proposed algorithm in this paper does not rely solely on modifying offset
times, but introduces the concept of having a preferred wavelength per source-
destination pair, which adapts according to the network performance. Three
different network scenarios were simulated, an arbitrary complex network, UK’s
educational backbone network JANET and the US NSFNET network with sig-
nificant results.

The proposed DOC algorithm is extremely hard to model analytically as it
makes absolutely no assumptions on IP packet sizes, IP interarrival times (even
though GE is used to model time slots of less than 1 second, traffic load is
self-similar in the simulation experiment). The nature of self-similarity and the
proposed feedback algorithm makes it extremely difficult to track analytically.

The paper is organized as follows: Section 2 carries out traffic characterization
of network traces taken by an OC-192 backbone network. Section 3 describes the
OBS Network architecture considered in this paper. Section 4 presents the DOC
OBS protocol. In section 5 the simulation and associated numerical results are
shown. Section 6 describes the advantages of running simulations using a GPU.
Conclusions and remarks for further work follow in Section 7.

2 Backbone Core Network Traffic Characterisation

Since 1995 many papers revealed and worked on Internet Traffic’s self-similar
characteristics. Since then, the research community employing simulations re-
quired generators of synthetic traces to match those revealed characteristics. It
is proven that the traffic load per unit of time (bin) is self similar [10], [11].
Nevertheless, little research has been made on how to convert this self-similar
traffic load into interarrival times for simulation purposes.

A couple of methods on how to convert Self-Similar traffic load into interar-
rival times are presented in [12]. However these methods resort to exponentially
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distributed packet arrivals (albeit with various mean rates), underestimating
burstiness in the short timescales.

Some light to this problem was also shed in [14] which introduces the following
findings:

Packet arrivals appear Poisson at sub-second time scales: The packet’s inter-
arrival time follows an exponential distribution. In addition, packet sizes and
interarrival times appear uncorrelated.

Internet traffic exhibits long-range dependence (LRD) at large time-scales: In
agreement with previous findings, Internet traffic is proven to be LRD at scales
of seconds and above.

The measurements of the above-mentioned paper were taken on CAIDA mon-
itor located at a SONET OC-48 (2488.32 Mbps) link that belongs to MFN, a
US Tier 1 Internet Service Provider (ISP).

In essence, the general consensus is that although the traffic load is self-similar,
traffic at the sub-second level could easily be modelled by Poisson or Exponential
(for interarrival times) distribution, but with different parameters per time slot
(usually 1-second slots).

Conveniently, many researchers use the exponential or a fixed-rate arrival to
model incoming Internet traffic to an optical edge node, taking advantage of
the fact that IP packet arrivals could be Poisson distributed at sub-second time
scales however some ignore LRD altogether. A good example is [15]. The Poisso-
nian assumption however, remains simplistic, since it doesn’t take into account
packets that arrive simultaneously to the switch, i.e. burstiness in the small
time domain (sub-second). (We consider simultaneous arrivals, packet arrivals
that happen within one microsecond of each other).

An investigation into a high-bandwidth backbone core network was required
to attempt to analyze the packet size distribution and interarrival times.
Anonymized traces were downloaded from CAIDA of an OC-192 link (9953.28
Mbps) [16].

The equinix-chicago Internet data collection monitor is located at an Equinix
datacenter in Chicago, IL, and is connected to an OC192 backbone link (9953.28
Mbps) of a Tier1 ISP between Chicago, IL and Seattle, WA.

2.1 Hardware

The infrastructure consists of 2 physical machines, numbered 1 and 2. Both
machines have a single Endace 6.2 DAG network monitoring card. A single DAG
card is connected to a single direction of the bi-directional backbone link. The
directions have been labeled A (Seattle to Chicago) and B (Chicago to Seattle)
[16]. Both machines have 2 Intel Dual-Core Xeon 3.00GHz CPUs, with 8 GB of
memory and 1.3 TB of RAID5 data disk, running Linux 2.6.15 and DAG software
version dag-2.5.7.1. In a test environment both machines dropped less than 1% of
packets with snaplen 48 at 100% OC192 line utilization, using a Spirent X/4000
packet generator sending packets with a quadmodal distribution, with peaks at
40, 576, 1500 and 4283 bytes [16].
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2.2 Time Synchronization

Both physical machines are configured to synchronize their hardware clock via
NTP. The DAG measurement cards have their own internal high-precision clock,
that allows it to timestamp packets with 15 nanosecond precision. Every time
a traffic trace is taken, The DAG internal clock gets synchronized to the host
hardware clocks right before measurement starts. NTP accuracy is typically
in the millisecond range, so at initialization the clocks on the individual DAG
measurement cards can be off by a couple of milliseconds relative to each other.
The precision (i.e. timing within the packet trace) within a single direction of
trace data is 15 nanosecond for the DAG files, and 1 microsecond for PCAP files.

2.3 CAIDA Traffic Analysis

IP Packet Size Distribution. In 2003, official packet size distribution mea-
surements were monitored and recorded over standard IP internet traffic on
specific dates at specific times [17]. In particular, three Cisco routers have been
used for this purpose and the measurements have been taken at a daily peak
on a five minute average on March 2003, whilst another, but more reliable, IP
packet length distribution has been captured from 39 trace files between May
13th 1999 at 19:13:46 PDT and May 19th 1999 at 13:02:20 PDT. The latest
distribution of IP packet sizes was seen at the NASA Ames Internet Exchange
(AIX) by CAIDA and since they contain contributions from the different work-
loads carried by the network at different times of day, they should represent more
of an average picture of the packet size distribution than any other individual
trace. However, both of the above sources demonstrate very important aspects
of internet traffic. Specifically, the majority of the packets seen are 40, 576 and
1500 bytes and all the internet traffic packets are traced at the range between
23 and 1500 bytes. More than 65% of the packets have been traced at a smaller
than 576 bytes size and 50% of the total byte volume belongs to the 1500 bytes
packet size.

The analysis, however, of the data collected by the equinix-chicago Internet
data collection monitor of an OC192 backbone link (9953.28 Mbps) prove that
the IP packet size distribution has changed significantly.

Although the IP Packet size distribution is way too granular to describe in
detail, roughly, about 50% of the IP packets appear to have a size of around
40 bytes, about 30% of the IP packets appear to have a size of roughly 1500
bytes, with the remaining ranging from 40 to 1500 bytes. The actual Probability
Density and the Cumulative Probability of the Packet Sizes are shown (c.f.,
Fig. 1 and Fig. 2).

Burstiness. As mentioned before there is a probability that a number of packets
will arrive simultaneously (i.e. with a time difference of less than 1 micro second)
forming batches of IP packets arriving. Distribution Fitting using MATLAB
revealed that the batch sizes throughout the traces’ duration can be described
by the Geometric Distribution:
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CDF = 1 − (1 − p)k (1)

and
PDF = (1 − p)k−1p, k ∈ {1, 2, 3, ...} (2)

Interarrival Times. Fitting of the Exponential Distribution to the interarrival
times has been conducted with MATLAB is shown in (c.f., Fig. 4). It was proven
that the exponential distribution accurately fits the measurements: The fitting

Fig. 1. Probability Density of IP Packet Sizes resulted from the analysis of the OC-192
traffic traces

Fig. 2. Cumulative IP Packet Size Distribution resulted from the analysis of the OC-
192 traffic traces
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Fig. 3. Burstiness fitting with the Geometric distribution

shown in the image above, was calculated to have 99.98% accuracy (i.e. R2 =
0.999878489995854)1.

The average batch size estimated over the entire trace duration is 2.235122.
Distribution fitting was conducted for each 1-second duration slot in the

trace duration. With an accuracy of above 98% the exponential distribution fits
the interarrival time distribution albeit with different mean for each 1-second
interval.

Therefore at sub-second scales we have exponentially distributed batch ar-
rivals, with a geometrically distributed batch size. These findings suggest that
the Generalized Exponential Distribution [7], [18] is ideal to model arrival of IP
Internet Traffic on a high bandwidth backbone link, at sub-second intervals.

Load Traffic Self-Similarity. It has been well established in the literature
that network traffic load shows self - similar traffic characteristics [19], [20],
[21]. It is, therefore, required to analyse the data provided by CAIDA [16] for
Self-Similarity.

The cumulative traffic (in Bytes) per second for over 3700 seconds of cumula-
tive traffic was analysed. Using the wavelet method to estimate the self-similarity
degree (Hurst Parameter), resulted in a highly self-similar LRD traffic with Hurst
= 0.935 (95% Confidence Interval [0.876, 0.994]) (c.f., Fig. 5).

1 The coefficient of determination, is a good measure of how well the chosen distribu-
tion fits the given data. It must lie between 0 and 1, and the closer it is to 1, the
better the fit. It is symbolised as R2.
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Fig. 4. Interarrival time fitting with the Exponential distribution

Fig. 5. Estimation of the Hurst parameter using the wavelet method
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Fig. 6. Estimated MAR per time slot over the entire duration of the trace
packetcount/second

This confirms previous findings of past research attempts by the community
[22], [23], [24], [25].

General Observations. Fitting of the exponential distribution on the interar-
rival times was conducted for each 1-second duration slot of the trace duration,
as well as fitting of the geometric distribution for the batch sizes for the same
1-second duration slots.

The mean arrival rate (MAR) and the Squared Coefficient of Variation (SCV)
is calculated for each second of the entire duration of the backbone traces. The
estimations are shown below:

Arrival Mean Estimation (per slot). In (c.f., Fig. 6) the estimations of the
MAR lambda (measured in Bytes/second) that resulted from the exponential
distribution fitting is shown for the entire duration of the trace. The total traffic
load self-similar characteristics require a variable mean rate which is proven
by the CAIDA traffic trace analysis. Researchers may use this variable rate to
accurately model the interarrival times of packets for each time slot. However,
the exponential distribution is not sufficient to model batches of packets arriving
at the same time.

Each estimation of the SCV was calculated with accuracy of above 98%2. In
(c.f., Fig. 6) the estimations are shown for the SCV C2

α, that resulted from the
Geometric Distribution fitting during the entire duration of the trace. The fitting
was performed on the average batch size (i.e., simultaneous arrivals )3 for each
time slot.

2 With R2 > 0.98.
3 Arrivals are considered simultaneous if the occur within 1 µsec.
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Fig. 7. Estimated SCV per time slot over the entire duration of the trace
(value/second). Values of greater than 1, indicate burstiness in the short-time scales.

Summary. Traffic Characterisation was conducted on traces taken by CAIDA
of an OC-192 Backbone Core Network. Results have shown that even in the short
time scales (sub-second duration) some burstiness persists. This could be better
modelled by the Generalised Exponential Distribution as it maintains the ana-
lytical tractability of the Exponential Distribution but does not underestimate
burstiness. For each time slot, the estimated SCV is greater than 1, indicating
batches of simultaneous arrivals in the node. On average over the entire period
the value of the SCV was estimated at 1.534340.

To validate the estimation of λ and C2
α, (c.f., Fig. 7) shows a comparison

between the measured traffic from the CAIDA traces and the traffic resulted
by the estimation. It is obvious that the traffic loads match accurately. Multiple
aggregated streams arrive to an optical backbone node, converted, demultiplexed
and transmitted through several wavelengths over the same fiber. Potentially this
could increase the average batch size of simultaneous arrivals significantly. The
GE distribution is proven to be ideal for modelling heavier traffic loads by simply
using higher values for the C2

α.

3 OBS Network Architecture

An OBS network uses one-way reservation protocols, sending a control packet
to configure the switches along a path, followed by a data burst without waiting
for an acknowledgement for a successful connection establishment. Source nodes
have an offset time depending on the destination node. OBS networks employ
several different protocols for bandwidth reservation and vary in architectures.
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Fig. 8. A simple OBS network architecture

3.1 Just-Enough-Time (JET)

For illustration purposes, a simple OBS network model with two source and two
destination nodes is displayed in (c.f., Fig. 8). Source nodes A and B transmit
data bursts into the network using the OBS JET protocol with random des-
tinations (E and F). Every source node transmits data bursts after an offset
time OffsetJET since the transmission of the control packet (also called Burst
Header Packet - BHP).

In JET no buffering is required at the intermediate nodes, due to the fact that
the bursts are stored in buffers at the source node, and they are transmitted after
an offset time large enough to allow the control packet to be processed.

Another attractive feature of JET is the delayed reservation. Bandwidth is
reserved only from the moment the burst arrives till the moment it departs
the intermediate node. These times are specified in the control packet. In JET
the control packet needs to include the burst length and the remaining value of
the offset time OffsetJET . The control packet is timestamped with its arrival
time at each intermediate node along with its expected transmission. In addition
the control packet will carry an up-to-date value of OffsetJET to the next node.

In case, Fiber Delay Lines exist in the intermediate nodes, they can be entirely
utilized for the purpose of resolving conflicts instead of waiting for the control
packet to be processed [26].

However, due to the high costs, it is more likely that no buffering will be avail-
able in the core optical network. Because of the lack of buffering burst dropping
is quite probable. To tackle this, classifying bursts according to a priority system
is suggested in [26]. This suggestion involves adding an additional offset time T’
to the base OffsetJET of the burst of a high-priority class. To completely isolate
one priority class from another, the authors suggest that the high priority class’
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Fig. 9. Offset Time Calculation

offset time to have a value of a multiple of the lower priority class’ average burst
size. Blocking (or loss) of data bursts occurs in node C.

Under the JET protocol, a fixed offset time is used which is calculated in a
manner that takes into account the processing delays of the BHP at the inter-
mediate switches. Let Ti be the processing delay of the BHP at an intermediate
switch i, T

(p)
d be the processing delay of the BHP at the destination switch and

T
(s)
d denote the time to setup and configure the destination switch. Clearly, the

OffsetJET for JET is determined by

OffsetJET =
(∑

T
(p)
i

)
+ T

(p)
d + T

(s)
d (3)

Let {i} be the set of intermediate switching nodes belonging to a path from a
source node to a destination node. The offset time calculation for the JET pro-
tocol is illustrated in Fig. 9 for a path that includes two intermediate switching
nodes between the source and the destination of the data burst. The offset time
needs to be long enough to account for the processing time of the BHP at the two
intermediate nodes and the destination, plus the setup time at the destination [27].

3.2 Routing and the Control Wavelength

Let’s assume that every optical fiber link of the network has W wavelengths.
One wavelength is used for the transmission of BHP and control packets while
the (W-1) remaining wavelengths are used to transmit bursts.

The control wavelength uses Time Division Multiplexing (TDM) for every
node in the network, including the intermediate and destination nodes, in or-
der to avoid collisions by assigning a time slot to every node. A source node
transmits a BHP containing information about the destination address, burst
size and offset of the upcoming burst. To achieve the wavelength reservation for
the upcoming burst, the BHP travels through the control wavelength to every
intermediate node on its path until it reaches its destination.

3.3 Incoming Traffic Characteristics

For each Optical Network Topology considered, all edge nodes act as both ingress
and egress nodes. This means that all nodes situated at the edge of the optical
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network, both transmit and receive optical bursts. Each node is considered to
have 4 incoming and 4 output ports. Each port-pair is transmitting and receiving
on a separate wavelength. Each fiber in the optical network is considered to have
4 wavelengths.

After the analysis of the CAIDA traffic, no assumptions are made during
the simulation experiments regarding optical burst interarrival times. For each
ingress edge node, OC-192 traffic is assumed for each wavelength. Self-similar
traffic load for each wavelength is generated based on the traffic measurements,
and converted into interarrival times. The IP packets arriving, are assembled
into optical bursts according to destination, and are stored in electronic buffers
(each buffer associated with a specific destination node) prior to their conversion
into the optical domain. The optical burst assembly strategy chosen is using
both a time limit as well as a burst length limit. After the optical bursts are
assembled they are transmitted into the core optical network according to the
specific OBS protocol.

4 The Dynamic Offset Control (DOC) Allocation
Protocol

Like JET, the Dynamic Offset Control (DOC) Allocation Protocol, possesses
the qualities that made JET so attractive. DOC requires no buffering at the
intermediate nodes and it has the delayed reservation feature [38]. However, due
to its control packet mechanism, no additional information needs to be embedded
in the control packet at each node on the path.

Each source node transmits a BHP containing information about the desti-
nation address, burst size and offset of the upcoming burst. The initial offset at
every source node is calculated in the same manner as in the JET protocol [26],
[30]. When a burst arrives at its destination or when a collision is detected at
some intermediate node, the destination or intermediate node will, respectively,
transmit a control packet in their own time slot to the source node with infor-
mation regarding the arriving or blocked burst. This information includes the
burst’s destination, offset time and size. In this fashion, the source node calcu-
lates progressively a blocking percentage for every source - destination pair.

4.1 Problem Statement

Protocol Formulation
Notation
Given:

– LimPersd: The Blocking Tolerance for the source - destination pair (s, d).
– OffsetStep: This value is used to increment or decrement the offset value

for each source - destination Pair Offsetsd up to its MAXOffsetsd
value or

down to MINOffsetsd
value.

– Hurst: Self-Similarity Degree.
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– TopologyInfo: Topology information which includes: actual topology, num-
ber of wavelengths and routing.

Variables:

– BPersd: Blocking percentage for the source - destination pair (s, d).
– Offsetsd: The current offset value for the source - destination pair (s, d).
– INITOffsetsd

: The default/initial offset value for the routing path of the
source - destination pair (s, d). The initial offset value is a value between the
minimum offset value and the maximum offset value for DOC. In the JET
protocol, the initial offset value is also the minimum.

– MINOffsetsd
: The minimum offset value for the routing path of the source

- destination pair (s, d). The minimum offset value is the minimum time
required for all intermediate nodes to process the BHP packets.

– MAXOffsetsd
: The maximum offset value for the routing path of the source

- destination pair (s, d). The maximum is calculated based on the QoS
requirements of the applications running on the network.

– PWavesd: Describes the preferred wavelength to use to transmit bursts from
the source node s to the destination Node d. This value is adapted according
to each source - destination pair’s traffic parameters by the DOC protocol.

Objectives:
Achieve Higher Throughput
Maintain Mean Queue Lengths
Higher Utilisation

4.2 Outline of the Algorithm

A summary relating to the operational aspects of the DOC protocol is presented
in a stepwise fashion below.
Begin
Input Data: TopologyInfo, LimPersd, OffsetStep, Hurst

Step 1: Calculate initial offset INITOffsetsd
, minimum offset MINOffsetsd

and maximum offset MAXOffsetsd
at each source node for each destination node

as in JET protocol; for each node i, i = 1, 2, ... , N. Use the first available wave-
length to transmit bursts through.

Step 1.1: Generate Self-Similar Traffic Load and employ the GE distribu-
tion to model the interarrival times of data bursts per time slot;

Step 1.2: Define at each source node initial offset values for each destina-
tion node;

Step 1.3: Bursts are transmitted through the preferred wavelengths
PWavesd unless they are busy transmitting, in which case the next available
one is chosen.

Step 2: If a data burst arrives successfully at a destination node, then a con-
trol packet is sent to the source node to update BPersd;
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Step 2.1: If BPersd < LimPersd

Step 2.1.1: If Offsetsd > MINOffsetsd
then Offsetsd = Offsetsd −

OffsetStep otherwise Offsetsd = MINOffsetsd

Step 2.2: If BPersd = LimPersd

Step 2.2.1: Offsetsd = INITOffsetsd

Step 2.3: If BPersd > LimPersd

Step 2.3.1: If Offsetsd < MAXOffsetsd
then Offsetsd = Offsetsd +

OffsetStep otherwise
Step 2.3.2: Offsetsd = INITOffsetsd

and set a new preferred wavelength
PWavesd

Step 3:If a data burst is blocked at an intermediate node, then a control
packet is sent to the source node to update BPersd;

Step 3.1: If BPersd < LimPersd

Step 3.1.1: If Offsetsd > MINOffsetsd
then Offsetsd = Offsetsd −

OffsetStep otherwise Offsetsd = MINOffsetsd

Step 3.2: If BPersd = LimPersd

Step 3.2.1: Offsetsd = INITOffsetsd

Step 3.3: If BPersd > LimPersd

Step 3.3.1: If Offsetsd < MAXOffsetsd
then Offsetsd = Offsetsd +

OffsetStep otherwise
Step 3.3.2: Offsetsd = INITOffsetsd

and set a new preferred wavelength
PWavesd

End.

4.3 DOC Algorithm Description

The key idea of the proposed DOC protocol is to keep the loss rate between the
source-destination pair to the minimum [38]. Optical bursts are assembled and
transmitted into the core optical network. Should a burst arrive at the destina-
tion node, or if a blocked data burst at an intermediate node occurs, a control
packet will provide new data for the source node to calculate the new BPersd. If
the blocking percentage drops under LimPersd in case of a successfully transmit-
ted data burst, it will start decreasing Offsetsd by OffsetStep unless the offset
is equal to the MINOffsetsd

value for the source - destination pair. However, if
the blocking percentage exceeds LimPersd in case of a blocked data burst, then
the node sets the pair’s offset value to the initial offset value and increases it
progressively by OffsetStep until BPersd drops again under LimPersd or the
offset reaches MAXOffsetsd

.
The ”delay time to reaction” is a well-known problem which accompanies any

feedback-based algorithm. To tackle this, source nodes in DOC adjust their offset
values and preferred wavelengths based on percentage values of the performance
metrics in question and thresholds that are specified as input to the algorithm.
These percentage values, change according to feedback received and when these
values cross certain thresholds the algorithm adjusts the offset values and pre-
ferred wavelengths. This ”slow” adaptation prevents sudden reactions to delayed
feedback where the situation has changed by the time the feedback is received.
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Thus, Offsetsd may be defined by

Offsetsd =

⎧
⎪⎪⎨
⎪⎪⎩

INITOffsetsd
≤ Offsetsd ≤ MAXOffsetsd

,
ifBPersd > LimPersd

MINOffsetsd
≤ Offsetsd < INITOffsetsd

,
ifBPersd ≤ LimPersd

(4)

Although increasing the offset between the BHP packet and the burst helps
towards lowering blocking, it may prove that it is not sufficient to decrease
blocking between the two nodes. To this end, the source is required to choose an
alternate route, which is implemented by introducing the concept of preferred
wavelength.

4.4 Preferred Wavelength

The network transmits each burst on the first available wavelength through its
corresponding output port, however, in DOC the concept of preferred wavelength
is introduced. Each source node maintains a preferred wavelength for each des-
tination node. The source node will first attempt to transmit the burst through
the specified preferred wavelength. If the preferred wavelength is occupied (be-
cause of a transmission of another burst), the first available is chosen instead in
a cyclic round-robin fashion.

Initially, the source nodes choose the first wavelength as the preferred for each
destination node. If changing the offset is not enough to keep the Burst Loss
percentage LimPersd to a low value, then a new preferred wavelength PWavesd

is chosen for this destination node. The whole purpose of choosing a preferred
wavelength is for the various source-destination pairs to reach a state of balance
that minimizes collisions.

5 The Simulation and Experimental Results

An event-driven simulator in CUDA (using an NVIDIA 8800 GTX), MATLAB
and C# .NET was developed for the quantitative analysis of three types of opti-
cal network topologies, an arbitrary topology, JANET and NSFNET with source
nodes transmitting towards all others having four wavelengths each and no wave-
length conversion capabilities. The simulator uses a non approximation method-
ology which takes into account the actual self-similar traffic characteristics of
an optical network analyzed in the beginning of this paper to demonstrate the
effectiveness of the newly proposed DOC protocol and get unbiased results. The
link lengths vary and are specified in each topology description. The IP packet
traffic load is self-similar and generated for each wavelength of each source node.
The IP packet interarrival times are distributed according to the GE distribu-
tion, with mean and SCV calculated on a time-slot basis. The Optical Burst
Assembly Strategy employed is the Time - Length Constraint strategy with the
size of the SONET OC-192 frame. Taking advantage of the GPU’s processing
power [29] facilitated simulation of the scenarios in high detail and speed.
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The simulator generates bursts randomly for the entire duration of the sim-
ulation run, after aggregating incoming IP packets, with random destinations.
During the simulation, the blocking percentage of every pair, the throughput
and the buffer length at the source nodes are calculated.

5.1 Experimental Results

Network Topology Scenarios. Various topologies were used to perform a
comparison between the JET and the DOC protocol. An arbitrary topology
(tested in two modes, a simple mode with three source nodes and three des-
tination nodes and a bidirectional mode with all edge nodes being source and
destination nodes), JANET the UK Education Backbone network and the US’
NSFNET network.

Arbitrary Topology. In the arbitrary topology three source nodes were ini-
tially considered (shown in c.f., Fig. 10 as A, B and C). Each source node had a
choice of three destination nodes (shown in c.f., Fig. 10 as K, L and M).

Bidirectional Topology. The topology shown in c.f., Fig. 10 was used as the
bidirectional topology. In this scenario, all edge nodes (A, B, C, K, L and M)
were considered as both ingress and egress nodes. Each node could transmit
bursts towards all other edge nodes.

Fig. 10. Arbitrary Topology used for simulation purposes. This topology was also used
in a bidirectional mode.
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Fig. 11. The NSFNET T1 Network Topology

NSFNET Network Topology. The NSFNET Topology was also used as a
network scenario (c.f. Fig. 11). All nodes in the network were considered as both
ingress and egress nodes.

JANET Topology. Similarly to NSFNET, the JANET scenario (c.f., Fig. 12)
used all nodes as both ingress and egress nodes.

Overall Blocking and Throughput. The mean Overall Blocking and Overall
Throughput for all Topologies are shown in Fig. 13 and Fig. 14. It is obvious that
for every topology scenario considered, the DOC protocol performed consider-
ably better than the JET protocol. In Fig. 13 and Fig. 14 the average blocking
and average throughput over the entire network are shown.

Port (Wavelength) Utilisation. Each source node transmits a burst towards
its destination over a specific wavelength through an output port. The source
ingress nodes each have 4 ports that transmit the bursts. Under the JET proto-
col, they transmit simply through the first available port. Certain wavelengths
are over-utilised in comparison to the remaining ones and as a consequence there
is a higher chance of collision, since a great number of bursts are traversing the
same wavelengths.

The newly proposed DOC protocol, achieves fairness in terms of port util-
isation by using various preferred wavelengths for each destination node. It is
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Fig. 12. The UKs Educational Network Super JANET 4

shown in Fig. 15 that on average most wavelengths will be better utilised under
the DOC protocol in all the topologies investigated.

Mean Queue Length. Measurements were taken for each network topology
scenario on the mean buffer length of each source node (measured in IP packet
counts) under both protocols investigated, in order to investigate the effect of the
variable offset values to the edge node buffers. It is obvious by the results (c.f.,
16), that under DOC, the mean buffer lengths were not significantly affected
by the offset value variability in comparison to JET. The blocking probability
decrease achieved by DOC and the option of using preferred wavelengths for
transmission, allows the offset values to remain at their minimum for the greatest
part of the simulation duration.
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Fig. 13. Overall blocking probability comparison between JET and DOC for various
network topologies

Fig. 14. Overall throughput probability comparison between JET and DOC for various
network topologies

Blocking and Throughput Probability. Apart from the overall blocking,
blocking measurements were taken on a source - destination pair basis. It is
obvious (c.f., 17) that in most pairs, DOC decreased the blocking probability
significantly since under DOC, source destination pairs adjust their offset values
and preferred wavelengths based on performance metrics and feedback from the
network.
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Fig. 15. JANET topology wavelength utilisation for the ’Leeds’ source node

Fig. 16. Mean queue length for source nodes in NSFNET Topology network

Similarly, throughput measurements on a source-destination pair basis were
calculated. All the network topologies achieved much higher throughput when
running under the proposed DOC protocol (c.f., 18).

DOC vs. Multiclass OBS JET networks. Note that depending on QoS
policies for the various networks, it might be justifiable for JET to incorporate
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Fig. 17. Source - destination Pair Blocking Probability Comparison in NSFNET topol-
ogy scenario for the source node at ’Boulder’ between the JET and DOC protocol

Fig. 18. Source - destination Pair Throughput Probability Comparison in NSFNET
topology scenario for the source node at ’Boulder’ between the JET and DOC protocol

higher offset values in order to allow control packets added time to be more
effectively processed so that network resources are properly allocated, as for
example in the case of high-priority bursts [31].

Below there are sample comparisons between JET and DOC, where JET’s off-
set value is higher than the minimum, for demonstrative purposes. It is demon-
strated that DOC outperforms JET under such a scenario as well. It’s worth
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Fig. 19. Mean queue length for source nodes in JANET Topology network

noting that although the Mean Queue Length rises when JET uses a higher
offset value, DOC manages to keep the Mean Queue Length lower while also
achieving a decrease in blocking.

6 Simulation with the GPU

Due to self-similarity’s high complexity and the associated analytical difficulty,
simulation became the most favourable tool to evaluate the performance of net-
works [39]. Consequently, many self-similar trace generators were invented to-
wards the creation of synthetic traces of network traffic such as On/Off Sources
and M/G/∞ [37].

The inherent complexity of optical networks is an additional obstacle to the
speed and duration of the simulations. Due to WDM / DWDM, current optical
fiber speeds in WANs exceed several Tbps, when each wavelength’s speed is 10
- 40 Gbps. A simulation would practically need millions of simulated optical
bursts and for each optical burst a large number of IP Packets. Therefore, a
Uniform Random Number Generator with an extended period is necessary. One
such huge-period generator was proposed in [32], called Mersenne Twister (MT),
which has a massive prime period of 219937 − 1.

However, the computational requirements remain extremely taxing when run-
ning an optical network simulation that is fed by self-similar LRD traffic flows
on an average home computer. Thus, supercomputers and other parallel systems
are usually chosen for these types of simulations that potentially have very high
costs and are not always readily available.
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6.1 Simulating on a GPU

Modern CPUs have multiple cores, which means in essence that more than one
processor exists within the same chipset. Today, CPUs with four cores have
increased performance by allowing more processes to be handled simultaneously.
However, even if the first steps towards multiple processors in one chipset have
been made, it is hardly enough.

Alternatively, graphics cards created by NVidia [33] may be employed for the
simulations to run on, instead of the actual CPU of the system. These Graphics
Processing Units (GPUs) have proven to be a good cost-effective solution to the
lack of processing power problem.

Differences between CPU and GPU. In the past five years, a lot of progress
has been made in the field of graphics processing, giving birth to graphics cards
that have a large amount of processors as well as memory sufficient to allow
their use to other fields than simply processing and depicting graphics. The
processing power (floating-point operations per second) superiority of modern
graphics cards (GPUs) to that of the CPU with NVidia’s GeForce 8800 GTX
reaches almost 340 GFlops whilst newer models like the GeForce GTX 280, can
reach almost 900 GFlops(c.f., [29]). Nevertheless, even if the GPU appears to
have significantly more power than the conventional CPU, it is worth noting
that the CPU is capable of handling different kinds of processes quickly, while
the GPU is only capable of processing a specific task very fast. This latter task
needs to be in the form of a problem composed of independent elements, due to
the large parallelization of GPUs (c.f., [29]).

Note that the GeForce 8800 GTX is equipped with 128 scalar processors
divided into 16 groups - called multiprocessors - of 8. The calculation power of
such GPU was shown in [34] to be clearly superior to the CPU. However, the
difference is not that large unless this power is efficiently utilized [39].

GPU Architecture. Via the CUDA framework, the GPU is exposed as a
parallel data streaming processor, which consists of several processing units.
CUDA applications have two segments. One segment is called ”kernel” and is
executed on the GPU. The other segment is executed on the host CPU and
controls the execution of kernels and transfer of data between the CPU and
GPU [29].

Several threads that run on the GPU run a kernel. These threads belong to a
group called block. Threads within the same block may communicate with each
other using shared memory and may not communicate with threads of another
block. There is a hierarchical memory structure, where each memory level has
different size, restrictions and speed [29].

A disadvantage of the GPU was that it adopted a 32-bit IEEE floating-point
numbers, which is well lower than the one supported by a general-purpose CPU.
However, the recently released NVIDIA 280 series supports double precision
floating point numbers [39].
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Fig. 20. Ingress node that transmits optical bursts into the core optical network, mul-
tiplexing several wavelengths (decomposed)

6.2 Numerical Results

Simulating a decomposed optical edge (c.f., Fig. 20) node would require sepa-
rate self-similar generators for each transmission rate. This transforms optical
burst generation into a problem that can be parallelized into multiple processor
cores. However, running each of these self-similar generators on a single CPU,
would introduce a significant overhead as the self-similar generators can be ex-
tremely time-consuming. Assuming the time required for these generators can
be minimized, this would greatly increase the efficiency of optical packet/burst
generation simulations.

The aims of the experiments, are to observe whether the use of a GPU for
traffic generators can improve their efficiency and minimize their time require-
ments. Three types of generators were chosen, a generator based on the GE dis-
tribution for lightpath session arrivals, an LRD generator based on the M/G/∞
delay system and an LRD generator based on On/Off sources. The length of the
generated samples was limited specifically to reveal potential bottlenecks when
running these generators on the GPU versus the CPU.

Simulations of a decomposed optical edge (c.f., Fig. 20) node were conducted
on an NVidia 8800 GTX. For this investigation many different scenarios were
considered, in order to provide a deeper insight on the GPU’s capabilities on
various test cases.

Lightpath session arrivals were generated based on the GE-type distribution,
so that batches of sessions are taken into consideration. A total of 24,002,560
lightpath sessions were created, initially on one block on the GPU and on three
types of general purpose CPUs, single, dual and quad core (c.f., Fig. 21). Initially,
measurements were taken by increasing the number of threads that simultane-
ously ran on the same block.

The results showed that by using only one block (i.e., one multiprocessor)
on the GPU, the overall simulation duration was significantly longer when the
thread number was lower than 8. As the threads were increasing, the performance
improvement was significant, surpassing even a Quad core CPU.
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Fig. 21. Simulation duration in milliseconds, of GPU and CPU simulations vs. number
of simultaneous threads per block

Fig. 22. Performance comparisons between the GPU and different types of CPUs.
Graph shows duration in milliseconds versus number of blocks

The same experiment was conducted, while increasing the number of
blocks processing the kernel at the same time. This essentially increased the
parallelization of the generator, increasing dramatically the performance. To this
end, a parallel version of Mersenne Twister was employed to allow for simultane-
ous random number generators on each of the 190 wavelengths [35].

As the number of blocks is increasing, significant performance improvement
is observed, as more blocks use more multiprocessors (c.f., Fig. 22). Note that a
total of 16 blocks are required for all multiprocessors of the NVidia 8800 GTX
to be used and up to 32 to be properly utilized for maximum performance.
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Fig. 23. Performance comparisons between the GPU and different types of CPUs.
Graph shows duration in Milliseconds versus number of blocks. Number of blocks start
with 1 block using 16 Threads and continues increasing the blocks employing 128
threads per block.

However, as mentioned in the beginning of this tutorial, the Poisson arrival
process and the compound Poisson arrival process are not suitable to simulate
network traffic for an OBS Network. Therefore, self-similarity generators need to
be implemented since most are computational intensive. The M/G/∞ generator
was chosen specifically because it is not easily implemented on a parallel system,
to allow increased complexity of calculations for each wavelength. To this end, an
optical edge node is being simulated having 190 wavelengths. Each wavelength
produces streams of optical bursts, with a traffic load that exhibits self-similar
properties. For demonstration purposes the generated samples per wavelength
were limited to 302084, for a total of 58000128 bursts for the entire node. For
each wavelength a series of self-similar traces is generated based on simulating
individual M/G/∞ delay systems. The results shown in (c.f., Fig. 23) indicate
that the GPU performs even better when the complexity of the problem is high
in comparison to the CPU, provided it has been parallelized enough to efficiently
utilize the GPU’s resources. This observation was also validated in [34].

An experiment with On/Off Sources was also conducted. This method is in-
herently easy to implement on a parallel system. It involves generating traffic
from each wavelength of the fiber independently on a parallel system and then
aggregating them into a multiplexed stream. Aggregation, however, needs to run
on a single core since it requires access to all generated traffic streams. Essentially
this creates a bottleneck, which limits the overall performance of the GPU. To
illustrate this, the amount of traffic for each wavelength was limited. As shown
in Fig. 24 by increasing the number of threads per block and by using only one
block, the GPU eventually surpasses the quad core CPU once the number of
threads exceeds 128. Nevertheless, the performance difference is not that great.
This is due to the aggregation overhead.
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Fig. 24. Performance Comparisons between the GPU and different types of CPUs.
Graph shows duration in Milliseconds versus number of threads per block.

Fig. 25. Performance of GPU while increasing blocks, for a small amount of traffic
traces

Furthermore, it is shown in Fig. 25 that by increasing the number of blocks,
no real difference in performance, is observed since the number of samples is too
small whereas the aggregation overhead too great.

Increasing the number of samples would actually increase the performance
difference between the CPU and the GPU, while at the same time diminish-
ing the aggregation’s overhead effect. This leads to the conclusion that without
proper parallelization, the GPU remains significantly underutilized, thus making
the general-purpose CPU the main choice for processes that were programmed
without considering a parallel system.
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7 Conclusions and Further Work

The traffic characterization of an OC-192 backbone network link was conducted,
from traces retrieved by CAIDA [16]. The suitability of the GE distribution, with
variable parameters based on the self-similar traffic slot bin was demonstrated
and differences in the IP packet size distribution were presented. These traf-
fic characteristics were used in the OBS protocol simulations to prevent biased
results. The exposition showed that although the traffic load is self-similar, nev-
ertheless burstiness still occurs in the short-time scales.

The performance of the proposed DOC allocation protocol for high perfor-
mance OBS networks without wavelength converters was also investigated. Dif-
ferent traffic demands amongst the nodes of the optical network were taken into
account and a dynamic updating of the offset was adopted based on the occur-
rence of blocked bursts and successful transmissions. Preferred wavelengths were
also chosen on a source - destination basis. Numerical evaluation results based
on simulation were devised focusing on the performance metrics of throughput,
mean queue length and blocking probability. Self-similar traffic was generated
for each wavelength of every source node in all network topologies employed.
Moreover, the MAR and SCV of GE-type interarrival times of IP packets were
calculated for each time slot. It was observed in many measurements taken that
both the overall and each source - destination pair blocking probabilities under
the DOC protocol were greatly decreased in comparison to those associated with
the JET protocol. In addition, the DOC protocol achieved fairness in terms of
wavelength utilisation and moreover, it was experimentally shown that this pro-
tocol, based on a dynamic control of the offset and preferred wavelength, did not
increase buffer length requirements at each source node in comparison to those
of the JET protocol.

The DOC protocol could be extended to take into consideration the case of
broken links of its topology. This will necessitate the creation of a new fea-
ture that could be added on top of the variable offset values and the preferred
wavelength system. This will cause the OBS network under DOC to pick a new
preferred route for each source - destination pair if neither the varying offset val-
ues nor the preferred wavelength managed to keep a low value for the associated
blocking probability. Choosing an alternate route may allow an OBS network to
bypass the broken links in the network achieving, therefore, higher throughput
in contrast to other OBS networks. Moreover, statistical analysis of the offset
values needs to be conducted whilst further investigation is required under other
scenarios where the thresholds of the performance metrics of the network are
also adjusted according to their attributes, as appropriate.

The simulations in this tutorial were executed on an NVidia 8800 GTX graph-
ics card acting as a parallel system. Results showed a GPU can provide signifi-
cantly faster results in comparison to the CPU, provided that the optical node
simulation is decomposed properly and the simulation is designed for a parallel
system. This allows independent systems based on different wavelengths to be
simulated simultaneously. Note that simulations need to have high complexity
and duration in order to justify the use of a GPU. However, it is required that
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simulation designers develop their simulations efficiently; otherwise worse per-
formance may be experienced. In the future, more and more processing cores are
expected to appear and the research community needs to create cost-effective
algorithms that take advantage of their fast multiprocessing potential.

Moreover, it is essential to develop an optimal a hybrid simulation approach
that utilises in full the available technology and allows multithreaded segments
to be calculated on the GPU and single core bottlenecks on the CPU, re-
spectively. In addition a new royalty-free standard, named Open Computing
Language (OpenCL), needs further consideration as it is gaining popularity
for cross-platform, parallel programming of modern processors found in per-
sonal computers, servers and handheld/embedded devices. OpenCL is nowadays
adopted by more and more operating systems and platforms, whilst drivers were
issued by NVIDIA for the OpenCL to work with CUDA. It can be used to
greatly improve speed and responsiveness for a wide spectrum of applications
in numerous market categories from gaming and entertainment to scientific and
medical software [36].
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