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Abstract. Optical Packet Switching (OPS) is among the most promising solu-
tions for next generation metropolitan networks. The increase of packet-based 
services (video on demand, etc.) is pushing metropolitan networks providers to 
renew their infrastructures. Today, metropolitan networks are based on 
SONET/SDH circuit-switched networks, which are becoming inefficient and 
costly to support new requirements of quality of service and bandwidth of spo-
radic packet-based traffic. To solve this problem, many new network solutions 
are proposed recently, including Next Generation SONET/SDH, Resilient 
Packet Ring, etc. Among others, the optical networking technology appears a 
good choice thanks to its following benefits: huge transmission capacity, high 
reliability, and high availability. This paper is devoted to provide an overview 
of the metropolitan network infrastructure and particularly to its evolution  
towards OPS networks. It also highlights performance issues in terms of optical 
packet format, medium access control protocol and quality of service, as well as 
traffic engineering issues.  
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1   Introduction 

Today’s metropolitan area networks (MANs) are faced with a significant challenge; to 
maintain traditional circuit services (e.g. voice) while, at the same time, enabling new, 
value-added packet-based services (i.e. video and data) to be carried over the same 
packet-based network infrastructure. This challenge is the result of the unprecedented 
proliferation of packet-based services, which in turn has led to a rapid growth in de-
mand in terms of bandwidth and sophisticated quality of service (QoS) requirements 
in metropolitan areas. MAN service providers must therefore renew their network 
infrastructures to adapt to these service requirements as well as deliver the bandwidth 
demanded. 

Transformation of metro networks infrastructure can be accomplished by increas-
ing capacity, but more importantly by introducing new technologies with high  
performance gains relative to infrastructure cost. Several solutions have been pro-
posed to enable the deployment of next-generation of metro optical networks, which 
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allow a gradual increasing of capacity in a scalable and cost effective manner. Some 
of them focus on enhancing and adapting existing Synchronous Digital Hierarchy / 
Synchronous Optical NETwork (SDH/SONET) technologies, while others are de-
signed specifically to serve as a substitute for SDH/SONET. While the standardiza-
tion in the area of SDH/SONET is not specific to metro networks, the importance of 
developing new network solutions for metropolitan area is reflected by the large 
number of recently initiated standardization activities and industry forums as Internet 
Engineering Task Force (IETF) working group for IP over RPR (IPoRPR), IEEE 
802.17 Resilient Packet Ring working group (RPRWG), Metro Ethernet Forum 
(MEF) and Resilient Packet Ring alliance. That is, an important trend in networking 
in metropolitan area is the migration of packet-based technology from Local Area 
Networks (LANs) to MANs. Therefore, in the next generation of metro networks, 
transport functions will migrate from SDH/SONET architecture to packet-switching 
transport networks, and will complement service layer features to satisfy the full 
range of infrastructure and service-specific requirements. 

The design of a substitute for actual SDH/SONET architecture is complex because 
the solutions are diverse and thus the election of the best approach remains a contro-
versial issue. Over the past few years, many studies have been dedicated to the design 
of architecture for the next generation of metropolitan area networks. Unfortunately, 
their diverging approaches and viewpoints highlight the complexity of the problem. 
However, the major standardization works, as supported by Institute of Electrical and 
Electronics Engineers (IEEE), IETF and MEF have in common the following ele-
ments. Firstly, the bandwidth access should be dynamic, flexible and provide a large 
spectrum of granularity. The metro networks need to handle fine granularity traffic 
with highly variable characteristics. Moreover, a metro network must directly interop-
erate with a large range of protocol types (e.g., IP, ATM, Gigabit Ethernet, Frame 
Relay, etc.) and thus the aggregation is a more significant function than the transport. 
Secondly, the network should be capable to transport all types of traffic with specific 
QoS. Here, the TDM support (i.e. backward compatibility) is needed despite the huge 
growth in data traffic. Finally, the network resiliency will play an important role in 
electing the best approach. There are efforts to develop solutions capable to offer a 
sub-50 ms network resiliency as in SDH/SONET. 

In this context, the optical networking technology appears a technology of choice 
for the next generation MAN. The main benefit of optical technology can be summa-
rized in the following terms: huge transmission capacity, high reliability, and high 
availability. This tutorial is devoted to provide an overview of the MAN infrastructure 
and particularly to its evolution towards optical packet networks during the last dec-
ades. It also highlights performance issues in optical networking in metro area in 
terms of optical packet format, medium access control (MAC) protocol and quality of 
service (QoS), as well as traffic engineering issues. We begin with a brief state-of-the-
art and perspective on optical metro network. Next, we provide a number of argu-
ments for an answer to the problem of the choice of packet format to be adopted in 
future metropolitan optical packet switching networks. Here, we provide performance 
comparison between fixed length packet and variable length packet approaches. Then, 
we explore the performance issues at MAC layer and present some improvements for 
MAC protocol. This is followed by the discussion about how to guarantee QoS in 
multiservice optical packet switching (OPS) metro network, illustrated by some  
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possible mechanisms allowing the transport of circuit-based TDM traffic on packet-
based networks. Finally, we finish with some conclusions. 

2   Overview and Perspective on Optical Metro Network 

2.1   Evolution of Optical Metro Network  

In an end-to-end connectivity perspective, a MAN is a network that interconnects 
many LANs and provides connections with other MANs through the backbone WAN 
(Fig. 1). A MAN typically provides access and services in a metro region (i.e., a large 
campus or a city).  

 

Fig. 1. Global view of metropolitan area network 

Designed to be a network that services different access networks and high-
bandwidth end-users (e.g., financial organizations, banking, large Internet Service 
Providers (ISP), etc.), a MAN needs to provide much higher bandwidth capacity and 
connectivity than a LAN. It should provide reliable and available services as well. 
The reliability and availability requirements for MAN can be expressed through the 
very fast restoration of service in the event of failures, today in around 50 ms. Added 
to that, a MAN should support services with end-to-end security such as virtual pri-
vate networks (VPN) or virtual LAN (VLAN). With the ever-growing of data and 
video traffic today, a MAN should also offer high scalability to accommodate rapid 
change in terms of bandwidth demand in the metro area. 

The advent of optical technology is changing the face of the MAN. There can be 
no doubt that optical networks offer promises to build excellent MANs that meet 
many of the requirements stated above. The main interest of optical technology is that 
it provides huge capacity for the network. In addition, optical fibers offer a much 
more reliable medium of transmission than copper cables. Therefore a MAN based  
on optical technology will provide a common and solid infrastructure over which 
varied services could be delivered. The evolution of optical networks is summarized 
in Fig. 2.  
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Fig. 2. Evolution of optical networks 

In the 1980s, to transmit data at higher bit rate, most carriers (or service providers) 
deployed unidirectional optical fibers in their backbone infrastructures with point-to-
point mesh topology. The processing of switching and multiplexing all remained in 
electronic domain. During the first half of the same decade, the Plesiochronous Digi-
tal Hierarchy (PDH) network was widely deployed. This technology has primarily 
focused on multiplexing digital voice circuits. The Synchronous Optical Network 
(SONET) systems were introduced later in North America. A closely related standard, 
Synchronous Digital Hierarchy (SDH), has been adopted in Europe, Japan and for 
most submarine links. These systems were developed to overcome some drawbacks 
of the PDH systems such as lack of multiplexing flexibility, point-to-point limited 
supervision, etc. Besides, at the end 1980s and the beginning of the 1990s, a number 
of standards for MAN has been proposed, namely Fiber Distributed Data Interface 
(FDDI) token ring, an ANSI standard [1], and Distributed Queue Dual Bus (DQDB) 
IEEE standard [2]. Those networks are packet-based and use ring topology. Other 
enterprise networks such as Fiber Channel and ESCON were developed to offer stor-
age services to enterprises. They constitute another class of networks, existing in 
parallel with SONET/SDH systems. 

As the demand for wider bandwidth has been increasing continuously, the Wave-
length Division Multiplexing (WDM) technology was introduced in optical networks 
at the middle of the 1990s. WDM increases transmission bit rate by several orders of 
magnitude. Moreover, in addition to the considerable increase of transmission rate, 
the optical Add/Drop Multiplexer (OADM), providing wavelength-based add/drop 
function, and the optical cross-connect (OXC), offering wavelength-based cross-
connect function, are the key elements of this generation of optical networks. OADM 
and OXC were introduced at the very beginning of the year 2000. 

Recently, many researchers have studied the feasibility of performing multiplexing 
and switching optically. In reality, it is advantageous to adopt optical switching and 
routing means over electronic counterparts, as they are more amenable at higher bit 
rates and do not require optical-to-electrical (O/E) and electrical-to-optical (E/O) 
conversions. The feasibility of optical packet switching and optical burst switching 
networks has been studied (e.g., [3], [4], [5], and [6]).Thus the latest generation of 
optical networks that could appear at the end of this decade should be all-optical 
packet switching networks.  

2.2   Challenges in Optical Metro Network 

The strong increase of demand in terms of bandwidth and value-added services  
in both access and metropolitan networks today is pushing the service providers to 
innovate their existing network infrastructures. Although WDM provides huge trans-
mission capacity, there is always a need of providing more sophisticated services to 
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customers such as interactive games and video-on-demand and telephony over IP, 
which generate much more revenues than raw-bandwidth service offered by WDM. 
As new applications are constantly being generated, notably in the metro area in 
which several organizations and enterprises are directly involved, a new generation of 
MAN is strongly required to replace the obsolete and inappropriate MAN. 

The main requirements which are challenging the metro network limits are: a spo-
radic incoming traffic from LANs with different QoS constraints, different client 
formats, cost sensitivity and finally the necessity for a scalable architecture to support 
increasing traffic. The rapid increasing volume of data traffic in metro network is 
challenging the flexibility of existing transport infrastructure based on circuit-oriented 
technologies like SDH/SONET. In spite of its high reliability, high QoS and stan-
dardization, SDH/SONET lacks the efficiency of transporting data traffic. On one 
hand, the solutions developed to adapt packet-based traffic to circuit-switching envi-
ronment (i.e. Packet over SDH/SONET (PoS) and IP over ATM (IPoATM)) use inef-
ficiently the transport infrastructure bandwidth. On the other hand, although ATM 
over SDH/SONET (ATMoS) offers a predictable end-to-end transport service, it leads 
to complex interfaces (i.e. SAR algorithms), 10 percent of capacity consumed with 
transport overhead, and some bandwidth loss when ATM cells are placed in fixed  
size SDH/SONET frames. Furthermore, the complex algorithms used to transport 
packet-based traffic over such architecture become difficult to implement at high-
speed processing.  

Over the last decade, the introduction of optical technology in metropolitan area 
was studied intensively. The fibre technology is considered the response to the prob-
lems of bandwidth requirements and QoS because of its huge capacity. Optical  
networking technology, through WDM, may represent the solution for meeting in-
creasing bandwidth demands. Unfortunately, the introduction of all-optical WDM 
equipments and architectures in the metro environment for replacement of the tradi-
tional architectures, as initially envisioned, has been slowed down significantly by the 
current economic situation. As a result, the cost of components and the design of the 
network as a whole on the other hand has become extremely important and cost ver-
sus performance trade-offs now play the central role in the design and engineering of 
metro networks. The metropolitan networking environment with its constant and 
rapidly changing bandwidth requirements, cost sensitivity and different customer 
traffic need present a challenge for the deployment of the latest optical technologies. 

2.2.1   Traffic Evolution  
The traffic is changing in communication networks, notably in the metro regions. The 
evolution of the global traffic is led by many elements. First of all, the voice traffic 
obviously plays an important role in the global traffic today. Some recent observa-
tions have pointed out that although the volume of mobile voice and voice over IP 
continuously increases, the total volume of voice traffic tends to decrease due to the 
strong decrease of fixed voice traffic. 

Beside this traditional traffic, the volume of multimedia video traffic becomes 
more and more important. The emergence of new multimedia applications such as 
high quality video conferencing, high-definition television on demand, etc, leads to a 
considerable growth of video traffic volume (e.g., video traffic is about 60% of the 
total traffic volume). As a result, there is a need of upgrading the access networks to 
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very high-speed in order to offer enough bandwidth for multimedia end-users. For 
instance, in Asia, notably in Japan, one plans to provide up to 1 Gbs per user using 
FTTH (Fiber-To-The-Home) technology, in which 80% bandwidth will be reserved 
for high quality multimedia applications. The MAN, which connects those access 
networks, must be upgraded in terms of capacity and quality of service consequently. 

Another element that considerably contributes to the evolution of traffic today is 
the evolution of Pear-to-Pear (P2P) traffic. Recent measures shown that P2P volume 
continues to grow rapidly (e.g., around 20% of global internet traffic in the year 2004 
[7]). This growth may break the asymmetric bandwidth assumption, and also shifts 
traffic exchange to domestic networks due to P2P nature. This means that most of 
traffic exchanges in the future may be local exchange (i.e., the major traffic will circu-
late inside the same MAN), and may does not reach backbone network.  

Last, but not least, we cannot ignore the growth of Internet traffic over the world, 
which mainly consists of data traffic such as WEB browsing, file transfer, hosting, 
etc. Globally, Internet traffic volume doubles each year. But the Internet growth rate 
is different in each continent. For example, in the year 2004, the Internet growth rate 
is about 400% in Asia, 200% in America but only 80% in Europe [8]. The prolifera-
tion of this traffic, in addition to the P2P traffic, causes an unprecedented growth of 
data traffic in the global traffic. 

All this goes to prove that the traffic pattern is excessively changing, the voice traf-
fic volume becomes minor compared to multimedia and data traffic volume. The 
MAN is facing with a real challenge: mainly transporting sporadic video and data 
traffic, while still being able to offer high level of quality of service for the voice 
traffic as it represents most revenues of service providers. 

2.2.2   Limits of Traditional Circuit Switching Networks 
Traditionally, metro networks are based on SONET/SDH rings employing circuit 
switching technology. Professional users are usually connected directly to 
SONET/SDH rings through their ADMs, while residential users are connected to 
those same rings indirectly via the central offices and the access networks. It is a well-
known fact that SONET/SDH rings combined with TDM circuit switching and WDM 
wavelength switching (i.e., SONET over WDM) technologies can provide a huge 
network capacity with reliable services for metropolitan users. All the same, owing to 
the ever-growing of video and data traffic that has surpassed voice traffic today, 
SONET/SDH is facing with great challenges because of its disadvantages in support-
ing sporadic traffic.  

The most important limitation of SONET/SDH is the lack of flexibility and scal-
ability to deal with new demands of data service today. Essentially designed for 
transporting voice traffic, SONET/SDH networks are unsuitable for the transport of 
data traffic. Thanks to the constant rate and predictable behaviour of voice traffic, the 
establishment and provision of circuits were easy. Unfortunately, the volume of data 
traffic today exceeds that of voice traffic. This tendency is likely to continue for at 
least the next several years. In contrast to voice traffic, the data traffic is usually spo-
radic, changing and unpredictable. As a consequence, SONET/SDH must be able to 
provision and upgrade circuits efficiently and rapidly to support data traffic. However, 
this capability did not exist in the traditional design of SONET/SDH.    
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More specifically, SONET/SDH connections are usually established and dimen-
sioned for a long term contract (months or years). This means that the traffic trans-
ported by these connections must be predictable and supposed to be unchanged. Such 
conditions are not applicable for data traffic due to its sporadic nature. Besides, these 
connections in most cases use dedicated circuits or wavelengths, with the granularity 
of PDH hierarchy (about several tens of Mbs) or wavelength bit rate (about several 
Gbs) in case of wavelength switching. These granularities are too coarse compared to 
the large variety of data rates that may be required by end-users. Furthermore, even if 
those circuits are reserved for voice traffic only, they will not be used during periods 
of inactivity of related users, whereas new users are asking for bandwidth. The impli-
cation is that the bandwidth reserved for each circuit/wavelength is often wasted or is 
used inefficiently.  

New techniques are currently being developed to address many of these limita-
tions. Generic Framing Procedure (GFP) [9] has been developed as a new framing for 
data accommodation into SDH/SONET and optical transport network (OTN). Virtual 
Concatenation (VC) [10] has been standardized for flexible bandwidth assignment of 
SDH/SONET paths. Link Capacity Adjustment Scheme (LCAS) [10] has been  
discussed for dynamic bandwidth allocation in support of virtual concatenation.  
One of the most important objectives of these new technologies is to enable flexible 
and reliable data transport over SDH/SONET, which is referred to as data over 
SDH/SONET (DoS). 

The solution listed above may be sufficient to achieve a high utilization in back-
bone networks where the traffic flows are aggregates of many individual flows and 
are relatively smooth. In metro networks, however, the traffic is bursty/variable and it 
is desired to efficiently share the available capacity between the nodes at the time 
scale of individual packets (packet switching) or bursts of packets (burst switching).  
While the standardization efforts in the area of SONET/SDH are not specific to metro 
networks, the importance of metro gap is reflected by the large number of recently 
initiated standardization activities and industry forums such as IETF working group 
for IP over RPR (IPoRPR), the IEEE 802.17 resilient packet ring working group 
(RPRWG), the Metro Ethernet Forum (MEF), and the resilient packet ring alliance. 

Last, but not least, SONET/SDH needs a very long time to provision a new circuit. 
As a matter of fact, it takes weeks to months to fulfill a new bandwidth request, and 
requires long-term contractual agreements as well. This way of deploying services 
now becomes obsolete and inefficient. The data traffic today is continuously increas-
ing and varying, constantly generating new service requests. Consequently, the mod-
ern MAN should be able to deploy new services rapidly without long-term contracts. 
Of course, this entails that the modern MAN should provide finer granularity in terms 
of switching and upgrading relative to SONET/SDH. In this context, sub-wavelength 
switching technologies such as optical burst switching and optical packet switching, 
which provide fine switching granularity at a burst and packet levels, are widely stud-
ied by many researchers and service providers recently, in order to improve, not to 
say replace, their existing infrastructures. 

2.3   Towards Optical Packet Switching Networks 

The need of fine switching granularity for next generation MAN leads researchers to 
investigate the optical packet switching (OPS) technology that provides the finest 
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granularity. Many recent projects regrouping both academic and industrial researchers 
have focused on the analysis of OPS, such as KEOPS in the year 1998 [3], WASPNET 
in the year 1999 [11], DAVID in the year 2003 [4] and ROM-EO [6] in the year 2005. 

In OPS networks, packets are switched optically without being converted to elec-
trical signal. The main advantage of this method is to bypass the electronic switching 
bottleneck and provide enabled switching solution that matches with WDM transmis-
sion capability. Fig. 3 shows the generic architecture of an OPS switch. Readers  
interested in the detail of OPS switch are warmly invited to refer to [3], [11], [12], 
[13], [4] and [5]. 

 

Fig. 3. A generic all-optical switch in OPS network 

The main benefit of OPS relative to circuit switching approaches is that OPS re-
sults in a better network utilization since it can easily achieve a high degree of statisti-
cal multiplexing and effectively be amenable for traffic engineering. Moreover it 
enables packet-switching capability at high rates that cannot be contemplated using 
electronic devices. Nevertheless, statistical multiplexing property, which makes OPS 
attractive over circuit switching, introduces some important effects. Among others, 
the need of buffering optical packets in case of contention is typical. Contention oc-
curs whenever two or more optical packets are trying to leave a switch from the same 
output port on the same wavelength. This cannot happen to circuit switching networks 
as an output port is always reserved for a specific circuit. How the contention is re-
solved has significant impact on the overall network performance.  

Contention is easy to resolve in the electronic world, where electronic random ac-
cess memory (RAM) is available. OPS, however, is still lacking mature technologies 
addressing contention issues. Owing to the lack of optical RAM, OPS typically uses 
fiber delay line (FDL) to delay the packets in contention and send them out at a later 
time. As fiber delay lines are strict fist-come-first-serve (FIFO) queues with fixed 
delays, they are far less efficient than electronic RAM. Switched fiber delay lines are 
recently developed to more efficiently resolve contention, but they require large num-
ber of fiber delay lines. Handling a large number of fibers in a switch appears to be a 
difficult task today. Therefore, optical RAM still remains in an early stage until now. 

Other approaches are also used to address contention issue in OPS, such as deflection 
routing and spectral contention resolution using wavelength conversion. Deflection 
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routing means that a packet in contention is send to a free output port other than the 
desired port. The disadvantage of deflection routing is that it introduces extra propaga-
tion delays and causes packets to arrive out of order. Spectral contention resolution 
consists in the use of wavelength converters to change the wavelength of the packets in 
contention. By consequent, it multiples packets can be sent simultaneously to the same 
output port as multiple wavelengths are generally available at each output port. 

It is worthwhile to note that there currently exists another switching technology 
that is also gaining attention of service providers: the optical burst switching (OBS). 
OBS is a solution that lies between optical circuit switching and optical packet 
switching. It offers the switching granularity between a circuit and a packet. A burst is 
composed of several packets having the same destination. It provides high node 
throughput, hence high network utilization, and at the same time, it can be imple-
mented with currently available technologies. It promises to be a short-term practical 
choice as an alternative to traditional circuit switching, before OPS becomes mature. 

3   OPS Ring Network for Future MAN 

Through the previous subsections of this tutorial, a clear trend one can recognize is 
that service providers are investigating much effort to construct common packet-
based network infrastructures for the future MAN. The key elements of these infra-
structures, in the long term, will be undoubtedly all-optical technologies, namely OPS 
and DWDM. This section is devoted to specifically introduce a good candidate for the 
future MAN: the optical packet switching networks using ring topology (OPSR). We 
begin with a discussion about the reason why the ring topology is widely adopted in 
MAN. Then we describe an example of OPSR network that has been studied by a 
number of industrials recently. 

3.1   Motivation for Ring Topology 

Packet switching networks using ring topology are the most common architectures in 
metropolitan areas. For instance, at the end of 1980s and the beginning of 1990s, there 
were a number of standards for MAN using ring topology such as FDDI token ring 
and DQDB IEEE standard. More recently, a ring architecture known as Hybrid Opto-
electronic Ring Network (HORNET) has been proposed in the year 2002 [14] and, in 
the year 2003, a new standard for optical MAN has been approved by IEEE: the  
Resilient Packet Ring (RPR) [15]. 

One may wander why ring topology is widely used in MAN. There are actually sev-
eral factors that have made ring the topology of choice. First of all, bidirectional rings 
inherently provide fast restoration time after events of outage such as link cut or node 
failure. For example, in case of a single link cut, packets can be simply redirected to 
transmit on the other direction of the ring to reach destinations. The highest record of 
restoration time in today’s MAN is around 50 ms, which is typically guaranteed by 
SONET/SDH rings. RPR also provides this resilience feature. The fast restoration time 
plays an important role in providing good quality of services (QoS) to customers. It 
actually contributes to the degree of network availability, a typical requirement that 
MAN’s providers must take into account when designing their networks. 
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There is a second argument that cannot be ignored, namely the statistical multi-
plexing of data traffic flowing from different nodes over the shared medium of  
transmission (also known as collecting function of a ring). As a MAN typically inter-
connects a variety of enterprises and organizations of small, medium or big size, its 
overall traffic is rather sporadic and heterogeneous. If the MAN uses point-to-point or 
meshed topology to connect their nodes, there will be cases where some links are 
underused, while the others are overloaded. Thus it would be better if the underused 
links could support part of traffic from the overloaded links. The ring topology with 
shared medium of transmission can effectively deal with this problem without com-
plicated routing algorithms. As a matter of fact, since the total bandwidth of the  
network is shared by ring nodes, the effect of statistical multiplexing will clearly 
improve the resource utilization. In addition to this feature, a similar utility that a ring 
could provide is spatial reuse. The idea is roughly described as follows: bandwidth 
occupied by traffic of upstream nodes will be released at destination nodes, hence will 
be reused by other nodes after those destination nodes.  

As far as the cost of network infrastructure is concerned, ring topology in the metro 
areas provides very efficient utilization of optical fibers, hence effectively reduces the 
infrastructure cost by using small number of optical fibers. In point-to-point or mesh 
topologies, the number of optical fibers is usually proportional to the number of links 
between nodes, whereas only one fiber may be sufficient to connect all nodes in a ring 
topology. 

Finally, it is worthwhile to note that ring topology simplifies the routing function-
ality of ring nodes. Since there are either one (for unidirectional rings) or two (for 
bidirectional rings) paths for routing traffic, the complexity of routing function is 
obviously reduced relative to mesh topologies. 

3.2   Example of an OPS Ring 

We now introduce the architecture of an OPSR that uses opto-electronic components. 
The concept of this architecture mainly comes from on a recent experimental architec-
ture, the Dual Bus Optical Ring Network (DBORN) [16]. The idea is to design an 
optical network that satisfies requirements for the next generation MAN, while  
 

  

a) Global OPSR architecture    b) OPS node 

Fig. 4. OPSR architecture 
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tremendously reducing the network cost by employing advanced technologies in opti-
cal networking. 

As shown in Fig. 4, the OPSR logically consists of two unidirectional buses: a 
transmission (upstream) bus that provides a shared transmission medium for carrying 
traffic from several access point (AP) nodes to a point of presence (POP) node; and a 
reception (downstream) bus carrying traffic from the POP node to all AP nodes. Thus, 
an AP node always “writes” to the POP node employing the transmission bus and 
“listens” for the POP node using the reception bus. The traffic emitted on the trans-
mission bus by an AP node is first received by the POP node, then is either switched 
to the reception bus to reach its destination node, or is routed to other MAN or back-
bone networks. The easiest way to implement these separated transmission/reception 
buses is to use two optical fibers: one for the transmission bus, the other for the recep-
tion bus. However, this approach will require two more fibers for the purpose of  
protection in case of fiber cut. Another way is to employ different wavelength bands. 
In this case, only two optical fibers are needed, one main fiber for normal usage and 
another for protection.  

In this architecture, each AP node consists of two parts (Fig. 4). The electronic part 
has interfaces with client access networks such as IP, ATM or Ethernet. It is equipped 
with electrical memory where electronic packets are buffered before being converted 
to optical signals. The optical part mainly consists of Packet-OADM performing 
packet add/drop function optically. On the transmission bus, transit optical packets 
flowing from upstream AP nodes pass through downstream AP nodes optically (i.e., 
without O/E/O conversion), thanks to the use of optical couplers (Fig. 4.b). Hence 
transit packets at an AP node are not received or processed by the node. This is the 
well-known concept of passive optical network (PON), which highly reduces the 
number of transmitters and receivers at AP nodes. An AP node uses burst mode 
transmitters (Tx), which works in an asynchronous mode, to insert its optical packet 
on the transmission bus. Similarly, it employs burst mode receivers (Rx) to drop 
packets on the reception bus. Therefore, AP nodes in this architecture only need 
equipment (i.e., optical couplers and burst mode transponders - BMT) to process the 
packets to and from its local customers. On the contrary, conventional architectures, 
notably the ones using O/E/O conversion, such as RPR, require significantly more 
equipment in AP nodes because each node must receive, process and retransmit all 
optical packets that pass through. In addition to the advantage of offering low number 
of equipments, this architecture offers an important feature: Tx and Rx in an AP node 
are out of the transit line, making the upgrade of the node easier, and lessening the 
service interruption’s probability. 

4   Optical Packet Format: Fixed versus Variable 

In optical packet switching networks, the client layer information is adapted from its 
original format to optical payloads and then transported transparently through the 
optical area. At the outgoing border, the client information are extracted from optical 
payloads, reconverted to their initial format, and forwarded to per-hop or final desti-
nation. Therefore, the influence of packet format is to be discussed at two levels: at 
the border edge and in the core of the optical networks.  
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4.1   Packet Format in the Core of Optical Network 

The impact of packet format in the core of optical networks was intensively studied in 
the last few years. Numerous works have analyzed the interaction between the packet 
format and the performance of optical switch fabrics situated at the heart of optical 
networks. When the access protocol is based on variable length optical packets, the 
optical payload corresponds to an Ethernet Layer 2 frame. When using fixed format, 
the optical payload corresponds to one or several Ethernet Layer 2 frames. According 
to the optical packet creation policies, several upper layer services may be  
multiplexed onto single optical transport unit. This implies additional electronic in-
formation for packet delineation at outgoing edge. The Ethernet PDU trailers can be 
used for packet delineation. We note that in case of fixed format optical packet, the 
optical payload should be large enough to accommodate the maximum PDU (e.g., 
Ethernet MTU). 

Here, the format of optical packet raises two questions: how to manage “optical” 
memories with the presence of fixed and variable packet formats and the hardware 
limits of optical technology in handling different formats of optical packet.  

Regarding the resources contention, the packet format influences the design of 
Contention Resolution Mechanisms (CRMs) and sizes optical memories. In case of 
fixed format, the CRMs latency is limited to exploiting the WDM dimension and to 
exploiting multi-terabit switching planes. The variable format adds a supplementary 
temporal dimension to contention resolution algorithms. When all output resources 
are occupied, the optical payloads are buffered by mean of optical memory organized 
as feed-back or recirculation lines (i.e., FDL). When the optical packets have a fixed 
format, the FDL is equivalent to a normal queue of which traffic issues are well man-
aged. Variable format approach leads to more complex issue [17], where the packet 
loss probability has shown to be a convex function of the delay granularity of FDL. 
Therefore, the optimum value of elementary delay line depends on distribution of 
optical packet sizes. 

The optical processing requires a strict delineation of optical packets. When the 
network is slotted there is a necessity for synchronization in core nodes. The precision 
of synchronization is very important and can be achieved only in order of nanosec-
ond. The utilization of variable format brings no constraints for synchronization dur-
ing the optical processing. In case of switching optical payloads, the packet format 
with fixed size seems to be more efficient since a synchronous approach offers the 
possibility to adopt large switching plane organized in “pages” of constant size (at 
least it is the case in fast-switching ATM fabrics). 

4.2   Packet Format at Edge of Optical Network 

In case of optical payloads with fixed format, the complexity is placed at the edge. 
Optical payloads are filled with the client packets usually structured as packets with 
variable format. If the length of the optical packet payload is too short, the client layer 
packet is segmented and sent in several optical packets. At the outgoing edge, the 
packets are reassembled. Bandwidth loss comes from the additional electronic header 
carrying the additional information needed to reassemble the packet, and also from 
the last optical packet presumably partial filled. On the contrary, if the optical packet 
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is large enough, several blocks are aggregated in it. The details of the optical payload 
content should be stored in the optical header which leads to bandwidth loss and some 
bandwidth from optical payload may not be used. An additional delay is incurred, 
corresponding to the time to fill the optical packet. 

A large optical packet seems to be a good solution since 50 percent of Internet 
packets are small packets, so the aggregation is an advantage as it does not constraint 
the capacity of core nodes. This solution improves the effective bandwidth used. 
However this solution may prevent the clients from efficiently using the network 
resources in case of low and unbalanced network load conditions, when a timer 
mechanism is used, this avoids the increase in delay introduced by optical packet 
creation process. There are many timer-based mechanisms that were proposed in the 
literature ([18], [19] and [20]). 

In case of variable length optical packet, segmentation may still be needed when 
the upper layer packet size is larger than the network Maximum Transmission Unit 
(MTU). But the use of variable format avoids the complex processes of aggregation 
(at egress node) and packet extraction from optical payload (at ingress node). The 
gain in throughput is presumably related to the optical header size. The optical packet 
creation delay is given by the electronic to optical conversion and depends on the 
wavelength bit rate. 

As far as the E/O interface is concerned, an optical packet with fixed format guar-
antees better performance than the variable format. First of all, this solution provides 
a good efficiency of adapting client information to optical layer only when large opti-
cal payloads are used. Therefore, a SAR mechanism was proposed in order to assure 
good utilization of network resources regardless the size of optical payload. Here, the 
segmentation is done "on demand" implying lower overhead and less complexity. 
Next, a fixed size of optical payloads may avoid scalability problems when the pattern 
of electronic packet size changes. Furthermore, an eventual system upgrade (i.e.  
passing from a wavelength modulated at 10 Gbps to 40 Gbps) leads to an increase in 
utilization of network resources.  

Unfortunately, the optical systems employing fixed size of transport unit contain 
several parameters to be configured and this is not an easy task in presence of traffic 
with different QoS constraints. One important point is defining the size of optical 
packet which has an impact on the performance. Works done in [21], [22], [23] high-
lighted that the delay exhibited by clients leads to a complex behavior, where the 
queuing delay is a convex function of system utilization. At low loads, the optical 
packet creation may lead to poor delay characteristics. Furthermore, queuing delay 
grows up as optical payload increases. For example, a voice flow of 64 Kbps fills up a 
payload of 5 μs (i.e. 50 Kbit at 10 Gbps) in 781 ms! To avoid such situation, timer 
mechanisms should be deployed in order to efficiently prevent electronic information 
from starvation. Yet, a timer mechanism introduces a high quantity of overload [23] 
and hence underutilizes system resources. In congestion region, optical payloads 
partially filled introduce an overload that influences negatively the system perform-
ance. Thus, it is essential to use large optical payloads. 

A variable format of optical packet leads to simple E/O interface. There are two 
parameters involved in the performance of optical packet creation. The first one is 
represented by the distribution of packet sizes in client networks. We have shown [23] 
that the performance of the interface based on transport unit with variable format is 
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very sensitive to electronic packet size distribution. An eventual change in this distri-
bution may lead to serious problems of scalability. The second one is the wavelength 
capacity and hence depends on transport infrastructure. Here, an increase in optical 
channel capacity reduces the efficiency of transporting upper layer clients and thus 
requires an upgrade of system resources. 

The last step in electing the format of packet to be deployed in next generation of 
metropolitan optical packet switching networks, questions about the interaction be-
tween the packet format and the end-to-end network performance. Therefore, it is 
expressed by the interaction between packet format and the performance of MAC 
protocol. In this context, the discussion is reduced to an analysis of slotted and unslot-
ted schemes of access protocol [24]. 

5   Performance Issues on MAC Protocol 

5.1   Optical MAC Protocol 

5.1.1   Traditional MAC 
The MAC protocol is specially required to control the access of multiple nodes to the 
shared resources. Its main function is to detect or avoid collisions in packet insertion 
process to efficiently exploit the available bandwidth of the medium. Globally, there 
are two major categories of MAC protocols that are extensively deployed in the net-
works, namely static channel allocation using Time Division Multiplexing (TDM), 
and dynamic channel allocation using Carrier Sense Multiple Access (CSMA). In 
TDM, bandwidth is divided into fixed time slots which are allocated to different us-
ers. Every user can transmit on his allocated time slots only. This leads to a waste of 
bandwidth when reserved time slots are not used because the user has no data to 
transmit. TDM also requires global clock synchronization on the network. What is 
more, this protocol may do not work well with data traffic due to its sporadic nature. 

The CSMA protocol is used when a node can listen for the occupation state of the 
carrier (transmission medium) and act accordingly. This protocol can work either in 
the synchronous mode (i.e., slotted CSMA) or in the asynchronous mode (i.e., unslot-
ted CSMA). There are several versions of this protocol, including the CSMA with 
Collision Detection (CSMA/CD) and CSMA with Collision Avoidance (CSMA/CA). 
The main advantage of those protocols is their simplicity that translates into low cost 
of implementation, management and maintenance. Moreover, they are appropriate to 
support sporadic data traffic. In particular, the unslotted CSMA offers the capability 
of supporting variable length packets without complex and costly segmenta-
tion/assembly processes. 

5.1.2   Optical Unslotted (OU-)CSMA/CA Protocol 
The OU-CSMA/CA protocol is a derivation of the CSMA/CA, which has been widely 
used in wireless networks. In addition to the simplicity property inherited from 
CSMA, the CSMA/CA protocol provides more efficient resource utilization thanks to 
avoidance of collision. Recently, there is a number of works that extends this protocol 
to the optical domain, such as in HORNET’s first version [14] and DBORN [16].  
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Fig. 5. OU-CSMA/CA schema 

The network that uses OU-CSMA/CA protocol obviously supports variable length 
packets thanks to its asynchronous nature. 

Fig. 5 schematizes a possible implementation of the OU-CSMA/CA protocol. The 
OU-CSMA/CA protocol functions based on the detection of idle periods (we also call 
it voids) on the transmission wavelength shared by several nodes. To detect activity 
on one wavelength, a node uses low bit rate photodiode, typically 155 MHz. Thanks 
to an optical coupler; the incoming signal is separated into two identical signals: the 
main transit signal that goes straightforwardly, and its copy that is received by the 
photodiode. The photodiode sends control information to the MAC logic which will 
inform the transmitters about whether it can transmit. The avoidance of collision is 
performed by employing a fiber delay line (FDL), which creates on the transit line a 
fixed delay between the control and the add/drop functions. This FDL should be long 
enough to provide the MAC logic with sufficient time to listen and to measure the 
medium occupancy. The FDL storage capacity should be at least larger than  
the maximum transmission unit (MTU) of the transport protocol used. For instance, if 
the network is used to transport Ethernet packets, then the storage capacity of the FDL 
should be greater than 1500 bytes, which is the Ethernet MTU. 

The OU-CSMA/CA is appropriate to be used in a ring network such as the OPSR 
network above described, where there is problem of bandwidth sharing among ring 
nodes (e.g., on the transmission bus). Due to interdependence among ring nodes, an 
exact performance analysis of OPSR networks using OU-CSMA/CA protocol is diffi-
cult. However approximate methods may be used to assess the performance of such 
system. Among others, authors of [25], [26] have approximately analyzed the per-
formance of this system using priority queuing theory. Globally, the authors have 
identified two main performance characteristics of OU-CSMA/CA protocol in OPSR 
networks. The first one is unfairness among ring nodes due to positional priority: 
upstream nodes (i.e., the nodes closest to the beginning of the shared transmission 
medium) might monopolize all the bandwidth, and prevent downstream nodes from 
transmitting. For instance, Fig. 6 (extracted from [25]) shows that the mean response 
time is likely to increase rapidly as we move downstream on the shared bus. 

The second one is the bandwidth fragmentation due to the asynchronous nature of 
the OU-CSMA/CA protocol, resulting in low resource utilization. Indeed, the asyn-
chronous transmission of packets at upstream nodes may fragment the global  
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Fig. 6. Mean response time at ring nodes as function of ring load: “real-life” Internet traffic 
assumption 

bandwidth into small voids unusable for the transmission of downstream nodes. The 
implication is that the network resource is used inefficiently, and the acceptable ring 
load of such system is limited to some 60% of the total network bandwidth as shown  
in Fig. 6. 

5.2   Enhanced MAC Protocol 

Since the combination of OU-CSMA/CA and OPSR network provides limiting per-
formance as shown above, many researches have been carried out to find new access 
schemes enhancing the performance of such system. This subsection describes some 
new enhanced access schemes that provide remarkably higher network performance. 

5.2.1   Packet Concatenation Mechanism 
The transmission efficiency obviously appears one of great importance in exploiting 
network transmission resources. The transmission efficiency can be roughly defined 
as the ratio of useful bandwidth (i.e., the bandwidth occupied by client payload) to the 
effective bandwidth that the network must use to transport client payload. Of course, 
the effective bandwidth includes the client payload as well as possible overheads 
(headers and guard bands) needed for routing, signaling and header processing pur-
poses. Thus, in order to increase the transmission efficiency of a given network, it is 
essential to reduce the total volume of overheads used to transport the volume of 
client data.  

In the OPSR network considered, ring nodes use burst mode transceivers (BMT) to 
only communicate with the POP node on the transmission bus. Thus the optical 
header is reduced to a simple bit pattern for synchronization purpose. Therefore, in 
[27], a new mechanism called Modified Packet Bursting (MPB) has been proposed to 
increase the transmission efficiency of such network by suppressing unnecessary 
optical overheads. The concept of MPB mechanism relies on the basic concept of 
packet bursting in Gigabit Ethernet (GPB [28]), but with further improvements.  
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Fig. 7. Sequence of payloads transmitted consecutively with and without MPB 

With MPB, in order to maximize the transmission efficiency, payloads (having the 
same destination) transmitted by a given node are concatenated to form a big “optical 
burst” consisting of one optical overhead followed by several payloads. 

The principle of MPB is explained in Fig. 7. With MPB, if a node has a number of 
payloads to transmit, the first payload is transmitted with an optical overhead to ini-
tialize the “burst”; other payloads are then transmitted consecutively without any gap 
or optical overhead. Only one delimiter field is required at the beginning of each pay-
load to separate two consecutive payloads. At the receiver side, the optical overhead 
is processed and consecutive payloads are extracted thanks to that delimiter field. An 
important point in this concept is that the “burst” length can be extended as long as 
the node has client payloads to transmit (including those arrive after the transmission 
of the first payloads) and the bandwidth is still available. The “burst” ends only when 
the node buffer becomes empty or there is no more available bandwidth. 

Additionally, MPB also introduces the bursting timer principle to improve network 
performance. Actually, MPB uses a bursting timer (with BT_size parameter) defining 
the period of gathering client payloads for MPB. The longer the duration of this  
gathering period, the higher the probability of having more than one client payload 
cumulated in the buffer of the transmission node, hence the higher the transmission 
efficiency thanks to the concatenation of these payloads. Of course, a trade-off be-
tween transmission efficiency and access delay introduced by the bursting timer 
should be considered in MPB. 

Regarding the performance of MPB versus OU-CSMA/CA scheme, it was pointed 
out that MPB effectively reduce the wasted bandwidth due to optical overhead,  
while providing satisfying performance for all ring nodes. For example, the perform-
ance results shown in Fig. 8 indicate that with a big enough bursting timer value, 
MPB may provide almost the same small mean response time at all nodes, while 
successfully transferring all client offered traffic with a negligible volume of optical 
overheads (e.g. around 0.4% against 5% in case with OU-CSMA/CA). 
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a) Avg. resp. time at each node vs. BT_size   b) Useful and eff. loads: CSMA/CA vs. MPB 

Fig. 8. MPB performance under offered ring load of 0.80 and real-life Internet traffic  
assumption 

5.2.2   Fair Access Protocols 
In previous sections we have identified that OU-CSMA/CA scheme suffers from 
unfair bandwidth sharing due to positional priority, and bandwidth fragmentation 
problem due to asynchronous packet insertion. For unslotted ring networks using 
CSMA-type protocols, there are few works in the literature addressing their fairness 
issue, due to the complexity in analyzing such systems by either simulation or 
mathematical methods. There are generally two ways of performing fairness control 
in a network: centralized and distributed fairness schemes. The former usually  
requires ring nodes to exchange control information among them. This may need 
dedicated control channel for transmitting feedback messages (e.g. [29]) or ring nodes 
must be able to handle transit traffic (e.g. [15] and [30]). This may also require a mas-
ter node that controls the overall network state and parameterizes the operation of ring 
nodes (e.g. [26]). The main drawback of the centralized scheme for controlling fair-
ness is that it may take a long time (due to control information exchange) for reacting 
to the change of network state. 

Regarding the distributed fairness scheme, there are few works employing this ap-
proach, mostly owing to the difficulty of guaranteeing fairness among network nodes 
without knowing the global network state. Indeed, a distributed fairness scheme re-
quires each node in the network to be able to improve the global network fairness 
while operating independently based on local knowledge only. The advantage of such 
approach is that a distributed fairness algorithm may immediately and adaptively act 
according to the change of the node state. This property makes distributed fairness 
scheme attractive to be used in modern MAN network where the traffic and the 
bandwidth demand are excessively changing/growing at an unprecedented rate.  

An example of a distributed fairness scheme is the Dynamic Intelligent MAC (DI-
MAC) protocol described in [31]. This protocol addresses both unfairness and band-
width fragmentation issues in the OPSR network in question. The main idea of  
DI-MAC is to avoid inefficient bandwidth fragmentation by intelligently spacing out 
the transmission of local packets at upstream nodes, hence preserving usable voids for 
the transmission of downstream nodes.  
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Fig. 9. Packet insertion process with OU-CSMA/CA (a) and DI-MAC (b, c) 

The packet insertion process using OU-CSMA/CA at upstream nodes fragments 
the shared bandwidth into voids of variable lengths. Fig. 9 shows a state of the shared 

bandwidth at a given moment t when the node i observes a void of size 4x, where x is 

the MTU of the transmission protocol used. Note that x is a metric that can be inter-

preted in time or bits. We suppose that in this example node i and node i+1 transmit 

packets of size x only, and at instant t their local buffers are empty. In  

OU-CSMA/CA case (Fig. 9-a), the asynchronous insertion of two packets at node i 
fragments the big void 4x into three small voids (whose size is t1, t2 and t3 < x re-

spectively) that are not usable for the node i+1 to insert its packets of size x.  

In Fig. 9-b, DI-MAC at node i intelligently fragments the big void into usable 
voids for the packet insertion of downstream nodes. Indeed, the transmission of the 

first local packet (the packet arrives at t + t1) of node i is delayed, and it is transmit-

ted only when a large enough void (e.g., equal to x) has been reserved for the down-

stream node i+1. The terms "large enough" mean that the void reserved by node i 
should allow the insertion of a maximum size packet of node i+1, …. The transmis-

sion of the second packet, in turn, is also delayed and carried out only when node i 
reserves a void equal to x after the successful transmission of the first packet. In such 

a way, the node i+1 becomes able to transmit its packets. The void reserved by  
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DI-MAC, through the control of the inter-transmission of local packets, is called  
Inter-Transmission Gap (ITG). ITG is a local parameter of DI-MAC implemented at 

each ring node. In Fig. 9-b, ITG is set to x. It is clear that ITG should at least equal to 
the MTU of the transmission protocol used, since this helps a node to release a void 
that is always usable for downstream nodes. 

DI-MAC also provides a simple way to address fairness issue in unslotted OPSR 
network, without any additional control wavelength or synchronization operation. 
Indeed, the fairness enhancement can be done by simply increasing the ITG value at 

upstream nodes. Fig. 9-c shows an example with ITG equal to 3x, where downstream 
nodes have larger bandwidth for transmitting their traffic.  

It is worth mentioning that to effectively provide more bandwidth for downstream 
nodes, the first upstream node plays an important role in the operation of DI-MAC. 
Indeed, the first upstream node begins the fragmentation of the shared bandwidth. 
Thus the packet insertion operation of all other nodes strongly depends on the length 
of voids left between the inter-departures of local packets at the most upstream node. 
For instance, it is easy to see that the bandwidth state viewed be node 2 in case with 
DI-MAC will be a series of occupied and free bandwidth (voids) with void length 
greater or equal to ITG value of node 1. 

Clearly, the choice of ITG value at each node strongly influences the performance 
of DI-MAC. Authors of [31] have proposed a dynamic distributed algorithm for con-
trolling the ITG value at each node. Its principle is summarized as follows. Each node 
must always try to increase its ITG value whenever possible to release more band-
width for downstream nodes (if any); at the same time, a node must try to guarantee 
that the waiting time of its client packets does not exceed a predefined threshold 
Wmax, which may be freely chosen or deduced from the QoS parameters offered by 
service providers (e.g., from Service Level Agreement - SLA). This means that if a 
node observes that its client packets have been waited for a time considered too long, 
it must decrease the value of its own ITG instead of increasing it. The implication is  
 

 

Fig. 10. Mean waiting time at each node with different access schemes: offered ring load = 0.80, 
uniform traffic pattern on the ring 
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that each ring node will be able to adjust its own ITG value that will have neither too 
big value nor too small value due to the ITG increasing process alternating with the 
ITG decreasing process. With this algorithm, DI-MAC remains fully-distributed since 
it requires only knowledge about the standard QoS parameters offered by service 
providers. And, it possesses the dynamic property since its ITG value changes with 
the variation of local packets waiting time, which clearly reflects the variation of 
bandwidth occupation state and of local packer arrival process. 

Performance analysis of DI-MAC has shown that DI-MAC considerably improves 
the network performance (much higher than that obtained with OU-CSMA/CA) both 
in terms of resource utilization and performance parameters such as loss and  
delay. For instance, Fig. 10 plots the mean waiting time at each node obtained with  
DI-MAC, with OU-CSMA/CA and with a centralized mechanism TCARD [26]. With 
a big value of Wmax (e.g., 1 ms), DI-MAC provides almost the same small mean wait-
ing time for all nodes, hence offering the highest fairness level (and performance as 
well) to the network. Furthermore, this mechanism renders the network performance 
more stable and almost insensitive to network configuration and traffic change [31]. 

6   Guarantee of QoS in Multiservice Optical Metro Ring 

Delivering services with guaranteed quality to users is an essential requirement for a 
metropolitan network. A metropolitan network typically interconnects enterprises, 
organizations and academic campus generating a variety of applications that might 
require quality-guaranteed services such as delay-sensitive (real-time) applications 
(voice, video conferencing, …), loss-sensitive applications (banking transaction, criti-
cal data transfer, …), or quality-non-guaranteed services such as best-effort Internet 
applications. The volume of data traffic today largely exceeds that of voice traffic. 
However, most revenues of service providers are still generated by voice service. 
Hence it points to a burning topic that MAN service providers should seek to  
construct novel common packet-based network infrastructure, which possesses the 
capability of supporting data traffic efficiently while delivering the same quality for 
voice service as in traditional TDM-based networks (e.g. SONET/SDH) to metropoli-
tan users. This section is devoted to discuss some issues on the guarantee of QoS in a 
multiservice OPSR network. 

6.1   QoS Architecture and Service Mapping 

The global metropolitan traffic can be divided into two main categories: real-time 
traffic (e.g. TDM) and non-real-time traffic (e.g. data). The non-real-time traffic can 
be divided, in turn, into QoS-guarantee traffic (e.g. loss-sensitive data applications) 
and QoS-non-guarantee traffic (e.g. Internet best-effort traffic). These three traffic 
categories (or classes of service - CoS) usually cover all types of traffic that a MAN 
might be supposed to transport. 

A metropolitan network like OPSR might interconnect many types of client  
networks, such as IP, SONET/SDH, ATM, Frame Relay…, each provides its own 
quality of service. Thus it is important to define a rule for the mapping of the services  
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Fig. 11. Service mapping in OPSR network 

provided by those client networks to the services offered by the OPSR network itself. 
Based on the assumptions on QoS architecture stated above, a possible service map-
ping solution is described in Fig. 11. 

6.2   Transport of TDM Circuit across Packet-Based Networks 

Currently, two main efforts exist in telecommunication research community, trying to 
guarantee the QoS to some types of traffic that a metro network may transport, mainly 
the real-time TDM traffic. The design of metropolitan architecture employing ring 
topology and OU-CSMA/CA protocol faces the fairness issue where the traffic trans-
mitted at upstream nodes influences the performance of downstream nodes. To pro-
tect TDM-based flows performance from the influence of data traffic circulating on 
the bus, new protocols may be needed. Thus, hybrid protocols, which combines fea-
ture of CSMA/CA and token-passing-type, may represent a possible solution [32]. 

Another approach being supported by many standard organisations is to consider 
that the convergence between circuit- and packet-switched services should be done at 
the “packet” layer and therefore they concentrate on defining the functionalities and 
requirements at the interface between these two worlds. The technology allowing the 
convergence of circuit- and packet-switched services over a packet-based network is 
called Circuit Emulation Service (CES). This section focuses on this technology. 

6.2.1   Circuit Emulation Service 
Globally, Circuit Emulation Service is a technology allowing the transport of TDM 
service such as PDH (E1/T1/E3/T3) as well as SONET/SDH circuit over packet 
switching networks. The main intention of CES is to make the packet switching net-
work behave as a standard TDM-based SONET/SDH/PDH network as seen from the 
customer’s point of view. Thus CES should allow customers to be able to use the 
same existing TDM equipment, regardless of whether their traffic is carried by stan-
dard SONET/SDH/PDH network or a packet switching network using CES. 
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CES is supported by a number of organisms, including the Internet Engineering 
Task Force (IETF) [33], the Metro Ethernet Forum (MEF) [34], the International 
Telecommunication Union (ITU) and the Multi-Protocol Label Switching, Frame 
Relay and ATM alliance (MFA forum) [35], [36]. There are no important differences 
between the CES standards being defined by these organisms. They actually address 
different layers within the network (e.g. IP, MPLS, Ethernet…), and emphasize dif-
ferent aspects of the CES depending on the specific services they are concerned with. 
It is worth mentioning that using CES to transport voice across an IP network is not 
like voice over IP (VoIP) technology. Indeed, VoIP is used for transporting voice 
only, and it requires complex signaling protocols such as H.323 or SIP (Session Initial 
Protocol). In contrast CES can be used for transporting voice, video, and data over 
many types of packet switching network (not necessary IP network). Moreover it 
generally does not need gateway signaling as in VoIP, and requires low processing 
latency. Many believe that CES will displace VoIP in the future thanks to its effi-
ciency and flexibility. 

The reference model for CES on the metro OPSR network is based on the global 
model for circuit emulation described in IETF RFC3985 [37] and MEF3 specification 
[34]. Fig. 12 presents the reference model of CES for OPSR network. Generally 
speaking, we have two TDM customers’ edges (CE) communicating via OPSR. One 
CE is connected to an AP node (ingress CE), the other CE is connected to the POP 
node (egress CE). TDM service generated by ingress CE is emulated across the OPSR 
network to egress CE. The emulated TDM service between two CEs is managed by 
two inter-working functions (IWF) implemented at appropriate nodes.  

 

 

Fig. 12. Reference model for CES on metropolitan OPSR network 

Operation Modes. CES has two principal modes of operation. In the first one, called 
“unstructured” or “structure-agnostic” emulation mode, the entire TDM service 
bandwidth is emulated transparently, including framing and overhead present. The 
frame structure of TDM service is ignored. The ingress bit stream is encapsulated into 
an emulated TDM flow (also called CES flow) and is identically reproduced at the 
egress side. The second mode, called “structured” or “structure-aware” emulation, 
requires the knowledge of TDM frame structure being emulated. In this mode, indi-
vidual TDM frames are visible and are byte aligned in order to preserve the frame 
structure. “Structured” mode allows frame-by-frame treatment, permitting overhead 
stripping, and flow multiplexing/demultiplexing. This means that a single “structured” 
TDM service may be decomposed into two or more CES flows, or two or more 
“structured” TDM services may be combined to create a single CES flow as well. 
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Functional Blocks. In the reference model of CES, the Native Service Processing 
(NSP) block performs some necessary operations (in TDM domain) on native TDM 
service such as overhead treatment or flow multiplexing /demultiplexing, terminating 
the native TDM service coming/going from/to CE. For instance, as the “unstructured” 
TDM service does not need framing treatment, it might not be handled by the NSP 
and can pass directly to the IWF block for emulation. However, the “structured” TDM 
service should be treated by the NSP block before going to the IWF block. Actually, 
the NSP could be the standard SONET/SDH framer or map per, or other propriety 
products. 

The Inter-Working Function (IWF) block could be considered as an adaptation 
function that interfaces the CES application to the OPSR layer. This means that the 
CES technology could be considered as an application service that uses the OPSR 
network as a virtual wire between two TDM networks. Thus, the IWF block is re-
sponsible for ensuring a good operation of the emulated service. The main functions 
of IWF are to encapsulate TDM service in transport packets, to perform TDM service 
synchronization, sequencing, signalling, and to monitor performance parameters of 
emulated TDM service. Each TDM emulated service requires a pair of IWF installed 
respectively at ingress and egress sides. 

TDM Frame Segmentation. A TDM frame would ideally be relayed across the emu-
lated TDM service as a single unit. However, when the combined length of TDM 
frame and its associated header exceeds the MTU length of the transmission protocol 
used, a segmentation and re-assembly process should be performed in order to deliver 
TDM service over the OPSR network. By this consideration therefore, two segmenta-
tion mechanisms have been proposed in [38]. The first one, called dynamic segmenta-
tion, fragments a TDM frame into smaller segments according to void length detected 
on the transmission wavelength. This approach promises a good use of wavelength 
bandwidth, but is technically complex to implement. The second segmentation 
method is static segmentation, which segments the TDM frame according to a prede-
fined threshold. This technique is simple to implement, and it provides resulting TDM 
segments with predictable size. Thus current TDM monitoring methods could be 
reused, simplifying the management of CES. Additionally, in [39] authors have rec-
ommended some rules to determine the segmentation threshold for TDM frames. 
First, the segmentation threshold should be either an integer multiple or an integer 
divisor of the TDM payload size. Second, for unstructured E1 and DS1 services, the 
segmentation threshold for E1 could be 256 bytes (i.e., multiplexing of 8 native E1 
frames), and for DS1 could be 193 bytes (i.e., multiplexing of 8 native DS1 frames). 

6.2.2   Performances of Circuit Emulation 
Fig. 13 illustrates performance parameters of the OPSR network measured at the 
offered network load of 0.80 using different access schemes ([25]). Globally, OU-
CSMA/CA and TCARD schemes may provide satisfying QoS for TDM service, but 
at the expense of degrading or even losing low priority traffic. However, DI-MAC 
scheme seems to support better all types of service. It effectively guarantees expected 
QoS for TDM service, and, at the same time provides low loss and low packet delay 
for lower priority services.  
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a) Packet loss rate of CoS2 and CoS3        b) Average access delay of CoS1 

Fig. 13. Performance results on CES: offered ring load = 0.80, TDM segmentation threshold = 810 
bytes 

7   Summary 

We have provided in this paper an overview of the optical metropolitan networks. The 
introduction of new optical networking into the future MAN to improve, not to say 
replace, the current circuit-based networks is becoming more and more urgent due to 
the rapid change of traffic and of user demand in today’s MAN. Among many possi-
ble solutions, the OPS technology was identified as a good candidate for the future 
MAN thanks to its flexibility, scalability and cost-efficiency. 

Many technological aspects of OPS networks have been investigated in this paper, 
namely the optical packet format issues, the performance improvements of MAC 
protocol and the guarantee of QoS in a multi-service environment. Globally, the 
choice of optical format has important impact on the network performance. Numerous 
studies have shown that there is no a unique optimal choice for optical packet format, 
but this choice depends on a number of factors: the traffic profile, the different QoS 
requirements, the network segment (edge or core), etc. After the packet format, comes 
the MAC protocol that is an essential issue in the design of a MAN. The aim of a 
MAC protocol is to control the multiple accesses to shared resources in such a way 
that the network resources are exploited best. A simple and cost-efficient MAC proto-
col that was proposed for metro OPS ring networks is the optical unslotted CSMA/CA 
protocol. Due to its limit in terms of performance, this protocol needs further  
improvements to overcome some drawbacks, namely the inefficient bandwidth utili-
zation due to bandwidth segmentation and the unfairness among ring nodes. These 
issues can be resolved using packet concatenation mechanisms (e.g. Modified Packet 
Bursting) or / and fairness control schemes (e.g. Dynamic Intelligent MAC), which 
were proved efficient and robust in increasing network performance. Finally, these 
schemes combined with the Circuit Emulation Service technology are able to provide 
service distinction for multi-service optical metro networks. More specifically, with 
CES technology, a metro OPS network is able to support sporadic packet-based ser-
vices while guaranteeing TDM-like QoS for circuit-based services. 
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