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Abstract. The widespread diffusion of TCP over the Internet has motivated a
significant number of analytical studies in TCP modelling, the most important
of which are presented in this tutorial. The simplest approaches describe the dy-
namics of an individual source over a simplified network model (e.g. expressing
the network behaviour in terms of average loss rate and latency). These models
allow us to derive accurate estimations for the long-term TCP throughput under
different network settings. More detailed techniques model the behaviour of a
set of TCP connections over an arbitrary complex network. The latter are able to
capture the network dynamics and effectively predict the closed-loop interaction
between TCP and traffic management techniques. As an example the derivation
of sufficient stability conditions for a network of RED queues is provided.
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1 Introduction

The transmission control protocol (TCP) is used by the vast majority of Internet appli-
cations for reliable and ordered data transmission [1]. Since TCP is in charge of network
congestion control and bandwidth fair sharing for these flows, it is in fact responsible
for the stability of the entire Internet. Hence in the last decade, accurate modelling of
its behaviour has attracted the interest of many researchers and a large amount of liter-
ature has been produced on this topic. This tutorial is a primer to the vast world of TCP
modelling, which provides a first look to the most important contributions in this field.
It is not intended to be comprehensive, but the interested reader may find here enough
material to approach more advanced resources.

Accurate TCP models have been developed in the past with various purposes: light-
weight simulation techniques, network dimensioning, systems requirement definition,
design of new TCP-friendly protocols, etc. Simple mathematical models are today
sometimes preferred to detailed network simulations to have a quick evaluation of ca-
pacity requirements and performance of TCP based services. As noted in [2], detailed
computer simulations may be not able to scale to large network topologies or large num-
ber of concurrent flows. This rises concerns on what could be the consequences of the
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deployment of such a system over the Internet. By describing only the essential charac-
teristics of congestion control, analytical models permit to produce accurate results for
realistic scenarios in a reasonable short time.

TCP models proved useful also to design new standards for congestion control com-
patible with existing TCP implementations. As an example, the throughput equation
of TCP has been used as the basis for the design of a congestion control algorithm for
slowly variable flows [3], such as multimedia streaming. The analysis of other conges-
tion control mechanisms at network layer, such as the active queue management (AQM)
[4,5,6,7], has been successfully carried out by means of TCP models. As explained fur-
ther in the tutorial, a closed control loop is formed between AQM and TCP, whose
behaviour is well explained by analytical models.

TCP models find an application also in the solution of some network optimisation
problems [8]. These techniques aim to assign flow rates to a set of flow sharing a com-
mon network in order to satisfy some optimisation criteria. These techniques are based
on the definition of an utility function that describes the degree of satisfaction associated
to a given flow rate. An optimisation algorithm (possibly distributed) is used to deter-
mine the solution that maximises the overall network utility. This idea, first proposed by
Kelly in [9], has been elaborated upon by many researchers [8,10,11,12] and has been
very useful for understanding the bandwidth sharing properties of TCP. For instance,
Low identified [10] the utility function that well describe TCP Reno, TCP Reno with
RED and TCP Vegas, while Massoulié et al. in [11] catalogued various utility functions
that allow to achieve fairness, minimise delay and maximise throughput.

As far as the classification of TCP models is concerned, reference [13] distinguishes
between TCP models for bulk file transfer and for short lived connections. In the first
case, when the TCP steady state behaviour is analysed, accurate throughput formulas
are obtained by simplifying some aspects of protocol dynamics, such as the connection
start-up and the loss recovery phase, that have minor impact on the long term per-
formance. On the other hand, models for short-lived connections, such as [14,15,16],
focus on the start-up phase taking into account the connection establishment and the
Slow-Start phase.

Here, we focus on TCP models for long lived connections that we divide into two
families: Single connection models and fluid models. Although the TCP algorithms
have evolved significantly over the years, the original mechanism based on additive
increase multiplicative decrease (AIMD) paradigm has been preserved. Thus, capturing
the essence of AIMD leads to a good approximation of TCP behaviour. Single con-
nection models assume a network path with given characteristics, such as the mean
round trip time (RTT) and the loss probability, and try to evaluate throughput as a func-
tion of these parameters [17,18,19,20,21,22,23,24,25]. On the other hand, fluid models
[26,27,28,29] simplify the high complexity of the TCP algorithms using a fluid flow
analogy. The discrete nature of packet transmission is neglected in favour of a repre-
sentation of TCP dynamics using compact differential equations. In some case, fluid
models are built introducing a sub-model of TCP protocol and a sub-model of TCP
flow interaction over the network, and then iterating over the two sub-models by means
of a fixed point procedure [26,27,30,31,32].
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As a final consideration, we can say that TCP models have contributed significantly
to the understanding of the nature of the Internet traffic. This approach is substantially
different from the classical one, where traffic characterisation was achieved by fitting
the corresponding time series to well-known statistical distributions [33,34]. Embed-
ding a model of the source (TCP) into the mathematical framework allows us to explain
the causes of the observed behaviour and potentially uncover better mechanisms.

The rest of the tutorial is organised as follows. In Section 2, we present models of
individual connections and we derive throughput formulas for various operating con-
ditions. In Section 3, the focus is on fluid models. The interaction between TCP and
network layer for various congestion control settings is analysed. Finally, Section 4
ends the tutorial with the conclusions.

2 Single Connection Models

In this section we formulate a model for a single TCP connection with the intent of
deriving a formula of TCP throughput. Later in the section, we will consider a model of
wide-area traffic and analyse its implications. We start from a simple yet not accurate
model and we proceed by a successive step of refinement.

Let us consider a TCP connection established over a lossy path [20] with large
enough capacity and competing traffic so small that the queueing delay component
of round trip time (RTT) can be assumed negligible. Let us also assume that the link
introduces one drop every 1/p successful packet deliveries. Under these fairly strong
assumptions, it is easy to obtain a closed-form formula for the TCP throughput. Indeed,
after an initial transient, the TCP congestion window (cwnd), which corresponds to
the number of in flight packets over the link, takes the periodic evolution illustrated in
Figure 1. According to the AIMD principle, when the cwnd reaches its maximum (W )
and a packet loss is met, the cwnd is backed off to W/2.

The speed of growth of the cwnd (the slope of the curve) depends on the way the
receiver is acknowledging packets. Standard implementations require TCP receivers to
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Fig. 1. Periodic evolution of TCP window
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acknowledge the reception of every packet. However, some implementations adopt the
delayed-ACK option [35], which consists of transmitting one cumulative ACK every
two packets received. This roughly halves the number of ACKs transmitted, but it also
slows down the growth of the cwnd during the Congestion Avoidance phase. Then, the
duration of a cycle is bW/2 rounds, where b takes the value 2 or 1 depending on the
delayed-ACK being enabled or disabled respectively. The duration of a cycle results

Tcycle = RTT · bW

2
(1)

The total number of segments delivered within each cycle (Acycle) is equivalent to the
area under a period of the sawtooth, which is

Acycle = b
W

4
·
(

W

2
+ W

)
= b

3W 2

8

packets per cycle. Since, by hypothesis, the number of packets in a cycle is 1/p, we can
solve for W obtaining

W =
√

8
3pb

(2)

The throughput achieved by the connection is the ratio between the total amount of
data delivered in a cycle Acycle and the duration of the cycle Tcycle. Substituting in the
equation below, we get the mean throughput B in packet per second as:

B =
Acycle

Tcycle
=

b 3
8W 2

RTT · b
2W

=

√
3
2b

· 1
RTT

√
p

(3)

This expression shows that the throughput is inversely proportional to RTT and the
square root of loss probability. The constant of proportionality, which in this formula
is

√
3/2b, is in general a function of TCP implementation and loss model. Slightly

different values of this constant were derived in [19,21] or extrapolated from empirical
data.

2.1 Stochastic Models of TCP Throughput

The TCP throughput formula presented above tends to overestimate the throughput for
large loss rates, which is mainly due to not taking into account TCP retransmission
timeouts. Indeed, timeouts occur when the number of packet drops in a window of
data is such that the Fast Recovery algorithm [36] cannot detect the missing packet
from duplicated ACKs. A refinement of the previous formulation which accounts for
timeouts was given in [18], which is in part presented in the following.

Congestion Avoidance is described here in terms of rounds, each starting with the
back-to-back transmission of a burst of packets equal to the congestion window and
ending with the reception of the first ACK for the burst of delivered packets.

Since at each ACK reception the cwnd is incremented by 1/�cwnd� packets and an
ACK acknowledges exactly b packets, at the beginning of the transmission of the next
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packet batch the value of cwnd is cwnd + 1/b. That is, during Congestion Avoidance
and in absence of losses, the window size increases linearly with slope 1/b. To simplify
the analysis, the duration of each round is supposed independent of the congestion
window.

The TCP algorithm stops increasing cwnd and slows-down transmission when it de-
tects a packet loss, because TCP associates packet drops with congestion indications.
In order to emulate the loss behaviour induced by the drop-tail queueing discipline,
which is quite common for Internet routers, we assume that the losses of packets within
the same round are correlated. On the other hand, we can assume that packet losses in
different rounds are independent. This is justified by the fact that packets in different
rounds are separated by one RTT or more, and thus these are likely to encounter inde-
pendent buffer states. Simulative studies [37] confirm this claim highlighting that packet
drops tend to be grouped in bursts when the (drop tail) buffer is congested. Hence, we
suppose that each packet may be dropped with probability p if the previous packet is
not lost, and that all the packets following the first loss in a round are also lost.

Loss detection at the sender side can occur through either the reception of three du-
plicate ACKs or when a timeout expires. In the first case, after lost segments are retrans-
mitted, the sender resumes the transmission with the cwnd set to one half of its previous
value. On the contrary, when the loss is detected via a timeout T0 expiration, the cwnd is
reset to one and a packet is sent in the first round following the timeout. In case another
timeout expires, the length of timeout is doubled. Doubling the timeout is repeated for
each unsuccessful retransmission up to 64T0, after which the timeout remains constant.
If Lk indicate the duration of a sequence of k consecutive timeouts, that is

Lk =
{

(2k − 1)T0 for k ≤ 6
(63 + 64(k − 6))T0 for k ≥ 7

the mean length of timeouts can be easily calculated recalling that Lk has a geometric
distribution due to the packet loss independence between consecutive rounds

Ttimeout =
∞∑

k=1

Lk · pk−1(1 − p)

= T0
1 + p + 2p2 + 4p3 + 16p5 + 32p6

1 − p

which means that the timeout period can be expressed in the form Ttimeout = T0 · f(p).
Figure 2 illustrates an example of the evolution of cwnd. The i−th TCP cycle consists

of a sequence of ni periods in which the cwnd has an AIMD behaviour (cwnd-cycles)
and a sequence of one of more timeout periods. The first ni − 1 cwnd-cycles end with
a packet loss detection through three duplicate ACKs, while a timeout occurs in the
last one. The throughput of a connection can be calculated as the ratio between the
mean number of packets delivered within the cycle and the mean length of the cycle. If
we assume that {ni}i is a sequence of independent and identically distributed random
variables with mean n, which are independent of the amount of data delivered in each
cwnd-cycle and of the duration of the period, we can write the throughput as

B′ =
n · Acycle

n · Tcycle + Ttimeout
=

Acycle

Tcycle + Q · Ttimeout
(4)
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Fig. 2. TCP windowsize evolution

where Q = 1/n denotes the probability that a loss indication is detected via a timeout.
In order to complete the formula, we have to derive some closed-form expressions for
Acycle, Tcycle and Q. The Tcycle is given by (1), where W is substituted by the mean value
of the steady-state window size, which is formally identical to equation (2) for small
values of p:

E[W ] =
√

8
3pb

+ o(1/
√

p) (5)

A formal proof of this can be found in [18].
We concentrate now in deriving an expression for Q. Let us consider a cwnd-cycle

where a loss indication occurs and let w and k represent respectively the cwnd and the
number of packets successfully delivered in a round. According to our loss model, if
a packet is lost, so are all the packets that follow up to the end of the burst. Then, the
probability A(w, k) to have k < w successful transmissions in this round is given by

A(w, k) =
(1 − p)kp

1 − (1 − p)w
.

Also, since the first k packets in the round are acknowledged, other k packets are deliv-
ered in the next round, which is the last round of this cwnd-cycle. Again, this round of
transmission may have losses and the lost packets are the last transmitted in the burst.
Indicating with m the number of packets successfully transmitted in the last round, the
distribution of m can be expressed by

C(w, m) =
{

p(1 − p)m for m ≤ w − 1
(1 − p)w for m = w
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For the duplicated ACKs in the last round of transmission, the TCP receiver disables the
Delayed-ACK mechanism [38] and every packet following the lost packets is acknowl-
edged. If the sender receives less than three duplicate ACKs, the cwnd-cycle ends with
a timeout and the probability of this event is given by

Q̂(w) =

⎧⎪⎨
⎪⎩

1 if w ≤ 3
2∑

k=0

A(w, k) +
w∑

k=3

2∑
m=0

A(w, k)C(w, k) otherwise
(6)

since, when a timeout occurs, either the number of packets transmitted in the second
last round or the number of packets successfully delivered in the last round is less than
three. Simple algebraic manipulations allow us to rewrite this expression as

Q̂(w) = min
(

1,
(1 − (1 − p)3)(1 + (1 − p)3(1 − (1 − p)w−3))

1 − (1 − p)w

)
.

Observing that Q̂(w) ≈ 3/w when p tends to zero, we can get a good numerical ap-
proximation for Q̂

Q̂(w) ≈ min
(

1,
3
w

)
.

Finally, we can write the probability that a loss indication is given by a timeout and
approximate it by

Q =
∞∑

w=1

Q̂(w) · Pr{W = w} = E{Q̂} ≈ Q̂(E[W ]) (7)

where E[W ] can be evaluated using expression (5). Now, let us concentrate on evalu-
ating Acycle by considering the i−th cwnd-cycle. We indicate with αi the first packet
lost during the i−th cwnd-cycle. As previously observed, after packet αi, Wi − 1 more
packets are sent in an additional round before the loss can be detected by the sender.
Therefore, a total of Ai = αi + Wi − 1 packets are sent during the whole i−th cycle.
It follows that

Acycle = E[α] + E[W ] − 1

Based on our assumption on packet losses, the random process {αi}i is a sequence of
independent and identically distributed random variables with distribution

Pr[α = k] = p(1 − p)k−1 k = 1, 2, . . .

since the probability that αi = k is equal to the probability that exactly k − 1 packets
are successfully acknowledged before a loss occurs. Thus, replacing the mean of α with
1/p we have

Acycle =
1 − p

p
+ E[W ] (8)
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where E[W ] is given by (5). Then, substituting (8), (1) and (7) into (4), we achieve an
accurate estimate of the throughput of a TCP connection; after further simplifications,
in [18] the following well known expression for TCP bandwidth (9) is given:

B′ =
1

RTT
√

2bp
3 + T0 min

(
1, 3

√
3bp
8

)
p(1 + 32p2)

(9)

where the approximation f(p) � 1 + 32p2 in the expression of Ttimeout was applied.
It is worth noting that (9) holds as long as the throughput is less than Wmax/RTT ,

where Wmax is the maximum buffer advertised by receiver, since more than Wmax pack-
ets cannot be transferred every round trip. We observe that this model does not capture
all the aspects of Fast Retransmit algorithm and disregard the Slow Start phase. How-
ever, the impact of these omissions is quite low and the measurements collected to
validate the model indirectly validate the assumptions as well. Live experiments also
suggest that this model is able to predict the throughput for a wider range of loss rates
than (3). Indeed, real experiments carried out over narrow-band links show that, when
the congestion window size is small, many TCP timeouts occur. This indicates that in
reality Fast Retransmit does not detect all the loss events and an accurate formula for
TCP throughput has necessarily to take into account TCP timeouts.

3 Fluid Models

Fluid modelling is a widely used technique in the analysis of network systems where
packet flows are approximated by continuous (i.e. fluid) streams of data. The main
advantage is the formulation of a system of equations to describe the behaviour of
congestion-controlled sources, network elements, and flows interaction over the net-
work. Experimental results [26] show that relatively simple systems of ordinary differ-
ential equations (ODEs) provide satisfactory predictions of the real system dynamics.
Since performance evaluation results can be achieved with relatively low cost, both in
terms of computational time (ODEs can be fast solved using numerical methods) and
development effort, these techniques are often used during the first stage of protocol
design. In fact, fluid modelling techniques are rugged enough to establish the effective-
ness of a protocol and resolve dimensioning issues. In this section, we introduce various
techniques for fluid modelling of TCP networks that recur in many research studies.

3.1 Throughput Formulas for WANs

The analysis that we are about to present was carried out in [21] to express the TCP
throughput as a function of the bandwidth-delay product (BDP). The BDP is a very
important and widely used metric influencing TCP performance. It corresponds, under
ideal conditions, to the amount of data that a bulk TCP transfer should hold in flight
to achieve high utilisation of link bandwidth. Thus, studying the TCP throughput as
a function of the BDP is a natural way of expressing TCP performance. As several
authors pointed out [20,21], the TCP throughput is so correlated to the BDP, that a
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direct relationship between the two metrics can be found. In the following we show an
analytical way to achieve this goal.

It has been observed that the BDP is only relevant for wide area connections where
the RTT may range from several tens to hundreds of milliseconds. In local area networks
(LANs) the number of packets in flight is very small and the TCP throughput is limited
by other factors, such as the loss rate induced by the medium access control scheme or
the transmitter buffer size. Moreover, for long-haul connections the cwnd tends to open
considerably and TCP performance are extremely sensitive to occasional packet losses
due to transient congestion or packet corruptions. As it will be clarified in the following,
TCP could not be able to keep the pipe full, i.e to achieve high capacity utilisation, in
these cases.

Let us indicate with c the capacity of the link in packets per second, τ the round-
trip propagation delay, and T = τ + 1/c the minimum observed RTT. For a wide area
network (WAN) connection, the BDP, c·T , is comparable in magnitude with the amount
of packets queued at the bottleneck route.

Let us also assume that at a given time the bottleneck buffer is not empty. The packets
are forwarded at rate c by the link server, ACKs are generated by the destination at rate
c and, therefore, new packets can be released by the source every 1/c seconds1. Thus,
the maximum possible number of unacknowledged packets is the sum of the packets in
transit across the path, which is equal to cT , and of the packets in the buffer of size B.
Therefore, if the size of the window exceeds Wmax = cT + B, a buffer overflow occurs.
Actually, when the packet loss occurs, it is difficult to evaluate the exact cwnd, since it
depends on the link capacity and on the RTT. However, as an approximation, we assume
that TCP Reno, after retransmitting a lost packet, resumes Congestion Avoidance with
the cwnd set to (cT + B)/2.

Using the fluid approximation, the cwnd dynamics can be easily written as a differ-
ential equation. Denoting with a(t) the number of ACKs received by the source after t
seconds spent in the Congestion Avoidance phase, the derivative of cwnd can be written
as

dW

dt
=

dW

da
· da

dt
.

If the cwnd is large enough, the bottleneck buffer is continuously backlogged, and the
ACK rate is c. Otherwise, the ACK rate equals the sending rate W/T . In other words
we have

da

dt
= min{W

T
, c},

and recalling that during the Congestion Avoidance phase the cwnd is increased by
1/W for each ACK received, we have

dW

da
=

1
W

1 For sake of simplicity we assume here and in the following that delayed-ACK is not
implemented.
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that is

dW

dt
=

⎧⎪⎪⎨
⎪⎪⎩

1
T

if W ≤ cT

c

W
if W > cT

(10)

which means that the Congestion Avoidance phase consists of two sub-phases corre-
sponding to W ≤ cT and to W > cT respectively. We are now able to evaluate the
duration of the first phase as

T1 = T · (cT − 1
2Wmax) (11)

and the number of packets successfully transmitted in this phase

N1 =
∫ T1

0

W (t)
T

dt =
1
T

∫ T1

0

(1
2
Wmax +

t

T

)
dt

=
1

2T

(
WmaxT1 +

T 2
1

T

) (12)

When W > cT , the queue is increasing, the RTT as well increases and the cwnd opens
more and more slowly. By integrating (10), in the second phase we get

W (t)2 = 2c(t − T1) + (cT )2

and evaluating this expression for t = T1 + T2, we obtain the duration of the phase

T2 =
W 2

max − (cT )2

2c
(13)

and the number of packets delivered

N2 = c · T2, (14)

since the link is fully utilised during this phase. Now, we can evaluate the throughput
as a function of the ratio between the bottleneck buffer and the BDP

B′′ =
N1 + N2

T1 + T2
=

3c

4
· (1 + B

cT )2

1 + B
cT + ( B

cT )2
. (15)

This expression, which holds for B
cT ≤ 1, suggests that the performance of a bulk

transfer over a WAN might be negatively affected by small (with respect to the BDP)
bottleneck buffers. In order to fully exploit the link capacity, the buffer size should
be as close as possible to the BDP, which is a rule often used to configure router
buffers [39].
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3.2 Throughput Formulas for WANs and Random Losses

Let us now consider the case where, in addition to buffer overflows, packets can be
randomly lost over the bottleneck link with probability q. In such a case, it is possible
to exactly compute the throughput through Markov chain analysis. In the following we
sketch this method.

In absence of random losses, the evolution of cwnd of TCP Reno is entirely deter-
mined by the window size at the beginning of the cycle w, which is half of cwnd at the
end of the previous cycle. Then, the evolution of cwnd can be described introducing the
following functions:

– W (n, w) the window size after n successful packet transmissions.
– T (n, w) the time required to complete the transmission of n packets.

If the cycle terminates with losses due to buffer overflow, then Nmax(w) represents
the number of packets transmitted in this period; otherwise, the cycle terminate with
a random loss after successfully transmitting N ≤ Nmax(w) packets. According to the
random loss model, the distribution of N is given by

Pr{N = n} =
{

q(1 − q)n, for n < Nmax

(1 − q)Nmax , for n = Nmax
(16)

For the i−th cycle, let wi, Ni and Ti denote respectively the cwnd at the beginning of
the Congestion Avoidance phase, the number of successful transmissions in the cycle,
and the duration of the cycle. The TCP evolution can be expressed through the following
recursive equations ⎧⎨

⎩
wi+1 = 1

2 W (Ni, wi)

Ti+1 = Ti(Ni, wi)
(17)

These equations, together with (16), define the transition probabilities for the
continuous-time Markov chain { wi }, whose solution gives the stationary distribution
of wi. The steady-state throughput is then given by

B′′′ =
E[Ni]
E[Ti]

Since the exact solution of this Markov chain can be computationally expensive, an
approximation of the previous method is also provided in [21].

An important result of the cited study is that the presence of random losses leads to
significant throughput deterioration for large BDPs. In particular, it has been shown that
the TCP throughput depends on the product of the loss probability and of the square
of the BDP (q · (cT )2) and degrades rapidly when this parameter grows larger than
one. This is due to the relatively earlier drops in the cwnd-cycle that lead to small
initial values of the cwnd, thus requiring several transmission rounds to fill the pipe
again. In other words, TCP over WAN networks suffers performance degradation in
presence of non-congestion losses, such as the ones induced by competing real-time
traffic or wireless links. Countermeasures, such as traffic differentiation or performance
enhancing proxies (PEPs), are usually employed to eliminate this problem.
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3.3 Interaction between TCP and AQM Mechanisms

So far, we presented various ways to relate TCP performance to network parameters.
This was possible assuming a sort of independence between individual TCP flow state
and network state. However, this assumption does not hold in many circumstances
where the number of interacting flows is low or the network topology is not trivial.

We introduce now a different approach, still based on fluid modelling, where stochas-
tic differential equations are uses to model TCP behaviour as well as network/flow in-
teractions. This allows us to assess the benefits of the active queue management (AQM),
and to select network parameters that enhance stability and performance.

As an example, we consider the random early detection (RED) technique [40], which
is a highly popular AQM scheme within the Internet community. RED improves
network performance reacting earlier (otherwise said pro-actively) to congestion. Sim-
ilarly to other AQM schemes, RED randomly discards incoming packets with a proba-
bility that depends on the averaged queue size before reaching the full-buffer condition.
This avoids the overstaying of congested situations in router buffers, which leads to a
lower amount of congestion losses. Randomly selecting the packets to discard, RED
also enables a flow management fairer than the drop-tail discipline. Indeed, the larger
is the flow rate, the higher is the packet dropping probability, and the more frequent is
the delivery of congestion signals. Eventually, this leads to a faster convergence to an
equilibrium condition where fairness among flows is achieved.

Most of the IP routers today support the explicit congestion notification (ECN) op-
tion. This technique consists of marking a flag into the IP header instead of dropping the
packet. The status of the flag is then copied into the returning ACK by the receiver to
explicitly notify the sender the presence of congestion on the direct path. From a mod-
elling point of view, the ECN marking scheme can be assimilated to the RED analysis,
as the amount of packet losses is negligible with respect to the number of transmitted
packets. Several enhancements of RED [5,41,42,43] have been proposed. These tech-
niques consider more complicated packet dropping strategies to improve congestion
control. Nevertheless, once the control law is known, fluid modelling techniques can
be easily implemented to analyse the effects of these modifications. Figure 3 shows the
classic dropping profile, which is used in the following analysis. It is a linear function
between a lower tmin and an upper tmax threshold with a discontinuity at tmax, which is
analytically expressed by

p(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 0 ≤ x < tmin

x − tmin

tmax − tmin
pmax tmin ≤ x ≤ tmax

1 tmax < x

(18)

3.4 The Model of the Network

The network is modelled as a set of L links with capacities cl, l ∈ {1, 2, . . . , L}. The
links are shared by a set of S sources indexed by s ∈ {1, 2, . . . , S}, each using a subset
Ls of links. The sets Ls define a L × S routing matrix
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Als =
{

1 if l ∈ Ls

0 otherwise
(19)

which is a binary matrix where the 1s on a l−th row indicate the sources that share the
link l and the 1s on s−th column represent the link crossed by source s. Each source
is associated with its congestion window Ws(t) at time t and each link l is associated
with both its packet loss probability pl(t) (a scalar congestion measure) and with the
instantaneous queue size ql(t).

x

p(x)

tmin tmax

1

pmax

Fig. 3. RED drop function

The average RTT of the s−th TCP source at time t is approximated by

RTTs(t) = τs +
∑
l∈Ls

ql(t)
cl

s ∈ {1, 2, . . . , S}, (20)

which is the sum of the round trip delay τs associated with the connection and the total
queueing delay of the path. Considering the losses at the different queues as independent
of each other (a reasonable assumption when modelling RED queues), we can express
the packet loss probability p̂s(t) of source s as

p̂s(t) = 1 −
L∏

l=1

(1 − Alspl(t)) �
∑
l∈L

Alspl(t) s = 1, 2 . . . S, (21)

which corresponds to the end-to-end congestion measure for the s−th source.
The following is the differential version of the Lindley equation, describing the dy-

namic of l−th queue

dql(t)
dt

= −1ql(t)cl +
S∑

s=1

Als
Ws(t)

RTTs(t)
.

Here, the derivative of the instantaneous queue length is the sum of two terms. The
first one models the decrease of queue length, as long as it is greater than zero, due
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to service of packets at a constant rate. The second term corresponds to the increase in
queue length due to the arrival of packets from the TCP flows that share the l−th queue.
Since we are interested in a mean value analysis, we take the expectation2 of both sides
of equation (3.4):

dq̄l(t)
dt

= E[−1ql(t)] cl +
S∑

s=1

AlsE

[
Ws(t)

RTTs(t)

]

≈ −E[1ql(t)>0] cl +
S∑

s=1

Als
Ws(t)

RTTs(t)

In the derivation, we made the approximation E[f(x)] ≈ f(E[x]), which is not strictly
correct. However, simulation results suggest that at the steady-state the system reaches
a quasi-periodic evolution where the random component of state variables, such as the
instantaneous queue size, makes up a smaller and smaller contribution with respect to
the deterministic one as the number of flows increases. Since the system is dominated
by the deterministic evolution and the extent of fluctuations is small, the previous ap-
proximation is justified.

In order to approximate the term E[1q], we should consider that the bottleneck
queues have ql(t) > 0 with probability close to one, while the non-bottleneck queues
are typically unloaded, which means ql(t) > 0 with probability close to zero. On the
basis of this observation, we approximate E[1q(t)] � 1q̄(t), thus having

dq̄l(t)
dt

= −1q̄l(t)cl +
S∑

s=1

Als
Ws(t)

RTTs(t)
(22)

The mean queue length is mapped by RED into a drop probability using the drop profile
(18). We assume that RED estimates the average queue length using an exponential
weighted moving average based on samples taken every T seconds. The smoothing
filter (with α, 0 < α < 1, as weight) is described by

xl[(k + 1)T ] = (1 − α) xl[kT ] + αql[kT ]

It is convenient to approximate the above equation with differential equation. Since this
equation is a first order difference equation, the natural candidate is

dxl(t)
dt

= axl(t) + bql(t) (23)

Recalling that in a sampled data system with q(t) ≡ q[kT ] in the interval [kT,(k+1)T],
xl[(k + 1)T ] is given by

xl[(k + 1)T ] = eaT xl[kT ] + b

∫ (k+1)T

kT

ea(kT−μ)dμ · ql[kT ], (24)

and comparing the coefficients of (23) and (3.4), we obtain
2 Throughout this section we will indicate, when possible, the mean value with a bar sign to

simplify the notation.



An Introduction to TCP Performance Evaluation and Modelling 585

a = −b =
ln(1 − α)

T
.

Then, we rewrite the expression (23), describing the behaviour of x(t), by taking the
expected value of both sides:

dx̄l(t)
dt

=
ln(1 − α)

T
(x̄l(t) − q̄l(t)) (25)

3.5 The Model of the Source

The next step is to build a model of a TCP source. The model is based on the assumption
that packet losses of a flow can be described by a Poisson counting process {Ns(t)}
with time varying rate λs(t). The Poisson process is indeed suitable to represent the
independent marking scheme used by AQM/RED. This process could be visualised
imagining a flow of losses moving from network nodes towards TCP sources, whose
rate is a function of the TCP flow rate.

If we denote with Ns(t) the number of losses detected by the source s at time t, we
can write the evolution of the congestion window as

dWs(t) =
dt

RTTs(t)
− Ws(t)

2
dNs

This equation only considers the AIMD behaviour of TCP. More specifically, the first
term corresponds to the AI part, which increases the window size by one packet every
RTT, and the second term corresponds to the MD part, which halves the congestion
window immediately after the drop is detected by the sender (dNs(t) = 1 in this case).
Again, taking expectation, we obtain

dE[Ws(t)] = E
[ dt

RTTs(t)

]
− E[Ws(t) dNs(t)]

2

dWs(t) � E
[ dt

RTTs(t)

]
− Ws(t)

2
λs(t)dt

(26)

where λs(t) is the rate of loss indication at the sender. Note that in (26) in order to split
the term E[Ws(t) dNs(t)] in a product of two factors E[Ws(t)]E[dNs(t)], we have
assumed that the terms Ws(t) and dNs(t) are independent. This is not exact, but it is
still able to capture the dynamics of AIMD.

In proportional marking schemes (such as RED) the rate of marking/dropping in-
dications is proportional to the share of bandwidth of the connection. That is, if the
bandwidth achieved by source s is Ws(t)/RTTs(t), the expected value for drop rate at
link l ∈ Ls is

pl(t) · Ws(t)
RTTs(t)

(27)

and equivalently the packet drop rate p̂s(t) for a connection is calculated using (21).
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However, we note that drops occur at the node about a RTT before they can be
detected by the sender. This means that, in order to take into account the latency of
feedbacks, we must shift the rate of congestion signals (27) forward in time of RTTs

seconds. Thus, from (26) the evolution of cwnd is given by

dWs(t)
dt

=
1

RTTs(t)
− Ws(t)

2
· Ws(t − RTTs(t))
RTTs(t − RTTs(t))

p̂s(t − RTTs(t)) (28)

In conclusion we have 2L + S coupled equations (22), (25) and (28) in the unknowns
(x̄, q̄, W̄ ), that can be solved numerically. The solution yields an estimate of the average
transient behaviour of the system, providing directly the window size of each connec-
tion and the queue size at each node and, from them, the loss rate and average RTT.
The time needed to get accurate results through the use of the model is several order of
magnitude less than that needed by simulations and the gain increases as the topology
becomes more complex. To have an idea of the advantage, let consider that the solu-
tion of a system consisting of a thousand connections takes a few seconds, while the
corresponding detailed simulation can take several hours to complete.

3.6 Linear Analysis: The Single Link Case

In the following, we accomplish the task of linearising the previous set of equations in
the case of a single link topology. The linearised system is suitable to be studied through
the classic tools of linear control theory and gives us many suggestions on the way to
modify the algorithm to fulfil requirements of stability and robustness [44,45].

Let us consider then N identical TCP Reno connections (i.e. with the same RTT)
sharing a common link with capacity C. If we can assume all the connections synchro-
nised (i.e. Ws(t) = W (t), τs = τ and RTTs(t) = R(t)), we can rewrite, for a generic
TCP flow, equation (22), defining the evolution of the mean value of cwnd, and equation
(28), concerning the dynamic of the queue3

⎧⎪⎨
⎪⎩

Ẇ (t) = 1
R(t) − W (t)W (t−R(t))

2R(t−R(t)) p(t − R(t))

q̇(t) = W (t)
R(t) N − C

(29)

where the term R(t) = τ + q(t)
C represents the RTT for all the connections. When writ-

ing the equation for q̇(t), we assumed that the server is always transmitting packets,
which is a reasonable assumption since we are studying the dynamics of the bottleneck.
To complete the system of equations (29), we need also to specify the relationship be-
tween the queue size and the dropping probability, which depends on the employed
AQM strategy. By borrowing the terminology from control-system language, we will
refer to the AQM block as the controller and the rest of the system as the plant. A linear
representation for the plant is derived in the following from the system (29), where the

3 For ease of notation we will omit the sign of expectation and denote the temporal derivative of
f as ḟ .
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loss probability is considered as the input and the queue size as the output. Then, we
will focus on the design of AQM controller using the tools of the linear control theory.

The main goal of AQM is to provide a stable closed-loop system. Beside the stabil-
ity, there are other issues concerning control design. A feasible controller must possess
an acceptable transient response and it must not be sensitive to the variations of model
parameters and to disturbance factors. For instance, the presence of short lived connec-
tions in the queue has a noisy effect on long-lived TCP connections.

Small-signal analysis. The first step to linearise the system is to find the operating
point (W0, q0, p0), which is defined by Ẇ = 0 and q̇ = 0. From (29) we have

⎧⎪⎨
⎪⎩

1
R0

− W 2
0

2R0
p0 = 0 ⇒ W0 =

√
2
p0

W0
R0

N − C = 0 ⇒ W0 = R0C
N

(30)

where R0 = q0
C + τ . The operating point is the state-space point, to which the system

would converge if it would be globally stable. For the case here considered, this is sim-
ply found accounting 1/N of the available bandwidth to each flow. Since equation (28)
omits modelling of retransmission timeouts, the long term throughput W0/R0 comes
out as the one-on-square-root-p law (3), which has been said inaccurate for high values
of p. To refine the model, a term accounting for timeouts could be added to the right
hand side of equation (28), as it was done in [26] introducing additional assumptions on
the packet drop model. However, the small-signal analysis for this case would be quite
complicated and would escape the introductory purposes of this paper.

Introducing difference variables (δW, δp, δq), we can linearise (29) around the oper-
ating point

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

δẆ (t) = − N
R2

0C
(δW (t) + δW (t − R0))

− 1
R2

0C
(δq(t) − δq(t − R0)) − R0C2

2N2 δp(t − R0)

δq̇(t) = N
R0

δW (t) − 1
R0

δq(t)

(31)

where equations (30) have been used to evaluate the derivatives. A simple expression
for the eigenvalues of the linearised system can be estimated provided that

W0 � 1 ⇒ N

R2
0C

=
1

W0R0
 1

R0
. (32)

In this case indeed, the response-time of the aggregate of TCP flows is dominated by the
time constant R2

0C/N , which is much larger than the round trip time R0. This implies
that in an interval R0 the mean window size does not vary significantly with respect to
its absolute value. Hence, we can approximate the system of equations by merging the
terms W (t) and W (t − R0), and neglecting the term (δq(t) − δq(t − R0))⎧⎪⎨

⎪⎩
δẆ (t) = − 2N

R2
0C

δW (t) − R0C2

2N2 δp(t − R0)

δq̇(t) = N
R0

δW (t) − 1
R0

δq(t)
(33)
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+
Cred(s) Ptcp(s) Pqueue(s) e−sR0

δp δq

P (s)

Fig. 4. Linearised block diagram

Figure 4 shows a block diagram for the system of equations (33), where Ptcp(s) and
Pqueue(s) are defined as

Ptcp(s) =
R0C2

2N2

s + 2N
R2

0C

Pqueue(s) =
N
R0

s + 1
R0

The transfer function of the plant, relating the packet-marking probability to the queue
length, is then given by:

P (s) = Ptcp(s) Pqueue(s) e−sR0 =
R3

0C3

4N2

(1 + s
R2

0C
2N )(1 + sR0)

e−sR0 (34)

Some remarks on the P (s) expression can be done. The static gain R3
0C

3/4N2 is pro-
portional to the RTT and the capacity of the link and inversely proportional to the num-
ber of active flows. The static gain is in turn inversely proportional to the gain margin,
which is the maximum static gain of the control system that would make the system un-
stable. The gain margin is indeed defined as the amplitude response at the point where
the phase response is −π.

If the number of flows is small, the static gain increases reducing stability and leading
to a more oscillatory response. As we could expect, when we have few TCP flows,
the extent of rate variation due to multiplicative decrease is larger than in the case of
many flows and this impacts the stability of the system. Moreover, an increase of R0,
which corresponds to a larger delay in the control loop, reduces the controllability of
the system, as confirmed by its negative influence on the gain margin.

From (34), it could be also easily deduced the phase margin φm = ωpm − π, where
ωpm is the phase response when the amplitude response is 0 dB. The phase margin in
this context could be interpreted as the amount of additional delay in the RTT that the
system would tolerate without becoming unstable.

Setting RED parameters. The majority of Internet routers uses drop tail buffers.
This could be interpreted, from a control-theory point of view, as an ON/OFF control
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strategy, also known as relay-controller. Relay-controllers may cause instabilities in the
system, such as an oscillating behaviour, and unpredictability due to non-linear effects.
For instance, the queue size of a router can alternate between full and empty, which
causes buffer overflows in one case and link underutilisation in the other. Mechanisms,
such as RED or other AQM schemes, allow us to mitigate this condition.

Another objective of AQM is to reduce the mean queueing delays and delay varia-
tions. The smaller the queue-size, the less the time a packet spends in the queue and the
less the end-to-end delay of a connection. However, forcing small queues may again
lead to link underutilisation. A tradeoff between acceptable queueing delay and utilisa-
tion must be operated.

The queue control should be robust against variation of network parameters. This
includes supporting a variable number of TCP sessions, variable RTTs and the presence
of non congestion controlled traffic (that could be regarded as a sort of noise source on
the TCP/AQM system). Here, we provide a condition that guarantees stability for a
wide range of working conditions.

In order to find a Laplace representation of RED controller, we describe RED as the
cascade of a smoothing filter (25) and a dropping function (18). Since the operating
point falls between tmin and tmax, it is easy to find a linear relation between small vari-
ations of dropping probability δp and small variations of the averaged queue size δx.
This is then substituted into the transfer-function of AQM/RED yielding to

Cred(s) = K · 1
1 + s

β

(35)

where

K = − ln(1 − α)
T

, β =
pmax

tmax − tmin
(36)

Cred(s) acts as a proportional controller with static gain K corresponding to the slope
of the RED dropping profile. When we choose the Cred(s), we need to take into account
variations in the number of TCP sessions and RTT. In this case, the variations of the
term R0 are due to the propagation variable R0.

We assume that the number of TCP sessions N is larger than a threshold Nmin and
the RTT R0 is less than Rmax. Our goal is to select the RED parameters K and β that
stabilise the system for all the values of N and R0 included in their definition intervals.
A closed-loop control system is stable if the response to any bounded input is a bounded
output. In this case we have no inputs, so the system is stable if the response to whatever
initial condition converges exponentially to zero.

Let us consider the frequency response of the open-loop system

Lred(jω) = Cred(jω)P (jω) =
K (R0C)3

(2N)2 e−jωR0

( jω
β + 1)( jω

2N

R2
0C

+ 1)( jω
1

R0

+ 1)

For the range of frequencies at least a decade lower than the minimum displacement of
plant poles

ω ≤ ωg =
1
10

min
{

2Nmin

(Rmax)2C
,

1
Rmax

}
(37)
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the system frequency response can be approximated by

Lred(jω) ≈
K (R0C)3

(2N)2 e−jωR0

jω
β + 1

as the contribution of plant poles at the denominator is small. Then, we evaluate the
amplitude of the system frequency response for ω = ωg and, under the hypothesis that
N ≥ Nmin, R0 ≤ Rmax, we find the following upper bound

| Lred(jωg) |=
K (R0C)3

(2N)2√
ω2

g

β2 + 1
≤

K (RmaxC)3

(2Nmin)2√
ω2

g

β2 + 1

Now, enforcing the condition

K(RmaxC)3

(2Nmin)2
≤

√(
ωg

β

)2

+ 1, (38)

we have | Lred(jωg) |≤ 1. This means that the unit gain cross-over frequency, which
is unique as the frequency response amplitude is a decreasing function of ω, is upper
bounded by ωg .

In order to establish the closed loop stability, we invoke the Nyquist criterion: if the
open loop system has not unstable roots, the closed loop system is stable if the curve
Lred(jω),−∞ < ω < ∞ on the complex plane has not clockwise encirclement around
(−1 + 0j). Thus, recalling that ωgR0 ≥ 0.1 for (37), we have

arg{Lred(jωg)} ≥ arg
{K (RmaxC)3

(2Nmin)2

jωg

β + 1

}
− ωgR0 ≥ −π

2
− 0.1 > −π

Hence, being | Lred(jω) |≤ 1 for ω ≥ ωg, the curve does not encircle the point
(−1 + j0) and the system is stable. In conclusion, we found that, if K and β sat-
isfy the condition (38), the linear system (34) with Cred(s) as controller is stable for any
N ≥ Nmin and R0 ≤ Rmax.

This example shows how the linear model can be used to build a robust design of
RED, which accounts for the variation of the number of flows N and of the round trip
time R. The rationale of this design is to force the controller to dominate the closed-
loop behaviour. This is done by choosing a closed loop time-constant (close to ωg) at
least a decade higher than TCP time-constant or queue time-constant. The expression
(37) leaves a degree of freedom in choosing the parameters (K, β) on the boundary of
the set defined by (38). To determine the parameters, other constraints can be placed.

We could have chosen a multiplicative factor in (37) larger than 0.1. This would
lead to a faster response time of the system, but would produce a controller with lower
stability margins. In order to increase the bandwidth of the system, other strategies
could be introduced as well, such as, for instance, the classical proportional-integral
(PI) controller discussed in [6].
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4 Conclusions

In this paper we introduced the most relevant works in the field of TCP analytical mod-
elling. We considered models that describe the TCP behaviour both as an individual
source (single connection models) or as a part of a network system described in terms
of differential equations (fluid models).

The analysis of individual TCP connections in isolation led to expressions for the
TCP throughput under given networking conditions. Since the analysis required the
independence of the network state and the source state, these models are adequate when
the network is loaded by a large number of flows. In fact, this condition is often verified.
Asymptotic results [46,47] show indeed that the correlation between the state of two
connections rapidly decreases as the number of connection increases.

In the second part, we faced the problem of analytically describing the interaction
between TCP and AQM. In particular, we focused on networks with RED policy. We de-
rived analytical results that allow a qualitative understanding of the transient behaviour
of TCP over RED networks. Furthermore, we presented results on stability and robust-
ness of the network system itself. As a final example of application of these techniques,
we described a method proposed in literature to select the AQM parameters that lead to
stable operations of the linear feedback control system.

This introduction did not address other important models available in literature.
Some authors addressed for instance the modelling of short-lived connections [14,15,16]
where other aspects of TCP, such as the Slow Start phase, dominate the TCP behaviour.
These studies are well justified by the fact that many Internet flows are short and are
completed before reaching a steady-state. As pointed out by Jacobson [48], the Slow
Start phase should be seen as a mechanism for fast approaching of the equilibrium
point, while the Congestion Avoidance as a mechanism for asymptotic stability. Thus,
accurate modelling of this phase somehow complements the results provided by the
analysis of long lived connections.
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