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Abstract. Queueing network models with finite capacity queues and
blocking are used for modeling and performance evaluation of systems
with finite resources and population constraints, such as communication
and computer systems, traffic, production and manufacturing systems.
Various blocking types can be defined to represent different system be-
haviors, network protocols and technologies. Queueing networks with
blocking are difficult to analyze, except for the special class of product-
form networks. Most of the analytical methods proposed in literature
provide an approximate solution with a limited computational cost. We
introduce queueing networks with finite capacity queues and blocking,
the main solution techniques for their analysis, both exact and approxi-
mate algorithms, and some network properties. We discuss the conditions
under which exact solutions can be derived, and criteria for the appropri-
ate selection of approximate methods. We present equivalence properties
among different types of blocking types, the analysis of heterogeneous
networks, and some application examples.

Keywords: Queueing Networks, Blocking, Product-form models,
Equivalence properties.

1 Introduction

Performance analysis of various systems, including communication and computer
systems, as well as production and manufacturing systems can be carried out
through queueing network models. System performance analysis consists of the
derivation of a set of figures of merit, that typically includes queue length dis-
tribution and some average performance indices such as mean response time,
throughput, and utilization. Queueing networks with finite capacity queues and
blocking have been introduced to represent systems with finite capacity resources
and population constraints. When a queue reaches its maximum capacity then
the flow of customers into the service center is stopped, both from other ser-
vice centers and from external sources in open networks, and the blocking phe-
nomenon arises. Various blocking mechanisms have been defined and analyzed
in the literature to represent distinct behaviors of real systems with limited
resources [42, 47, 53, 55, 57, 58]. Some comparisons and equivalences among
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blocking types have been presented for queueing networks with various topolo-
gies in [9, 10, 42, 45, 47, 57, 58]. Performance analysis of queueing networks with
blocking can be exact or approximate. Exact solution algorithms have been pro-
posed to evaluate both average performance indices, queue length distribution
[10, 42, 47], and passage time distribution [7, 10, 11]. Under exponential assump-
tion one can define and analyze the continuous-time Markov chain underlying
the queueing network. In some special cases queueing networks with blocking
show a product-form solution, under particular constraints, for various blocking
types; a survey is presented in [10]. Some solution algorithms for product-form
networks with finite capacities have been defined [8, 19, 50].

However, except for this special class of models, queueing networks with block-
ing do not have a product-from solution and a numerical solution of the asso-
ciated Markov chain is seriously limited by the space and time computational
complexity that grows exponentially with the model number of components.
Hence recourse to approximate analytical methods or simulation is necessary.
Several approximate solution methods for queueing networks with blocking have
been proposed in literature both for open and closed models and surveys of
some methods have been presented in [6, 42, 47]. Most of these methods provide
an approximate solution with a limited computational cost. However, they do
not provide any bound on the introduced approximation error. They are usu-
ally validated by comparing numerical results with either simulation results or
exact solutions. Many approximation methods are heuristics based on the de-
composition principle applied to the underlying Markov process or, more often,
to the network itself. Some methods consider a forced solution of a product-form
network and some approximations are based on the maximum entropy principle.

In this paper we focus on queueing networks with finite capacity queues and
blocking, their exact and approximate analysis, their properties and applications.
We consider various blocking mechanisms that represent different system behav-
iors. We review the main solution methods and algorithms to analyze queueing
networks with blocking to evaluate a set performance indices, the conditions
and some criteria for the appropriate selection of the solution method. We con-
sider exact and approximate analytical methods for open and closed queueing
networks with blocking. We recall some equivalence properties that allow the
solution of heterogeneous models and some application examples.

The paper is structured as follows. Section 2 introduces the model definition of
queueing networks with finite capacity queues, the various blocking mechanisms
and the main performance indices. Section 3 describes the exact analysis of
queueing networks with blocking based on analytical methods, that includes the
approach based on the Markov chain definition and analysis, and the special cases
of networks with product-form solutions. Section 4 recalls the main principles
and approaches proposed for the approximate analytical solution of networks
with blocking. Section 5 compare some approximation methods for closed and
open networks with blocking, and for different network topologies. In Section 6
we recall some equivalence properties of network models with different blocking
types, and we illustrate an application example.



Queueing Networks with Blocking 235

2 Model Definition and Blocking Mechanisms

A queueing network consists of a set of service centers, each formed by a queue
and a set of identical servers that provide service to a set of customers. Let us
consider a network with N queues with finite capacity, one class of customers,
and probabilistic routing. The network may be open or closed. For a closed
network let K denote the number of customers. For an open network let λi be
the external arrival rate (from outside the network) to station i, 1 ≤ i ≤ N . For
the sake of simplicity we usually assume exponential service time distribution
and Poisson arrivals. The service rate of station i is denoted by μi, and Ki is the
number of servers, usually just single servers, 1 ≤ i ≤ N . The finite capacity of
node i is denoted by Bi , 1 ≤ i ≤ N . Let P = [pij ] denote the routing probability
matrix, where pij is the probability for a customer to go to station j after being
served by station i, 1 ≤ i, j ≤ N , and pi0 is the probability that a customer
leaves the network after being served by station i. Let e = (e1, . . . , eN) denote
the solution of the traffic equations, defined as follows:

ei = λi +
N∑

j=1

ejpji , 1 ≤ i ≤ N (1)

If the routing probability matrix is irreducible, this system has a unique solution
for open networks and an infinite number of solutions for a closed network, unique
up to a multiplicative constant.

In queueing networks with finite capacities when a customer attempts to enter
a finite capacity queue that is full, it can be blocked. We shall now introduce
the definition of some blocking mechanism that describe the blocked customers
behavior.

2.1 Blocking Types

Various blocking types have been defined to represent different system behav-
iors. We now recall three of the most commonly used blocking types defied for
computer, communication, networks, and production systems [10, 42, 53].

– Blocking After Service (BAS): if a job attempts to enter a full capacity queue
j upon completion of a service at node i, it is forced to wait in node i server,
until the destination node j can be entered. The server of source node i stops
processing jobs (it is blocked) until destination node j releases a job, and its
service will be resumed as soon as a departure occurs from node j. At that
time the job waiting in node i immediately moves to node j. If more than
one node is blocked by the same node j, then a scheduling discipline must
be considered to define the unblocking order of the blocked nodes when a
departure occurs from node j.

– Blocking Before Service (BBS): a job declares its destination node j before
it starts receiving service at node i. If at that time node j is full, the service
at node i does not start and the server is blocked. If a destination node j
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becomes full during the service of a job at node i whose destination is j,
node i service is interrupted and the server is blocked. The service of node i
will be resumed as soon as a departure occurs from node j. The destination
node of a blocked customer does not change. Two subcategories distinguish
whether the server can be used as a buffer when the node is blocked: BBS-SO
(server occupied) and BBS-SNO (server not occupied). Hereafter we consider
BBS-SO blocking, which is simply called BBS.

– Repetitive Service Blocking (RS): if, upon completion of its service at ode
i, a job attempts to enter a destination queue j, which is full, the job is
looped back into the sending queue i, whereupon it receives a new, indepen-
dent and identically distributed service according to the service discipline.
Two subcategories distinguish whether the job, after receiving a new service,
chooses a new destination node independently of the one that it had selected
previously: RS-RD (random destination) and RS-FD (fixed destination).

Another kind of blocking, called generalized blocking or kanban blocking, is de-
fined when the server continues processing customers in the queue even if the
destination node is full [17, 18, 38, 39]. The customers that have completed ser-
vice at node i, but cannot be sent to the next node, continue to share the buffer
space of node i along with the other customers that are either waiting for service
or being served upon. The customers arriving at a node when the queue is full
are lost. This blocking is defined to model manufacturing systems. For particu-
lar values of the parameters that define this blocking type, it reduces to other
blocking types, including BBS-SO and BAS.

Other types of blocking mechanisms model population constraints in a net-
work, by assuming that the number of customers are in the range [L, U ], i.e., L
and U are the minimum and maximum populations admitted, respectively. Let
a(n) denote a load dependent arrival rate function and d(n) a non-negative de-
parture blocking function, where n ≥ 0 is the overall network population. Then
we set a(n) = 0 for n ≥ U and d(n) = 0 for n ≤ L. The blocking types defined
for population constraints include the following types [36, 57, 58].

– Stop Blocking: the service rate at each node depends on the number n of
customers in the network, according to function d(n). When d(n) = 0 the
service at each node is stopped. Service at a node is resumed upon arrival of
a new customer to the network.

– Recirculate Blocking: a job upon completion of its service at node i leaves
the network with probability pi0d(n), when n is the total network population
and it is forced to stay in the network with probability pi0[1 − d(n)], where
pi0 is the routing probability. Hence, a job completing the service at node i
enters node j with state dependent routing probability pij +pi0[1−d(n)]p0j,
1 ≤ i, j ≤ N , n ≥ 0.

Closed queueing networks with finite capacity queues and blocking can deadlock,
depending on the blocking type. Deadlock prevention or detection and resolving
techniques must be applied. Deadlock prevention for blocking types BAS, BBS
and RS-FD requires that the overall network population K is less than the total
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buffer capacity of the nodes in each possible cycle in the network, whereas for
RS-RD blocking it is sufficient that routing matrix P is irreducible and K is less
than the total buffer capacity of the nodes in the network [10, 42]. Moreover, to
avoid deadlocks for BAS and BBS blocking types we assume pii = 0, 1 ≤ i ≤ N .
In the following we shall consider deadlock-free queueing networks in steady-
state conditions.

2.2 Performance Indices

Queueing networks with blocking are used to model real life systems with finite
capacities and to estimate various performance indices. These performance met-
rics may be defined for each node, and, in multiclass networks, for each chain
and/or class. Performance indices are defined in terms of distributions of various
random variables, or in terms of average or mean rate of a performance measure.
The most commonly used average performance indices are, for each node i: the
utilization Ui, the throughput Xi, the average queue length Li and the mean
response time Ti. Performance indices evaluated in terms of random variable
distribution are the queue length ni, i.e., the number of customers at node i,
and the number of active servers at node i, that is servers that are neither empty
nor blocked. More complex analysis can be carried out to derive more detailed
performance indices, such as the customer passage time distribution through the
node, and the cycle time distribution for closed network [7, 11].

The definition of the performance indices, both probabilities and average val-
ues, depends on the blocking type. Let PBi(ni) denote the probability that
node i is not empty and blocked when there are ni customers in node i, and
let PBi =

∑
ni

PBi(ni) the overall blocking probability. They depend on the
blocking type [10].

Then the performance indices for each node i can be defined as follows:

– queue length distribution πi(ni), max(0, K − ∑
j �=i Bj) ≤ ni ≤ Bi

– utilization Ui = 1 − πi(0) − PBi

– throughput Xi =
∑

ni
[πi(ni) − PBi(ni)]μi(ni), for load dependent service

rate and Xi = Uiμi for constant service rate
– mean queue length Li =

∑
ni

niπi(ni)
– mean response time Ti = Li/Xi

– mean cycle time
∑

j xjTj/xi.

In networks with blocking we can further define a specific performance index
called effective utilization. It is defined as the fraction of time that the node is
neither empty nor blocked, that is a measure of the useful work of the node.
Similarly, for BBS blocking where the interrupted service is repeated and for
RS blocking where the job can be looped back, we can also define the effective
throughput as a measure of the useful work of the node. It is given by the fraction
of throughput that is not due to the service repetition because of blocking.

In this paper we mainly focus on the evaluation of the queue length distribu-
tion and the average performance indices. We now recall the main method used
for exact analysis of queuing networks with blocking.
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3 Exact Analysis of Networks with Finite Capacities

Exact analysis of queueing networks with finite capacities and blocking can be
obtained by representing the model with a stochastic Markov process, and specif-
ically with a continuous-time Markov chain. By using exact analysis of queueing
networks with blocking one can evaluate of a set of average performance indices,
the joint queue length distribution at arbitrary times and at arrival times, and
possibly the passage time and cycle time distributions. We shall now recall the
exact solution based on the Markov process associated to queueing networks with
blocking to evaluate the queue length distribution and average performance in-
dices. Then we present the special class of product-form networks with blocking
that can be solved by more efficient techniques.

3.1 Markov Process Analysis

Under the assumptions of exponential delays and independence between service
times and inter-arrival times, the network can be represented by a continuous-
time, homogeneous Markov chain. Let S = (S1, . . . , SN ) denote the state of the
network with N nodes, and let E be the state space, i.e., the set of all feasible
states. The network model evolution can be represented by a continuous-time
ergodic Markov chain with discrete state space E and transition rate matrix
Q. The stationary and transient behaviour of the network can be analyzed by
the underlying Markov process. Under the hypothesis of an irreducible network
routing matrix P, there exists a unique steady-state queue length probability
distribution, denoted by π = [π(S)], ∀S ∈ E. It can be obtained by solving the
homogeneous linear system of the global balance equations

πQ = 0, (2)

subject to the normalising condition
∑

S∈E π(S) = 1 and where 0 is the all zero
vector.

The definition of state S, state space E and the transition rate matrix Q
depends on the network characteristics and on the blocking type of each node
[9, 10, 42, 47, 57, 58]. Each process state transition corresponds to a particular
set of events on the network model, such as a job service completion at a node
and the simultaneous transition towards another node or an external arrival at
a node. This correspondence depends on the blocking type.

For example for RS-RD blocking, by definition the servers cannot be blocked.
That is the server is always active and servicing a customer, if ni ≥ 0. Therefore,
under exponential assumptions, node i state definition is simply Si = ni. For
BAS blocking we have to consider the server activity and the scheduling of
the nodes that are blocked by a full destination node. Then, under exponential
assumptions, the process state of node i can be defined as Si = (ni, si,mi),
where ni is the number of jobs in node i, si is the number of servers of node
i blocked by a full destination node and therefore containing a served job, 0 ≤
si ≤ min(ni, Ki), for Ki servers of node i, and mi is the list of nodes blocked
by node i. For BBS blocking, since a job declares its destination node j before it
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starts receiving service, and it can be blocked when node j is full, then the state
can be defined as Si = (ni,NSi), where ni is the number of jobs in node i, and
NSi is a vector defined only for nodes that can be blocked. The j-th component
NSi(j) denotes the number of node i servers that are servicing jobs destined to
node j, and for an open network NSi(0) denotes the number of node i servers
with jobs that will leave the network.

For each blocking type one can define the corresponding transition rate matrix
Q and solve the liner system (2) to derive the steady-state distribution π. From
vector π one can derive the queue length distribution of node i, πi, and other
average performance indices of node i, such as throughput (Xi), utilization (Ui),
average queue length (Li) and mean response time (Ti).

By summarizing, exact analysis of queueing network model with finite capac-
ities based on a continuous-time Markov process requires:

1. Definition of system state S and state space E according to the blocking
type.

2. Definition of transition rate matrix Q according to the blocking type and
the network topology.

3. Solution of global balance equations (2) to derive the steady-state distribu-
tion π(S), ∀S ∈ E.

4. Computation, from the steady-state distribution π, of the average perfor-
mance indices for each node of the network.

The numerical solution based of the Markov chain analysis is seriously limited
by the space and time computational complexity that grows exponentially with
the model number of components. For open network the Markov chain is infi-
nite and, unless a special regular structure of matrix Q allows to derive closed
form expression of the solution π, one has to approximate the solution on a
truncated state space. For closed networks the time computational complexity
of liner system (2) is determined by the space state E cardinality that grows ex-
ponentially with the buffer sizes (Bi ≤ K, 1 ≤ i ≤ N) and N . Although the state
space cardinality of the process can be much smaller than that of the process
underlying the same network with infinite capacity queues (which is exponential
in K and N), it still remains numerically untractable as the number of model
components grows.

When special constraints are satisfied we can apply exact analysis based on
product-form, that we now introduce, or, in many practical cases, it is necessary
to apply approximate solution methods.

3.2 Product-Form Networks

In some special cases, queueing networks with blocking have a product-form so-
lution, under certain constraints on network parameters and for various blocking
types. Various product-form networks with finite capacities have been defined
[1, 3, 9, 10, 25, 27, 40, 41, 58, 59]. A detailed description of product-form solutions
of networks with blocking and equivalence properties among different blocking
network models is presented in [9] and in [10, 59]. Some efficient algorithms for
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some closed product-form networks with blocking have been defined [7, 19, 50]
and can be applied to derive the performance indices, under some constraints.

Product-form solutions for the joint queue length distribution π for single
class open or closed networks under given constraints, depending both on the
network topology and the blocking mechanism, can be defined as follows:

π(S) =
1
G

V (n)
N∏

i=i

gni

i , ∀S ∈ E (3)

where G is a normalising constant and n =
∑N

i=1 ni is the total network popula-
tion, ni is the number of customers in node i, defined in the node state Si. The
definition of functions V and gi depends on some network parameters, which
include the solution ei of the traffic balance equations (1) and the service rates
μi, 1 ≤ i ≤ N , on the blocking type and some additional constraints.

We shall now recall the main product-form results. For the sake of simplicity
we provide the product-form definition for single class networks.

Consider the following five network topologies: two-node networks, cyclic
topology, central server (or star topology), reversible routing networks, and ar-
bitrary topology. The first three are special cases of closed networks, the last
two apply to closed and open networks.

Reversible routing. A routing matrix P is said to be reversible if the following
conditions hold:

eipij = ejpji , λi = eipi0 ∀1 ≤ i, j ≤ N (4)

where e = [e1, . . . , eN ] is the solution of system (1).
Note that for closed networks, only the first condition of this definition has

to be verified. Two-node networks are a special case of reversible routing.
In order to define some cases of product-form we introduce the following

definitions.

Condition 1. (Non-empty condition). The non-empty condition for closed net-
works requires that at most one node can be empty, i.e., K ≥ B − Bmin, where
B =

∑
1≤i≤N Bi and Bmin = min1≤i≤N Bi.

Condition 2. (Strictly non-empty condition). This condition is said to hold
strictly when each node can never be empty, i.e., the inequality is strict: K >
B − Bmin.

Condition 3. (Single destination node). Each node i with finite capacity is the
only destination node for each upstream node, i.e., if Bi < K and pji > 0 then
pji = 1, 1 ≤ i, j ≤ N .

Condition 4. (Only one node blocked). At most one node can be blocked, i.e., if
K = Bmin + 1.
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Definition: A-type node. An A-type node has arbitrary service time distribution,
symmetric scheduling discipline or exponential service time, identical for each
class at the same node, when the scheduling is arbitrary [3].

Product-form solution (3) has been derived for networks with different block-
ing types and with different topologies. Some product-forms hold for both ho-
mogeneous networks, that is where each node operates with the same blocking
mechanism, and non-homogeneous ones, where different nodes in the networks
work under different blocking mechanisms. Table 1 summarizes the main cases
of allowed combination of blocking types for each network topology, under some
additional constraints, i.e., conditions 1 through 4 defined above, and where
product-form (3) is defined by formulas F1 through F5 as follows.

Table 1. Product-form heterogeneous networks with blocking

Network topology Blocking types Product-form formulas

Two nodes BAS, BBS, RS F1
Cyclic topology BBS, RS F2 and Condition 1
Central server (star) BBS, RS (central node with RS) F3
Reversible routing RS-RD, Stop F4
Arbitrary routing BBS, RS-FD F2 and Conditions 2 and 3
Arbitrary routing BAS F5 and Condition 4

Let us define ρi = ei/μi, where μi is the service rate of node i, and ei the
solution of the system of traffic equations (1).

Product-form F1. For multiclass networks with BCMP-type nodes [13] and class
independent capacities, formula F1 defines: V (n) = 1 and gi(ni) = ρni

i .

Product-form F2. For single class network and nodes with exponential service
time distribution, and load independent service rates μi, formula F2 defines:
V (n) = 1 and gi(ni) = 1/yi, where y = (y1, . . . , yN ) is the solution of the
equations y = yP′, and matrix P′ = [p′ij ] is defined in terms of the routing
probability matrix P and the service rates as follows: p′ij = μjpji, p

′
ii = 1 −∑

j �=i p′ji, 1 ≤ i, j ≤ N .

Product-form F3. It applies to multiclass central server networks with A-type
nodes, the class type of a job fixed in the system, state-dependent routing de-
pending on the class type, and blocking functions dependent on node. Let 1
denote the central node. Let bi(ni) denote the blocking function of node i,
that is the probability that a job arriving at node i, is accepted when there
are ni customers. For single class exponential networks, load dependent service
rates μi(ni) = μifi(ni), and the state-dependent routing defined as p1j(nj) =
wj(nj)w(K − n1), ∀nj , pj1 = 1, and 2 ≤ j ≤ N , formula F3 defines:

V (n) =
K−n1∏

l=i

w(l − 1)
N∏

j=2

nj∏

l=i

wj(l − 1), gi(ni) =
ni∏

l=i

1
μi

bi(l − 1)
fi(l)

, ∀i. (5)
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For the definition of formula F3 for multiclass central server networks expression
refer to [3].

Product-form F4. It applies to single class networks with A-type nodes. For the
case load dependent service rates μi(ni) = μifi(ni), and blocking function bi(ni)
for each node i, formula F4 defines: V (n) = 1 and gi(ni) = ρni

i

∏ni

l=i
bi(l−1)

fi(l)
.

Product-form F5. For multiclass networks and nodes with FCFS service disci-
pline, exponential service time, and class independent capacities. Formula F5,
like F1, defines: V (n) = 1 and gi(ni) = ρni

i .

Note that product-form formula (3) generalizes the closed-form expression for
BCMP networks [13], and in certain cases, corresponds to the same solution as for
queueing networks with infinite capacity queues computed on the truncated state
space defined by the network with finite capacities. Product-forms for queueing
networks with finite capacities are proved mostly by applying two approaches:
i) reversibility of the underlying Markov process, ii) duality.

The former approach applies to reversible routing networks with finite capac-
ity, whose underlying Markov process is shown to be obtained by truncating
the reversible Markov process of the network with infinite capacity. This al-
lows us to immediately derive a product-form solution from the theorem for
truncated Markov processes of reversible Markov processes. This theorem states
that the truncated process shows the same equilibrium distribution as the whole
process normalised on the truncated sub-space. For example networks with RS
blocking, BCMP-type networks with finite capacity and reversible routing P
have product-form steady-state distribution given by formula F1 defined above
[3, 27, 41]. Note that this solution is the BCMP product-form, renormalised over
the reduced state space.

The latter approach, duality, applies to networks with arbitrary topology (pos-
sibly non-reversible) routing, for which the product-form solution is derived by
the definition of a dual network that has the same equilibrium probability distri-
bution. The dual network is proved to be in product-form under the non-empty
condition (condition 1). For example, consider a cyclic closed network with single
class, load independent exponential service rates and BBS or RS blocking. We
can define a dual network which has the same steady-state joint queue length
distribution [25]. It is obtained from the original one by reversing the connec-
tions between the nodes. It is formed by N nodes and (B−K) customers, which
correspond to the ‘holes’ of the original (primal) network, where B =

∑N
i=1 Bi

is the total capacity of the network. When a customer moves from node i in the
original network, a hole moves backward to node i in the dual one. The state of ni

customers in node i of the original network, corresponds to Bi−ni holes in node
i of the dual one contains. The underlying Markov process that describes the
evolution of customers in the network is equivalent to the one that describes the
evolution of the holes in the dual network. Hence, when the non-empty condition
is satisfied, the total number of holes in the dual network cannot exceed the min-
imum capacity, i.e., (B −K) ≤ Bmin, and the dual network has a product-form
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solution like a network without blocking. Then the product-form solution for the
primal network is given by equation (3) with formula F2 defined above [25]. This
solution can be extended to arbitrary topology networks with load independent
service rates for RS blocking, as proved in [27]. Another remarkable example of
duality is for closed cyclic networks with phase-type (general) service distribu-
tions and BBS blocking for which the throughput of the network is shown to be
symmetric with respect to its population, i.e., X(B − K) = X(B) [22].

3.3 Algorithm for Closed Networks with Blocking

Product-form closed networks with blocking can be analyzed by some efficient
algorithms [8, 19, 50]. They can be applied if some additional constraints are
verified. They provide the model solution with a time computational complexity
linear in the number of network components, i.e., they require O(NK) opera-
tions, for a network with N service centers and K customers. There are two
types of algorithms for product-form closed networks with blocking: Convolu-
tion and MVA (Mean Value Analysis). Note that we cannot directly apply the
algorithms already known for BCMP networks, such as convolution algorithm
and MVA [49], because of the different state space definition. However, the main
idea of the two algorithms is similar to the non blocking case. Convolution algo-
rithm aims to evaluating the normalizing constant G in formula (3) and average
performance indices. MVA provides a direct computation of a set of average
performance indices (mean response time, throughput, and mean queue length).

Convolution algorithm. We shall now briefly recall a Convolution algorithm
for product-form queueing networks with blocking, whose computational com-
plexity has a linear time computational complexity in the number of network
components. With respect to the algorithm for BCMP networks, a Convolution
algorithm for queuing networks with finite capacities takes into account the set
of constraints on the queue lengths. This corresponds to a state space limitation
that leads to a new definition of recursive equations to compute the normalizing
constant.

The Convolution algorithm applies to networks with RS and BBS blocking,
arbitrary topology, load independent service rates, and product-form solution
given by formula F1 or F2. The algorithm computes the normalizing constant
G in formula (3). This is obtained by on a set of recursive equations to eval-
uate functions Gj(n), that can be interpreted as the normalizing constant of
the network with finite capacity queues and with the first j nodes and n cus-
tomers, 1 ≤ j ≤ N , ∀ feasible n ≤ K. The algorithm eventually computes
G = GN (K). It defines a set of different recursive equations depending on the
network population and the finite capacities. Once the last function GN (n), for
each feasible n, has been computed, one can derive for each node i, the marginal
queue length distribution πi(ni), ∀ni, and the average performance indices, i.e.,
the mean queue length Li, the mean response time Ti, the node throughput Xi

and utilization Ui, the mean busy period, and the blocking probabilities.
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The time computational complexity of the algorithm depends on the network
parameters and is O(NC), where C = max1≤i≤N (Bi−ai), and ai = max(0, K−∑

j �=i Bj) is minimum feasible queue length of node i. A detailed description of
the algorithm is given in [8].

MVA algorithm. The MVA algorithm directly computes a set of average per-
formance indices, without evaluating the normalizing constant. The algorithm
recursively evaluates the mean queue length, mean response time, and through-
put. Other performance indices that can be derived are utilization, mean busy
period and blocking probabilities for each node.

An MVA algorithm is defined for the class of product-form networks with
cyclic topology and with BBS-SO and RS blocking [19]. In this case product-
form F2 holds when the non-empty condition is satisfied, and we can define a
dual network without blocking with identical product-form state distribution.
Hence, by duality, this algorithm simply applies the standard MVA algorithm
for networks without blocking to the dual network (see [19] for details). Note
that such a MVA algorithm is not a direct application of the arrival theorem, as
we have in MVA for queueing networks without blocking [49], since it is based
on the dual network that is without blocking. The arrival theorem for network
with blocking is discussed in [7, 10, 14].

Another MVA algorithm has been extended to a class of product-form net-
works with RS blocking, load independent service rates, and with F2 or F3
product-form [50]. The MVA algorithm has a time computational complexity of
O(BmaxNK) operations, where Bmax = max1≤i≤N Bi.

4 Approximate Analysis of Networks with Finite
Capacities

General queueing networks with blocking that have not a product-from solution
can be analyzed by approximate analytical methods or by simulation. Several ap-
proximate techniques for open or closed queueing networks with finite capacity
queues have been proposed to evaluate average performance indices and queue
length distributions [10, 47, 54]. Most of the methods provide an approximate so-
lution with a limited computational cost, but they do not give any bound on the
introduced approximation error. The accuracy of the methods is usually validated
by comparing numerical results with either simulation results or exact solutions.

Various heuristics have been defined by taking into account both the network
model characteristics and the blocking type [4, 15, 16, 20, 23–26, 28–35, 37,
42, 48, 53–56, 60, 61]. Approximate methods for queuing networks with finite
capacities are defined on the basis of the following principles:

– decomposition applied to the Markov process or to the network,
– forced product-form solution,
– structural properties for special cases,
– maximum entropy.
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The various approaches can be applied under some constraints and for some
blocking type, and they show different accuracy and time computational com-
plexity. The methods based on forced product-form solution try to apply the
product-form results to networks that do not satisfy the required constraints,
possibly making some iterative check to appropriately select the approximation
parameters. They usually are quite efficient from the computational viewpoint,
but with unknown approximation error. Networks with particular topologies can
be solved by special approximation methods that take advantage of their struc-
ture. Maximum entropy approximations apply the maximum entropy method
(ME) to match the performance indices, which leads to a closed-form solution
of the queue length distribution. ME approximation can be applied under quite
general conditions and provide a good accuracy [29–33, 35]. We now discuss the
decomposition approach that is widely used.

Network and process decomposition. Many approximate methods are
heuristics based on the decomposition principle applied to the underlying Markov
process or directly to the network.

Decomposing a Markov process consists in identifying a state space E par-
tition of into H subsets Eh, 1 ≤ h ≤ H , which leads to a decomposition of
the rate matrix Q into H2 submatrices. Hence the solution of the entire system
of global balance equations (2) is reduced to the solution of H subsystems of
smaller dimension. Each subsystem is related to a subset Eh, so obtaining the
conditioned state probability denoted by Prob(S | Eh), ∀ state S ∈ Eh, ∀h.
Then these solutions are combined to obtain the overall process solution, i.e.,
the state distribution as

π(S) = Prob(S | Eh)Prob(Eh) (6)

where Prob(Eh) is the aggregated probability of subset Eh, ∀h. Then the de-
composition technique substitutes the direct computation of π(S) with the com-
putation of probabilities Prob(S | Eh) and Prob(Eh), ∀S, ∀Eh. Exact process
decomposition in general cannot be efficiently applied, except for special cases.

Approximate methods based on the decomposition of the Markov process
provide an approximate evaluation of these probabilities. They require to:

– identify a partition of E into H subsets, so decomposing state space E and
transition rate matrix Q,

– compute the conditional state probabilities Prob(S | Eh) and the aggregate
probabilities Prob(Eh)for each subset Eh, ∀h, and compute state probability
π by formula (6).

A critical issue is the definition of the state space partition that affects both the
accuracy and the time computational complexity of the approximate algorithm.
If the partition of E corresponds to a network partition into subnetworks then
subsystems are (possibly modified) subnetworks.
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The decomposition principle applied to the queueing network is based on
the aggregation theorem for queueing networks. It performs in three steps: 1)
network decomposition into a set of subnetworks, 2) analysis of each subnetwork
in isolation to define an aggregate component, 3) definition and analysis the new
aggregated network. Step 1 is a NP-complete problem, so it is the most critical
issue. One should then choose simple subnetworks to apply efficient solution
methods at step 2. At step 3 aggregation can be exactly applied only for product-
form networks, and it is approximated otherwise, in general with unknown error.
Network decomposition can be very efficient when the isolated subnetworks at
step 2 and the aggregated network at step 3 are simple to analyze. The various
approaches determine the subnetwork parameters. Many approximate methods
use iterative aggregation-disaggregation procedures, for which conditions and
speed of convergence should also be considered. Few approximations have known
accuracy. An open issue is the definition of approximate methods with known
error, such as bound solutions.

Approximate method comparison. We now present a review and comparison of
some approximate methods by considering their accuracy, efficiency and the class
of models to which they can be applied. Specifically, we consider the algorithm
rationale and the model assumptions, i.e., constraints on the network parameters
such as topology, types of service distributions, queue capacities, and blocking
type. The approximation accuracy is evaluated by comparing numerical results
with either simulation or exact results [6, 10].

We shall now consider some significant approximations for the two classes of
closed and open networks. Table 2 summarizes the conditions under which the
methods for closed and open networks can be applied, i.e., the constraints on
network topology, service centers (service time distribution, number of servers
and queue capacity, and blocking type).

Table 2. Approximate methods for queuing networks with blocking

Network costraints
Methods for closed networks topology - node type - blocking types

Throughput Approximation (TA) cyclic - G/M/1/B BAS - BBS
Network Decomposition (ND) cyclic - G/M/1/B BBS
Variable Queue Capacity Decomp. (VQD) cyclic1 - G/M/1/B BBS
Matching State Space (MSS) general - G/M/1/B BAS
Approximate MVA (AMVA) general - G/M/1/B BAS
Maximum Entropy Algorithm (ME) general - G/GE/1/B RS-RD

Methods for open networks

Tandem Exponential Network Decomp. (TED) tandem - G/M/1/B BAS
Tandem Phase-Type Network Decomp. (TPD) tandem - G/M/1/B BAS
Acyclic Network Decomposition (AND) acyclic - G/M/1/B BAS
Maximum Entropy Algorithm (ME-O) general - G/GE/1/B RS-RD
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4.1 Approximate Methods for Closed Networks with Finite
Capacities

We consider the following six algorithms for closed queuing networks, based on
various principles:

– Throughput Approximation (TA) [46]
– Network Decomposition (ND) [23]
– Variable Queue Capacity Decomposition (VQD) [56]
– Matching State Space (MSS) [1]
– Approximate MVA (AMVA) [2]
– Maximum Entropy Algorithm (ME) [32, 35]

They applied to homogeneous networks, i.e., each node has the same blocking
type. We assume FCFS service discipline at each node. Table 3 reports the key
idea of each approximation method.

Cyclic networks. The first three methods (TA, ND and VCD) evaluate the
throughput of cyclic networks with exponential service time distribution. TA
and VCD algorithm compute the network throughput X(K) as a function of
network population K.

Throughput Approximation (TA) applies to cyclic networks with BBS or BAS
blocking and exponential service times [46]. It evaluates the network throughput,
assuming that it is a symmetrical function, that is X(K) = X(B − K), where
B =

∑
i Bi. This property holds for BBS blocking as proved under the more

general assumption of phase-type service distribution in [22], and it reaches its
maximum value for K = K∗ = �B

2 �. The algorithm directly computes few values
of function X(K) with exact analytical methods and computes the other values
by fitting the curve through those known points. For BAS blocking the symmetry
property of the throughput does not hold, but a similar shape of the curve as
for BBS blocking is conjectured, supported by experimental results, where K∗

is approximated by an iterative scheme that depends on the queue capacities
and the service rates. The main drawback of this method is the cumbersome
computational complexity required to evaluate the exact throughput. Hence, it
can be used for parametric analysis of the throughput by varying the network
population and only for networks with a limited number of nodes and customers.

Network Decomposition (ND) approximates the throughput of the cyclic net-
work with BBS blocking by a network decomposition method [23]. At step 1
the network is partitioned into N one-node subnetworks. At step 2 each sub-
network is analyzed in isolation as an M/M/1/Bi network with arrival rate λ∗

i

and load dependent service rate μ∗
i (n), ∀n, to derive the marginal queue length

distribution π∗
i (n), ∀n, ∀i. Parameters λ∗

i and μ∗
i (n) are defined by a set of

equations and are approximated for each subnetwork. The isolated queue is ap-
proximated by taking into account the blocking of customers due to the finite
capacity of the downstream nodes. The authors consider two cases depending on
whether all the nodes have finite capacity or there is one infinite capacity node.
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Table 3. Approximate methods for closed networks with blocking: main idea

Method Key idea

TA Exact model analysis for some network population and throughput
interpolation by varying network population K.

ND Network decomposition into nodes analyzed in isolation as M/M/1/B.
VCD Network decomposition and aggregation into a single composite node with

state dependent service rate and variable buffer size.
MSS Analysis of the QN without blocking by choosing the network population

to approximately match the state space cardinality.
AMVA Modified and forced MVA algorithm to consider blocking.
ME Approximate product-form for the queue length distribution based on

maximum entropy.

They define the parameters by a fixed-point equation for λ∗
i and an iterative al-

gorithm. It starts with a throughput approximate interval [Xmin(0), Xmax(0)],
computes new parameters λ∗

i and μ∗
i (n) at each step and appropriately updates

the k-th throughput approximation [Xmin(k), Xmax(k)], until a convergence con-
dition is satisfied. Such conditions check the approximate throughput interval
width, and some consistency control on the network. If all nodes have finite ca-
pacity an additional iteration cycle is required to compute probabilities π∗

i (Bi)
(see [23] for details). Convergence has not been proved, but it has been ob-
served. The time computational complexity is of O(kN4B3

max) operations, for k
iteration steps.

Variable Queue Capacity Decomposition (VQD) method can be applied to
cyclic1 networks with BBS blocking [56], and we assume that node 1 has infi-
nite capacity (B1 = ∞). The algorithm is based on the network decomposition
principle applied to nested subnetworks. The key idea is that given a node i,
all the downstream nodes (i + 1, . . . , N) are aggregated in a single composite
node Ci+1 with load dependent service rate and a variable queue capacity. The
approximation evaluates the composite node Ci+1 parameters (load dependent
service rate, and the fraction of time in which the queue capacity is n, given
the network population). The algorithm starts with the analysis of the two-node
subnetwork formed by the last two nodes (N − 1, N) to define the composite
aggregate node CN−1, that is seen by node N−2. Then the algorithm goes back-
ward from node i = N − 2 to node 1 eventually to the two-node network formed
by (1, C2) that represents the entire aggregated network, and from which one
obtains the approximated throughput. The analysis of each two-node network
where the composite node has variable queue capacity (or variable buffer) is car-
ried out by considering two corresponding two-node networks where a composite
node has fixed buffer and infinite buffer, respectively (see [56] for details). The
algorithm is very simple, non-iterative and its time computational complexity is
of O(NK3) operations.

1 With a node with unlimited capacity.
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Arbitrary topology networks. The three methods (MSS, AMVA and ME)
apply to arbitrary topology networks. MSS and AMVA methods assume net-
works with BAS blocking, exponential service time, and evaluate the network
throughput. ME algorithm assumes RS-RD blocking, generalized exponential
service time and evaluates the queue length distribution and average perfor-
mance indices.

The basic idea of Matching State Space (MSS) method [1] is to approximate
the behavior of the network with blocking with that of a network without block-
ing by choosing the population to approximately match the state space cardi-
nality of the underlying Markov chain. The assumption is that the two networks
with nearly the same state space cardinality should have similar throughputs.
The algorithm defines a new network with infinite capacity queues and K ′ cus-
tomers so that the state space cardinality of the underlying Markov process, say
C′(K ′), is nearly equal to that of the Markov process of the original network
with K customers, C(K). The algorithm determines K ′ to approximate the state
space matching, that is to minimize the difference function |C′(K ′) − C(K)|.
Then the network without blocking is analysed (see [1] for details). The algo-
rithm implementation is simple and the time computational complexity is of
O(N3 + NK2) operations.

Approximate MVA (AMVA) [2] analyzes networks with BAS blocking and
exponential service times by a modification of the MVA algorithm originally de-
fined for product-form networks with unlimited queue capacities [49]. The MVA
algorithm is based on Little’s theorem and the arrival theorem. Note that the ar-
rival theorem and the MVA algorithm, as defined for networks without blocking,
cannot be immediately applied to networks with blocking. Let Ti(n), Li(n) and
Xi(n) denote the average response time, mean queue length and throughput of
node i when there are n customers in the network. For load independent service
center the MVA is based on the following recursive scheme, for 1 ≤ n ≤ K:

– Ti(n) = 1
µi

[1 + Li(n − 1)], ∀i

– Xi(n) = nei/[
∑

j ejTj(n)], ∀i
– Li(n) = Xi(n)Ti(n), ∀i.

The approximation algorithm modifies the first equation trying to take into
account blocking. In particular if node i is full, it cannot accept new customers
and there is at least one node j blocked by node i, then approximation defines:

– Ti(n) = 1
µi

Li(n − 1)
– Tj(n) = 1

µj
[1 + Lj(n − 1)] + 1

µi
(ejpji)/ei

For node i only the customers already in the node contribute to the average
response time, while for the blocked node j the response time increases of a
blocking time due to node i (see [2] for further details). The algorithm can
be simply implemented and the time computational complexity is of O(N3 +
kNK) operations where k is the number of iterations of the approximate iterative
computation at step n.

Maximum Entropy Algorithm (ME) [32, 35] evaluates the queue length dis-
tribution and average performance indices of a network with RS-RD blocking
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and generalized exponential service time. The approximation is based on the
principle of maximum entropy and is an extension of the algorithm defined for
open networks and more general cases, such as multiclass networks and priorities
[29–31, 33]. Let ai = max(0, K−∑

j �=i Bj) be the minimum number of customers
in node i. The algorithm approximates the joint queue length distribution π(S)
for each network state S by maximizing the entropy function

H(π) = −∑
S π(S)log(π(S))

subject to the following constraints

– normalization:
∑

S π(S) = 1
– ui is the probability of more than ai customers in i:

∑
ni>ai

π(ni) = ui

– Li is the mean queue length:
∑Bi

ni=ai
hi(ni)πi(ni) = Li

– Φi is the probability that node i is full:
∑Bi

ni=ai
fi(ni)πi(ni) = Φi

where hi(ni)=min(0, ni − ai − 1) and f(ni) = max(0, ni − Bi + 1). By the
Lagrange’s method of undetermined multipliers the algorithm determines an
approximation of π(S) that has the following product-form expression:

π(S) =
1
Z

N∏

i=1

xi(ni)y
hi(ni)
i zfi

i (7)

where Z is a normalizing constant, xi(ni) = 1 if ni = ai, and xi(ni) = xi if
ai < ni ≤ Bi, and xi, yi and zi are the Lagrangian coefficients corresponding to
constraints above. The network cannot be decomposed into single nodes and the
coefficients do not have a closed form expression. The algorithm approximates
the closed network with a pseudo open network without exogenous departures
and arrivals. This open network is analysed by the approximation based on the
same principle applied to open networks, introducing an additional constraint
on the average queue lengths K =

∑
i Li and slight modifications to derive the

coefficients of formula (7). Then the coefficients are iteratively approximated.
The algorithm details are given in [32, 35]. The time computational complexity
of the algorithm depends on the algorithm for open networks and for the iterative
approximation, with k iteration, is of O(kN2K2) operations.

4.2 Approximate Methods for Open Networks with Finite
Capacities

We consider the following algorithms for open queuing networks, as reported in
Table 2 that shows the corresponding constraints on the network topology, the
type of service centers and the blocking type:

– Tandem Exponential Network Decomposition (TED) [20]
– Tandem Phase-Type Network Decomposition (TPD) [48]
– Acyclic Network Decomposition (AND) [37]
– Maximum Entropy Algorithm for Open networks (ME-O) [35, 51]

All the algorithms are based on network decomposition and ME-O method on the
maximum entropy. Decomposition define one-node subnetworks as M/M/1/B
queues by TED and AND, M/Cox/1/B queue by the other algorithms.
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Tandem networks. The TED [20] and TPD [48] algorithms approximate the
throughput of the tandem network with BAS blocking by network decomposi-
tion. The network is partitioned into N one-node subnetworks T (i), 1 ≤ i ≤ N .
Subnetwork T (i) represents the isolated node i and is analyzed as an M/M/1/Bi

queue by TED and as an M/PHn/1/Bi queue by TPD (with phase-type ser-
vice distribution). The method define appropriate parameters to derive marginal
probability πi(n), ∀n of each subnetwork T (i). Since T (1) and T (N) correspond
to the first and last node of the tandem network the first has arrival rate λ (exoge-
nous arrival rate) and the last service rate μN . The remaining 2(N−1) unknowns
have to be determined. The approximation is based on an iterative scheme to
approximate the subnetworks unknown parameters(see [20] for details). TED
algorithm requires O(kNB2

max) operations, where k is the number of iterations.
The authors proved the algorithm convergence, and numerical results show that
it is fast. TPD method solve subsystems T (i) with a matrix-geometric technique
and distinguish two cases depending on whether the first node has finite capac-
ity. When all the nodes have finite capacity it has an additional iterative cycle to
estimate the effective arrival rates (see [48]). Convergence has not been proved.
the algorithm requires O(k1

∑
2≤i≤N ki(N − i + 1)3B2

i ) operations where ki is
the number of iterations to compute the arrival rate of system T (i) .

Acyclic and arbitrary topology networks. The last two methods AND
and ME-O apply to more general topology networks and evaluate the queue
length distribution and are respectively based on network decomposition and
the maximum entropy principle.

The Acyclic Network Decomposition (AND) method [37] extends TED ap-
proximation to acyclic networks with exponential service time distribution and
BAS blocking. Like TED, the approximation is based on a network decompo-
sition into N single node subsystems T (i). Each subsystem is analyzed as an
M/M/1/Bi system, but AND method defines a new set of equations to deter-
mine the subsystems parameters (service and arrival rates). If node i has Ui

predecessor nodes, then each subsystem T (i) receives arrivals from Ui exponen-
tial sources with unknown rates, one source from each predecessor j (i.e., any
node j such that pij > 0). These rates are approximated by an iterative proce-
dure. To this aim AND algorithm evaluates the probability that at arrival time
at T (i) from the j-th source there are n other nodes blocked by node i, and
the probability that at the end of a service system T (i) is empty. These prob-
abilities appear in the new formulas defined for the unknown rates (see [37] for
details). The T (i) subsystems are eventually analyzed to derive marginal prob-
abilities πi(n), ∀n, ∀i. The time computational complexity of AND is bounded
by O(kN [(U + Bmax)2 + U3 + 2U+1]), where k is the iteration number and
U = maxiUi.

Maximum Entropy Algorithm for Open networks (ME-O) approximation [35,
51] analyses a more general classes of networks with arbitrary topology, gener-
alized exponential service time distribution, and RS-RD blocking. It is similar
to the ME method by the same authors for closed networks, and the approx-
imation is based on the maximum entropy. The open networks is decomposed
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into N subsystems T (i), each analysed as GE/GE/1/B nodes with appropriate
parameters by considering blocking. The analysis of the i-th GE/GE/1/B sys-
tems is based on an iterative scheme that computes: 1) the arrival rate by the
traffic equations, 2) the probability that, at service completion time at i, node
j is full, ∀j, 3) the queue length probability πi defined by a product-form whose
coefficient are the Lagrange multipliers corresponding to the constraints of the
maximum entropy problem, and 4) the coefficient of variation of the interarrival
time at T (i). The iterative scheme is repeated until convergence of the coefficient
of variations at step 4. The probability computation at step 2 requires the solu-
tion of non-linear system that can lead to numerical instability and problems of
convergence, which, however, is rarely observed. There is no proof of convergence
and uniqueness of the solution. See [35, 51] for details. The time computational
complexity is of O(Ω3), where Ω is the cardinality of the set of probabilities
computed at step 2.

5 Algorithms Comparison

Table 4 shows a comparison of approximate methods for closed and open net-
works. It shows the performance indices evaluated by every method, their accu-
racy and efficiency.

For closed networks, approximation ND is more accurate than VCD and the
difference increases with the number of network nodes. TA is more accurate than
ND and its accuracy is more stable than that of ND as the number of network
nodes increases. However, ND is more efficient than TA, which is limited to small
networks. If K < NBmax then VCD approximation is better than ND, while the
opposite is true otherwise. VCD approximation is less efficient than ND for large
network population K. Note that VCD and TA provide the throughput for all
the network population from 1 to K. ND is based on a fixed-point iteration and
can show some numerical instability. ND and AT apply to a more general class
than VCD approximation.

By comparing methods MSS and AMVA, we observe that the former is more
accurate and more efficient. The approximations are quite different, since their
rationales are not related. They are stable and their accuracy seems to be inde-
pendent of network parameters (N , μi and Bi), but dependent on the topology.
Specifically they provide better results for central server networks and worse
results for cyclic networks.

For open tandem exponential networks with BAS blocking the two approx-
imation algorithms TED and TPD have nearly the same accuracy, with quite
similar approximations, for sign and value. Their accuracy increases for small
blocking probabilities, i.e., for networks with large Bi or large μi with respect to
the arrival rate. The approximation accuracy of TPD is influenced by capacity
queue unbalancing, while that of TED is affected by service rate unbalancing.
TPD is slightly better than TED for high blocking probabilities. TED is cer-
tainly more efficient and has a simpler implementation than TPD, which can
show numerical instability that can affect the algorithm convergence.
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Table 4. Comparison of approximate methods for networks with blocking

Method Index Accuracy Efficiency

TA X(K) Very good Poor for N > 5
ND X Good Good
VQD X(K) Good for N ≤ 4 Fair
MSS Xi Fair Good
AMVA Li, Xi, Ti Fair for X Very good
ME Li, Xi, Ti Fair Fair

TED Li, Xi, Ti, πi Very good Very good
TPD Li, Xi, Ti, πi Very good Slow for networks with all finite capacity nodes,

fair otherwise.
AND Li, Xi, Ti, πi Very good Very good
ME-O Li, Xi, Ti, πi Good Fair

Finally, the maximum entropy methods, ME and ME-O, for closed open
networks apply to the more general class of networks with arbitrary topol-
ogy, generalized exponential service time distribution, and RS-RD blocking. The
throughput accuracy of ME is not affected by the topology and the symmetry
of network parameters (μi and Bi, ∀i), but it depends on the coefficient of vari-
ation of the service distributions. The approximation error grows with these
coefficients of variation. The accuracy of the ME-O method decreases with the
presence of cycles in the networks.

6 Application Examples of Networks with Blocking

Some equivalence, insensitivity and monotonicity properties of queueing net-
works with finite capacities have been proved [10, 12, 21, 22, 43, 44, 52, 57, 58].

Insensitivity properties lead to the identification of the factors that affect sys-
tem performance. Monotonicity provides insights in the system behavior. It can
be applied in parametric analysis to study the impact of various parameters
(e.g., system load, buffer dimension) on system performance, to solve optimiza-
tion problems or for bounding analysis. Equivalencies are defined in terms of
state probability distribution π, average performance indices, or passage time
distribution. Most of the equivalencies derive from the identity of the network
processes. However, even if two networks have identical Markov processes, the
meaning of corresponding states may be different. Then performance measures
may be not equivalent, because the equivalence in terms of π does not necessarily
lead to equivalence in terms of average performance indices.

Examples of equivalences are between networks with and without blocking
that immediately leads to the extension of efficient computational solution al-
gorithms defined for BCMP networks. Such equivalences hold for exponential
networks with RS-RD blocking with reversible routing and product-form F4,
and with arbitrary routing and product-form F2, for which an equivalent
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product-form network without blocking can be defined (see [10, 12]). Several
equivalences can be defined between networks with different blocking types, and
between homogeneous and non-homogeneous networks. Some examples are:

– BBS and RS types are equivalent for multiclass two-node networks with
BCMP type nodes and class independent capacities,

– BAS is reducible to BBS for cyclic networks provided that node capacities
are augmented by 1.

– for central server topology networks, BAS is reducible to BBS with node
capacities Bi, 2 ≤ i ≤ M , augmented by 1.

– BBS and RS-FD types are equivalent for networks with arbitrary routing,
single class, with exponential nodes, load independent service rates and if
condition 3 holds (single destination node) defined in Section. 3.2.

– Stop and Recirculate blocking are equivalent for multiclass open Jackson
networks with class type fixed.

These results can be applied, for example, to define more efficient methods or
to extend solution algorithms to more general classes of models of networks
with different blocking types or network parameters. A detailed description of
equivalence properties can e found in [10, 12, 21, 43].

A simple application. A simple application example is a store-and-forward packet
switching network with virtual circuits modeled at level 3 in OSI reference model.
Under independence assumptions, the window flow control can be represented
by a closed cyclic queueing network with finite capacities and RS blocking. Un-
der exponential assumptions and if the non empty conditions (condition 1) is
satisfied, then product form solution (3) with formula F2 holds and we can ap-
ply Convolution algorithm or MVA to derive the performance indices, such as
network throughput, delay, and buffer occupancy.

Another simple application of finite capacity networks to model communica-
tions and computer systems is shown in Figure 1 that represents an heteroge-
neous network with blocking modelling two computer systems connected through
a communication link. We assume that nodes C1 and C2 represent computer
CPU subsystem with RS-RD blocking, nodes D1 and D2 are computer disk
subsystem with BAS blocking, nodes N1 and N2 are computer network ac-
cess with BAS blocking, and nodes N2 and N4 communication links with BBS

Fig. 1. Example
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blocking. The customers of the model represent jobs (in computer systems) and
packets (in communication subnetwork). Under exponential assumptions a het-
erogeneous network reducible to a homogeneous queuing network with RS-RD
blocking can represent the system. The network has arbitrary topology and we
can can apply the ME approximate solution algorithm to derive the performance
indices, such as the average response time and system throughput.

Moreover if nodes D1 and D2 have RS-RD blocking, then the network has
product-form solution F2 and we can apply the convolution algorithm to eval-
uate the system performance.
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